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Abstract: This paper addresses the challenges in evaluating the structural performance of built
structures using non-destructive methods and in situ tests. Such an examination of structural
properties, without their sampling, is a diagnostic improvement, especially for historical heritage
buildings, where it is not allowed to violate their physical integrity. Therefore, the research proposes a
non-destructive testing method based on the equalization of the mechanically and non-destructively
determined parameters of the strength of built-in timber. The research included three phases: (1) a
preliminary examination; (2) a calibration procedure of the non-destructive method, and (3) in
situ application of the established non-destructive method. The preliminary examination involved
testing specimens using X-rays and ultrasonic waves by directing them, analogous to mechanical
testing, in the fibers’ longitudinal, radial, and tangential directions. In the second phase, it was
shown that equalizing the parameters of mechanical and non-destructive testing using ultrasound
and X-rays of timber was feasible. Furthermore, mechanical calibration was conducted to establish
an applicable non-destructive in situ method. Finally, in the third phase, an in situ assessment of
timber architectural elements confirms the effectiveness of the suggested non-destructive approach
in diagnosing architectural structures.

Keywords: building diagnostics; in situ testing; non-destructive testing (NDT); ultrasonic testing
(UT); X-ray imaging; structural performances; timber structures; physical and mechanical properties

1. Introduction

Preserving existing structures and protecting architectural heritage has received signifi-
cant attention as part of the worldwide goal of sustainable development. In situ diagnostics
of heritage buildings require special care and consideration due to their cultural and histor-
ical significance. Consideration of diverse approaches to evaluating the performances of
these buildings represents the focus of various papers [1-6], which provide insight into the
different in situ diagnostics methods. When performing diagnostics on historical heritage
buildings, it is essential to use non-destructive testing (NDT) methods [7] that do not cause
damage to the building’s original materials. It is also essential to work with experts in
conservation and restoration to ensure that any necessary repairs are made with sensitivity
to the building’s original character.

Generally, in situ building diagnostics refer to the process of evaluating the condition
and performance of a building using NDT methods. The diverse methods used in building
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inspection (including thermography, air tightness testing, acoustic testing, electrical testing,
and water testing) can provide valuable information about the condition and performance
of a building and can be used to identify areas for improvement and optimize efficiency.

In situ examination of the structural performances of timber architectural elements
without their sampling, focused on by this paper, represents a diagnostic improvement,
especially when it is not allowed to damage the physical integrity of buildings, such as in
the case of historical heritage buildings [8]. Application of NDT for evaluating structural
integrity and properties of timber buildings without causing damage includes diverse
methods such as:

e  Visual Inspection (VI)—a method that involves a thorough visual examination of the
timber to identify any visible defects or damage. VI can include using magnifying
lenses, borescopes, endoscopes, and other specialized equipment to access hard-to-
reach areas.

e Impact Echo Tests (IET)—a method that involves striking timber with a hammer and
measuring the resulting vibrations. The data can be used to evaluate the thickness and
stiffness of the wood, as well as identify any internal decay or insect damage.

e Drill Resistance Tests (DRT) involve drilling a small-diameter hole into the timber
and measuring the resistance to drilling. DRT can be used to evaluate the internal
condition of the wood, including density and moisture content, as well as identify any
decay or insect damage.

e Infrared Thermography (IRT)—a method that uses infrared cameras to detect differ-
ences in temperature on a building’s surface. IRT can be used to identify areas of heat
loss, air leakage, and moisture intrusion.

e  Ultrasonic Tests (UT)—a method that uses high-frequency sound waves to detect
cracks, voids, and other flaws in timber. UT can be used to evaluate the stiffness and
density of the wood, as well as identify any internal decay or damage.

e  X-ray Imaging—a method that uses X-rays to create an image of the internal structure
of timber. X-ray imaging can be used to identify the presence of knots, cracks, and
decay in the wood.

NDT methods, further discussed in [9], can effectively evaluate the condition of
timber buildings without causing damage. However, it requires specialized training and
equipment to be performed accurately.

The relevance of condition evaluation and ongoing monitoring of the existing timber
structures has been discussed by various authors. For example, Cruz et al. [10] present
guidelines for the on-site assessment of historic timber structures covering principles and
possible approaches for the safety assessment of old timber structures of historical relevance
that could be used as the basis for possible European Standards. On the other hand, Nowak
et al. [11] present a survey of the state of the art of applying DRT methods as diagnostics
techniques for testing timber structures and examples of their applications. Moreover, the
paper by Gomes et al. [12] presents the assessment and diagnosis of two collar timber
trusses using visual grading and NDT.

Furthermore, Stepinac et al. [13] present various methods for assessing the condition
of the existing timber structures through the example of condition assessment of the Nikola
Tesla Technical Museum in Zagreb. Conversely, De Matteis et al. [14] propose a design
procedure for the structural assessment of ancient timber structures using resistographic
NDT and apply this procedure to the case study of the Croce di Lucca Church in Naples.
Significant structural flaws in the system are discovered when the roof structure’s carrying
capability is assessed using the suggested experimental methods, particularly regarding
the bottom tie beam.

Moreover, Wang et al. [15] propose a comprehensive evaluation method for historical
timber structures and apply it to assess a typical historical Chinese timber structural
building named the Fujiu Zhou house. Furthermore, Cruz et al. [16] propose joint use
of non-destructive techniques, including acoustic emission, the elastic weave technique,
and finite element numerical modeling, to make multi-feature decisions about repairing or
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replacing elements. They evaluate the effectiveness of the proposed approach on an old
beam floor from a historic building in the center of Granada, Spain.

On the other hand, Martinez and Martinez [17] describe the use of infrared thermogra-
phy (IRT) for the NDT assessment of a historic timber-roofed building in Madrid, Spain.
Moreover, Nasir et al. [18] critically review diverse NDT methods, including spectroscopy,
stress waves, guided wave propagation, X-ray computed tomography, and thermography,
and introduce the concept of acoustic emission (AE) and its experimentation and analyze
its possible application. Finally, Xin et al. [19] present an approach for evaluating ancient
timber members’ density and mechanical properties that combines NDT, color parameters,
and machine learning (ML).

A significant portion of historical architecture comprises timber floors and roofs, which
must withstand vertical loads and adhere to safety regulations set forth by modern building
codes. However, because it is biodegradable, wood is highly prone to harmful environmen-
tal factors, including xylophage attacks and persistently high humidity. Therefore, periodic
assessments, preferably non- or minimally invasive, are required to protect old timber
structures. Evaluating material properties is one of the critical steps in these assessments.
Unfortunately, the previous task is not a simple one since (1) timber is a complex inho-
mogeneous material, (2) defects have a significant impact on a structural element’s total
bearing capacity, and (3) in most cases, it may not be possible to perform comprehensive
destructive testing.

Starting from the premise that it is possible to equalize the mechanical and non-
destructive parameters of wood testing, the paper investigates whether the mechanical
potentials of load-bearing timber beams may be immediately evaluated in situ with the
stress-sound test techniques and their stability determined. The research aims to propose a
reliable, non-destructive method based on equalizing the mechanical parameters of static
resistance to pressure [20] and its extrapolation of the derived resistance to bending [21],
the most common and most pronounced in timber structures in general [22], with the
parameters of non-destructive methods, on the same standard profiled test samples. An
in situ assessment of timber architectural elements of the roof structure of the Technical
Faculties Building in Belgrade, Serbia, confirmed the proposed method’s effectiveness.

2. Methodologies

The research was planned and carried out in three phases (Figure 1), through a
preliminary examination, calibration procedure of the non-destructive method and, finally,
the immediate in situ application of the established non-destructive method.

2.1. Preliminary Examination

As wood is a heterotopic and orthotropic material [23], preliminary research was
carried out using X-rays and ultrasonic waves. Analogous to mechanical testing, X-rays
and ultrasonic waves were directed in the longitudinal, radial, and tangential directions of
the mechanical fibers of the test samples.

The preliminary examinations showed that the achieved equalization of the mechanical
parameters of static resistance to pressure and its extrapolation in the bending resistance of
wood, with the parameters of ultrasound propagation speed and X-ray image brightness
intensity, reflected the mechanical characteristics of a certain type of wood with identical
regularity in relation to the standard anatomical directions of examination [24]. That the
equalization of the parameters of mechanical and non-destructive testing of wood is a
realistically feasible procedure is also confirmed by the fact that the results of research,
obtained by approximating the mechanical parameters of the tested wood samples, by
taking the highest mean table values, exhibit static resistance to pressure and bending, of
samples of diffuse porous hardwoods, ring porous hardwoods and softwoods [25].
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Figure 1. Flowchart of the in situ evaluation of timber structures.

The fastest propagation of ultrasonic waves and the highest brightness of the X-ray
image, completely analogous to the results of the static pressure resistance test, were obtained
by directing the waves in the longitudinal direction of the flow of the mechanical fibers of
the test samples, with their gradual reduction in the radial and tangential directions [26].
A similar regularity was also manifested for certain tree species, where the velocity of
propagation of ultrasonic waves and the brightness of the X-ray image, in proportion to
the table values of static resistance to pressure [27], were the highest in diffusely porous
hardwood, and proportionally lower in annular porous hardwood and softwood [28] (p. 32).

Preliminary studies were carried out on standardized laboratory samples for testing
the static resistance of wood to pressure, which are small in size, which enabled the
principal confirmation of the functioning of the method, but due to the physical properties
of scattering and weakening of ultrasonic and X-ray waves, proportional to the length of the
path, their application in the third phase of testing structural elements, such as supporting
wooden beams, was practically unfeasible. Taking into account the physical properties of
rectilinear oscillatory sound wave propagation [27], and its negligible attenuation along
the traveled path, the analogy with the methodology of conducting preliminary research
could be fully achieved, with the fact that for the establishment of a non-destructive in situ
method and its application, it was necessary to carry out its proper mechanical calibration.

The process of calibrating the method of applying stress sound waves should therefore
be performed by directing the sound waves at right angles, analogous to the direction of
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static pressure forces on standard laboratory test tubes, in the longitudinal, radial, and
tangential direction of the flow of mechanical fibers and compare the bending resistance
values obtained by calculation [29] and by applying mechanical compression force. In
this phase of the test, it was necessary to make a certain modification of the calibration
procedure, because the application of stress sound waves on small test tubes for mechanical
tests, as was done with X-ray and ultrasound waves in preliminary research, was not
technically feasible.

2.2. Calibration of Non-Destructive Method

Calibration of the stress-sound method was performed by mechanical testing of static
bending and compression stress, on standard hardwood and softwood test samples, cut
from boards which were previously tested with stress-sound waves. To additionally check
the correctness of the procedure, the same set of test samples from the preliminary research
was not used in this test. The test samples were cut exactly from those parts of the boards
through which the stress-sound wave was previously directed, so that the mechanical
calibration of the method was performed on the same structure through which the sound
wave went.

To equalize the test conditions on the test samples, before measuring the compressive
stress, the equilibrium moisture content (EMC) and density were determined [28] (p. 190).
Before the sound testing, the moisture level of the boards, which had been in the room at
room temperature until that moment, was checked with a hygrometer.

The procedure of stress-sound testing is in principle similar to the one performed
in preliminary research using ultrasonic waves. The values of static compressive stress
obtained by mechanical testing of test samples were close to the above table values for the
given type of wood [29]. Based on these values, the values of the static bending stress were
determined by the relationship established between the complex bending stress and the
resultant compressive and tensile stresses (compressive stress: bending stress: tensile stress;
1:2:2.8—hardwood; 1:1.5:2.5—softwood) [24]. Later, direct examination of the bending
stress yielded values similar to the calculated values, which was also a confirmation of
the validity of the conclusions reached in the premillennial research. The results of the
mechanical calibration of the stress-sound wave method are presented in the given tables.

2.2.1. Determination of Wood Density

In this test, the wood density was calculated according to the given formula [28] (p. 213) in
relation to 12% EMC of previously dried test tubes in the chamber (relative humidity—65 + 5%;
temperature 21 =+ 2 °C). The test samples were previously dried because they are in a relatively
stable relationship within the limits of up to 20% EMC (Kollman) [30]. The mass (m) of the
test sample of each type of wood was formally measured with an electronic scale and was
expressed in grams (g), and its volume was calculated according to the mathematical formula
for a prismatic geometric body. The previous procedure is important for in situ testing, because
within these limits, the mechanical potential of the wood does not change significantly with a
change in moisture content [28] (p. 190).

2.2.2. Determination of Wood Moisture Content (MC)

Although the test samples were previously dried in the chamber, the EMC was checked
immediately before their calibration, so that the stress-sound test and the determination of
the static pressure stress were performed under the same conditions. EMC was determined
only in standard cut test tubes so that these data could also be used as a benchmark when
testing the elements of wooden structures with stress-sound waves, in the third phase of
the research.

The determination of the MC of test samples and elements of wooden constructions
was carried out using an electric hygrometer (SRPS EN 13163-2) because in the standard
static calculations of elements of wooden architectural structures, the degree of hygroscopic
MC is taken in the range of 7-25%, where this device is very reliable (Table 1) [28] (p. 212).
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The use of this hygrometer was also convenient because the decrease in the measuring
electrical resistance of the device, by increasing the level of humidity in the range from
absolutely dry to the point of fiber saturation point and, vice versa, its increase, do not
require the introduction of a correction in relation to the type of wood and its density.

Table 1. Values of hygroscopic humidity and density of test samples determined in the calibration
procedure of the stress sound wave method.

Softwood Hardwood
Ring Porous Diffuse Porous
Sprucel  Fir1l Fir 2 Pinel Pine2 Oak1l Oak2 BlackLocust1 Black Locust2  Beech1 Beech 2

ﬁ;ﬁ 3019 2894 2881 2924 2866 2894 2932 29.18 28.08 29.42 29.35
Radial
(] 1977 1982 1975 2005 1999 1993  19.92 19.74 20.12 19.95 19.75
[T;’r‘rglf“t‘al 19.73 1978  19.81 20 1984  19.83  19.94 19.9 2035 19.94 19.81
?g]ass 5.64 472 482 7.84 6.45 773 9.55 8.55 8.67 9.1 8.02
Axial
(] 3008 2892 2881 2918 2858 2894 2924 29.14 28.03 29.35 29.28
Eiiﬁ‘l 19.33 1939 1936 1961 1977 1965  19.68 19.37 19.72 19.66 19.49
[T;rr‘ﬁ]e““al 18.89 1931 1929 1956 1953 1947  19.49 19.33 19.78 19.35 19.41
I[\gfss 492 433 442 7.19 591 7.08 8.81 7.86 8.02 8.4 741
?/K]: 10.9 9.0 9.0 9.0 9.1 92 84 8.8 8.1 83 82
Oven-dry
density 0448 0400 0411 0642 0536 0639 0786 0.720 0.734 0.752 0.669
[g/cm’]

2.2.3. Determination of Compression and Bending Stresses

For this test, all test samples were of the normalized parallelopiped shape and standard
dimensions SRPS ISO 13061. The calibration samples were cut in such a way that their
longest side was parallel to the grain so that the plane that cut the sample longitudinally,
at a right angle, parallel to the lines of the drawing, corresponded to the axial plane.
Sections made by imaginary planes cutting two longitudinal adjacent sides at right angles
corresponded to the radial, i.e., tangential, plane of the test sample. The test samples were
cut in such a way that a corresponding projection of part of the growth ring of the wood
was painted on their sides, which showed the direction of the flow of mechanical fibers, i.e.,
the plane of their cutting.

Calibration of test sample by applying pressure force was performed, as in the pre-
liminary research, by directing it parallel and perpendicular to the direction of the fiber in
the radial and tangential direction, as for the directions of ultrasound waves and X-rays.
For the mechanical test of compressive stress, in parallel with the extension of mechanical
fibers, the surface of the presser, according to the standard method, covered the entire
surface of the upper side of the vertically placed test sample. When testing the compressive
stress perpendicular to the grain, the presser covered the middle third of the longitudinal
side of the test sample in the radial and tangential direction. The increase in the intensity
of the pressure force was set to last a maximum of 5 min, and the strength of the pressure
force, just before the test sample broke, was registered, equivalent to the stress at the limit
of proportionality. The expression of the intensity of the compressive force was standard in
N/cm/min, and the compressive stress in MPa [28] (p. 100) (see Figure 2, Table 2).
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Figure 2. The graph of the ratio of applied force (N/cm?) and stress (MPa), shown on the display of
the control panel of the measuring instrument, during the determination of the compression stress, in
the calibration procedure of the stress-sound wave application method.

Table 2. Values of compressive stresses determined on test sample in the calibration procedure of the
stress-sound wave application method.

Softwood Hardwood
Ring Porous Diffuse Porous
Spruce 1 Fir1 Fir 2 Pine 1 Pine 2 Oak 1 Oak 2 Black Locust1 Black Locust2 ~ Beech1  Beech2

Length (mm) 39.72 40.2 39.13 39.37 39.1 39.04 39.3 39.32 39.3 39.48 39.57
Width (mm) 20.18 20.16 19.96 20.12 19.93 19.92 19.86 19.79 20.27 19.94 19.8
Thickness / / / / / / / / / / /
Compressive
force—transversal 3113 1883 1648 13,129 4979 4149 4621 5839 4736 4624 4760
(lateral)
Compressive
force—axial / / / / / / / / / / /
(transverse)
Transversal stress 3.9 2.3 2.1 16.6 6.4 53 59 7.5 59 59 6.0
Axial stress / / / / / / / / / / /
Length (mm) / / / / / / / / / / /
Width (mm) 19.75 10.86 19.94 20.08 20.29 19.84 19.84 19.93 20.02 19.82 19.96
Thickness 19.86 19.85 19.89 20.09 20.08 19.77 19.79 19.9 20.12 19.19 199
Compressive
force—transversal / / / / / / / / / / /
(lateral)
Compressive
force—axial 19,550 2116 21,212 34,214 27,739 24,223 27,742 39,241 37,842 31,563 29,053
(transverse)
Transversal stress / / / / / / / / / / /
Axial stress 49.8 53.7 53.5 84.8 60.0 61.8 70.7 98.9 93.9 80.5 73.1

To assess the predictive potential of the stress-sound method, the dynamic flexural
modulus was used (Figure 3, Table 3) as a significant indicator of the acoustic property of
wood, which is calculated according to the formula based on the speed of propagation of
the stress-sound wave [28] (p. 100) (Tables 4 and 5). By correlating it with the parameters
of static compressive strength and static bending strength (Figures 4 and 5), correlation
coefficients r-76 and r-77 were obtained, which, given that wood is an anisotropic material,
can be considered very good. As the speed of sound, when it comes to wood, is not strongly
dependent on the density:

c=+vE/p, (1)

then the dynamic modulus of elasticity (MOEdyn) can be considered a reliable predictor of
the influence of bending and compression force on the wood.
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Figure 3. The graph of the ratio of applied force (N/cm?) and stress (MPa), shown on the display of
the control panel of the measuring instrument, during the determination of the bending stress, in the

calibration procedure of the stress sound wave application method.

Table 3. Values of bending stress determined on test samples in the calibration procedure of the stress

sound wave

application method.

Softwood Hardwood
Ring Porous Diffuse Porous
Spruce 1 Fir1 Fir 2 Pine1l  Pine2 Oak 1 Oak 2 Black Locust1 Black Locust Acacia2  Beech1  Beech2
h [mm] 19.74 1986 19.84  20.01 19.78 19.89 19.85 19.79 20.1 19.88 19.91
b [mm] 19.72 1983 1988  20.11 19.91 1988  19.84 19.94 20.06 19.92 19.81
Bending strength
MPs [N o 88.9 799 716 1329 1028  91.09 1245 86.4 170.3 169.8 128
Modulus of elasticity 6108 8137 7905 11,567 7448 6792 8232 11,020 14,788 11,987 9145
MPa [N/mm?*]
Force max. [N] 1627 1488 1334 2572 1907 1706 2316 1605 3288 3182 2393
Deflection max. [mm] 13.85 1178 1028  9.39 17.95 1658  15.04 10.27 14.5 12.64 16.67
h [mm] 19.74 1983 19.89  19.98  20.03 1985  19.94 19.9 10.07 19.9 19.8
b [mm] 19.78 1979 1986 1992  20.14 1983 19.85 19.92 20.31 19.84 19.8
Bending strength
MPa [ 84.1 813 769 152.1 119.1 1033 1058 200.9 1852 135.9 1333
Modulus of elasticity 8784 8262 7304 12,778 10337 7722 6882 15,175 13,920 10,315 9722
MPa [N/mm?*]
Force max. [N] 1544 1506 1438 2880 2291 1921 1987 3773 3607 2542 2464
Deflection max. [mm] 12.58 1126 11.06 1821 12,6 1736 20.05 13.16 14.74 11.61 12.59
85
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Figure 4. The relation between the dynamic modulus of elasticity and compressive strength parallel

to the fibers.
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Figure 5. The relation between the dynamic modulus of elasticity and the bending strength.

2.2.4. Stress-Sound Measurement Scheme and Equipment

In this research, the speed of stress-sound waves was measured. In the first part of
the research, the measurement was performed on test samples, parallel to the grain and
perpendicular to the grain in the radial and tangential directions, in a similar way as it was
performed in the preliminary research using ultrasonic waves. The waves were transmitted
from one side to the opposite side of the test tube mechanically, via the emissive transducer,
and were registered via the receiving transducer. At the same time, the transducer func-
tion was performed by microphones, connected via a tuner to a computer program for
signal analysis.

2.2.5. Stress-Sound Measurement Implementation

Waves were produced by the impact of the emission transducer on the surface of
the tested sample, on the opposite side from the one on which the receiving transducer
was located. Considering the small dimensions of the test sample for determining the
static compressive stress, the sound test was performed on larger test tubes to determine
the modulus of elasticity under pressure. The strength of the input signal was adjusted
via the tuner, and the propagation speed of the sound wave was calculated based on the
elapsed time between the two measurement points. The speed was determined in relation
to the time and length of the path, in the same way it was used to determine the speed of
conducting ultrasound:

V=L/T, )

as well as to correlate the ratio, wavelength, speed, and frequency of the ultrasound wave:
A=V/f, ©)
as proposed in reference [30].

2.2.6. Spectrogram

Spectral analysis of the frequency of stress-sound waves in this research was applied
both in the calibration process of the method and in the in situ examination of the elements
of the wooden structure. Speed and attenuation were important parameters of the calcu-
lation when evaluating the results obtained by this method. The degree of attenuation of
sound wave stress is expressed by the natural logarithm of the decrease in the amplitude of
the sound wave stress per unit of distance traveled using the equation:

a=1/xLn AO/AX, 4)

(x attenuation factor, I-length of the wave propagation path, A0-initial wave amplitude,
and Ax-wave amplitude at the end point of the distance), is directly correlated with the
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dynamic modulus of elasticity (MOEdyn), to consider the possibility of such behavior in
situ examination phase.

Since wood is by its nature a heterotrophic and anisotropic material, the calculation of
the dynamic modulus of elasticity required modifying the formula in order to obtain a true
representative of wave propagation in a three-dimensional frame, which, in addition to
wave speed and p—the wood density of the wood substance:

MOEg, =p - V? (5)
according to Newton’s general equation [30]:

E m
V= ;(;) (6)

the speed of the propagating sound wave directly depends on the structural properties
of the wood, i.e., from its specific density, and is directly proportional to the square root
of the modulus of elasticity, and thus we had objective parameters for the immediate
assessment of the strength, i.e., the load capacity of wooden structural elements based on
the propagation speed of the stress sound wave.

The assessment was based on the fact that, due to decay or an excessive increase in
humidity, wood loses a percentage of the content of the basic substance in its total mass, and
thus its strength, so it was expected that the propagation of sound waves through damp
or decayed wood (Table 5) would be significantly lower and exhibit irregular oscillation
frequencies compared to the one recorded in healthy and dried wood (Table 4) [26]. These
in situ measurements were made in three standard directions of the tested beam.

Table 4. The speed of propagation of stress sound waves in intact test samples.

No. of Type of Length No. of Time Speed Thickness Width Mass MC

Samples Wood [m] Selections [us] [m/s] [mm] [cm] [kgl [%]

1 Spruce 2.055 131 682.292 3012 47.29 20.2 8.39 10.3

1 Fir 1.9965 153 796.875 2505 46.44 239 8.96 9.6

Softwood 2 Fir 1.795 88 458.333 3916 47.29 20.1 7.99 9.6
1 Pine 2.141 136 708.333 3022 49.44 239 14.38 7.9

2 Pine 2.1225 161 838.542 2531 52.39 239 15.69 7.7
1 Oak 2.04 108 562.500 3627 27.61 17.25 6.67 10.4

2 Oak 2.02 111 578.125 3494 26.81 21.25 9.03 9.8

1 Black locust 1.543 103 536.458 2876 29.08 124 411 10

Hardwood 2 Black locust 1.505 65 338542 4445 28.42 10.6 3.49 9.3
1 Beech 2.066 101 526.042 3927 51.03 15.6 12.46 7.3

2 Beech 2.099 100 520.833 4030 50.09 16.1 11.96 6.4

Table 5. The speed of propagation of stress sound waves in perforated test samples.

Damage No. of TYPE OF Length No. of Time Speed Thickness Width Mass MC
Samples WOOD [m] Selections [ps] [m/s] [mm] [em] [kgl [%]

1 1 Fir 1.9965 141 734.375 2718 46.44 239 8.96 9.6

1 1 Fir 1.9965 90 468.750 4259 46.44 23.9 8.96 9.6

1 1 Fir 1.9965 94 489.583 4078 46.44 23.9 8.96 9.6
0 1 Oak 2.04 108 562.500 3627 27.61 17.25 6.67 10.4
1 1 Oak 2.04 115 598.958 3406 27.61 17.25 6.67 10.4
2 1 Oak 2.04 109 567.708 3593 27.61 17.25 6.67 10.4
1+1 1 Oak 2.02 110 572.917 3560 27.61 17.25 6.67 10.4
2 1 Oak 2.04 107 557.292 3660 27.61 17.25 6.67 10.4
3 1 Oak 2.04 108 562.500 3627 27.61 17.25 6.67 10.4
5 1 Oak 2.04 107 557.292 3660 27.61 17.25 6.67 10.4
5 1 Oak 2.04 117 609.375 3348 27.61 17.25 6.67 10.4
5+5 2 Oak 2.04 131 682.292 2990 27.61 17.25 6.67 10.4

10
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2.2.7. Assessment of Timber Structural Elements

The approach used in this research for the in situ assessment of the structural perfor-
mance of a timber structure is based on the standard allowable loads given according to the
type and quality of wood (SRPS EN 1995-1-1) [31]. For modern truss wooden roof struc-
tures, the values defined by the Eurocode (EN 1991) [32] were used, calculated based on the
weight of the loadbearing element and all the wooden elements of the supporting assembly.

Dimensioning of elements in the calculation of wooden structures is a concept that uses
the values of their limit states, namely: limit state of elasticity—Ilimit of failure; and usability
limit state. The procedure itself is based on knowledge of technical mechanics, as well
as on experimental validations. As, according to this adopted concept, the mechanically
equalized parameter of the speed of sound wave progression, obtained on a wood sample
of the first quality, was used for the assessment of the state of the supporting beam, the
table value for the allowable compressive load, perpendicular to the wood fibers, given for
the first-class wood, was taken for this in situ test.

The Eurocode (EN 1991) [32] prescribes normative values similar to these, so for
trusses with a span of up to 20 m, a load of up to q = 0.25 kN/m? is predicted, for spans of
20-25 m, that value is q = 0.35 kN/m? and for spans over 25 m, the value q = 0.45 kN /m? is
provided. The values of the allowable load of the supporting beams according to the (SRPS
EN 1995-1-1) [31] standard is shown in (Appendix A).

The assessment of the quality of the supporting beams of timber structures in the
third phase of the test was intended to be performed by comparing the directly obtained,
mechanically equalized, stress propagation speed parameter of the sound wave, using the
calculated dynamic modulus of elasticity (MOEdyn) and its correlation with the values ob-
tained by the static compressive and bending stress (Figures 3 and 4), and the corresponding
tabular values of the allowable load in N/cm? defined by the standard.

2.2.8. Comparative Analysis of Table and Measured Load Values

This part of the research considers the limited state of static equilibrium of timber
structural systems of architectural buildings based on the given values of destabilizing and
stabilizing loads. The values of these loads were indirectly determined (laboratory) during
the static pressure test during the calibration procedure of the experimental test tubes. By
comparison, it is checked whether the measured load (destabilizing load) of the supporting
structural element is excessive, in accordance with the laboratory and standardized values
(stabilizing load) for timber structures (SRPS EN 1995-1-1) [31].

Based on the results of previous research, X-ray and ultrasound equivalents of static
compressive stress were obtained, and by transposing tabular values, tensile, and shear
stresses within the complex bending stress were obtained. According to the same principle,
the parameters of the speed of propagation of stress-sound waves were reduced, with the
fact that, now in this procedure, the mechanical calibration of the experimental test tubes
was preceded, which achieved the establishment of a method by realistically comparing
mechanical and stress-sound parameters.

The basic principle used in the assessment of static equilibrium was that the case
where the result was measured on the element with the largest cross-section was valid [31].
In accordance with the recommendation and considering that the in situ research was
carried out on a building with a timber structure (over 70 years old), it was acceptable that
except for basic loads, other combinations of actions, such as vertical and horizontal loads,
could be abstracted. In accordance with that allowable load of the structure, it would be
acceptable that it is 15% higher than defined for the examined type of wood [28] (p. 170).

In order to somewhat computationally compensate the influence of abstracted addi-
tional loads (friction on bearings, temperature changes, shrinkage and swelling) and special
loads (seismic, fire load), the values of the allowable stresses of the supporting beams were
considered in relation to those values obtained by testing the test tubes, made of the highest
quality wood. Considering the fact that the standardization of permissible stresses was
established in relation to the humidity of the wood and that the test was carried out in

11
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Belgrade, it is in relation to the climatic conditions [28] in this work. A tabular model of
the installed wood of the first exploitation class of 18% hygroscopic humidity was taken
for calculation.

3. In Situ Measurement of the Strength of Timber Structural Elements

The results of in situ testing of the quality of the supporting beam of the timber roof
structure (Figure 6) indicate that the speed of propagation of stress-sound waves, identically
as in laboratory conditions, was the highest in the direction parallel to the axial axis of the
supporting beam, and proportionally less along its radial and tangential direction. On the
other hand, the directly measured moisture level of the beam was 10%, which meant that
this circumstance, as well as the age of the beam (70 years) and the undoubted rheological
influence [33,34], obtained values of the velocity of the sound wave stress through the beam,
as a representative of its mechanical potential and from those points of view are considered
and interpreted. Finally, due to the relatively small examined sample, it was impossible to
take an absolute position in evaluating the obtained results. However, the primary goal
was to present and confirm the new methodological approach to structural diagnostics.

The in situ test was carried out with an accelerometer (Bruel & Kjaer), which was
used as an impulse hammer to provoke sound waves on one side of the beam, and with
a measuring microphone (NTi), which registered the incoming stress-sound wave on the
other side of the beam. The measuring microphone was positioned on the receiving side
in a very near field, only 2 mm from beam. Both signals were recorded with the audio
interface (Steinberg) with a sampling frequency of fs = 192 kHz. The minimum interval that
can be registered with this device is At = 1/fs = 5.2083 us. The number of samples (N) that
the microphone signal receives after the provoking impulse is detected by comparing those
signals. The time it takes for sound to pass through the beam was calculated by multiplying
the number of samples N by the value At. The shortest recorded time was 2.6041 ms, and
the longest was 3.1354 ms.

The maximum measured speed of the stress-sound wave along the central axial axis
of the 14.9 m long beam, from the point of intersection of the diagonals of its cross-section
(Figure 5), was 5721 m/s (2.6 ms), which corresponded to the time of sound passing through
healthy wood (3000-5000 m/s)*, which was indicated by recording the propagation, and
a gradual decrease in the wave amplitude (Table 4). By recording the wave propagation
of the axial axis in 4/5* of the cross-section of the supporting beam, a gradual decrease
in its amplitude was recorded, which indicated a healthy tree. That stress-sound wave
velocity coefficient during axial propagation corresponded to MOEdyn of 14,744 MPa,
which was obtained through the Formula (5), where p is the value of dense wood in
absolute in a dry state V is the speed of sound passing through wood material, and v is
Poisson’s coefficient. According to the scatter line of the given graph, this MOEdyn value
corresponded to a static compressive stress value of 6800 N/cm? (68 MPa) and a static
compressive stress value of 11,400 N/cm? (114 MPa). If we consider that for our types
of wood the average maximum value of bending pressure is around 100 MPa and that
the limit of proportionality is 60-70% of that value, then according to the standard (SRPS
EN 1995-1-1) [31] these are permissible stresses for class I European conifers, from which,
according to the construction documentation, the roof structure of the building of the
Technical Faculty in Belgrade was built. According to the same standard, the permissible
static compressive stress perpendicular to the flow of mechanical fibers for that category
of construction is 250 N/cm? (2.5 MPa), which, according to the Eurocode standard (EN
1991) [32], even for lattice girders with a span of up to 20 m in this case, represents a certain
coincidence and a kind of confirmation that the mechanical potential of the tested beam is
within the limits of permissible loads.

12
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Figure 6. Roof girder, a segment of the roof structure through which the stress-sound wave was passed.

Propagation of sound in the outer part of the upper fifth of the cross-section, along
the line of the axial direction, was recorded at a lower speed (3.31354 ms) compared to the
maximum (2.6 ms), recorded in the central part of the section, which indicated a defect
in the structure on that line wave propagation (Table 5). Upon inspection of the beam,
10 m from the place of propagation, a slightly slanted crack with a length of about thirty
centimetres was observed at the upper surface of the beam. Technically, however, the sound
mapping of the cross-section was not possible on that surface due to limited access. From
the findings of the inspection, the drop in the speed of sound propagation in the range
of normal values, as well as the other results of the sound tests, indicating a negligible
defect and healthy wood, it could be concluded that the mechanical potential of the beam is
within the limits of permissible loads. Certain deviations of directly obtained values, static
compressive stress, and static bending stress by comparing the non-destructive method
and given tabular values could be explained by the fact that tabular average values were
obtained by testing many samples and that the values of our small sample could roughly,
therefore, be classified as extremes. The preservation of a very old supporting element
of the timber architectural structure, with above-average mechanical potential, can be
explained in this case by the rheological influence in conditions of isolation from moisture
and extreme temperatures, as is the case here with the roof structure of the Technical
Faculties Building in Belgrade, Serbia.

4. Discussion and Conclusions

To establish the NDT method for assessment of the quality of timber structural el-
ements of architectural heritage buildings, all the given conditions were met according
to the postulates of scientific research. This claim is based on consistently cited scientific
facts related to the chemical and anatomical structure of wood, as well as the physical and
mechanical properties of wood—therefore also on the laws in the behavior of wood as a
material, on which the plan was conceived, and this research was carried out.

From the aspect of the methodological approach, this in situ method of examination
of timber architectural structures was fully set following the valid conventional postulates
for architectural buildings of cultural and historical importance. Considering that this test
was successfully carried out under such conditions on the roof structure of the Technical
Faculties Building in Belgrade, we can conclude that such an approach to testing guarantees
respect for the given principle of preserving the authenticity and integrity of the protected
object, as well as that it is generally applicable.

The presentation of other conclusions refers to examining the mechanical properties
of wood. It is based on preliminary research results, laboratory establishment of the in
situ method, and its immediate application. The application of X-rays and ultrasonic
waves, analogous to the standard direction of the pressure force along the flow of wood
fibers or perpendicular to them, confirmed the real possibility of equalization, perceptual
gradation of the brightness of the X-ray image, and parameters of the speed of propagation
of ultrasonic waves through the timber structure, with average table values of static stress
parameters on pressure, taken for given, non-destructively tested samples—test tubes, of
certain types of wood.

Based on one such numerical simulation of the mechanical testing of wood, where it
was confirmed that the wood with a tabularly higher strength gave a brighter X-ray image
and passed ultrasonic waves faster [5], it could be said that the mechanical calibration of
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any non-destructive method that can be applied analogously to the standard direction of a
force in the normal stress test is feasible.

The mechanical calibration of the method of applying stress-sound waves for testing
the quality of wood confirmed that this method is related to the ultrasonic method and that
the results obtained by its application can be interpreted according to the same principle as
in the previous reports [2—4]. Previous results meant that in this case, too, according to the
physical laws of wave propagation, wood with a higher density, i.e., a higher value of static
compressive stress (strength) and a higher dynamic modulus of elasticity (MOEdyn), will
transmit stress-sound waves faster.

The calibration of the stress-sound method was carried out in conditions of standard
hygroscopic humidity (12%) of test samples—test tubes, similar to the calibration of the
ultrasonic method based on tabular approximation—a qualitatively new approach to in
situ testing of elements of timber architectural structures was then established. Based on
this, it finally follows that in equal conditions of hygroscopic humidity, the tested wooden
structures will transmit stress-sound waves proportionately to their strength, thus giving a
realistic reflection of their mechanical potential.

The results of the in situ tests were entirely in line with the expectations that, based
on the equalization of the stress-sound wave propagation speed parameters, derived
(MOEdyn) and parameters of static pressure and bending stress, obtained from test tubes
made of healthy wood, can comparatively examine the mechanical potential of supporting
beams of timber architectural structures. At the same time, both methods of comparison
proved to be reliable in relation to the speed of stress-sound waves in healthy wood and
according to the standard permissible compressive stresses for supporting wooden beams.
By confirming the initial hypothetical assumptions about the possibility of equalizing
the mechanical and non-destructive parameters of wood testing, we arrive at the main
answer sought through this research—that the mechanical potential of load-bearing timber
beams can be directly tested in situ with the stress-sound test method, and thus their
structural stability.

The establishment of such a diagnostic approach, based on the equalization of the
dynamic parameter of the speed of sound propagation, i.e., MOEdyn, and the parameter
of static pressure and bending stress, opens the possibility of further improvement of
the method. The preliminary research of this paper also shows that the principle of
equalization can be applied to other NDT methods, where the diagnostic procedure is
carried out analogously to the direction of the pressure force during the static pressure test.
The development perspective of X-ray diagnostics is certainly of particular interest due to
the possibility of direct visualization of the wood structure.

Another aspect of improving the methodology of the in situ diagnostic approach to
testing the quality of wooden structures refers to introducing the degree of hygroscopic
humidity as an exponential factor in the function of wave propagation speed through the
wooden material. This reduces the parameters of non-destructive and mechanical testing
of timber to a common denominator, which increases the precision of measurements, and,
thus, the reliability of assessing the quality of built-in timber elements.

The practical application of the mechanically calibrated method of stress-sound waves
could improve the process of restoration and renovation of architectural buildings of
cultural and historical importance, as well as the construction process itself, primarily
because of the method of application and because of a simpler choice of the suitable timber
material for such purposes.
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Appendix A

Table A1. Basic allowable stresses for wood moisture content of 18 and 15% in daN/cm? for structures
made of solid wood and glued laminated wood (SRPS EN 1995-1-1:2012) [31].

Permissible Stress Solid Wood w = 18% Glued Laminated Wood
Softwood 0Oak, Beach Softwood Oak, Beach

Stress Type Label Class Class Class Class

I 1I 11 I 1I I 1I I 1I
Bending omd 1300 1000 700 1400 1200 1400 1100 1620 1370
Tension ot||d 1050 850 0 1150 1000 1050 850 1800 1080
Compression ocl|d 1100 850 600 1200 1000 1100 850 1500 1200
Compression perpendicular to fibers ocld 200 200 200 300 300 200 200

250 250 250 400 400 250 250 490 430
Shearing T||d 90 90 90 120 120 90 90 150 150
Shearing from T forces m||d 90 90 90 120 120 120 120 130 110
Fiber cutting tld 350 300 250 400 350 350 300 250 400
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Abstract: The concept of integrating PV panels into traditional ETICS facades has been developing
for several years. Problems concerning the options for passively controlling the temperatures of PV
panels with PCM and directing excess moisture out of the wall via diffusion channels have been
previously studied theoretically. During this study, real wall-scale experiments were conducted to test
the thermal and hygrothermal performance of the wall system in an extreme climatic environment, as
well as in a real outdoor environment in Tallinn, Estonia. Finally, a simulation model was calibrated
according to the measured data. It was found that in case of test walls with diffusion channels, it
was possible to keep the moisture content of PCM mortar under 0.11 m?®/m?3. Excess water drained
out via channels leading to the external environment. Without diffusion channels, the moisture
content rose as high as 0.18 m®/m?. Both the experiments and hygrothermal modelling showed that
the high moisture content of PCM mortar, caused by water leakage, dropped to 0.08 m®/m? over
10 solar cycles as moisture escaped via the diffusion channels. PCM mortar with a moisture content
of 0.08 m3/m? endured extreme rain and freeze-thaw cycles without visual damage, and PV panels
retained their electrical production capabilities.

Keywords: ETICS; building-integrated PV (BIPV); PCM; En-ActivETICS; hygrothermal performance;
hygrothermal modelling

1. Introduction

Building-integrated photovoltaics (BIPV) are becoming increasingly widespread to
reduce the CO, emissions of buildings, which account for 36% of emissions [1], and to
produce green electricity locally. There is a large demand for visually appealing BIPV
systems [2], but unfortunately, the majority of the BIPV systems still depend on fixed-tilt
PV module systems [3].

For ventilated-fagcade-integrated photovoltaic (PV) panels, there are many solutions
to choose from. Example procedures are available to clarify how to develop PV systems
on ventilated facades [4]. The majority of BIPV facades are constructed as ventilated
facade technologies using PV panels as a rain screen cladding system, which adds an
additional protection layer against hygrothermal problems. There is some recent research
on developing a system to apply PV panels onto existing and new ETICS (external thermal
insulation composite system) facades, but there is still a ventilation gap planned between
PV and ETICS [5].

The traditional ETICS concept consists of insulation material, glued directly to the
structural layer with adhesive mortar and the plaster system, consisting of base coat and
finishing plaster, which is applied directly to the insulation layer. This means that there is
no air cavity, and the outer layer of the wall system has relatively high resistance to water
vapour diffusion.

If PV panels were applied directly on thermal insulation, there could be some un-
desirable effects, e.g., overheating or moisture condensation. To address the aspect of
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overheating, there has been some research about using latent heat storage of phase change
materials (PCM) for temperature stabilisation of the PV panels, both passively [6] and ac-
tively [7]. There have also been studies conducted with double-skin facades with integrated
PCM layers and PV glazing [8], but in this case there was an air chamber between the PV
and PCM, with the possibility to open and close the ventilation gaps. Combination of PV
and PCM has also shown potential in reducing overall energy consumption of buildings
in cold climates [9]. Although PCM applications are a relatively new technology in the
construction sector, there are some data from indoor applications stating that after a decade,
PCM was still working as a passive heat sink, despite showing a significant decrease in the
PCM capacity [10].

However, the PCM and PV solution has not been combined with traditional ETICS
facade systems before. The application of diffusion gaps in the PCM layer to avoid moisture
condensation and accumulation has not been studied in the past.

The concept of an En-ActivETICS facade integrates traditional ETICS facade technol-
ogy with PV panels. There has been theoretical work conducted towards the development
of the facade concept [11-13]. Measurements with real test walls regarding the electrical
and thermal performance have also been conducted [14], as well as comparisons between
different PV-ETICS integration solutions and free standing PV panels. However, the hy-
grothermal performance of this wall concept has not been studied by experimental methods
before.

Earlier studies have proven that applying a thick layer of PCM mortar is effective in
avoiding the overheating of PV panels [14]. However, applying a vapour-tight layer on the
outermost side of the facade creates a situation in colder climates where moisture is not able
to get out of the wall via diffusion in the same way it does in the case of traditional ETICS.
This problem was identified and analysed numerically in [15]. A solution utilising diffusion
gaps connected to the outside environment between a pair of steel sheets at the lower
part of the PV has been proposed and developed [16]. However, the overall hygrothermal
performance of this solution has not been studied before, except for the initial drying-out
process of PCM mortar just after the application [16].

In the results of several empirical studies, it has been found that one common mecha-
nism for ETICS facades to deteriorate prematurely is water leaks through the cracks [17-19].
During the lifespan of ETICS facades, micro-cracks tend to appear after several years.
As water seeps into the micro-cracks, they become wider, leading to even more water
penetrating the facade plaster, which starts the vicious cycle of degradation. Integrating a
dark-coloured PV panel into the light-coloured facade significantly increases the theoretical
risk of cracks appearing, due to the number of joint details between different materials.
Unfortunately, ETICS systems are known to be not very robust, and minor defects could
lead to deterioration [20]. Therefore, if more complexity is added to the ETICS system via
the integration of PV, diffusion channels should be recommended as a countermeasure to
increase the robustness of the system.

Therefore, it is necessary to thoroughly test this novel facade system, which takes
into account the expectation that there will be cracks in the facade and that water will
eventually leak into the wall. This is a new approach that has not yet been tried on a
wall that combines PV panels, PCM mortar, and an ETICS facade. If a hygrothermally
well-performing facade solution can be developed, then this novel En-activETICS facade
could have a huge market potential to alleviate the energy crisis. There has been a great
demand for BIPV for several years, and there are also many different BIPV solutions on
the market, but there are many concerns among architects about the BIPV facade solutions
available today, as they are difficult to blend in as a part of the architecture [21]. In contrast
to ventilated BIPV solutions, En-ActivETICS would be on the same surface plane as facade
plaster and would make it possible to create interesting patterns of PV and facade plaster
areas.

It was found in [22] that despite ETICS facades being often preferred for building
renovation as being a cost-optimal solution, they tend to have a higher carbon footprint
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than pre-fabricated timber elements. If PV panels are integrated into otherwise affordable
ETICS facades, they could offset some of the carbon footprint and become closer to also
being CO,e optimal. Therefore, there could be a large market potential for En-ActivETICS
for both new and renovated buildings, but the hygrothermal performance of the novel wall
concept must be thoroughly studied first.

The aim of the study was to test the constructability and study the hygrothermal
performance of a novel facade system that combines PV panels, PCM mortar and ETICS.

2. Methods

To test the concept of hygrothermal performance, two real-scale test walls were built.
One wall was built in a climate chamber to test the system in a controlled and critical
environment. The test package consisted of water injection, solar radiation, wind-driven
rain (WDR) and freezing tests. Another wall was built into the existing facade of a test
building to be studied under real outdoor climate conditions. All measurements were
compared with data from calculations in order to calibrate the model.

The cross-section of an En-ActivETICS element (Figure 1b) consists of a structural
layer, 160 mm of insulation (EPS or mineral wool), 30 mm thick PCM mortar (cement-based
mortar, mixed with PCM granules) and a 2 mm flexible PV (FPV) panel. Thin FPV was
chosen because of its relatively light weight and its ability to be glued directly onto the
surface of PCM mortar [11]. The 100 W FPV panel [23] used on the wall has monocrystalline
silicon wafers in the functional layer, TPT (Tedlar Polyester Tedlar) as the back sheet and
flexible transparent plastic as the outermost layer for weather protection. The FPV does not
have any frame for structural integrity and therefore needs to be glued to the surface.
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Figure 1. Layout (a) and cross section (b) of a test wall in the climate chamber. Locations of soil
moisture sensors are marked as “SMS” and points where water leaked in are marked as “LEAK”.
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Four diffusion channels for each panel were carved into the PCM mortar before
hardening. Cable connectors were placed inside a cavity in the insulation layer, on the
upper part of the PV and during installation, and the cavity was filled with PU foam. As
waterproof MC4 connectors were used to make the connections, no special junction box
was needed. The exact building process and detailing of the solution has been described
before, in [16].

Between and all around the PV panels, a traditional ETICS with 200 mm of insulation
was installed. The load-bearing structure was built from 150 mm of AAC (autoclaved
aerated concrete) without internal plaster, to maximise the indoor moisture load corre-
sponding to the worst-case scenario. The reasons for choosing AAC as the critical structural
material are high levels of built-in moisture and relatively low water vapour diffusion
resistance factor (1 = 7).

2.1. Test Wall in Climate Chamber

The climate chamber can simulate both indoor and outdoor temperature (—25 °C
to +70 °C) and relative humidity (RH =5 ... 98%). In the outdoor chamber, WDR was
simulated with additional water sprinkler stands and short-wave thermal radiation was
simulated with halogen stands.

A 3.6 m wide and 3.3 m high test wall was built in the climate chamber (Figure 2a)
with three different sections: (1) Reference section with PCM mortar without diffusion
channels; (2) PCM mortar on expanded polystyrene (EPS) with diffusion channels behind
PV; and (3) PCM mortar on mineral wool (MW) insulation with diffusion channels behind
PV (Figure 1). EPS and mineral wool areas were separated with PU foam and the facade
plaster was separated with a deformation profile on top of the PU foam.

(b)

Figure 2. Climate chamber used for building the test wall (a) and the test wall inside the climate
chamber (b).

2.2. Test Wall under Real Outdoor Climate Conditions

Besides the mock-up developed for investigations under a critical and controlled
environment (climate chamber), it was decided to build another test wall to enable tests on
the actual facade under real outdoor climate conditions in Tallinn, Estonia. Tallinn (59.44° N,
24.75° E) is located in a humid continental climate with warm to hot (and often humid)
summers and freezing cold (Dfb according to the Koppen—Geiger climate classification
system) [24]. The facade faces directly south (180° azimuth) and is located on the first
storey, therefore not receiving the most extreme WDR loads (Figure 3). The wall itself was
exactly the same as the one built in the climate chamber as section no. 2—PCM mortar
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on EPS with diffusion channels (Figure 1a), in order for the results to be comparable. The
analysed period of measurements was from June to August 2022.

PV 510x1150mm E 1900 | =

(b)

Figure 3. Test wall in Tallinn under real climate conditions (a) and overview of the test house (b).

Pyranometer, used for measuring radiation, is visible above the roof line of test house.

2.3. Sensors Used for Measurement

Temperature, relative humidity (RH), volumetric moisture content and heat flux were
measured inside the test walls (climate chamber and real facade) and on the surface. Solar
radiation on the wall, wind velocity, outside air temperature and RH were also measured.
Two or three alternative sensors were used to measure each parameter independently to
optimise for data availability, cost efficiency and reliability of the measured data. To mea-
sure the temperature inside the walls, the following temperature sensors were used: Onset
Hobo TMC15-HD with data logger UX120-006M and Littelfuse K5103]2 NTC thermistor
with data logger Grant Squirrel 5Q2020 1F8. RH and temperature were measured with
an Onset Hobo UX100-023; a Rotronic Hygroclip HC2-C05 with A /D converter Siemens
SM331 6ES7331 and a Sensirion SHT35 & tailor-made logger based on Arduino Mega.

Moreover, volumetric moisture content inside the PCM mortar was measured with
EC-5 soil moisture sensors [25]. The sensors were calibrated specifically for measuring this
PCM mortar, as the result of several small-scale experiments and formulas for calculating
volumetric moisture content with temperature corrections [16].

2.4. Injecting Water into the Wall

As the climate chamber test is an accelerated version of real-life processes, real cracks
were unlikely to develop during the test. Moreover, the overall facade plaster area was
much smaller, and the construction process was carried out in a favourable environment.
But it was still necessary to imitate water leakages through the cracks in the system as they
tend to appear on real ETICS facades.

To imitate the critical leakages, water hoses were installed into the wall. It is most
likely that the cracks on a real facade would appear on the corners, where PV panels and
facade plaster are joined together. Therefore, the ends of the water hoses were installed
to the upper corners, behind the PV panel and into the PCM mortar layer. Tubes were
designed to make it possible to inject water into the wall using a common medical syringe
(Figure 4b). PCM mortar moisture content was measured in the area immediately exposed
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to the increased moisture content caused by the leakage (Figure 4a). Another sensor was
further away. During the drying-out phase and WDR experiments, the injection tube ends
were sealed with vapour-tight tape.

Water

dripping
out

Figure 4. Water tubes for injecting water into the wall were installed before the application of PCM
mortar (a); after finishing the facade system, water was injected behind the PV panel with a syringe
(b); from sections with diffusion channels, water dripped out between bottom steel sheets (c).

The amount of water chosen to inject into the wall was chosen to be on the extreme
side. It has been found out experimentally that through a 0.4 x 4 mm crack in the cement
fibre board, it is possible for 18 mL/min of water to enter the wall when rain is forced into
the wall with 150 Pa of air pressure difference and 12 mL/min in the case of no air pressure
difference [26]. It takes into account the WDR entering directly into the crack, and also the
water flowing down the surface of the facade and entering the crack on the way [26].

The water was injected into all three wall sections simultaneously, with quantities of
40 mL for one 5-min session. All three injection pipes were filled with 10 mL of water, as
pipe volume was limited. After a minute, water was absorbed by the wall and the tube was
filled again. One injection session consisted of 4 injections, 10 mL each, for each test wall
section. 40 mL of water represents heavy rain for approximately 3 min through a typical
0.4 x 4 mm crack [26]. The next injection session was conducted after the moisture content
sensor readings had been stabilised. The total amount of water injected into all of the wall
sections was 220 mL over a period of 5 days.

2.5. Radiation Cycles with Solar Simulators

To simulate solar radiation in the climate chamber, three radiation modules were
built, each containing eight tungsten halogen light bulbs, approximately 230 W each (see
Figure 5). Halogen lights were fixed on the aluminium sheet to help to distribute the
radiation more evenly on the wall surface and to remove excess heat from the bulbs. The
distance to the wall was appropriately selected to achieve a radiation intensity of 500 W/m?,
which corresponds to the peak solar radiation on a vertical surface during the summer
in Estonia. The regularity of the radiation intensity was measured with a pyranometer
at different points inside the illuminated area. In total, an area of 1.2 m height and 2.5 m
width was illuminated with radiation of 500 W/m? with a deviation of less than 10%. For
3 modules, 24 halogen bulbs were used with a total nominal power of 5520 W.
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Figure 5. Solar radiation emulator, made of 8 Tungsten halogen lamps and an aluminum sheet (a).
Three of these radiation stands were used, one for each wall section tested. Radiation intensity graph
(b) for the radiation device at distance of 60 cm (right). Zipp Zonen CMP11 Pyranometer was used to
calibrate the radiation devices.

Tungsten halogen bulbs were chosen as the radiation source because they give out high
light intensity with relatively low cost and have near-sunlight spectral distribution [27].
Compared to sunlight, halogen radiation is a little weaker in the ultraviolet and stronger
in the infrared range [28]. As the electrical output of PV panels was not the focus of the
study, it can be stated that the thermal performances obtained under artificial and real
environmental conditions were similar.

In total, 10 solar radiation cycles were performed to test the drying out of the leaked-in
moisture. As an example, climate chamber temperature and RH for 2 of the cycles are
shown in Figure 6. The temperature of the climate chamber was set to +20 °C, but the
ventilator speed was limited to keep the air flow between the wall and the solar radiators
within reasonable limits. There was stable vertical air flow at the wall of approximately
1.0 m/s.
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Figure 6. Temperature and RH inside the climate chamber during drying-out experiments. The
increase in air temperature was due to the solar radiation simulators used to test the facade during
7 h cycles.
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During the irradiation period, the air temperature close to the wall was measured
at 29 °C, which simulates the air temperature on hot summer days in the Nordic climate.
After approximately 7 h of stable radiation, the halogens were turned off and air in the
chamber was mechanically cooled down to 20 °C, over approximately 1.5 h. Then it was
kept stable during the following night for 17 h. Air flow was kept at the same level of
1.0 m/s during the whole experiment.

2.6. Wind-Driven Rain Experiment in Climate Chamber

For generating WDR load on the facade surface, water sprinkler stands were used. A
method for calibrating exactly the same stands has been previously defined by Kotkas [29].
Three identical sprinkler stands were used, with 18 sprinklers in total. Each sprinkler was
calibrated to spray water at 0.4 L/min. The distance between sprinklers and the wall was
55 cm and the amount of water reaching the wall was approximately 1.0 L/ (min-m?).

The character of WDR-freeze cycles is described in Figure 7. The wall was sprinkled
for 1 min and then there was a 9-min break for the water to absorb into the facade plaster.
This cycle was repeated 36 times, resulting in 6 h of WDR. The external air temperature was
stabilised at a level of 5 °C; however, as the tap water being used was warmer than 5 °C, it
caused some temperature fluctuations in the climate chamber. During the experiment, the
indoor climate was kept at +21 °C and 55% RH. External RH was not controlled, but rain
cycles did raise it around 94% on average at +5 °C.

10

Cumulative WDR sprinkled on facade

Air temperature setpoint
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Measured air temperature 18
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Hour of WDR-freeze cycle (hh)

Figure 7. Characters of one WDR-freeze cycle. 6 h of WDR is followed by 10 h of extreme cold and
8 h of melting. This 24 h cycle was repeated 10 times.

After the 6 h rain period, a period of extreme cooling down to —20 °C followed
(Figure 7). Cooling down the chamber was conducted as quickly as technically possible
just after the sprinkler tubes were emptied. It resulted in a thin layer of ice emerging on the
facade surface (Figure 8). After 10 h, the chamber was heated up to 5 °C. After 24 h, a rain
period started again. This cycle was carried out 10 times.
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()

Figure 8. Sprinklers for imitating WDR in climate chamber (a). Frozen facade after rain period (b,c).

2.7. Hygrothermal Simulations

All the results from the climate chamber experiments and test building experiments
were compared to results from hygrothermal modelling. Delphin 6 software was used to
develop a model of an En-ActivETICS wall. Delphin 6 uses the finite volume method to
simulate the heat and moisture flow inside construction materials. Mathematical equations
used in hygrothermal simulations are given in detail in [30,31]. More information about
Delphin 6 software and about numerical validation can be found in [32].

For modelling the WDR and freeze-thaw cycles, two different approaches were used:
the ‘Kirchhoff potential for liquid flux calculation” and the ‘equilibrium ice model’. The

‘equilibrium ice model’ takes into account the phase change effect of water, when the liquid

water content inside the PCM mortar and facade plaster freezes. The ‘Kirchhoff potential
for liquid flux calculation” uses a function generated from the Kl function to model the
liquid water transport potential. Therefore, when a wet material freezes, calculations with
Kirchoff potential do not account for additional energy that is absorbed by the freezing of
the water inside material pores, which leads to underestimation of the time needed for the
freezing and melting processes. On the other hand, this effect is taken into account when
the ‘equilibrium ice model’ is used to conduct calculations. Both calculation methods take
into account the phase change effect of PCM itself, as this effect is written as a u(T) function
into the material file.

Material properties used in the modelling are given in Table 1. For autoclaved aerated
concrete (AAC), adhesive mortar, EPS and mineral wool, materials from the Delphin
database were used, with some minor changes according to local material manufacturers’
data sheets. The hygrothermal properties of the particular facade plaster system used in
the experiment were previously measured at the Tallinn University of Technology [33].
Properties of the PCM composite mortar (made from PCM granules and cement filling) were
measured both at Tallinn University of Technology and Lodz University of Technology [16].

Figure 9 shows a horizontal cross section of the 2D calculation model. The PV panel
is modelled not as a material layer, but as a vapour-tight boundary condition. Diffusion
channels behind the PV panel are modelled as 20 mm wide sections of boundary condition
with equivalent vapour diffusion thickness Sd = 0.5 m, which considers the physical length
of the channel as well as the micro-convection effect inside the channel.
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Table 1. Material properties used in hygrothermal modelling.
. . Facade
AAC Adhesive EPS Silver Mineral PCM Mortar Plaster PV Panel
Mortar Wool
System
Absorption coefficient c, - - - - - - 0.3 0.8
Bulk density 390 707 35 134 1150 1365 -1
p, kg/m
Porosity 6, m®/m? 0.87 0.733 0.935 0.92 0.5 0.42 -
Heat According to
capacity ¢, J/(kg-K) 1081 945 1500 840 u(T) function 2 1000 B
Thermal
conductivity Agry, W/ (m-K) 0.095 0.21 0.032 0.038 0.63 0.7 -
Watgr vapour diffusion 7 25 30 1 154 100 )
resistance factor p, -
Equivalent vapour
diffusion thickness Sd, m } } } } } . 10,000
Water uptake coefficient 5
Ay, kg/(m?-s%5) 0.043 0.0376 1x10 0 0.045 0.00345 -
Liquid water
conductivityK, 6.026 x 10710 3.182 x 10~ 0 0 4.1 x 1071 418 x 10713 -
kg/(m-s-Pa)

1 Most of the material properties of the PV panel are not defined, because the PV was modelled as a watertight
boundary condition with high water vapour resistance. 2 PCM heat capacity is described as a function for every
temperature; however, outside the phase change region, the heat capacity for dry material is 1500 J/kgK. PCM
mortar is a mixture of RT25HC (6% by mass; nominal melting temperature, 25 °C), RT28HC (6%; 28 °C), RT35HC
(6%; 35 °C) [34], aluminium powder (24%) and cement based mortar (58%). More information about the thermal
properties of the PCM mortar can be found in [14].

1. Autoclaved Aerated Concrete, 150mm
2. Adhesive mortar, 10..20mm

3. EPS Silver or Mineral wool, 160...200mm
4, PCM mortar, 30mm

5. Facade plaster system, 5mm

Indoor boundary conditions:

Indoor temp

Indoor RH

Exchange coefficient of still air:
7.69 W/(mZ2K)

255

120

150

160

30

For all outside boundary conditions:

Outside temp

Outside RH

Short wave radiation on wall surface

Heat conduction depends on wind velocity:
h.=10+4v

- Facade plaster

Absorption coefficient a=0.3

PV panel back side
Sd=10,000m
a=0.8

20mm wide diffusion channels
Sd=0.5m
a=0.8

T pcM temp and liquid content output

Figure 9. Two-dimensional calculation model in Delphin 6. Horizontal cross-section representing
the wall section with diffusion channels. Numbers in the figure reference to the modelled materials,
shown in the table left from the main figure. In case of calculation without the diffusion channels,
corresponding boundary condition (blue) was replaced by PV panel boundary condition (purple).
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Boundary conditions used for indoor and outdoor climates are also described in
Figure 8. During all experiments, the indoor and outdoor temperature and RH were
measured with sensors. Solar radiation was measured with a pyranometer (total radiation
for wall surface in the case of the climate chamber and only diffuse radiation for the real
facade, because the wall was behind scaffolding coverings). Before WDR experiments, the
amount of water reaching the facade surface in one minute was measured according to
guidelines by [29] and the data were used as a boundary condition in the calculation model.

Preliminary model validation, mainly concerning the PCM mortar moisture content,
has been conducted previously and is described in detail in [16]. All the experiments
described in the current study were simulated, using measured indoor and outdoor con-
ditions as boundary condition inputs, to further validate the outputs of the calculation
model.

3. Results
3.1. Impact of Diffusion Channels to Work as Drainage Channels

Despite injecting equal amounts of water into the PCM mortar layer for each wall
section (Figure 4), it turned out to be impossible to increase the moisture content of PCM
mortar above 0.11 m3/m?3 in the example with diffusion channels (Figure 10). The reason
for this was that, after the second injection, water was starting to drip out from the PCM
mortar between two steel sheets that were installed below the PCM mortar (Figure 4c). The
first drops of water were visible below the PV panels after approximately 40 mL of water
had been injected in the EPS example and 60 mL in the mineral wool example.
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12 20 04 12 20 04 12 20 04 12 20 04 12 20 04 12
Hours from the start of the experiment

Figure 10. Moisture content of PCM mortar during water leakage simulation into the wall by injection.

In the case of the wall section without diffusion channels, all the water stayed inside
the wall, and it was possible to increase the moisture content of the PCM mortar, short-term
and locally, up to 0.195 m3/m3, but over the long term, it stabilised around the 0.16 m®/m3
level, as localised high moisture content spread around the leak source. However, even after
2 weeks, the moisture content registered by the soil moisture sensor in centre of the wall
without diffusion channels did not change significantly, signifying that most of the 220 mL
of water was absorbed locally into the PCM mortar and it takes time for the moisture levels
to stabilise.

In the case of the two specimens with diffusion channels, most of the water injected
into the wall found its way out via the channels. Therefore, they do act as a drainage
channels as well. However, based on just two leakage tube locations, it cannot be stated
that it is always 100% guaranteed that water will find its way to the diffusion channel after
penetrating into the wall.
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3.2. Drying out of PCM Mortar with Controlled Radiation Cycles in Climate Chamber

Twenty-four hours after the water injection experiment, a controlled solar radiation
experiment (Figure 5) was started in the climate chamber.

It can be seen from Figure 11 that the drying out of moisture in PCM mortar without the
diffusion channels was significantly slower. This is also backed up by the calculation model
results. The worst-case scenario (without diffusion channels, and high initial moisture
content from the water leakage) showed very small changes of dampness, and the high
moisture level even short-circuited the soil moisture sensor used. Overall, the modelled
results show that 10 cycles do not reduce the moisture level below 0.148 m3/m3.

Besides modelling the measured cases, one hypothetical and more extreme case was
modelled and analysed. This simulated the possibility that larger quantities of water could
be injected into the wall section with diffusion channels and that the water would not drain
out of the wall through the diffusion channels. Results (Figure 11, dashed black line) show
that diffusion channels help the excess moisture to dry out during the summer period faster
than without diffusion channels.
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Figure 11. Drying out process of PCM mortar with solar radiation cycles in climate chamber. Mea-
sured moisture content is compared to modelled moisture contents of the PCM mortar with and
without (w/0) diffusion channels behind vapour-tight PV panel.

Overall, diffusion channels with a cross section of 400 mm? spaced at every 130 mm
do add additional moisture safety against water accumulation, and if a certain amount of
water is still absorbed by the PCM mortar, it dries out much more easily during the summer
period than without diffusion channels. Therefore, it can be assured that the moisture
content will not build up over subsequent years.

Without diffusion channels, in cases where multiple PV panels are applied on the
facade side-by-side, the situation becomes worse as the ratio between PV perimeter length
and PV area becomes smaller. If diffusion channels are used, hygrothermal performance
does not deteriorate if multiple PV panels are applied side-by-side as long as the height of
the PV panel (and the height of the diffusion channel) does not change.

3.3. Initial Moisture Content and Drying out of PCM Mortar on Test Building Facade

Besides the climate chamber test, one test wall was built on the southern facade of the
test facility and tested under real outdoor climate conditions (see Figure 3). AAC masonry
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was built in late April and insulation was applied within early May 2022. PCM mortar was
applied in the middle of May and the facade was left to dry out under white scaffolding
coverings, protected from direct sunlight and rain. Two weeks of drying out time has been
proven to be enough, according to previous research [16]. During the dry-out period, the
real walls tended to dry out faster than model predicts (Figure 12). This could be related
to some inaccuracies in the liquid water conductivity function of the novel PCM mortar
material. However, in the hygroscopic region, which is more relevant during the service
life for the facade, the modelling accuracy is higher. After the dry-out period, a PV panel
was glued to the PCM mortar, and facade plaster was applied to the rest of the test facade.

It can be seen from Figure 12 that despite the warm and sunny summer months of
June and July, after covering the PCM mortar with the PV panel, the volumetric moisture
content decreases slowly for one month. It can be seen that the drying process of PCM
mortar, after covering with PV, is faster in the immediate region of the diffusion channel
(corner point), than between two channels (middle point).

There is an unexpected increase in moisture content after application of the PV panel
on the corner sensor (solid light blue line in Figure 12), which is significantly higher than
the modelled moisture content representing the same measuring spot (dashed blue line).
This could be explained by the non-homogeneous moisture load from the PV panel glue
and by the micro-convection processes inside the diffusion channels. As there was warm
weather after the application of the PV panel, moisture from glue mortar could have been
travelling upwards via the diffusion channel with warm air. Because of its complexity,
micro-convection inside the diffusion channels was not modelled.
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Figure 12. Drying out of PCM mortar under real conditions on southern facade in Tallinn, Estonia
during summer. Locations of soil moisture sensors are highlighted on the photos before and after
application of PCM mortar with diffusion channels. Comparison with calculation model results is
shown with dashed lines.

3.4. Solar Radiation Experiment in Climate Chamber and Test Building

Solar radiation cycles in the case of the real wall were imitated in the climate chamber,
but in a more controlled manner. In the climate chamber, there was constant irradiation for
7 h. Therefore, it made the hygrothermal performance of the wall easier to model. Overall,
the temperatures of the PV panel, PCM mortar and facade plaster in the climate chamber
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and under real conditions during some warmer days were relatively similar (Figure 13).
However, because of the controlled environment, the examples in the climate chamber are
much more stable and give a higher correlation when compared to modelled results. It
should be noted that peak temperatures are dependent on wind velocity—in the climate
chamber this was a constant 1.0 m/s, but under real-world conditions, it varied.
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Figure 13. Temperature dynamics of energy activated facade, measured under real conditions on 30
June 2022 (a) and in climate chamber under simulated conditions (b).

There are noticeable differences between the modelled and measured temperatures in
Figure 13. Although the maximum values are similar, there are differences in the heating up
and cooling down speeds, especially under real climate conditions, which had much more
unstable outside boundary conditions. However, if the results from the climate chamber
are compared with those from the calculation model, it is visible that the real PCM mortar is
heating up and cooling down slower than the modelled material. This could be most likely
because of some inaccuracies of modelling heat capacity of relatively wet PCM mortar, but
also because of some inhomogeneity in the mixture of PCM granules and mortar. Some
differences could also be due to limitation of the Delphin model, being able to only use one
average latent heat (u(T)) function for both the solidifying and melting processes, despite
these processes being slightly different in the case of real material.
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Differences in the facade plaster system temperatures are less significant, and, in the
case of real wall, they are probably caused by some inaccuracies in modelling the wind
effect and calculating the heat conduction of the surface. Differences in PV temperatures
are probably a combination of differences in PCM mortar temperatures and inaccurate
boundary conditions.

However, considering the prolonged nature of hygrothermal processes behind PV
panels, the moisture content outputs are not so dependent on short-term inaccuracies of
thermal modelling. Having a calculation model slightly underestimating the PCM effect
could compensate the potential PCM capacity decrease over time [10].

3.5. Extreme Wind-Driven Rain and Freeze-Thaw Cycles in Climate Chamber

As expected, the temperature of the facade plaster changed much faster during cooling
cycles than the temperature of the PCM mortar (Figure 14). It appeared that, during freezing
cycles, there was a difference whether the ‘Kirchhoff potential for liquid flux calculation” or
the ‘equilibrium ice model” was used in Delphin. The ice model does take into account the
phase change effect when liquid water content inside the PCM mortar and facade plaster
freezes. Using the ice model gives better correlation with measured results in the case of
PCM mortar. However, as there is very little liquid water inside facade plaster, plaster
temperatures are more accurate with the Kirchoff model.

It should be noted that the difference between measured facade plaster temperatures
and modelled ones during the WDR phase is caused by the fact that the tap water used in
the experiment was slightly warmer than the air temperature (5 °C) in the chamber.
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Figure 14. Facade plaster and PCM mortar temperatures measured in experiments and modelled
with two different methods.

Besides temperature, the moisture content of the PCM mortar was measured with a
soil moisture sensor during the WDR-freeze experiment. Overall, the moisture content of
PCM mortar does not change significantly after 10 WDR-freezing cycles. At the beginning
of the experiment, it was 0.078 m3/m?3 for EPS and 0.075 m3/m?3 for MW. After 10 cycles,
volumetric moisture content was 0.076 m>/m?3 for EPS and 0.080 m®/m?3 for MW. Both test
walls had diffusion channels.

Near-constant volumetric moisture content of PCM mortar during WDR-freeze cycles
was also supported by modelled data. The main reason is that there were no cracks in
the test facade and rainwater did not leak inside. Indoor excess moisture was not able
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to increase the moisture content of the PCM mortar significantly because there were also
diffusion channels that decreased the moisture content of the PCM mortar at the same time.

After the experiment, the facade was observed for cracks visually from a distance
of 30 cm with light intensity of 13,000 lux perpendicular to the wall. No visible cracks
appeared after 10 extreme WDR and freezing cycles. Also, none of the PV panels were
damaged during the experiment and they were able to produce the same amount of
electricity.

4. Discussion

Overall, the facade system survived the series of tests without showing any signs
of deterioration. The method for measuring liquid moisture content with specifically
calibrated soil moisture sensors proved to be appropriate. Although, only one sensor
survived all the experiments in the harsh, humid environment, so the correlation with
modelled results could have deviations.

High WDR loads did not increase the moisture content behind the PV panel. This sig-
nifies that in the case of a relatively small surface area of the wall, under correct application
conditions, and with good workmanship, the probability of cracks appearing is relatively
low. Without cracks, the energy-activated ETICS is watertight even under extreme WDR
loads. There is much further work to be done to find out what would be the maximum
size of the PV ETICS facade elements before cracks start to appear under different climate
conditions.

Earlier studies [17-19] have proven that, sooner or later, cracks do appear and water
penetrates the facade surface. Therefore, liquid water was injected directly into the wall to
imitate leakages. It was the only way to significantly increase the PCM mortar’s moisture
content. This study showed that water injected into the wall with diffusion channels
managed to escape through the double sheet steel joint below the PV panel. However, this
might not be the case for every leakage location, as there were only two places where leaks
were simulated. This is another topic where further studies are needed.

The study showed relatively good correlation between the experimental results and
the calculated results from the Delphin 6 model. An accurate model makes it possible to
conduct calculations for different climate conditions and with various loads and to therefore
identify which climates are suitable for En-ActivETICS facades. Thorough hygrothermal
calculations should be conducted in the future to assess the performance of the facade in
other climates with the calculation model. More test facades should be built to different
climate zones and to different buildings (for example, upper corners of the facades of high-
rise buildings) to compare the calculated performance with actual performance. Critical
climate zones for building the system could be selected via hygrothermal modelling.

Drainage channels with a cross section of 400 mm? spaced at every 130 mm are highly
recommended for every climate, as the risk of cracks appearing near the joints is high.
Regardless of location, craftmanship errors and misapplication of construction technology
can happen. If cracks have appeared, water leakage would increase the moisture content of
PCM mortar behind the vapour-tight PV as it was simulated in the experiments. Results
from drying-out experiments with solar radiation show that even if cracks do appear, the
diffusion channels work as a secondary layer of protection.

Moreover, if diffusion channels are used, it makes it possible to apply multiple PV
panels side-by-side, as excess moisture exits the wall through channels, not just through
the surrounding facade plaster. This will make it possible to apply more PV panels on the
facade and would lead to higher electricity production.

One limitation of the study was the relatively short time it took to perform the experi-
ments. The extreme climate experiments were conducted during tens of climate cycles, but
the results are not entirely extendable for the lifetime of the real facade system. The aging
effect of the materials did not have an influence on the results because of the relatively
short amount of time.
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Despite the relative success of the experiments described in this study, the technology
is still in development. Much more research should be conducted before manufacturing on
the industrial scale can be started. Long-term hygrothermal studies should be conducted
in real environments in different climate zones in the future. Possibilities to make the
construction process of the wall system more effective via pre-fabrication should also be
studied. Moreover, the economic aspects and carbon footprint of the system should be
analyzed.

5. Conclusions

Creating a facade solution having a vapour-tight barrier as the outermost layer of the
facade could result in high levels of moisture content inside the wall, especially if rainwater
leaks inside the wall. This study proved that adding an extra layer of safety to the wall
with diffusion channels helps the moisture to dry out much faster. Moreover, it was proven
with water injection tests that diffusion channels also work as drainage channels. It is also
significant that when vertical channels are used, applying PV panels side by side does
not inhibit moisture performance as the PCM does not need to dry out only through the
facade plaster. It makes the facade solution much more efficient, as there would be fewer
PV-facade plaster joints to build on site for each PV panel installed. Overall, the diffusion
channels are recommended to ensure the hygrothermal performance of the facade system.

This research resulted in a calibrated Delphin 6 model. Modelled results were calcu-
lated for each of the experiments to check the validation accuracy. A validated calculation
model makes it possible to conduct long-term hygrothermal performance analyses for
different climates in the future.

Overall, the En-ActivETICS facade system seems to be resistant to harsh wind-driven
rain and freeze-thaw cycles. No cracks or physical deterioration appeared after 10 acceler-
ated cycles. Facade plaster and PV panels were still fixed well on the thermal insulation
and PCM mortar, and there was no immediate sign of frost damage. However, the overall
durability still needs to be studied on the test wall under real climate conditions for several
years. Before industrial application, several test facades with real building dimensions
should also be tested in different climate zones.

It was found that in the case of test walls with diffusion channels, it was not possible
experimentally to increase the moisture content of the PCM mortar higher than 0.11 m3/m3.
Excess water drained out via the channels. Without diffusion channels, the moisture content
in PCM mortar increased slightly because of the combined effects of indoor moisture load as
well as injected water. Moisture content reached as high as 0.18 m®/m?3. Both experiments
and hygrothermal modelling showed that high moisture content (caused by water leakage)
in walls with diffusion channels dried out to 0.08 m®/m? in 10 days of high solar radiation,
while it would take at least twice as much without the channels. Therefore, this facade
system should be recommended to develop further only if diffusion channels are required.
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I

Abstract: This paper studies the influence of different piloti rates (0%, 20%, 40%, 60%, 80%, 100%)
on outdoor wind comfort for three building groups, i.e., determinant type, point type, and enclosure
type. LES (Large Eddy Simulation) is used to simulate the wind environment of three clusters at six
different piloti rates. This paper mainly studies the effect of piloti rate on wind speed at pedestrian
level (1.5 m). The outdoor wind environment was analyzed using the average wind speed ratio, and
outdoor wind comfort was evaluated using the comfortable wind ratio. The following results were
obtained: (1) The piloti setting has little influence on the overall wind speed in the target area, and
even an inappropriate piloti rate setting may reduce the overall average wind speed in the target area.
(2) A comprehensive comparison of the three building layouts shows that the comfortable wind ratio
of the determinant layout is the highest when the piloti ratio is 80%. The results of this study can
provide architects and urban planners with reference for piloti and urban layout settings.

Keywords: outdoor wind environment; wind comfort; urban form; large eddy simulation; piloti rate

1. Introduction

The safety and comfort of pedestrians around urban buildings largely depend on the
wind environment at the height of the pedestrian floor [1-4]. In order to solve this problem,
people have done a lot of research on pedestrian wind environments [5-9]. To clarify what
urban layout, building shape, vegetation, building density, and other factors can make the
wind environment of the pedestrian floor safe and comfortable [10-12]. Therefore, it is of
great significance for architectural designers and decision makers to improve pedestrian
level wind environment and create good pedestrian wind comfort.

In recent years, in order to improve the wind environment at urban pedestrian lev-
els and enhance the comfort of the wind environment, people have adopted some strate-
gies [13-16].

Cui [17] quantitatively evaluated the pedestrian wind environment of a U-shaped
canyon by conducting particle image test experiments in wind tunnels. The results show
that the wind speed of a U-shaped canyon at pedestrian height is generally lower than that
of a parallel canyon, especially in a parallel wind direction. Weerasuriya [18] tested the in-
fluence of twisted wind characteristics on pedestrian altitude wind speed in a boundary
layer wind tunnel. Taking Tsuen Wan, Hong Kong, as the research object, we found that
the wind speed of the twisted wind largely depends on the size and direction of the yaw
angle; especially in nearby areas with low densities of buildings, the local wind circulation
is significantly affected by the twisted wind. Through a wind tunnel experiement, He [19]
studied the influence of irregularity (fragmentation, angularity, and curvature) and perme-
ability on the wind environment of the pedestrian floor. The results show that the wind
environment at pedestrian level is negatively correlated with urban irregularity. Thereis a
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positive correlation between the wind performance of the pedestrian layer and urban per-
meability. Ikegaya [20] used the computational fluid dynamics (CFD) method to study the
wind field of the pedestrian floor around the building with an aspect ratio of 1:1:2. Itis pro-
posed that the evaluation method of peak factor can better evaluate the wind environment
on a pedestrian floor.

Piloti design plays a huge role in improving the microclimate around buildings [21].
In hot summers, a piloti design can not only provide shade for people but also improve the
ventilation effect around the building [22]. Du [23] studied the shapes of “1”, “L”, “U”, and
“0“ of four common building structures through CFD, used the average wind speed ratio
and the average wind speed change rate to identify wind comfort, and quantitatively eval-
uated the improvement brought by the “lift-up” design. The results show that the piloti
design can improve the wind comfort of the built environment, and its influence degree is
closely related to the incident wind direction. Among them, the wind comfort under the
oblique wind direction is better than the other two wind directions. Huang [24] compared
the differences in meteorological parameters and response heat perception between the
piloti part of the piloti building and the area directly exposed to outdoor sunlight based
on field measurement and subject questionnaire. The results show that most people re-
port feeling more comfortable in the shade of a piloti building. Meanwhile, through data
analysis, it is concluded that solar radiation and wind speed are the two main factors af-
fecting outdoor thermal comfort. Sha [25] used CFD to study the influence of piloti design
with different wind directions on pedestrian wind comfort. The results show that when
the wind direction is between 30° and 45°, the open-air setting is more effective reducing
the concentration of pollutants than at 0° and 15°. The piloti design can enhance the dilu-
tion of pollutant concentrations in all winds. Tse [26] studied the influence of piloti design
and size on the surrounding wind environment through a wind tunnel experiment. The
results show that the piloti height is the parameter that has the greatest influence on the
surrounding wind environment. Chen [27] used the CFD method to explore the impact
of building height and upstream buildings on piloti buildings. The results show that the
piloti building is taller or shorter than the upstream building, which can make the sur-
rounding wind environment better. However, increasing building height and removing
upstream buildings are not necessarily beneficial to the surrounding wind environment of
the piloti buildings.

Computational wind engineering simulation research originated around 1963, when
Smagorinsky [28] developed one of the first successful LES methods. With the improve-
ment of computing power, large eddy simulation is becoming more and more popular in
wind engineering. Muralam [29] and Yu Da-Hai [30] applied the LES model to study the
flow around the blunt body. The results show that although the LES model can accurately
reflect the complex characteristics of flow around a blunt body, it is difficult to apply in
engineering due to the large amount of calculation. Shah KB [31] found that LES could
well predict the phenomenon of flow around blunt bodies and provide important infor-
mation for wind engineering researchers. Selvan [32] used the LES model to study the
full-scale wind tunnel experiment, and the results showed that the prediction of the mean
value was in good agreement with the measured results. Kravchenko AG [33] studied
the large-eddy numerical simulation of subcritical flow around a cylinder and proposed
some key problems to appropriately simulate the numerical simulation of flow around a
blunt body. Tutar [34] used large eddy simulation to conduct a numerical study on two
parallel buildings and presented the distribution characteristics of the flow field of the
parallel buildings. Lim HC [35] used LES to study a rectangular building located in a
turbulent boundary layer, and the results showed that a reasonable incoming flow and
computational domain boundary can greatly improve the coincidence between LES and
test results. In general, LES performs better than other turbulence modeling methods but
requires much more computing resources.

Existing wind environment studies are mainly focused on the layout of buildings
without piloti or with the piloti wind environment of a single building or a row of buildings.
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It is generally ignored that the diverse and complex forms of urban blocks will increase the
uncertainty of the effect of piloti design on improving the wind environment. In addition,
there is a lack of research on the wind comfort of pedestrian floors based on the building
overhead rate in urban blocks. This study considers the complexity of the form of urban
blocks, and the target area of the study is set in the middle of the architectural complex. At
the same time, this study is not conducted on a single building or a single row of buildings
but on a small group of buildings so as to ensure the credibility of the research results. In
this study, six different overhead rates were set up to study the influence of different piloti
rates on the surrounding wind environment, and it was found that the piloti rate was the
best for pedestrian wind comfort. At the same time, three commonly used building lay-
outs are selected, and the comparison between these three building layouts is also made,
and it is obtained that the building layout has the best piloti rate and pedestrian wind com-
fort. This study provides some suggestions for urban planners to mitigate the increasingly
serious urban heat island effect.

2. Methodology
2.1. CFD Turbulence Models

The 3D Navier-Stokes (NS) equation is used for flow computations. The technique
of LES with the Smagorinsky model is used for turbulence modeling. The continuity and
momentum equations in tensorial notation are as follows:

Continuity Equation:

oy,
x M
Momentum Equation:
au; | oG oP ) _
ot tax T ax 2k VT Ye)Ss 0)

The variable v’ in Equation (2) is the kinematic viscosity of fluid, whereas “vsgs” is the
turbulent kinematic viscosity given as:

Vsgs = (CsA)?1/255S; 3)

‘Cs’ is the Smagorinsky constant taken as Csgs = 0.167 for the current work, and ‘A" is
the cube root of the volume of a cell used in the Smagorinsky model, which is given as:

A= 3/Ax Ay Az 4)

Similarly, gij in Equation (2), the shear rate tensor computed as:

= 1(aU; ay;
S = 5 <E)X] + axi> ®)

2.2. Assessment Approach
2.2.1. Mean Wind Speed Ratio

In this study, the average wind speed was used to evaluate the outdoor wind environ-
ment and wind comfort. In order to make the study more general, the normalized average
wind speed is used in this study. The mean velocity ratio (MVR) is calculated as follows.

Un

MVR =
Uer

(6)

where, Uy is the average wind speed at any point on the pedestrian floor, U, is the aver-
age wind speed at the entrance height of 1.5 m, U,¢¢ = 1.528 m/s.
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2.2.2. Comfortable Wind Ratio

In this study, the comfortable wind ratio was used as the evaluation standard for out-
door comfortable wind. The so-called comfortable wind ratio refers to the area occupied by
the comfortable wind in the target area over the area of the target area. However, because
the area occupied by comfortable wind is not easy to calculate, a point selection process is
carried out for the target area. Therefore, the comfortable wind ratio in this study is the
ratio of the number of points in the comfortable wind speed interval of the target area to
the total number of points in the target area.

2.2.3. Outdoor Comfortable Wind Evaluation Criteria

The influence of outdoor wind environments on human wind perception is mainly
manifested in two aspects: the influence of wind on human behavior and the influence of
wind on human thermal comfort. Wind speed and the fluctuation of wind speed are the
key factors affecting people’s feeling of wind, but the ambient air temperature, humidity,
people’s clothes, and solar radiation factors also affect people’s feeling of wind. Taking
all the factors into consideration will be a very complicated problem. Many international
studies have proposed the upper limit of wind speed from the perspective of human be-
havior safety, but this method can only evaluate the uncomfortable problems caused by
strong winds, and few studies have defined the wind speed range in terms of thermal
comfort. In 1985, according to the influence of temperature on wind perception, Japanese
scholars Yasunari Murakawa and Yasunari Morikawa proposed the evaluation criteria for
wind speed from the perspectives of safety and comfort [36], as shown in Table 1.

Table 1. Evaluation principle of velocity considering temperature influence.

Evaluation Range Temperature Range (°C)
<10 10~25 >25
Range of breezes that cause thermal discomfort in the human body (m/s) —— —— <0.7
Human comfortable wind speed range (m/s) <13 <15 0.7~1.7
Excessive range between comfortable and uncomfortable winds (m/s) 1.3~2.0 1.5~2.3 1.7~2.9
Range of strong winds that cause human discomfort (m/s) >2.0 >2.3 >2.9

2.3. Turbulence Model Validation
2.3.1. Case Description

The experimental data for wind field turbulence model validation in this study refers
to the wind tunnel test of the Japan Building Association AlJ [37]. As shown in Figure 1a,
the cube represents a single building, and its size is 0.2 m (D1) x 0.2 m (W1) x 0.2 m (H).
Figure 1b shows the 120 measurement points in the X-Y plane. Based on these 120 points,
the simulation results are compared with experimental data, and the correlation coefficient
is obtained.

LXX--M X=0x=025

(a) (b)

Figure 1. Wind tunnel model and schematic diagram of measuring points.(a) A wind tunnel experi-

mental physical model. (b) Measuring point azimuth diagram.
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As recommended by the Japanese AlJ guide, the computational domain entrance is
5H away from the windward section of the building (H is the height of the building, which
is 0.2 m in this model), and the boundary of the computational domain on both sides is
5H away from the building. The top computing domain boundary is 10H away from the
building, and the outlet boundary computing domain is 15H away from the rear end of
the leeward building. The blocking rate for this arrangement is 1.8%.

2.3.2. Boundary Conditions

The inlet boundary condition is the exponential rate function obtained by fitting the
experimental data measured in the wind tunnel experiment, and the equation of the inlet

wind speed is 1‘1‘—; = <% D(, where uy is the reference wind speed at the building height

(Z=0.2m), uy = 3.654 m/s; u, is the wind speed at the entrance Z height; « is ground
roughness, o = 0.28.

2.3.3. Wind Environment Verification Result

Two lines, x = —0.25 m and y = 0.25 m, were selected for comparison and verifica-
tion between simulated data and wind tunnel tests. The verification results are shown in
Figure 2. In Figure 2, the y-axis is the wind speed ratio, and the x-axis is the coordinate of
the layout of measuring points in Figure 1b. For the line x = —0.25 m, the coordinate on the
x-axis in Figure 2a is the coordinate point of y in Figure 1b. For the line y = 0.25 m, the coor-
dinate on the x-axis in Figure 2b is the coordinate point of x in Figure 1b. When x = —0.25 m,
the Spearman correlation is 0.929 and the confidence level is 99%. While y = 0.25, the M-S
Spielman correlation was 0.912, with a significance level of 99%. Therefore, the simulation
results can be considered credible.
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Lan o Similation data Lan o Sinulation data
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Figure 2. Comparison between wind tunnel and simulated data. (a) Location of the county: x = —0.25 m.
(b) Location of the county: y = 0.25 m.

3. Building Configuration Description
3.1. Building Configuration

The analytical model in this study is determined by referring to three common residen-
tial layouts, i.e., determinant cluster, point cluster, and enclosing cluster, in Wuhan, China.

As shown in Figure 3, the architectural complex designed by this research institute
consists of 88 single buildings in 8 rows and 11 columns. The size of the computational
domain is 1882 x 1204 x 462 m, and the design size of the entire architectural complex
is 1000 x 700 m. The distance between the front, left, and right of the entire building
complex and the edge of the computing domain is 252 m (6H, H =42 m), and the distance
between the rear and the edge of the computing domain is 630 m (15H), which is in line
with the recommended setting in the AlJ guide. The maximum blocking rate of the model
in this study is 3.6%, which is slightly higher than the 3% blocking rate recommended by
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the guideline, but as long as the blocking rate is less than 10% [38], the result can also be
considered reliable.

6H
Target area 80

0
g Section1
0
0

Analysis domain1

Analysis domain2
poooooo
]
0

0 0
0 0
0 0
e il
0 U
0 0
0 0
0 0

0

00

44
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e | e
1 TRNE 15H
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Determlnant model
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Target area: .
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Building block: —2—
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H(building height): 42 m Enclosed model
Figure 3. Architectural layout diagram.

The dimensions of a single building are shown in Figure 3. The distance between the front
and back of the building is 60 m, and the distance between the left and right sides of the build-
ing is 25 m. The building size of the determinant group was 60 m (x) x 15 m (z) x 42 m (y);
the point group building size was 30 m (x) x 30 m (z) x 42 m (y). The dimensions of the
surrounding building are 34 m (x) x 34 m (z) x 42 m (y), and the dimensions of the inner
building are 16 m (x) x 16 m (z) x 42 m (y). Although each model is different in size, its
footprint is the same.

In order to eliminate the uncertainty of wind environment effect of piloti design in
complex urban blocks, 16 single buildings in the center of an architectural complex were
selected as the target area. The target areas of determinant, point, and enclosed types
are 300 x 340 m, 220 x 300 m, and 376 x 236 m, respectively. Although the target area
is different in size, its position in the whole building group is the same. There are four
rows of buildings in the front row, three rows of buildings in the back row, and two rows
of buildings on the left and right. At the same time, the pedestrian height of the middle
passage and piloti area in the target area are studied separately. In order to study the direc-
tion of the wind in the target area, the vector diagrams of the middle section of the target
area and the middle section of the building in the target area are studied. As shown in
Figure 3, the middle section of the target area is Section 1. The middle section of the build-
ing in the target area is Section 2. For the determinant model, point model, and enclosed
model, Section 1 is the Z = 602 m section, and Section 2 are Z = 644.5 m, Z = 629.5 m, and
Z =631.5 m, respectively.

Table 2 shows the introduction to each case. The piloti rate of each model is 0%, 20%,
40%, 60%, 80%, and 100%. The area of different groups in this study is the same. The piloti
form studied is that the piloti part begins in the middle and gradually spreads to both sides.
As shown in Table 1, the so-called piloti ratio is the ratio of the horizontal area of 3 m of the
building to the floor area of the building. As shown in Figure 4, the so-called piloti area
refers to the part of the building raised from the ground to allow the air to flow through.
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Figure 4. Building model piloti diagram.
Table 2. Analysis cases.
Case Floor Space (m?) Model Piloti Ratio Piloti Area (m?)
casel 900 Determinant 0% 0
case2 900 Determinant 20% 180
case3 900 Determinant 40% 360
case4 900 Determinant 60% 540
caseb 900 Determinant 80% 720
caseb 900 Determinant 100% 900
case7 900 Point 0% 0
case8 900 Point 20% 180
case9 900 Point 40% 360
casel0 900 Point 60% 540
casell 900 Point 80% 720
casel2 900 Point 100% 900
casel3 900 Enclosed 0% 0
casel4 900 Enclosed 20% 180
casel5 900 Enclosed 40% 360
casel6 900 Enclosed 60% 540
casel?7 900 Enclosed 80% 720
casel8 900 Enclosed 100% 900

3.2. Boundary Condition

The software used in this study is Openfoam-v8.

The boundary condition type of inlet velocity is codeFixedValue, and the power law
air inlet velocity is adopted. The formula is U = U5<Z%) “, where US is the summer
wind speed in Wuhan, China [39], Ug = 2.7 m/s, Zs = 10 m, and the ground roughness o
is set to 0.3. The exit boundary condition is pressurelnletOutletValue. The wall boundary
condition is set to noSlip. The inlet flow set is a laminar flow inlet.

The pressure boundary condition type for the entrance and wall is set to zeroGradi-
ent. The outlet boundary condition type is set to totalPressure, which corresponds to the
velocity in the inlet boundary condition.

The viscosity boundary conditions of the inlet, outlet, and wall are type calculated.

The total calculation time step is 1200 s. 1200 s is calculated from the inlet wind speed
blowing across the entire computing domain to allow adequate fluid development. At the
same time, the number of co was set, the maximum set is not more than 1.

The time term of the NS equation is approximated using the Euler difference scheme,
while the convection, gradient, and LaPlace terms are approximated using Gauss linear
approximations. The precision of the solution of the NS equation is 10~°.
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—a—0.05
The turbulence condition used in this paper is I(Z) = 0.1 (ZLS) ¢ , where «=0.3,
Zg =462 m, and Z is the height.

3.3. Grid Introduction

Figures 5 and 6 show the grid picture of the x-y and x-z sections when the piloti ratio
of the determinant model is 0%. The author densified the target area studied and adopted
a relatively sparse grid layout far away from the building model. The boundary layer grid
of the first floor of the buildings in the target area is 1.6 x 1073 (y+ < 8). The grid number
of all models is shown in Table 3.

Figure 5. Schematic diagram of the x-y section grid.

Figure 6. Schematic diagram of the x-z section grid.

Table 3. Grid information.

Piloti Rate 0% 20% 40% 60% 80% 100%

Grid number of the determinant model (10%) 2304 1607 1600 1625 1625 1597
Grid number of the point model (10% 2305 1671 1653 1668 1671 1644
Grid number of the enclosed model (10%) 2306 1715 1746 1752 1749 1715
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4. Results and Discussion
4.1. The Effects of Piloti Design in the Determinant Group
4.1.1. The Effects of Piloti Design on Pedestrian Layer Wind Speed in the Target Area

As shown in Figure 7, the overall average wind speed ratio of target areas with differ-
ent piloti rates presents a downward trend as a whole, with slight, but small, fluctuations
in the middle. When the piloti ratio is 100%, the reason why the average wind speed ratio
suddenly rises is that there are no obstacles at the bottom, which leads to the increase of
the average wind speed ratio. Therefore, for the determinant model, the increase in piloti
rate has a negative effect on the average wind speed of pedestrian height in the target area.

—=— Target area
—e— Corridor area
0:57) —A— Piloti area
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40 60

Piloti rate (%)
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Figure 7. Variation of the mean wind speed ratio in the determinant model.

Combined with Figures 8 and 9, it can be known that the mainstream wind speed
in the target area is countercurrent wind. The regional average wind speed ratio does not
increase with the increase of the building piloti rate because the target area is located in the
middle part of the building complex and there are obstacles in front of it. Therefore, when
the wind blows into the target area, the wind speed in the target area has been attenuated,
so the wind speed in the target area is small. However, there are no obstacles around the
whole building complex, so the wind speed is relatively high. In the target area of the
building complex, the wind speed outside the building complex is large while the wind
speed in the target area is small, so the wind outside the building complex will flow to
the inside of the building complex, and the inside of the target area is affected by the side
wind. Furthermore, as shown in Figure 8, when the side wind enters, the wind direction
from the side changes from the downwind direction to the opposite wind direction due to
the obstruction of buildings. In the target area, the wind speed of the countercurrent wind
is higher than that of the downcurrent wind, so most of the wind direction in the target
area changes.

4.1.2. The Effects of Piloti Design on the Wind Speed at the Pedestrian Level of the Aisle
in the Target Area

As shown in Figure 7, the average pedestrian wind speed ratio in the middle aisle of
the target area generally presents a downward trend. Combined with Figure 10, it can be
seen that the dominant wind in the middle corridor of the target area is countercurrent
wind, while some wind direction blows upward, resulting in the decline of wind speed on
the pedestrian floor. When the piloti ratio is 100%, the increase in the average wind speed
ratio is due to the fact that there is no obstacle to block it, which leads to the increase in the
average wind speed.

44



Buildings 2023, 13, 234

Mag

35
25
1.5

05

20% 40%

Piloti rate 60% 80% 100%

Figure 8. Vector diagram of the target area of a pedestrian layer.
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Figure 9. Vector diagram of the target area of Section 1 (Determinant model).
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Figure 10. Vector diagram of the target area of Section 2 (Determinant model).

4.1.3. The Effects of Piloti Design on Wind Speed of the Pedestrian Layer in the Piloti Area

As shown in Figure 7, with the increase in piloti rate, the average wind speed ratio of
the pedestrian floor height in piloti areas also gradually increases. It is highest when the
piloti rate is 100% because it is fully piloti and there is no obstruction because the average
wind speed is at a maximum. Therefore, for the determinant model, the increase in the
piloti rate can increase the average wind speed of pedestrian height in the piloti space.

4.1.4. The Effects of Piloti Design on Pedestrian Layer Wind Comfort in the Target Area

The hottest month in Wuhan is July, with an average temperature of 28.4 °C [39].
Therefore, its comfortable wind range is 0.7-1.7 m/s.

The target area of the study was sampled every 0.5 m, and 355,705, 368,105, 380,009,
391,913, 403,817, and 415,721 points were selected for the piloti rate ranging from 0% to 100%.

The bar chart of the ratio and number of comfortable wind points on pedestrian floors
with different piloti rates in the target area is shown below. It has been discovered that,
in the target area, the proportion of comfortable wind increases as the piloti rate increases.
However, when the piloti rate is 100%, the proportion of large wind speeds increases, lead-
ing to a decline in the comfortable wind ratio.

At the same time, it can be seen from Figure 11 that when the piloti rate increases
from 0% to 20%, the comfortable wind ratio increases by 1.66%, with a small increase in
the ratio range. However, from 20 to 40 percent, the comfortable wind ratio increased
significantly, by 4.96 percent. From 40% to 60% and from 60% to 80%, the comfortable
wind ratio increased by 1.76% and 1.04%, respectively.

Therefore, it can be concluded that in the summer, for the determinant group, the
comfortable wind ratio increases with an increase in the piloti rate, but if the piloti rate
exceeds 80%, because of the increase in the large wind speed, the comfortable wind ratio
decreases. At the same time, it can be concluded that when the piloti rate is between 20%
to 40%, the comfortable wind ratio increases the most.
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Figure 11. The changing pattern of a comfortable wind ratio under different piloti rates (Determinant model).

4.2. The Effects of Piloti Design in the Point Group
4.2.1. The Effects of Piloti Design on Pedestrian Layer Wind Speed in the Target Area

It can be seen from Figure 12 that the overall wind speed ratio of target areas under dif-
ferent piloti rates fluctuates, but the fluctuation is small. The maximum difference between
two piloti rates does not exceed 0.07 except when the piloti rate is 100%. The maximum
wind speed ratio occurs on layouts with a 100% piloti ratio, but this is because there are no
obstacles under the target area and wind flow is not blocked, resulting in a higher average
wind speed.
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Figure 12. Variation of mean wind speed ratio in the point model.

Combined with Figures 13 and 14, it can be seen that the mainstream wind direction in
the target area is countercurrent wind. The average wind speed ratio of the target area does
not increase with the increase in the piloti rate of the building, and even slightly decreases
when the piloti rate is 20% and 40%. This is because there is an opening at the bottom,
resulting in the increased wind speed of the downstream wind is greater than that of the
upstream wind. When the piloti rate is 60%, the increase is due to the further increase of
the bottom opening, which leads to a larger increase in the upstream wind speed than the
downstream wind speed.
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Figure 14. Vector diagram of the target area of Section 1 (Point model).
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4.2.2. The Effects of Piloti Design on the Wind Speed at the Pedestrian Level of the Aisle
in the Target Area

It can be seen from Figure 12 that the average wind speed ratio of the corridor in
the target area is the minimum under the condition of no piloti, reaches the maximum
when the piloti rate is 20%, and then begins to fluctuate gently, but the fluctuation is small.
Combined with Figure 15, the main wind direction of the target area is still countercurrent.
This shows that, for point layout, building piloti on the first floor can greatly improve the
wind speed of the middle corridor.
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Figure 15. Vector diagram of the target area of Section 2 (Point model).

4.2.3. The Effects of Piloti Design on Wind Speed of the Pedestrian Layer in the Piloti Area

As shown in Figure 12, the average wind speed ratio at a height of 1.5 m inside the
piloti space presents a trend of gradual increase. It can be concluded that for the point
model, with the increase in piloti rate, the average wind speed of pedestrian floors in the
piloti area also increases gradually. When the piloti ratio was 60% to 80%, the average wind
speed ratio decreased slightly, which may be because at a 60% piloti ratio, the average wind
speed of downstream wind and countercurrent wind increased by the same amplitude, so
the average wind speed did not change much. When the piloti ratio is 100%, the sudden
rise in the average wind speed ratio is because there is no blockage at the bottom, so the
average wind speed ratio increases.

4.2.4. The Effects of Piloti Design on Pedestrian Layer Wind Comfort in Target Area

The target area of the study was sampled every 0.5 m, and 263,906, 276,593, 288,305,
300,017, 311,729, and 323,441 points were selected for the piloti rate ranging from 0% to 100%.

It can be seen from Figure 16 thatin the target area, the comfortable wind ratio presents
an overall upward trend with the increase in piloti rate. When the piloti rate is 100%, the
comfortable wind ratio reaches its maximum.

However, when the piloti ratio was 40%, the comfortable wind ratio showed a de-
creasing trend compared with 20%. Combined with Figure 12, it can be seen that for the
layout with a 40% piloti ratio, its average wind speed ratio in the target area is the small-
est among all point models. This is due to the increase in the speed of the countercurrent
wind, which leads to a decrease in the overall wind speed. Therefore, when the piloti ratio
is 40%, the comfortable wind ratio decreases.

For the point model, the proportion of comfortable wind is highest when the piloti
ratio is 100%. However, when the piloti rate is 100%, it is impossible to achieve, and when
the piloti rate is 80%, the comfortable wind ratio is only 1.23% smaller than when the piloti
rate is 100%. Therefore, it is also appropriate to choose a slightly smaller piloti rate.
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Figure 16. The changing pattern of a comfortable wind ratio under different piloti rates (Point model).

4.3. The Effects of Piloti Design in the Enclosed Group
4.3.1. The Effects of Piloti Design on Pedestrian Layer Wind Speed in the Target Area

Figure 17 shows that the average wind speed of pedestrian floors in the target area
decreases first and then gradually flattens. This is due to the change in the building piloti
rate. However, it fluctuates slightly when itis flat, and the difference in average wind speed
ratio between different piloti rates is less than 0.035. This indicates that for the enclosed
model, the building piloti rate has little influence on the average wind speed of pedestrian
floors in the target area. Even when the piloti rate is 20%, this arrangement is not conducive
to the average wind speed of the pedestrian layer in the target area.
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Figure 17. Variation of mean wind speed ratio in the enclosed model.

According to Figures 18 and 19, the mainstream wind speed in the target area is coun-
tercurrent wind. When the piloti rate is 20%, the decrease of the average wind speed is
because the wind direction is partly upward, which leads to the decrease of the average
wind speed in the target area. When the piloti ratio is 100%, it is lower than when it is 40%,
60%, and 80%, which is also because part of the wind direction is upward.
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Figure 18. Vector diagram of the target area of the pedestrian layer.
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Figure 19. Vector diagram of the target area of Section 1 (Enclosed model).

4.3.2. The Effects of Piloti Design on the Wind Speed at the Pedestrian Level of the Aisle
in the Target Area

As shown in Figure 17, the average wind speed ratio of the pedestrian floor in the
middle aisle of the target area shows a trend of fluctuation, and the fluctuation range is
large. The maximum average wind speed ratio of the middle passage at a height of 1.5 m
in the target area is 100%, which is 0.607.

When the piloti ratio is 20%, the average wind speed ratio is the lowest. At the same
time, according to Figure 20, the wind flows upward and the wind speed ratio decreases
because of the low piloti rate. The average wind speed ratio of the target area is the lowest
when the piloti ratio is 20%.
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Figure 20. Vector diagram of the target area of Section 2 (Enclosed model).

4.3.3. The Effects of Piloti Design on Wind Speed of the Pedestrian Layer in the Piloti Area

It can be seen from Figure 17 that, with the continuous increase of piloti rate, the aver-
age wind speed ratio at the height of 1.5 m in the piloti space presents an overall trend of
increase. When the piloti ratio is 100%, the average wind speed ratio reaches its maximum,
which is 0.652. Compared with the piloti rate of 20%, there is a great improvement.

4.3.4. The Effects of Piloti Design on Pedestrian Layer Wind Comfort in the Target Area
The target area of the study was sampled every 0.5 m, and 285,985, 298,753, 312,259,
325,921, 336,961, and 348,001 points were selected for the piloti rate ranging from 0% to 100%.
It can be seen from Figure 21 that for the enclosed model, the increase in piloti rate has
a certain effect on improving wind comfort in the target area of the enclosed layout, but
the effect is small. Even if the piloti rate is not set correctly, it may reduce outdoor comfort.
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Figure 21. The changing pattern of a comfortable wind ratio under different piloti rates (Enclosed model).

When the piloti ratio is 20%, the comfortable wind ratio is the lowest. In combination
with the vector diagram, this is due to the double effect of the side-current wind and a large
part of the wind flowing upwards. Because of these two factors, when the piloti rate is 20%,
the overall average wind speed ratio is smaller, which leads to a smaller comfortable wind
ratio in the target area.
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When the piloti ratio is 60%, the comfortable wind ratio is 65.3%. Compared with no
piloti, the improvement range is 2.41%. This is a significant improvement over the 20% reduc-
tion in piloti rates and the less than 1% improvement in piloti rates of 40%, 80%, and 100%.

Therefore, it can be concluded that for the enclosed model, outdoor pedestrian wind
comfort reaches its maximum when the piloti rate is 60%.

4.4. Comparisons between Different Building Configurations

The piloti setting has little influence on the overall wind speed in the target area, and
even an inappropriate piloti rate setting may reduce the overall average wind speed in the
target area. For the determinant layout, with the increase in piloti rate, the average wind
speed of pedestrian height in the target area is adversely affected. For point and enclosed
layouts, setting the correct piloti rate can improve the overall mean wind speed of the area,
requiring the piloti rate to be greater than 40%.

For point layouts, the piloti setting can greatly improve the average wind speed of
the center aisle. This is not the case with determinant and enclosing layouts. For the deter-
minant layout, the piloti setting reduces the average wind speed of the center aisle. The
enclosed layout is the same, but when the piloti ratio is 60%, the average wind speed in
the corridor is slightly increased.

At the same time, with the increase in piloti rate, the average piloti space wind speed
of the three building layouts increases accordingly. This indicates that the greater the piloti
ratio, the greater the wind speed inside the piloti space.

When there is no piloti condition, the determinant comfortable wind ratio is 59.14%.
The point comfortable wind ratio is 51.84%; the enclosed comfortable wind ratio is 62.89%.
The enclosed building layout is better than the other two kinds of building layout when
there is no piloti. The point layout had the worst wind comfort ratio and was much lower
than the other two layouts. For the determinant model, the point model, and the enclosed
model, the maximum comfortable wind ratios in the target area are 68.44%, 66.99%, and
65.3% when the piloti ratio is 80%, 100%, and 60%, respectively. The wind comfort ratio
is highest when the row layout and piloti ratio are both at 80%. Compared with the no
piloti condition, the piloti rate of determinant, point, and enclosure models are improved
by 9.3%, 15.15%, and 2.41%, respectively. The comfortable wind ratio is most obvious in
the ground-floor piloti point-to-point layout. For the enclosed model, the improvement
effect of the bottom frame is poor.

5. Conclusions

This paper mainly studies the influence of different piloti ratios on outdoor wind com-
fort for three typical building layouts. A total of six different piloti rates were set: 0%, 20%,
40%, 60%, 80%, and 100%. Three common residential building layouts in Wuhan, China
were selected as the research objects, which are determinant type, point type, and enclosed
type. There were 18 sets of models. The average wind speed was compared among the
target area, the middle corridor of the building, and the pedestrian layer of the building’s
piloti space. The outdoor wind comfort was analyzed by the comfortable wind ratio.

The results show that: (1) The piloti setting has little influence on the overall wind
speed in the target area, and even an inappropriate piloti rate setting may reduce the overall
mean wind speed in the target area. (2) For point layout, the piloti setting can improve the
average wind speed in the middle passage. However, for the determinant and enclosure
layout, the average wind speed in the corridor area will be reduced. (3) With the increase in
piloti rate, the average wind speed of the piloti area can be improved. (4) A comprehensive
comparison of the three building layouts shows that the comfortable wind ratio of the
determinant layout is the highest when the piloti ratio is 80%.

The results of this study can provide architects and urban planners with reference for
piloti and urban layout design. The reasonable piloti rate setting can significantly improve
outdoor wind comfort as well as outdoor pedestrian wind comfort in densely built cities.
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Abstract: The world of building materials is constantly and rapidly developing. New technologies
are needed to reduce the cost of producing these materials and to ensure better efficiency when the
materials are used in various engineering projects. One of these materials is high-strength concrete.
This paper investigates the production of low-cost, high-strength concrete by partially replacing fine
aggregates (FA) with waste glass sand (WGS). Four concrete mixes were considered in this study
with varying percentages of WGS (0%, 25%, 50%, and 75%). For each mix, cubic, cylindrical, and
beam specimens were cast to study the workability and different mechanical properties of concrete-
like density, elasticity modulus, compressive strength, ultrasonic pulse velocity (UPV), split tensile
strength, and flexural strength. In addition, the cost of each mix was calculated to evaluate the cost
reduction efficiency of concrete with WGS compared to normal concrete. Results showed that the
workability of concrete enhanced as the percentage of WGS increased. In terms of concrete mechanical
properties, it was shown that the elasticity modulus, compressive strength, split tensile strength, and
flexure strength for a concrete mix with 50% WGS as FA replacement was increased by 7%, 27%, 9%,
and 50%, respectively. Also, it was concluded that the presence of WGS in concrete mixes reduced
the production cost by up to 30% for a 75% replacement level. The authors recommended the usage
of 50% WGS as the optimum replacement percentage for low-cost, high-strength concrete.

Keywords: sustainability; waste management; concrete; mechanical properties; workability

1. Introduction

Using natural sand as fine aggregates in concrete production has been the conventional
element used in the industry for several decades. However, this excessive use can result in
the depletion of locally available sand [1,2]. Current practices that consider sustainability as
a priority are agreed on finding ways to reuse the waste in order to prevent environmental
consequences and save natural resources without compromising the quality of the con-
crete [3-9]. One of the alternative materials that can substitute the fine natural aggregates
in concrete is recycled glass. Using glass as sand replacement helps in preserving natural
sand while reducing the amount of glass waste generated [1,5,10].

The key parameters that affect the efficiency of using glass as sand replacement are
related to the glass’s physical and chemical properties, which include size, gradation,
shape, specific gravity, and resistance to alkali-aggregate reactions [4]. The finer the glass
particles, the better the mechanical and durability performance is [11,12]. Using glass sand
at replacement levels between 5% to 15% resulted in a positive slump value and compaction
factor [13-15], in addition to having a considerable improvement in the concrete density
attributed to the micro-filling effect. However, for replacement levels beyond 20%, a loss of
workability is realized [12,13]. The slump of concrete decreases as the percentage of sand
glass replacement content increases [5,15]. Some studies attribute this decrease to the sharp
and larger surface area of the sand glass [1,10,12,15].

From the main concerns that lie behind the use of waste glass sand in concrete is the
Alkali-Silica Reaction (ASR), which occurs between amorphous silica present in the glass
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composition and alkali in cement, resulting in excessive expansion when moisture is present
and thus affects the durability of concrete [11]. Studies show that using waste glass sand
up to 20% replacement levels did not show substantial ASR expansion [6,16]. Also, since
ASR reactions are attributed to various parameters, including particle size, well-graded
glass send can serve to increase the density due to the micro-filling effect and thus lower
the risk of ASR expansion [12]. Although the inclusion of waste glass sand might lead
to an increase in cost, it serves as an eco-friendly option that obtains acceptable concrete
characteristics and a reduced cost of waste management [15]. However, it is recommended
by some studies that up to 10% replacement levels of low-grade and uneconomic glass
fines can be used to substitute natural sand in concrete [17]. This serves to reduce the
consumption of large amounts of natural resources and contribute to the benefit of the
economy and environment [18,19].

Several studies conducted on the use of waste glass as sand replacement in concrete
have agreed that the effective substitution of sand up to between 10 to 30% exposes no
detrimental long-term effects on the quality of concrete [4-15]. The best percentage of
replacement in common with most studies is at 20% sand replacement level [1,4,6,7,12,13].

Several studies have been conducted on the use of waste glass (WG) in ultra-high-
performance concrete (UHPC) as a binder and fine aggregates (FA) replacement [20-27].
Soliman and Tagnit-Hamou [20] investigated the replacement of silica fume (SF) in UHPC
with waste glass powder (WGP). The replacement percentages adopted in this study were
30%, 50%, 70%, and 100%. It was demonstrated that replacing SF in UHPC by 30-50% led
to enhancing concrete compressive strength by 15% and 8%, respectively. Moreover, better
fresh concrete properties were achieved as the percentage of WGP increased.

Another study was conducted by Jiao et al. [22] on concrete incorporating WG as
FA replacement. The study investigated different replacement percentages of WG (25%,
50%, 75%, and 100%) to recommend the best replacement percentage in terms of concrete
mechanical properties. It was noticed that concrete with 75% WG as FA replacement had
the highest compressive strength among all specimens. However, incorporating waste
glass in concrete showed a negligible effect on both flexure and tensile strength.

Chu et al. [23] studied the partial replacement of paste (cement + silica fume + fly ash)
in concrete by WGP. Three replacement percentages of WGP were considered as follows:
5%, 10%, and 15%. In terms of workability, results showed that concrete with 10% WGP
had the best workability in terms of slump value and flow diameter. Regarding concrete
mechanical properties, results exhibited that at a 10% replacement level, both compressive
and flexure strength increased significantly (50% increase for compressive strength and
30% increase for flexure strength) compared to the control mix.

Based on the literature review conducted, it can be concluded that most of the previous
studies conducted on sand replacement by the waste glass in concrete focused on the
mechanical properties and didn’t consider the cost issue. Some studies were conducted
on the cost analysis of UHPC with waste glass as cement replacement, but also, they
are few. Therefore, this study aimed to assess the use of waste glass as fine aggregate
replacement in low-cost, high-strength sustainable concrete mixtures under standard curing
conditions. The workability and mechanical properties of concrete were assessed in this
study by performing a slump flow test, density test, elasticity modulus test, ultrasonic
pulse velocity (UPV) test, compressive strength test, split tensile test, and flexural strength
test. A theoretical analysis was conducted on the findings, and some fitting relations were
derived and compared with ACI code equations.

2. Methods
2.1. Mix Design

The properties of various constituents used in the mix design, including Waste Glass
Sand (WGS), Quartz Sand (QS), Quartz Powder (QP), and Silica Fume (SF), are shown in
Table 1. The cement used has tri-calcium aluminate content of less than 8%, di-calcium
and tri-calcium aluminate combined content of more than 65%, low alkali content, and
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moderate fineness ranging from 3000 to 4500 cm?/kg. The low content of tricalcium
aluminate reduces the water demand and improves overall workability. The waste glass
sand is ground in the lab with the aid of a compressive strength machine to reduce glass
particle sizes (to 300 um and 150 um), as shown in Figure 1.

Table 1. Properties and Composition of the Materials Used.

Properties Identification Qs WGS SF QP Cement
Silicon Dioxide (SiO;) 99.43 71.10 98.86 99.20 22.8
Iron Oxide (Fe;O3) 0.02 0.51 0.14 0.01 443
Chemical Aluminum Oxide (Al;O3) 0.18 2.15 0.12 0.10 4.01
Composition (%) Calcium Oxide (CaO) 0.11 11.10 0.57 0.21 65.32
Magnesium Oxide (MgO) 0.01 1.30 0.20 0.17 2.07
Sodium Oxide (Na,O) - 14.07 0.35 0.11 0.07
Potassium Oxide (K;0) 0.03 0.28 0.21 0,81 0.56
Packing Density (kg/m?) 1536.31 1579.62 - - -
Physical Mean Particle Diameter (um) 300 300 - - -
Properties Max. Particle Diameter (pm) 600 600 - - -
Crushing Values (%) 94.72 96.71 - - -

(b)

Figure 1. (a) Compressive Strength Machine; (b) Crushed Waste glass sand.

The mixtures were made with different percentages of replacement of sand by WGS
with the following proportions (0%, 25%, 50%, and 75%), as shown in Table 2. The nomen-
clature used for each mix consisted of the term WGS followed by the replacement level of
waste glass sand. Therefore, the four mixes were named WGS0 (control mix), WGS25 (25%
replacement level), WGS50 (50% replacement level), and WGS75 (75% replacement level).
All mixes were cast in molds and were normally cured by water at 20 °C till the testing day.

Table 2. Mix Design.

Materials (kg/m?) WGS0 WGS25 WGS50 WGS75
Cement 802 802 802 802

SF 223 223 223 223
Water 246 246 246 246

Qs 962 722 481 241
WGS 0 241 481 722

Qr 241 241 241 241
HRWRA 1 30.75 30.75 30.75 30.75

! High-Range Water-Reducing Admixture.
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Oven-dried aggregates were sieved with the help of the mechanical shaker through a
stack of sieves to consider a specific particle size for each aggregate type. A particle size of
300 um was chosen for both QS and WGS (particles retained in sieve #50), while a particle
size of 150 um was chosen for QP (particles retained in sieve #100), as shown in Figure 2.

100
—e—0QpP
=80
g ——Qs
£ 60 || —e—was
o
2
= 40
=
£,
& 20
0 3

1 10 100 1,000 10,000

Particle size (um)
(e)

Figure 2. (a) Mechanical Shaker; (b) Sieving Apparatus; (c) Sieved Aggregates; (d) Waste glass sand;
(e) Gradation curve for QP, QS, and WGS.

2.2. Mixing and Casting Procedure

The dry components like Cement, Silica fume (SF), Quartz powder (QP), Quartz sand
(QS), and Waste glass sand (WGS) were added to the mixer for three minutes at a low speed.
Then, the High-Range Water-Reducing Admixture (HRWRA) and water were added. The
diluted HRWRA in half the amount of mixing water was added gradually to the mixture
after two minutes of the mixing period, and the remaining quantity of water and HRWRA
was added in another two minutes of the mixing. After the preparation of the mixture, the
slump flow was measured to check the workability of the mixes. All mixes were de-molded
and cured in a water bath in a room at a normal temperature of 20 °C until the day of testing.
For each mix, 9 cubes of (100 x 100 x 100 mm) dimensions were cast for compressive
strength and UPV tests. Also, 9 cylinders of 150 mm diameter and 300 mm height were
cast for elasticity modulus, compression, and split tensile tests. As for the flexure test,
3 prisms of 40 x 40 x 160 mm were cast. Figure 3 depicts the concrete cubes and prisms
after casting.
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Figure 3. Molded Concrete Specimens.

2.3. Testing

Figure 4 shows the various strength tests performed on the different specimens. The
slump flow test was performed according to ASTM 1437 [28]. The elasticity modulus test
was done according to ASTM C469 [29] requirements. The compressive strength test was
done in accordance with test standards ASTM C109 [30] after a curing duration of 7, 14,
and 28 days. The load increased gradually until reaching failure. The density test was done
according to ASTM C188 [31]. The flexural test was done according to the ASTM (348 [32]
standards, and the splitting tensile test was done according to ASTM C496 [33], where the
concrete cylinders were placed horizontally along its length, and a vertical load (P) was
applied gradually until the specimen reaches failure. The Ultrasonic pulse velocity (UPV)
was performed according to ASTM C597 [34].

(d)

Figure 4. (a) Compressive Strength Test; (b) Flexural Strength Test; (c) Split Tensile Test; (d) UPV Test.

3. Results and Discussion
3.1. Slump Flow

Figure 5a below shows the slump flow assessment for the mixtures. Based on the
experimental visualization, the control mix gave the lowest diameter for the flow table
test measured as 165 mm and increased with the increase in replacement levels, gradually
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reaching 175 mm for 75 % percentage of replacement which indicated the best workability.
This is attributed to the low waste glass sand absorption ability. Figure 5b shows the flow
diameter for the various mixtures prepared.

Flow Test Results

176 175
174
g 112 170 170
E 170
5 168
165
g 166
A 164
162
160
0% 25% 50% 75%

‘WGS replacement

(b)

Figure 5. (a) Flow Test Measurement; (b) Flow Test Results.

Other studies showed a similar trend for workability to this study [22,35]. For example,
the study done by Jiao et al. [22] showed that concrete specimens with 100% WGS as a
sand replacement had the best workability compared to other replacement percentages
(0%, 25%, 50%, 75%, and 100%). Moreover, flowability test results done by Liu et al. [35]
demonstrated that concrete with 75% WGS as a sand replacement had the best workability
among all replacement percentages. However, the study conducted by Tamanna et al. [1]
showed different behavior, where increasing the replacement percentage of WGS led to
decreasing slump values. This was justified by the sharp edges and rough texture of the
WGS, which led to the reduction of slump values.

3.2. Density

The dry density of concrete was determined for all mixes by measuring the weight/area
ratio as shown in Figure 6a for the cubic specimen of (100 mm x 100 mm x 100 mm). It
was noticed that as the percentage of waste glass sand replacement increased, the density
experienced a decrease relating to the fact that glass powder is lighter than sand affecting
the overall aggregate volume and thus decreasing the density. When the percentage of
waste glass sand replacement reached 50% and above, the concrete turned to lightweight
concrete with a (density < 1850 kg/ m?) as observed in Figure 6. Comparable results were
determined for the specimens at 14 and 28 days.

1960
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21880
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2
g 1840 1824
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1800
1760
0% 25% 50% 75%
WGS Replacement
(b)

Figure 6. (a) Weight Measurement; (b) Density of Cubic Specimens at 7 days.

Compared to previous work done on similar topics, the density showed to decrease as
the percentage of WGS increased [1,22]. However, in some studies, when the WGS used
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had a higher density than the quartz sand, the density of concrete showed an increase as
the replacement percentage increased [35].

3.3. Compressive Strength

The use of waste glass sand as aggregate replacement contributes to the improvement
of the concrete microstructure. It contributes to a beneficial reaction with cement hydrates
relating to the fineness and waste glass sand particle properties. As shown in Figure 7
below, the 50% glass replacement was determined as the most efficient percentage in having
the highest compressive strength. At7 days, the 25% glass replacement gave 3.44% higher
strength than the control mix, while the 50% glass replacement gave an 18.22% increase
in compressive strength. It was noticed that as the waste glass sand replacement levels
reached 75%, the bonding between the aggregates was weakened, and the WGS aggregate
could not fully play the advantage of high crushing strength, leading to a slight decrease in
the compressive strength.
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Figure 7. Compressive Strength Results at 7, 14, and 28 days for cubic specimens.

A similar trend is realized for the compressive strength of cylindrical specimens,
where 50% glass replacement led to the highest compressive strength at 28 days. Figure 8
depicts the compressive strength of cubic specimens versus cylindrical specimens. The
compressive strength of cylindrical specimens was less than the compressive strength of
cubic specimens. The ratio between cylindrical and cubic strength ranged from 0.85 to 0.89,
according to Figure 8.

80

704
2 " - 632 51z
S ° 537 505
- 453

g
5 40
@
2 30
£ 20
f="
£ w0

0

0% 25% 50% 75%

WGS replacement
m Compressive strength (Cubes) m Compressive strength (Cylinders)

Figure 8. Compressive Strength Results at 28 days for cubic vs. cylindrical specimens.

The best replacement percentage for the highest compressive, according to previous
studies, ranges from 20% to 75%, depending on the type and shape of WGS used in the
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replacement procedure [1,22]. However, in some studies, the presence of WGS led to
decreasing the compressive strength of concrete [35]. This was justified by the high porosity
of WGS concrete, which led to a negative effect on the compressive strength.

3.4. Ultrasonic Pulse Velocity (UPV)

The UPV test was conducted along at (7 days, 14 days, and 28 days) for the different
concrete mixtures. It is noticed that as the waste glass sand replacement percentage
increased, the UPV increased, indicating better concrete quality with low void content.
From the results presented in Figure 9, it is indicated that the 50% replacement level with
waste glass sand showed the best performance and exhibited continuous improvement

with the concrete age.
o0
2
o <
@
<
| |

0% 25% 50% 75%

Glass Replacement

4400

4320

4300

4179
4196
4133

4082

4200

4110

4100
4000
3900

UPV(m/s)

3800
3700

I 3974
. 3892
I 3922

., I 4043

3600

m7 days m14days =28 days
Figure 9. UPV Results at 7, 14, and 28 Days.
Based on the UPV findings of this study, the fitting curve that relates UPV to cylin-

drical compressive strength (f'c) for concrete containing waste glass as a fine aggregate
replacement was presented. It has the formula:

Y = 0.247¢%0013% (1)

where “Y” is the compressive strength of concrete in MPa, and “x” is the ultrasonic pulse
velocity (UPV) in m/s. The (R?) factor for the fitting curve formula is 0.97, which indicates
high accuracy. Figure 10 depicts the experimental data along with the fitting curve.
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Figure 10. Fitting curve for UPV and the corresponding compressive strength.
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3.5. Modulus of Elasticity

Substituting aggregates with Waste glass sand, according to some research studies,
tends to have a positive influence on the elasticity modulus when used at small percentages.
This can lead to a similar or slightly higher modulus of elasticity compared to control
specimens. The results in Figure 11 show that as the percentage of WGS in concrete
increased, the elasticity modulus slightly increased up to a 50% replacement level, whilst a
75% replacement level resulted in a reduction in the modulus of elasticity by around 12%
compared to the control specimen. In summary, the elasticity modulus tends to show a
dramatic decrease with an increasing percentage beyond 50%.

30,000
27,000
24,000
21,000

18,000

Elasticity modulus (MPa)

15,000
0% 25% 50% 75%

WGS replacement
Figure 11. Elasticity Modulus vs. Glass Sand Replacement Percentage.

3.6. Split Tensile Strength

The split tensile results of the mixtures shown in Figure 12 showed that cylinders
having 50% glass sand replacement levels obtained the highest tensile strength with a 9%
improvement in comparison with the control mix. Beyond 50% replacement levels, the
tensile strength experienced a decreasing manner that may be attributed to the fragility of
concrete in tension because of its very brittle nature and the ineffectiveness of glass powder
replacement as the improvement was slightly changing. As noticed, when the glass sand
replacement levels increased, the concrete cracked and reached its ultimate strength earlier.
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Figure 12. Split tensile strength at 28 days.

Table 3 shows the ratio between the split tensile strength and compressive strength
(fe/f’c) at 28 days. It can be noted that as the percentage of WGS increased, the (f;/f’¢)
ratio decreased. This is valid until reaching 50% replacement, where values beyond 50%
replacement lead to increasing this factor. This is due to the significant drop in compressive
strength for specimen WGS75 which led to a higher (f;/f’¢) ratio.
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Table 3. The ratio between Split Tensile Strength and Compressive Strength.

Specimen f 1 (MPa) f'c 2 (MPa) £/t
WGS0 3.79 46.9 0.081
WGS25 4.00 53.7 0.074
WGS50 4.14 61.3 0.068
WGS75 3.60 453 0.079

1 Split tensile strength, > Cylindrical compressive strength.

Previous research showed a similar trend regarding the split tensile strength [1,22], but
they didn’t agree on the best replacement percentage of WGS that resulted in the highest
tensile strength, and some of them concluded that replacing WGS with different types of
sands, e.g., quartz sand and river sand, led to different increasing percentages in the tensile
strength [22].

The ACI code [36] derived a relation between the split tensile strength and cylindrical
compressive strength for normal concrete. The equation was plotted in Figure 13 and used
as a reference to be compared with the fitting curve from this study that relates the same
parameters. The fitting curve has the formula:

Y = 0.725x04257 2

where “Y” is the split tensile strength of concrete in MPa, and “x” is the compressive
strength of concrete in MPa. The (R?) factor for the fitting curve is 0.92, which indicates
high accuracy. It can be shown, according to Figure 13, that split tensile strength values
for concrete with waste glass were higher than normal concrete for the same compressive
strength values. This could be due to the high enhancement of split tensile strength for
WGS concrete compared to normal concrete.
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Figure 13. Fitting curve for the split tensile strength compared to ACI code equation.

3.7. Flexure Strength

The flexural strength results presented in Figure 14 showed that specimens with 50%
glass sand replacement showed the highest flexural strength of 10.56 MPa. This is 50%
higher than the flexure strength of the control specimen. As the replacement percentage
went beyond 50%, the flexure strength showed a significant reduction. This lies within the
range of several previous studies conducted on concrete with WGS [1,22]. However, some
other studies indicated a reduction in flexure strength as the percentage of WGS increased
due to the high porosity of concrete incorporating WGS [35].
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Figure 14. Split tensile strength at 28 days.

Similar to split tensile strength, the fitting curve was presented for the flexure strength
of concrete with WGS as follows:

Y =0.02x"% 3)

where “Y” is the flexure strength of concrete in MPa, and “x” is the compressive strength of
concrete in MPa. The (R?) factor for the fitting curve is 0.95, which indicates high accuracy.
It can be shown, according to Figure 15, that flexure strength values for concrete with waste
glass were higher than normal concrete for the same compressive strength values. This is
similar to the trend realized for the split tensile strength for WGS concrete.
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Figure 15. Fitting curve for the flexure strength compared to ACI code equation.
3.8. Economic Study

In addition to using glass powder as an eco-friendly replacement for natural sand, it
also plays a role in reducing the overall cost of the mixture. After summing up the total cost
per mixture, as shown in Table 4, it was noticed that as the percentage of glass replacement
of sand increased, the cost decreased, reaching a maximum reduction of 8% when 75% of
glass powder was used.
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Table 4. Cost analysis details for each concrete mix.

Cost ($/m°3)
Material
WGS0 WGS25 WGS50 WGS75
Cement 32.08 32.08 32.08 32.08
SF 33.45 33.45 33.45 33.45
Water 1.25 1.25 1.25 1.25
Qs 20.00 15.00 10.00 5.00
WGS 0.00 2.00 4.00 6.00
QP 5.00 5.00 5.00 5.00
HRWRA 30.75 30.75 30.75 30.75
Y 122.53 119.53 116.53 113.53

Another way to present the cost analysis results is by determining the Perfor-
mance/Cost (P/C) ratio, which determines the strength gained per each 1 USD paid for
preparing 1 m? of each mix. Three mechanical properties of concrete were considered in
this analysis: compressive strength, split tensile strength, and flexure strength. Accord-
ing to Figure 16, the P/C ratio for compressive strength for the control specimen was
0.383 MPa/$/m?>. This ratio increased as the replacement percentage of WGS increased
to reach 0.449 MPa/$/m?>, 0.526 MPa/$/m?3, and 0.339 MPa/$/m? for replacement levels
25%, 50%, and 75%, respectively.

0.60

0.526

0.449
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0.20

P/C ratio (MPa/$/m3)

0.10
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0% 25% 50% 75%

P/C - Compressive strength
Figure 16. P/C ratios for compressive strength.

Moreover, a similar trend was realized for the split tensile strength and flexure strength,
where the P/C ratio increased from 0.031 MPa/$/m?3 for specimen WGS0 to reach a
maximum value of 0.036 MPa/$/m? for specimen WGS50. As for the P/C ratios for
flexure strength, it increased from 0.057 MPa/$/ m3 for WGSO to reach a maximum value
of 0.091 MPa/$/m> for WGS50. Although the P/C ratio for split tensile and flexure
strength decreased at replacement level 75%, it was still higher than the P/C ratio of control
specimen WGS0, as depicted in Figure 17.
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Figure 17. P/C ratios for split tensile and flexure strengths.

This indicates that the utilization of WGS as sand replacement is possible economi-

cally, speaking up to 75% replacement level. However, the authors recommend the 50%
replacement level since it corresponds to maximum enhancement in the P/C ratio (37% for
compressive strength, 16% for split tensile strength, and 60% for flexure strength).

4. Conclusions

This study focuses on evaluating the mechanical properties of concrete containing

waste glass as sand replacement. Based on the study findings, the following conclusions
can be drawn:

1.

In terms of density, results showed a slight decrease as the percentage of WGS in-
creased in concrete. The density was decreased by 5% for the specimen with a 75%
replacement level compared to the control specimen. Other studies reached the same
conclusion regarding the density due to the lighter weight of WGS compared to QS.
However, for other types of WGS where the weight of WGS is higher than the replaced
sand, the density showed to slightly increase with the increase of replacement level.
Regarding concrete workability, slump flow results showed a slight increase in the
distribution diameter as the replacement percentage of WGS increased, which indi-
cates better workability. Specimen WGS75 showed the best workability among the
concrete mixes, which is similar to the findings of other studies that adopted the same
replacement level. However, in other studies, it was shown that the shape of glass
particles (the presence of sharp edges) could have an adverse effect on workability.
In terms of material stiffness, results showed that the specimen with 50% waste glass
sand showed the highest elasticity modulus among all specimens. The elasticity mod-
ulus was shown to increase by 7% for specimen WGS50. However, as the replacement
percentage reached 75%, the elasticity modulus showed to decrease by 15% compared
to the control specimen. The authors recommend the 50% replacement level for the
best material stiffness.

In terms of compressive strength, results showed that concrete specimens with a
WGS replacement level of 50% had the highest compressive strength compared to
the control specimen. The compressive strength was increased by 27% for specimen
WGS50 compared to specimen WGS0. This was confirmed by other similar studies,
which recommended a replacement level between 20-75% for the highest compressive
strength. Moreover, UPV results showed the same trend where specimen WGS50 had
the highest values compared to other specimens, which indicates higher compressive
strength at a 50% replacement level.

68



Buildings 2022, 12, 2168

5. Interms of tensile strength, both split tensile and flexure tests showed that concrete
with 50% WGS had the best performance in tension. Split tensile and flexure strengths
for specimen WGS50 were 9% and 50% higher than control specimens, respectively.
This was confirmed by other studies, which recommended replacement levels between
25% to 75% for the highest tensile and flexure strength.

6.  Interms of production cost, replacing sand with WGS led to decreasing the production
cost by up to 8% for a replacement percentage of 75%. As for the performance/cost
(P/C) ratio, it was concluded that as the replacement level of WGS increased, the P/C
ratio for compressive, tensile, and flexure strength increased, which means that using
WGS as sand replacement is economically feasible. However, the authors recommend
a replacement level of 50% since it led to the highest P/C ratios (37% for compressive
strength, 16% for split tensile strength, and 60% for flexure strength). This will help in
reducing the overall construction cost since high-strength concrete is known for its
high production cost
Finally, for future research, the authors recommend studying the effect of using WGS

with different shapes (cylindrical, discoidal, spherical, abutting—burr) as sand replacement

on the mechanical behavior of concrete. Also, it is worth studying the effect of different
grain sizes of WGS on the mechanical performance of concrete.
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Abstract: The main objective of this research was to examine the development of fire in a furnished
room in a typical high-rise building. This work was part of research on the fire safety of building
occupants. It included two controlled fires in which a standard sofa in a room was set on fire. Several
thermocouple trees were arranged in the test room and the temperature was continuously recorded.
Additionally, each fire test was videotaped for further analysis. Since an unexpected forepeak of
the temperature course was observed, special attention was paid to explain this phenomenon. For
this purpose, numerical models of fire development in a furnished room were built using the well-
recognized software package, ANSYS Fluent and Fire Dynamic Simulator (FDS). The numerical
research was focused on fire spread over a single piece of furniture, the sofa. The data recorded in
real experiments were used to tune and validate the numerical models. The results of the Fluent
numerical simulation were consistent with the recorded experimental data and proved that after the
initial growth, there was a critical phase of fire development in which the fire might almost snuff or
flare again. Meanwhile, the FDS results, despite being generally in accordance with the experiment,
did not reproduce this critical phase of fire spreading.

Keywords: compartment fire; real fire; thermocouples; CFD

1. Introduction

The development of a fire in an enclosed space poses a huge risk to anyone within.
Engineers are constantly working to improve the safety of people in buildings [1-4]. This
relates to the development of nonflammable materials and the continuous improvement of
fire ventilation and extinguishing systems. It also applies to the location of combustible
materials in the vicinity of particularly tall buildings [5]. There is also ongoing research on
the proper modeling of the fire development phenomenon to reliably reproduce air and
smoke flows and structural fire resistance [6]. The fire risk index for buildings was also
created to define the level of fire threat in buildings [7].

When considering a fire developing in a compartment, it should be remembered that
its course is determined by the availability of air and fuel. One commonly uses the terms
that the fire is controlled by fuel supply (fuel limited) or air supply (oxygen limited) [8]. In
the literature, the terms Regime I and Regime II, respectively [9], can also be found. Regime
Iis characterized by the vents being small enough that they allow for the compartment to
fill with smoke. The air supply is limited. In Regime II, the vents are sufficiently large, so
that the smoke evacuates the enclosure and the air flows inside. Complex heat and mass
transfer processes dominate over Regime II [10]. This makes the description of Regime II
complicated, and it is difficult to define the direct link between ventilation, temperature
and burning rate, as it can be done for Regime I.

Numerical analyses are increasingly used in all these activities, but some difficulties
arise when connecting these analyses with tests and trials under real fire conditions. How-
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ever, numerical analyses seem to be a good tool for testing various types of fire engineering
solutions. However, it should be noted that the numerical models created during such
analyses must be validated using real fires.

Research involving the mapping of fire development using fire zone model [11]
computational fluid dynamics (CFD) programs has been carried out for many years [10,
12,13]. The Fire Dynamics Simulator (FDS) is often used in these analyses. Analysis of
the research conducted so far shows that modeling fire development in rooms faces many
problems. The large number of parameters determining the course of such a fire makes it
difficult to represent a fire numerically.

Modeling the temperature distribution in a room where a fire develops is difficult.
Stern-Gottfried points out that the temperature distribution in a room is not uniform.
Locally, the maximum temperature can be 75% higher than the average temperature for
a given room [14]. The Dalmarnock Fire Test One was used for their analyses. The same
studies were also used to validate the numerical model developed in the Fire Dynamics
Simulator (FDS). Extensive measurements allowed for an analysis of the measured results
against the results of numerical analyses. As part of the study, the authors noted the
difficulty of modeling near the fire and the relatively good agreement of the results away
from the fire [15].

Research on fires developing in confined spaces also concerns the impact of fire on
the building structure. Gupta studied the thermal characteristics of fire spread in a fully
developed fire, a growing fire, and a traveling fire. This was possible because, unlike the
previous research, Gupta conducted his research in a very large open plan compartment.
According to their research, each fire spread mode induced significant and characteristic
spatial heat distributions [16].

Research on the development of fires in confined spaces often includes studies on the
development of flames outside openings on the facade of a building. These studies are
important to understand the causes and course of a fire that develops along the facade of the
building [17-19]. The windows on the fagade of a building can cause the flames to spread
outside the room onto the fagade [20,21]. However, windows can also affect the course of
a fire inside the room. This is related to the intense air inflow into the room forced by a
fire plume. The effect of incoming air into a building due to wind is particularly evident
in the case of a tall building fire [22], but it can also be used to create good conditions
on the refuge floor [23]. Airflow can disturb the natural stratification in the room and
cause hot smoke to mix with cold air. This can result in the disappearance of the hot and
cooler layers [24]. This research not only concerns windows on the building facade, it also
includes investigations of doors fitted with an air curtain. Research has been conducted
on how the effect of an air curtain jet influences the temperature in the upper layer of a
compartment fire [25].

Experimental investigations and numerical simulations of small room fires have
already been performed in the literature [26]. Chen performed the measurements in a
room built in a laboratory, which allowed them to monitor multiple parameters during
the development of a fire. However, the conditions of the experiment were significantly
different from those of a real fire. The measurements were compared with the results of
numerical analyses in which the Fire Dynamic Simulator was used. The results were highly
comparable. Material properties and oxygen limit settings in the FDS software were tested
to explore their influence on the tendency of heat release rate. A.H. Majdalani carried
out similar research on the development of fires. He built a room model in the laboratory
and examined the principal characteristics of two unique behaviors of a fully developed
compartment fire. Experimentation and computational modeling were used to explore,
compare and contrast the characteristics of these two behaviors [27].

Research has also been conducted on the development of fires in real buildings. The
experiment was carried out in a warehouse building, where a fire was planned on a shelf
on a rack. The ignition, fire spread and combustion characteristics were studied. At the
same time, CFD analyses were performed with the use of FDS. The results demonstrated a
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high degree of agreement between the experimental results and the CFD data. However,
attention was drawn to the limited possibilities of modeling using FDS [28].

Similarly, Bystrom described interesting studies. They performed a fire experiment in
a concrete building at a low ambient temperature. Research has shown that a compartment
can be divided into two layers during a fire. However, the temperature in the upper layer
is not uniform. The differences in temperature values were related to the distance from
the fire source. A series of numerical analyses using FDS were also performed, and the
outside temperature was assumed. The study demonstrated that the power of a fire would
be greater at a higher outside temperature [29].

Mackay described compartment fire behavior training combined with numerical
analyses using FDS. The main objective of the research was the training of firefighters.
The results of these studies were also used to validate the numerical model [30]. In
addition to the FDS program, the CFX program was used in the numerical analyses of
the development of compartment fires. Hasib used the results of an experimental fire
generated in an enclosure during the growth period to validate the predictions of CEX [31].
Fire studies conducted in the compartment are sometimes limited to the analysis of flame
spread over solid fuels. He led the research, the main goal of which was to compare the
surface and internal heat transfers to understand the mechanism underlying the degree
of fuel packing [32,33]. Another study looked at the heat and mass transport process that
defines the dynamics of combustion and flame spread in the case of wood crib fires in large
rooms [34].

In the present study, fire tests were carried out in a room, which was enclosed in
panels with high fire resistance. Six thermocouple trees were placed inside the room to
measure the temperature during the tests. Additionally, the fire tests were recorded on
video. The work is based mainly on the temperature distributions recorded in two fire
tests which differed in the moment when the firefighting operation began. When analyzing
the time dependence of the temperature, an unexpected course of the fire development
was revealed: a clear forepeak was observed for almost all temperature curves. Therefore,
numerical models were built to investigate this phenomenon. The well-recognized general
purpose software packages Ansys Fluent and FDS were used. This former choice was
justified by the possibility of a detailed investigation of model interdependencies at a very
basic level [35]; the latter one is commonly used in fire engineering. In addition, the use of
two software packages made it possible to compare the results achieved by them and their
capabilities. The problems encountered when performing numerical analyses are presented
in the manuscript, along with solutions that can help other researchers with numerical
modeling of fire development in a room.

2. Materials and Methods

The main aim of the research was to test different configurations of a staircase smoke
removal system, which is a crucial aspect of safe evacuation in high-rise buildings. The
system consisted of an air supply fan with adjustable capacity and roof discharging vents,
among others. In addition to these analyses, the test room was equipped with measurement
devices, which allowed for the detailed analyses of compartment fire development. The
experiments required the permanent presence of a fire brigade to ensure the appropriate
safety level for the staff and material assets.

The test room was prepared on the 5th floor of a 9-story abandoned office building
(Figure 1). The room was connected to the staircase through a short corridor with a remotely
controlled door.
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Figure 1. View of the building with the test room marked (on the west fagade).

2.1. Experimental Setup

The test room was 5.7 x 5.8 x 2.5 m and had four windows. The rightmost window
was built up with a cover from the inside. The three other glassed windows were tight.
There was a door on the opposite side of the room from the windows. During both tests,
the door connecting the test room to the corridor was open. Room partitions were covered
with fireproof boards. The fireproof boards were made of silicate cement with a thickness
of 50 mm and the following parameters: density 450 kg/m3, specific heat 950 ] /kg-K and
thermal conductivity 0.083 W/m-K. There was a sofa and a table in the room. The furniture
was the same in each test.

Six thermocouple trees were distributed throughout the test room, as shown in the
figure (Figure 2). There were three to eight thermocouples in the individual trees. K-
type thermocouples with beads of 3 mm diameter were used. The sheath was made of
heat resistant steel and was insulated inside with magnesium oxide. The measurement
accuracy for the thermocouples was £2.2 °C or 0.75% in the range of 0-1200 °C. The
NI-9213 Temperature Input Modules recorded temperature measurements [36]. Signal
Express National Instruments software was used for data acquisition. The positions of the
thermocouples in individual trees are shown in Table 1.

Table 1. Summary of thermocouple trees.

The Heights of the Thermocouples on the Trees [mm]
(Measured from the Floor)

1000, 1600, 1800, 2000, 2200, 2400
1600, 1800, 2000, 2200, 2400
400, 1000, 1400, 1800, 2000, 2200, 2400, 2600
1000, 1600, 1800, 2000, 2200, 2400
400, 1400, 1600, 1800, 2000, 2200, 2400
400, 2400, 2600

Number of the Tree

U LN~

The ignition source no. 4 from BS 5852:2006 was used to start the fires [37]. This
standard ignition source is described in detail by Gupta [34]. The parameters of the ignition
source are as follows: bar length 40 mm, bar width 6.5 mm, number of bars 10, bar weight
8.5 g, number of bar layers in two directions 5, and sterile gauze dimensions 40 x 40 mm.
1.4 mL of isopropyl alcohol was applied to the sterile gauze before starting the test. The
igniter was placed in the middle of the sofa, as shown in Figure 3.
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Figure 2. The test room (distances given in mm).

Figure 3. The location of the ignition source on the sofa at the beginning of a fire.

2.2. Experiment Results

Two full-scale fires were performed in the test room. The meteorological conditions
during both fire tests are presented in Table 2.
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Table 2. The meteorological conditions during both fire tests.

Fire Test 1 Fire Test 2
Air temperature 2 m above the ground, °C 18 10
Air temperature 100 m above the ground (approx. 5 16 8
m above the roof of the building), °C
Wind speed 10 m above ground (10 min average),
m/s 2.3 3.8
Wind speed 100 m above ground (10 min average),
37 7.0
m/s
Wind direction west west

The beginning of the fire was similar in both tests. The temperature inside the room
was 17 °C, and the ignition source successfully initiated the fire development. First, the
sofa backrest lit up. Then the flame grew larger and larger forming a conical burning region
at the backrest. Next, the room was gradually filled with smoke and hot combustion gases
and the fire still developed until it covered the entire sofa. This can be seen in a series of

images presented in Figure 4.

527s 550's 573 s

Figure 4. Subsequent stages of fire development (the first test). Time in seconds from the moment of

ignition.

During the first test, as shown in Table 2, the outside temperature was significantly
higher, but should not have impacted on the conditions inside the room significantly.
However, it was observed (Figures 5 and 6) that the temperature above the sofa started to
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rise almost three minutes earlier than in the second test fire. This was probably caused by
different storage conditions of the sofa prior to the experiment, such as packaging methods
and room humidity. The first phase of the fire, which did not change the temperature above
the sofa, lasted about seven minutes. Then, the temperature started to increase and, in the
tenth minute, the temperature above the back of the sofa (at 1.6 m) reached 600 °C. Then, it
dropped and started to rise again, reaching 800 °C. At that moment, the decision was made
to start the firefighting operation. The entire set of temperature distributions is presented
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Figure 5. Temperatures during the first test. Dashed lines mark the beginning of the firefighting

operations (790 s).
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Figure 6. Temperatures during the second test. Dashed lines mark the beginning of the firefighting
operations (1500 s), dotted lines mark the moment windows fell out (1193 s).

In the temperature distribution charts for individual thermocouple trees, it is clear
that the highest temperature was achieved on the second and third trees. This suggests
that smoke and hot air accumulated above the sofa and in the corner of the room by the
window. Cold air flowing through the open door probably caused the temperatures on
the first thermocouple tree to be lower. The temperatures further down the room, at some
distance from the source of the fire, were also lower. In the case of the fifth and sixth trees,
the temperature did not reach 600 °C. The course of temperature variation was the same in
all trees. The graphs appear to show the stratification of air in the room, which manifested
in lower temperatures at low heights, and high temperatures were almost the same at the
higher points. This is especially visible for thermocouple trees away from the sofa (trees 5
and 6).

After the first test, the room was cleaned and returned to its original state. This
included replacing windows because they may have been weakened due to the heat.
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During the second fire test, the first phase of the fire lasted almost ten minutes. Then, the
flames spread rapidly in two minutes. Above the back of the sofa (at 1.6 m), the temperature
increased to 700 °C. Next, the temperature dropped and then started to rise again. So,
the odd course of fire spread was observed again; there were moments when the fire
dimmed slightly. Eventually, the temperature reached over 1100 °C in the twentieth minute.
Such a high temperature caused the windows to fall out, resulting in a rapid temperature
drop. The diagrams of the temperature distribution during the second fire test for all
thermocouple trees are shown in Figure 6. Five minutes after the windows had fallen out,
the firefighting operation began, as shown in Figure 7. As can be seen, the room reached
flashover and the flames were ejected from the window openings. This was confirmed
during the room inspection, after the fire was completely extinguished—all equipment
items were completely burnt.

When examining the temperature data, it is clear that until the maximum temperature
is reached, the shapes of the curves are similar to those of the first fire. After the initial
period of growth, there is a decrease and then an increase to the maximum values. Once
the maximum temperature is reached for all measuring points, the temperature drops.
However, in the second fire test, it is not caused by the intentional extinguishing action, but
by the windows’ disintegration and the cold air inflow. As a result, the temperature did
not drop in the same way as in the first fire. Instead, the temperature dropped slowly after
the windows fell out, and the test room cooled down freely until the extinguishing action
began.

As was mentioned earlier, the fire developed slower in the second fire test; this is also
visible when comparing the time between the first increase of temperature to the forepeak.
This was analyzed for the thermocouple tree no. 2: the temperature at the forepeak is
almost the same in both tests (650-700 °C), but the time was 115 s in the first test and 140 s
in the second one. Similarly, the time between the forepeak and the moment when 800 °C
was reached is shorter in the first test (170 s vs. 281 s). These differences occurred despite
the same experimental setup in both tests.

In both fire tests, a significant nonuniformity of the temperature distribution was
observed, which could be expected because only the growth phase was examined. Two
groups of thermocouple trees are notable: the first group contains trees located just close to
the fire source (1 and 2) and the tree in the near corner (3), where the hot gases accumulated.
The second group consists of distant trees (4 and 6) and the tree in the middle of the room
(5), where the free spread of hot gases occurred. It was particularly visible in the fire growth
phase: the measured temperature was almost independent of the height for the first group.
Meanwhile, the temperature recorded by the second group indicated a clear stratification.
This stratification almost ceased for the developed fire, excluding tree 6. Although, even
for the developed fire, the maximum recorded temperature was distributed very unevenly.

Figure 7. Windows breaking during the second test fire.
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2.3. Numerical Model

The numerical model was built using ANSYS Workbench and solved using ANSYS
Fluent. Embedding the combustible material burning model in the ANSYS Fluent environ-
ment opens the possibility of a detailed numerical study of the heat flow and combustion
products with high reliability, which is characteristic of this tool [38]. It allows for the
selection of different turbulence models, which results in accurate flow reproduction. Due
to the available combustion models, it is possible to model fire development under different
air supply conditions [39].

Room dimensions and material properties were kept the same as the actual ones. The
walls, floor and ceiling were modeled as concrete with real thickness. The ANSYS Fluent
shell conduction feature was applied, and an ambient temperature of 10 °C was assumed at
the outer surfaces (as it actually was for the second real fire). The windows were modeled
similarly, where the actual thermal properties of the glass panes were applied. Items in
the room were reproduced as well. Since during real fire tests the door was open, it was
modeled as a ‘pressure outlet’ boundary condition.

Conditions inside the room changed significantly as the fire was developing. In the
beginning, the amounts of carbon dioxide and water vapor were negligible, so the optical
density of the gases was low. Then, as the fire was growing upwards, significant amounts
of those combustion products appeared, which resulted in a high optical density, especially
in the upper part of the room. Hence, the radiative heat exchange should be modeled
considering all details. That is why the discrete ordinate (DO) model of radiation was used.
It solves the full general equation ruling the radiative transport for an absorbing, emitting
and scattering medium for each finite volume cell [40]. The DO model is able to cope with
a wide spectrum of optical densities, includes soot effects on radiation and is the most
accurate model available. These advantages are paid for by significantly higher demands
of computational resources. Additionally, the thermal radiation in the fire simulations was
regarded as grey [41]. This is because soot acts as the main source and sink of thermal
radiation, and its properties are not particularly sensitive to wavelength.

The k-w SST turbulence model, commonly regarded as reliable, was used for flows
modeling. The time step duration was set as adaptive, and it varied between 0.01 s to 0.1 s.

Since the simulations covered just a few minutes of fire development, it was assumed
that only the sofa and the table were composed of burning materials. The rest of the room
equipment did not start to burn in such a short period. The model of both pieces arranged
in the room is shown in Figure 8.

bent ceiling

door glazed

(opennig) windgws
sofa

table

Figure 8. A Fluent model of the partially furnished compartment.
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2.3.1. Modeling the Fire Spreading over a Furniture Item

Since a compartment fire is considered, one must not assume in advance that the fire is
just fuel controlled. Thus, the fire was modeled using a non-premixed combustion model,
which assumes that the final and intermediate combustion products and released energy
depend only on the local composition of the gas mixture and temperature [42,43]. The
gas mixture is in an equilibrium state or very close to it, and the model can be effectively
described by the phrase “what is mixed is burned”. So, there is a basic assumption for
this approach that chemical combustion reactions are immediate compared to the flows.
This simplifies the model and allows a quantity called mean mixture fraction to be kept for
all elements. This quantity expresses the mass fraction of considered elements that come
from fuel. If a flow is turbulent, diffusion coefficients for all compounds are equal, then
the values of mixture fractions are the same for each element and can be replaced by a
single value. Therefore, it is enough to solve only one additional equation describing the
transport of mean mixture fraction.

To speed up the calculation, preliminary calculations are performed, and a probability
density function (PDF) table is created. It is a look-up table containing the details of
combustion chemistry for assumed fuel and oxidant composition [44].

As the oxygen abundance directly impacts on the combustion process and this ap-
proach takes into account the combustion chemistry, it is suitable for fires controlled by
ventilation and by fuel as well. So, this combustion model can model fires under different
ventilation regimes and is particularly useful to simulate compartment fires.

2.3.2. Single-Cell Level Fire Model

The combustion process of each piece of equipment was modeled using a set of
user defined functions (UDF). This is an ANSYS Fluent feature, which allows for freely
expanding the software’s capabilities. A UDF is a procedure written in C, which is linked
to a numerical model.

Burning pieces of the room equipment were modeled as fluid, porous zones. Their
properties were set to imitate the actual materials accurately. Porosity (X;) expresses the
fraction of a material volume filled by a fluid (air). It is used to compute the effective thermal
conductivity as the volume average of the thermal conductivities of fluids and solids, which
constitute the porous material (A5, Arand As denote effective thermal conductivity, the
fluid thermal conductivity and the solid thermal conductivity, respectively):

Aeff = XpAs+ (1= Xp)As 1)

For flows in porous media, the pressure drop (Vp) is commonly proportional to the
flow velocity (Z)‘ This dependence is described by Darcy’s law (where y denotes dynamic
viscosity):

= =
Vp = pDy-u 2

D:v is the matrix of viscous resistances, which may be different in different directions.

Hence, the flow nature depends on the fluid properties and structure of the porous material.

In the considered case, all materials are assumed to be isotropic, so the equation governing
the flow simplifies and contains only a single scalar value of viscous resistance (R, m2):

N
Vp=uRy-u 3)
Since the mass burns out, the porous properties of combustible materials were also

controlled by the dedicated UDFs. The values of the viscous resistance (Ry(t)) and the
porosity (X,(t)) changes as the material burns. It was assumed that these values changed
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linearly with the mass loss (m(f)/myg). Viscous resistance dropped from an initial value
specific to the material (Ry) to zero, which corresponds to the complete burnout:

m(t
Rv(t) = LRUO 4
Porosity increased from an initial value specific to the material (X}) to unity:
m(t
X,(6) = 1+ (X0 — 1) ) 6)

In a similar way, the radiation absorption coefficient for volumes of combustible items
was treated. This value for polyurethane foam (apy,) was adopted according to data
published by Glicksman et al. [45]. The radiation absorption coefficient for a gases mixture
(aixt) was automatically calculated by Fluent software based on the mixture compound
and, finally, the effective value the radiation absorption coefficient was expressed as a

weighted mean:
m(t m(t
a(t) = WEO) & foam + (1 - HEO) > Qmixt (6)

A set of variables called user defined memory (UDM) was assigned for each computa-
tional cell. These variables stored the initial amount of fuel, the current amount of fuel and
a clock storing the moment of the previous iteration.

In the presented approach, the pyrolysis process was modeled as an emission of
gaseous fuel at a rate dependent on the temperature. Since during the pyrolysis of
polyurethane foam, methane and light olefins prevail among the products [46], two fuels
were examined: methane and acetylene. The preliminary tests showed negligible dif-
ferences, so eventually, acetylene was selected because it mimics the pyrolysis products
composition in a better way. The initial amount of fuel was adjusted to obtain the actual
heat of combustion of the given material.

Pyrolysis was modeled as a simple, single-step reaction. Hence, theoretically, the
rate of the combustible material mass (1) loss, which is equal to the amount of emitted
gaseous fuel, can be expressed as a function of temperature (T), as follows (cy denotes
a pre-exponential factor, E; denotes the activation energy per molecule and kg is the
thermodynamic Boltzmann constant):

dm E,
a —mcg exp(—kBT> 7)

The values of parameters ¢y and E, are not commonly known for most materials.
Moreover, real materials are usually not homogeneous, so a number of pyrolysis processes
occur when a material is heated. Hence, even apparently similar materials may differ
significantly in pyrolysis details. A simplified approach was introduced here by assuming
a homogeneous pyrolysis and the parameters were fit using the literature data on the
pyrolysis of polyurethane foam and wood. This issue is discussed later in the paper.
Despite the simplification, this approach was difficult to implement because it required
applying a very short time step, otherwise the numerical instability appeared.

Therefore, a further simplified relationship was adopted to speed up the simulation.
Considering that pyrolysis occurs in a relatively narrow temperature range, Formula (7) was
expanded in a power series, and only the first order terms were considered. It was assumed
that pyrolysis began at a specified temperature (Ty), then its rate linearly increased with
the temperature:

dm 7{ 0 T < Ty ®

dt | —mer(T—Tp) T> Ty
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Finally, Formula (8) was used to determine the amount of released gaseous fuel. The
values of Tpg and ¢; were fit as previously. The preliminary simulations showed there was
almost no difference between both approach’s results, but the calculation involving the
latter formula was completed much faster.

Hereby, the simulation of fire spreading over a combustible item appeared largely
independent on the detailed assumptions of the pyrolysis process. This can be briefly ex-
plained by analyzing a single cell of the computational domain constituting the combustible
item. It is heated in different ways (radiation, convection and conduction) and then, over
a given temperature threshold, the pyrolysis starts. In a short time, the cell temperature
reaches a high value and all its mass is converted into the gaseous fuel. Hence, in a larger
time scale, it is not the accurate rate of pyrolysis that is important but its integral over time.

Since pyrolysis itself is an endothermic reaction, the energy needed for material
decomposition must be supplied to sustain the reaction. This energy is called heat of
reaction and is a program parameter adopted in accordance with the literature data [47].
This amount of energy is taken into account in the total energy balance.

For volumes that corresponded to combustible pieces of the room equipment, the

‘source terms’ option was enabled. This allowed for the implementation of Formulas (7) and

(8) via UDFs as fuel and mass sources. Since the process of pyrolysis is an endoenergetic
one, it needs a specified amount of energy per mass unit of the processed material to be
absorbed. When the non-premixed combustion model is used, a fuel stream enters the
domain at a given temperature. Hence, it was necessary to add the specified amount of
energy to mimic the fuel release at the actual temperature. Both issues were incorporated
into the model via another UDF, which established an energy source of a relevant intensity.

The soot yield was adopted as 0.15, which is in accordance with experimental data [48];
however, some sources reported a slightly higher value [49,50].

The ignition was modeled by setting a high temperature (900 K) for a small volume of
the sofa seat just next to the backrest.

2.3.3. Tuning the Model Parameters

The model assumptions were validated by relating them to the results of TGA exper-
iments (thermogravimetric analysis) using a polyurethane foam sample. The sample in
the form of a thin slice (0.03 m diameter, 0.001 m height) was put at the bottom of a vessel
filled with a neutral gas (nitrogen). The bottom of the vessel was heated with a constant
temperature rise rate of 10 °C/60 s. Since the Biot number of the sample was equal to
Bi = 0.75, which is less than unity, the sample could be regarded as lumped. Hence, the
temperature was uniform within the whole sample volume, and the pyrolysis process
occurred homogeneously.

Eventually, for Formula (7), the values of activation energy E, = 2.15 x 107! J and pre-
exponential factor cp =5 x 10? 1/s were found, which are typical values for polyurethane
pyrolysis [51]. Meanwhile, for Formula (8), the parameters T,g and ¢; were fit to 240 °C
and 1.029 x 107°1/s'K, respectively.

The foam density was 40 kg/m®. The initial value of the porosity was set to 0.94 and the
viscous resistance to 2,200,000 m~2, which are typical for standard polyurethane foam [52].
The results were compared with different experimental literature data on polyurethane
foam pyrolysis. Since there are many kinds of such foam, the available data differ to some
degree, but generally, they can be regarded as consistent, as seen in Figure 9.
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Figure 9. Comparison of modeled pyrolysis rate with experimental data [53-55].

2.3.4. Modeling of Temperature Measurement

Since the data obtained by carried out simulations had to be compared with the
experimental results, the process of temperature measurement by thermocouple beads
was also modeled. This issue is very important because the difference between the real
temperature of gases and the temperature indicated by a thermocouple in a non-equilibrium
state may be significant. The problem was solved by placing virtual thermocouples of
different bead diameters in every cell of the computational domain. This required additional
UDM slots and UDF plug-ins but allowed for accurate temperature recording [56]. Several
temperature measurement points were included to model the thermocouple trees. Although
virtual thermocouples were placed in every cell of the computational domain, the data
were recorded every 5 s only for the actual thermocouple positions.

2.3.5. Mesh Sensitivity Analysis

Since the obtained results may depend on the applied numerical mesh, two different
meshes were assessed. Both applied meshes were created according to the work presented
by Wegrzynski et al. [48]. Since the fire plume impinges and starts to spread horizontally
when in the above area, just beneath the ceiling, both meshes included inflation layers
there. This helped to keep the accuracy of the flow image in this region. The burning
pieces (the sofa and the table) were modeled using regular mesh, which contained only
hexahedral cells. This allowed for a dense fragmentation with a relatively low number
of mesh elements. The mixed mesh, containing mostly hexahedrons, was used for the
whole room space, since such an approach allows for smooth transitions among elements
of different sizes. The parameters of the applied meshes are shown in Table 3.

Table 3. Parameters of the applied meshes.

. Edge Length
Mesh No. of Elements No. of Nodes No. of Inflation Layers -
Room Burning Items
Normal 470,362 118,188 10 0.150 0.050
Coarse 319,898 81,418 8 0.200 0.075

For comparison purposes, the temperature distributions close by and just above the
sofa (trees 1 and 2) for both meshes are shown in Figure 10. The curves are quite similar
despite some fluctuations, indicating that the model can be regarded as mesh independent.
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Figure 10. Numerical results for two mesh densities.

2.4. FDS Model

The proposed approach was confronted with the well-recognized FDS software. Using
this software, a model of the same furnished room was built. The model accurately
reproduced the experimental setup. By default, FDS uses the large eddy simulation (LES)
model for turbulence modeling. The combustion process is modeled similarly to the non-
premixed model mentioned above [57]. It is an option in FDS to simulate material burnout
by adopting a single-step pyrolysis (SSP) model in a way similar to that presented earlier.
The other possibility is to use the ignition temperature-based pyrolysis (ITP) approach,
in which the ignition temperature is set, then the value of the heat release rate per unit
area (HRRPUA) is applied to calculate the burnout progress [58]. However, in both cases,
there is a need to carefully adjust the control parameters by the trial and error method. The
data published by Park and Kwark were very helpful here [59]. For the SSP approach, the
parameters were tuned with an option of fitting the TGA curve (similarly as in the Fluent
model). The parameters adopted for both material burnout approaches are listed in Table 4.

Table 4. Parameters of material burnout.

Parameter Value
Heat of combustion, k] /kg 2.54 x 10*
Heat of reaction, k] /kg 1.57 x 10°
Reference temperature, °C 100.0
ssp Heating rate, K/min 5.0
Pyrolysis range, °C 80.0
Mass Fraction Exponent (1) 2.0
HRRPUA, kW /m? 600.0
Ignition temperature, °C 300.0
0s 0.0
e Time ramp 60 s 1.0
(relative intensity vs. time) 120s 0.8
240s 0.2

The computational domain of the model consisted of a number of meshes, which
allowed for applying a dense mesh (cell edge of 0.05 m) to model the combustible items and
their vicinity, and a coarse mesh (cell edge of 0.1 m) for the other parts of the compartment.
These values were in accordance with the NIST recommendation.

The quality of flow modeling for buoyant plumes depends on a non-dimensional
term D*/6x, where 6x denotes the cell size and D* is the characteristic fire diameter. The
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latter value is given as follows (o, ¢y and T are, respectively, density, specific heat and
temperature of ambient air) [57]:

(o )
D= —=
(pwcﬂw@

During the addressed simulation, the heat release rate (Q) varied, but assuming the
maximum reasonable value of 1.2 MW [46], D* was estimated to be approximately 1 m.
There are no explicit tips on how to establish the ratio D*/8x in advance, but in this work
this value was 10 and 20 (depending on the mesh), which was consistent with the examples
provided by NIST [57]. Hence, no additional mesh sensitivity analysis is discussed.

©)

3. Results—Model Validation and Discussion

Since the first fire test was aborted before the fire could reach its maximum intensity,
data from the second fire were used to validate the numerical model. The comparison
of real and modeled temperature distributions is shown in Figure 11. In this experiment,
the windows broke at 1193 s of fire development, and due to a rapid cold air inflow, the
temperature dropped. The numerical simulation did not take this event into account.
Hence, both curves diverge at this point from each other. In such a situation, only the
growth phase of the fire development should be considered when validating the model.
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Figure 11. Comparison of the selected temperature distributions for real and modeled (Fluent and
FDS—ITP approach) fire.

At first glance, one can see that the temperature distributions differ in some degree.
It concerns mainly FDS results: the predicted temperatures are generally lower, but the
stratification is clearer. The first local temperature maximum is not visible here in contrast
to the real data and the Fluent results. Since this is the merit of the work, further analysis is
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focused on Fluent outcomes. Although the experimental and calculated-via-Fluent curves
do not overlap exactly, their courses are very similar, and the maximum temperature values
are almost the same. The differences are visible for both the temperature values (up to
about 100-200 °C) and the pace the fire was developing (a shift of the forepeak up to 100 s).

The ignition process was going in a slightly different way: in the numerical model, the
whole volume of the ignition source was patched to a temperature of 500 °C instead of a
slow development, as in the reality. This was to speed up the calculation, but it influenced
somewhat the temperature distribution in the first moments. Therefore, in the very initial
stage, when only the kindling was burning (before 600 s), the calculated temperature
became higher above the sofa (especially for tree no. 2).

The best match can be observed for tree no. 2, which may confirm the accuracy of
the material combustion model. The moments of forepeak and the maximum temperature
occurrence were in good agreement, although the calculated temperature is overestimated
(sometimes up to almost 200 °C).

When analyzing data for trees no. 3 and 4, one can see that the temperature strat-
ification observed in the experimental data is not as clear in the numerical results—the
calculated curves corresponding to different heights are close to each other. In addition, for
those thermocouple trees, the divergency of the calculated temperature was the highest—
the pace of the temperature growth was reproduced accurately, but its values were still
higher than measured (the gap sometimes exceeded even 200 °C). The same applies to
other thermocouple trees placed at greater distances from the fire source, which are not
shown here. This may indicate that the flows throughout the room were not reproduced in
a desired level of precision.

However, considering the simplicity of the model, it can be regarded as reliable. It
is important to consider that real fires can be fickle phenomena. The experiments ran in
somewhat unrepeatable ways despite controlled conditions, which were kept the same as
much as possible. For this reason, the principle of ‘consistent crudeness’ should be taken
into account in fire engineering [60]. It assumes that in light of input data uncertainty
and the general unpredictability of a fire, one does not need to try to achieve a very high
accordance of a theoretical or a numerical model with a particular set of experimental data.

There is a clear forepeak visible in the majority of the temperature vs. time curves.
It appears in both the experimental and numerical results, especially for thermocouples
placed just above the burning sofa. The possible explanation is as follows:

A. At the beginning of the process, the backrest foam needs more heat to ignite, and the
only burning part is the kindling. Due to the low volume of the burning material, no
significant temperature rise was observed.

B. At the first stage of the fire development, the burning area slowly expands upwards
and slightly on both sides, forming a u-shaped region of combustion that covers
the subsequent parts of the sofa backrest, mainly due to the convectional transport
of hot gases along the surface of the backrest and partially inside it because of its
low porous resistance. This phase lasts to the moment where this region reaches
the top of the backrest. At this phase, the volume of hot gases started to increase
significantly, and a steep temperature rise was observed.

C.  When the burning area reaches the top of the backrest, the fire development clearly
slows down because its spread is hindered. This happens mainly horizontally by
conductive heat transfer to adjacent parts of the backrest. This way of heat transfer is
significantly less efficient due to the low thermal conductivity of the polyurethane
foam.

D.  Since the fire stops spreading quickly, the temperature above the fire source may
even drop because the hot gases continue to spread along the ceiling. However, the
combustion of the u-shaped area of the backrest continues and generates hot gases.
Therefore, the layer of hot gases beneath the ceiling is gradually lowering.

E. When this layer reaches the top of the backrest, it causes the ignition of the upper part
of the backrest, and the fire development is accelerated. A large part of the backrest
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is ignited, huge amounts of hot gases are generated and the hot layer lowers quickly,
resulting in the fire quickly covering the sofa. The temperature rises significantly in
this period.

E In this phase, the layer of hot gases reaches far towards the room floor, and the
fire may spread to other furniture items. The fire will develop to complete burnout

if there is a sufficient fresh air supply or become under-ventilated in a smaller
compartment.

These phases of the sofa fire development are shown in Figure 12, which presents the
burning areas, and are marked in Figure 13, where a diagram of temperature distribution
just above the sofa is shown (the grey dotted line marks the expected temperature rise if
the windows had not fallen out). The last image in Figure 4 (timestamp 573 s) corresponds

to a time moment between phases D and E; later, the large amounts of soot made the movie
completely unreadable.

B C

E F
Figure 12. The subsequent phases of sofa fire development: temperature distribution on its surface
(description in text).

800
600

400

Temperature, °C

0 200 400 600 800 1000 1200 1400 1600 1800
time, s

Figure 13. The phases of sofa fire marked at the temperature curve (the second fire test, tree no. 2,
height 2.4 m in Figure 6) (description in text).

Figure 14 presents a snapshot taken at phase C during the first fire test. This corre-
sponds to the frame at 493 s in Figure 4. It was almost the last moment a clear photo could

be taken because, in a dozen seconds, wisps of smoke began to appear from the lowering
smoke layer.
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Figure 14. An image of u-shaped burning region (about 493 s of the first fire test).

The temperature distributions in the compartment at the sofa symmetry plain at
these moments are shown in Figure 15. The lowering layer of hot gases is clearly visible
there (C-E); the same applies to the moment when this layer reached the sofa and the fire
development started to accelerate €.

0 100 200 300 400 500 600 700 800 900 1000 1100 1200°C

C D

Figure 15. Temperature distributions at the sofa symmetry plain at selected moments (description in
text).

Figure 16 shows the burnout of the sofa material at the same time moments (the sofa
is cut by a symmetry plane, the volume corresponding to the ignition source is also shown).
The observations are in line with the earlier ones. At phases B, C and D, the conical burning
region was developing, but due to the low heat conductance of polyurethane foam, its
horizontal spread was slow. In phases C and D, the fire was kept alive mainly due to the
burnout of the material in this region rather than its spreading.
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Figure 16. Progress of the material burnout (0 corresponds to the complete burnout) (description in
text).

F

The phase marked as C is critical for fire development. This applied to both real and
numerical experiments. Some real fire experiments ceased to develop at this stage. This
was presumably due to slight differences in experimental conditions. It might concern the
properties of polyurethane foam, which resulted from different storage conditions, despite
all used sofas being exactly of the same type.

As was mentioned earlier, there was no forepeak visible in the FDS results, so the FDS
simulation did not reproduce the process of fire development in such a faithful manner.
However, it generally revealed a similar way of spreading the fire. As an example, the
burnout progress corresponding to phase E is shown in Figure 17.

Figure 17. Material burnout in FDS simulation corresponding to phase E.

A necessary condition for the numerical model to achieve conformity with the exper-
imental data was to adjust the parameters controlling the intensity of pyrolysis and the
density of flammable material. A threshold condition was revealed here: if the pyrolysis
intensity was high enough, the fire spread quite quickly over the entire item in all direc-
tions. Otherwise, the u-shaped burning region at the backrest was formed and then it
spread slowly. The burning area surrounding the ignition source barely spread horizontally.
Meanwhile, the height of hot layer gases in the compartment was lowering continuously
and if the fuel amount was large enough to sustain the fire, it reached the sofa and caused
the violent fire revival and expansion.

4. Conclusions

First, this work presents full-scale fire experiments on fire development in a furnished
room in a high-rise building. Such experiments are rare due to high costs and the many
organizational obstacles. Then, the second stage of the work involved numerical simula-
tions, allowing investigators to deepen their knowledge of the processes involved during
fire development in furnished spaces and explore more than the actual experimental con-
figurations. Two software packages were used, FDS and ANSYS Fluent. The results of
both numerical models were generally consistent with the real process of fire spreading.

90



Buildings 2022, 12, 2189

However, those of Fluent reproduced the fire development phases in a more accurate way.
In particular, since the Fluent model had to be built from scratch it allowed for accurate
examining of the process of fire spreading.

Despite its relative simplicity, the proposed numerical model was able to mimic the
development of the real fire. This gives hope for reaping the benefits of ANSYS Fluent
capabilities in more sophisticated configurations of numerical models. However, as some
clear divergences between measured and calculated temperature fields were observed, the
basic model of fire spread over a single furniture item should be improved in the future.
The maximum calculated temperature appeared to be overestimated, and the temperature
increase rate was also higher than the real one. However, eventually, the simulated fires did
not differ from the real ones to a higher degree than the real fires differed from each other.
This means that there are some unknown and variable factors that can influence the course
of fire development. Even though the real experiment was prepared with care to details,
and thus so was the numerical model, these factors evidently were beyond researchers’
control and knowledge. Anyway, despite their influence being noted, it did not alter the
observed phenomena to a significant degree.

The numerical research revealed a threshold condition for fire spreading over an uphol-
stered item. If a combustible material is less susceptible to pyrolysis, the fire spreads rather
slowly and only lowering the layer of hot gases may cause the violent fire development.

Both real and numerical experiments showed non-uniform temperature distribution in
the test room. This was especially visible in the fire growth phase when clear temperature
stratification was observed. However, while the stratification almost ceased, the experi-
ments did not enter the stage where the spatial temperature distribution would be more
even. This could be regarded as an indicator to apply more measurement points in the
future to record the results of such experiments more accurately.
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Abstract: Complicated soil conditions are direct difficulties for high-rise building projects. A new
device called a deformation adjustor, which is used to optimize the stiffness distribution in the piled
raft system, has achieved good results for this challenge. This paper presents a case study on the
application of deformation adjustors to improve the performance of a piled raft foundation. This case
study describes the preliminary design of pile-raft foundations with deformation adjustors, followed
by numerical analysis. Based on the numerical study, the potential savings are demonstrated due to
the good performance of soil bearing capacity. Comparing the numerical results with the monitoring
results in raft settlements, earth pressures, deformation amount of deformation adjustors, pile top
reactions, and load-sharing ratios between soils and piles, the accuracy of the design schemes with
an aided numerical analysis is verified. Through a long-term monitoring, soils below the raft carried
63% of the total applied loads, while the piles bear 37% of the loads. This case study proved that
a piled raft foundation with deformation adjustors was an effective and economical design scheme,
which can make full use of the soil bearing capacity. It is of great significance to facilitate the design
and construction of piled raft foundations in complicated soil conditions.

Keywords: end-bearing piles; composite foundation; piled raft foundation; deformation adjustors;
numerical analysis; differential settlement

1. Introduction

The mechanism and design theory considering the utilization of soil below the raft to
bear a part of the total applied load in piled raft foundation has been a research hotspot
for more than half a century [1,2]. A large number of theoretical studies, experimental
studies, and numerical studies have carried out in-depth explorations of the bearing
characteristics of a piled raft foundation [3-5], and different optimized design methods for
a composite pile foundation on soft clay subjected to vertical loads have been reported in
the literature [6-9]. All of the above-mentioned works require that the pile foundation be
close to its ultimate bearing capacity, thereby enforcing the pile tip piercing downward to
achieve the compatible deformation between piles and soil [10].

In some cases, a cushion with a finite thickness may be laid on the top of the pile to
make the pile top penetrate into the cushion so that the soil between the piles can work
better [11-13]. However, it is still difficult to use for end bearing piles due to the limited
role of the cushion. As the stiffness of pile and soil varies significantly, the differential
deformation between pile and soil is large and cannot be easily coordinated, which is one
of the major concerns in the end bearing pile foundation [14]. To solve this issue and to
realize the pile-soil interaction, Zhou et al. [15] developed an optimization device called
a deformation adjustor, which is placed between the top of the piles and the raft. This
technique is able to accomplish the optimization of load distribution between soils and
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piles in complicated soil conditions. In recent years, this technique has been applied in
more than twenty high-rise building projects in China [16-18].

Accordingly, this paper presents a case study on applying deformation adjustors to
improve the performance of piled raft foundations in complicated soil conditions. In the
original design of piled raft foundations, the majority of the total applied loads were carried
by piles, while piles were prevented from being installed to the required depth due to the
number of large boulders. Consequently, this technique (using deformation adjustors) was
used for such a challenging project. The design scheme of a piled raft foundation with
deformation adjustors in this case was presented briefly. Then, the numerical results were
compared with the monitoring results for raft settlements, earth pressures, deformation
amount of deformation adjustors, pile top reactions, and load-sharing ratios between soils
and piles during and after construction, which proved that a piled raft foundation with
deformation adjustors was an effective and economical design scheme in complicated
soil conditions. Through this study, we expect to provide a reference for improving the
performance of piled raft foundations.

2. Project Information and Site Conditions

The project is located in Xiamen, China, and was for the construction of two high-
rise residential buildings (building A and building B) with a total construction area of
38,000 m2. The case described herein focuses on the piled raft system of building A with
a height of 120 m, as shown in Figure 1.

Figure 1. Project Information.

The site exploration was conducted in 2006. It was found that the soil conditions
were complicated, mainly consisting of residual soil and weathered granite. Specifically,
the unit weight, cohesion, internal friction angle, and deformation modulus of residual
soil were 18.6 kN/m?3, 18 kPa, 28°, and 35 MPa, while those of weathered granite were
19.5~23.5 kN /m?3, 40~45 kPa, 27~30°, and 60~120 MPa, respectively. Similarly, characteristic
values of the subgrade bearing capacity, skin resistance, and tip resistance for residual
soil and weathered granite were 280, 100, and 1200 kPa and 400~3000, 150~800, and
1500~10,000 kPa, respectively. Soils of the site experienced highly uneven weathering
and spheroidal weathering, leading to the formation of various sizes of boulders, which
mainly appeared in completely and strongly weathered granite layers, as indicated in
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Figure 2. Additionally, the distribution of the soil layer is highly uneven with regards to
depth, resulting in the different soil characteristics in the same depth. Accordingly, the
complicated soil conditions bring about severe challenge to the design and construction of
piled raft foundations.
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Figure 2. Typical geological section.

3. Preliminary Design Scheme
3.1. Design Concept

A deformation adjustor is a device used to adjust the bearing stiffness between
two contacting objects. The overall stiffness of piled raft foundations is adjusted through
the large deformation of deformation adjustors placed between the top of the piles and rafts.
The schematic diagram of its mechanical model is shown in Figure 3. It can be seen that
the placement of deformation adjustors is equivalent to installing springs with a specific
stiffness on the top of the piles. The stiffness of the deformation adjustor is generally much
lower than the stiffness of the pile. Accordingly, the applied load is partly transferred to
the soils below the raft with the deformation of deformation adjustors, which significantly
reduces the requirement for the bearing capacity of piles. It would save a lot of money and
time for the project.
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Load

Soil spring \Pile spring
Figure 3. Mechanical model of piled raft foundations with deformation adjustors.

3.2. Parameters of the Building

The raft of building A has a width of 20.8 m, a length of 44.5 m, and an L-shaped
plane close to the rectangle. The diameter (Ry) of the equivalent circular raft is 35 m. The
superstructure load was approximately 524,700 kN. The area of building A was 960 m?,
and the corresponding earth pressure was 546 kPa.

3.3. Soil Bearing Capacity

The soil ultimate bearing capacity provided by the geotechnical report was 280 kPa,
which was derived from laboratory tests. However, the residual soil and weathered granite
are easily disturbed. The soil ultimate bearing capacity will be reduced after the disturbance.
Thus, the value provided by the geotechnical report is underestimated. According to local
engineering specifications, the bearing capacity was approximately 480 kPa. To confirm
this value, a static plate load test, a standard penetration test, a pressure meter test, and
a deep screw plate test were conducted. The test results indicated that the allowable bearing
capacity was above 480 kPa, with a safety factor of 2.

3.4. Preliminary Design Scheme

The design scheme adopted a 2.5 m thick raft supported on hand-dug piles. The piles
were 1 m in diameter, 12 m long, and the average center-to-center spacing of piles was four
times the pile diameter. The pile tip was located at —18 m YSL, indicating that most of the
piles were borne on the highly weathered granite layer. As such, the foundation should be
designed as a piled raft with end-bearing piles. The design procedures are described in
detail in [18] for piled raft foundations with deformation adjustors. The main parameters
for this project were calculated as per [19,20], as listed in Table 1.

Table 1. Design parameters.

Quantity Meaning Value
Ppr (kN) Loads applied to the piled raft 660,000
g (kN) Allowable axial bearing capacity of a single pile 4200
Ry (kPa) Allowable raft bearing capacity 450
A (m?) Gross raft area 960
n Group stiffness efficiency factor 1.0
ke (KN/mm) Stiffness of the raft alone 8912
& Load-sharing ratio of soils 0.62
Ma Number of deformation adjustors per pile 1
Overall stiffness of a single pile with
kpa (kN/mm) deformation adjuitofs 7268
ka (kN/mm) Stiffness of a deformation adjustor 120
n Pile number 60
St (mm) Calculated total settlement of the building 64
Sq (mm) Calculated differential settlement of the building 16
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Besides, the calculation value of the pile number is equal to 53. Considering some
special needs of the superstructure configuration, the pile number, 1 = 60, was used for the
design scheme. The pile arrangement is presented in Figure 4.

Figure 4. Plan of pile arrangement.

4. Description of the Numerical Study
4.1. Geometric Configuration of the Model

In this paper, the numerical analysis was carried out using the ABAQUS [21]. To be in
correspondence with the construction, the three-dimensional numerical model of the piled
raft foundation was simulated as it had been in the construction in both its configuration
and dimensions. Figure 5 presents the basic configuration of the model. The size of model
is 120 m in the x direction, 60 m in the y direction, and 40 m in the z direction. The piles
are 1 m in radius and 12 m in depth. Respectively, a raft which had a thickness of 2.5 m
was arranged on the pile-soil system to enable the system to support the applied load. To
simulate the deformation adjusters on the pile heads in the construction, an analysis was
performed on them with a simulation where two rigid plates are the top and bottom of the
deformation adjustor and a spring with a length of 30 mm was between the two plates. For
simplicity, the rigid plate had zero thickness. The cross-sectional geometry of the numerical
deformation adjustor was identical to that of the pile (2R = 1 m). The boundary was given
according to different conditions: x =0, y = 0, and z = 0 on the upper and lower surfaces
of the model, while x = 0 and y = 0 on the surface around the model. The whole model
has 54,820 units and 111,728 nodes. In this paper, the model was simulated without taking
advantage of the symmetry due to the irregular geometry of the piled raft foundation in
the project. Additionally, the soil and the piled raft foundation are modeled with finite
elements. The pile mass, raft mass and soil mass were discretized using continuum solid
elements, mainly 8-noded hexahedral elements with reduced integration.
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Figure 5. Typical finite element mesh.

4.2. Material Property

Actually, the soil is a multiphase medium. For simplicity, it was simulated as a one-
phase media in this paper. The Mohr-Coulomb plasticity model was used to model the
soil plasticity [22]. The pile and raft were simulated as elastic materials, and the properties
of them were in accordance with the parameters in the construction. All of the model
parameters are shown in Table 2. The validity of the model parameters in the program
based on the analysis of the two static load tests, and the comparison of P-S curve between
numerical results and static load test results was shown in Figure 6. As we can see, all of the
three curves matched well. Hence, the conclusion was reached that the model parameters
in the program are reasonable.

In addition, the contact between the structure and the soil was simulated as perfectly
rough and no relative motion would appear between the finite elements nodes. Duplicated
nodes were used to form a zero-thickness interface between the pile and the soil, the pile
and the plate, the soil and the raft, and the plate and the raft.
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Figure 6. P-s curve.
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Table 2. Model parameters.

Elastic Internal

Material Model Modulus C?I?If:)l °" " Friction I’(I)::tsi(:)n s Ur(lll(th/V;gg)ht
(MPa) Angle
Pile Linear elasticity 30,000 - - 0.2 25
Raft Linear elasticity 30,000 - - 0.2 25
(®Residual soil L 35 18 28 0.3 18.6
@Completely weathered granite MOh{aSCt?Clil:omb 60 40 27 0.3 19.5
(®Strongly weathered granite P Y 500 45 30 0.25 20.5

4.3. Numerical Analysis Scheme

In order to further analyze the influence of the stiffness of the deformation adjustors
on the load-sharing ratio, and whether the stiffness of 12,000 kN/m in the preliminary
design scheme is reasonable, numerical analysis was conducted for studying the bearing
characteristics of the piled raft foundations with different stiffnesses of the deformation
adjustors, which is equal to spring stiffness, as shown in Table 3.

Table 3. Different stiffness of deformation adjustors.

Adjuster Number DA-0 DA-5 DA-12 DA-20 DA-30 DA-mix
Stiffness(kN/m) 0 50,000 120,000 200,000 300,000 Table 4

Table 4. The mixed stiffness of deformation adjustor.

Aera 1 2 3 4
Stiffness (kN/m) 50,000 100,000 200,000 300,000

The above schemes were only for the case where the deformation adjustors were
a single stiffness. Actually, deformation adjustors with different stiffness could be placed
on different areas to make full use of the soil bearing capacity, as shown in Figure 7a and
Table 4. To limit the length of the article, the author selected path 1-1" and path 2-2’ for the
analysis, as shown in Figure 7b.

Figure 7. Numerical analysis scheme: deformation adjustors in different regions (a), direction of the
path (b).
5. Numerical Results

5.1. Analysis of Settlement

The raft settlement distribution variation along path 1 and path 2 is shown in Figures 8 and 9,
respectively. The stiffness of the deformation adjustors had a great influence on the raft
settlement. The overall settlement and differential settlement significantly increased as the
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stiffness of the deformation adjustors was reduced. When the stiffness of the deformation
adjustors was 120,000 kN/m, the maximum settlement and differential settlement were
41 mm and 17 mm, respectively, which was consistent with the range proposed by [23].
It indicated that 120,000 kN/m was the reasonable stiffness of the deformation adjustors.
Besides, the differential settlement could be controlled nearly to zero as the deformation
adjustors of different stiffness were placed in different areas.
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Figure 8. Curve of raft settlement along path 1.
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Figure 9. Curve of raft settlement along path 2.

5.2. Analysis of Earth Pressure

The earth pressure distribution below the raft along path 1 and path 2 are presented
in Figures 10 and 11, respectively. The distributed load on soil gradually increased as
the stiffness of the deformation adjustors reduced. When the stiffness of the deformation
adjustors was zero, the average earth pressure below the raft was 602 kPa, which was
greater than the actual soil bearing capacity. If 12,000 kN/m was chosen as the stiffness
of the deformation adjustors, the average earth pressure below the raft was only 377 kPa,
indicating that the deformation adjustors have a significant effect on promoting the pile-soil
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interaction. Additionally, the earth pressure distribution below the raft was more uniform
in the scheme of deformation adjustors with different stiffness placed in different areas than
that with a single stiffness, which is the main reason that the differential settlement was
close to zero. Comparing the earth pressure distribution in Figures 10 and 11, it is found that
when the earth pressure is small, the earth pressure below the raft showed characteristics
of partial stiffness along the direction of the short side and somewhat showed flexibility
along the direction of the long side due to the uneven distribution of the upper load. This
distinction should be taken into account in the design of the raft.
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Figure 10. Curve of earth pressure along path 1.
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Figure 11. Curve of earth pressure along path 2.

5.3. Analysis of Deformation Amount of Deformation Adjustors

Figure 12 shows the curve of deformation amount of deformation adjustors vari-
ation with the percentage of load applied. As shown in Figure 12, the deformation
amount of deformation adjustors was smaller as the stiffness of deformation adjustors was
larger. When the stiffness of deformation adjustors was 12,000 kN/m, the deformation
amount of the deformation adjustors was 32.52 mm after the load was applied, whereas
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it was 33.66 mm in the scheme of deformation adjustors with different stiffness placed in
different areas.
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Figure 12. Curve of deformation amount of deformation adjustors variation with percentage of
load applied.

5.4. Analysis of Pile Top Reaction

Figure 13 presented the curve of the pile top reaction variation with the percentage
of the load applied. As shown in Figure 13, the pile top reactions increased significantly
as the stiffness of deformation adjustors became larger. The average pile top reaction
was 4057 kN, as the stiffness of the deformation adjustors was 120,000 kN /m, which was
slightly smaller than the pile allowance bearing capacity. Additionally, in the scheme of
deformation adjustors with different stiffness placed in different areas, the pile top reaction
could be calculated by the deformation amount of deformation adjustors and the stiffness
of deformation adjustors. Accordingly, the maximum and minimum pile top reactions were
10,098 kN and 1683 kN, respectively, which were higher than the pile allowance bearing
capacity. When the deformation adjustors were adopted, the pile top reactions would be
significantly different. The stiffness 120,000 kN /m was the relatively reasonable value on
the basis of satisfying the design condition.
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Figure 13. Curve of pile top reaction variation with percentage of load applied.

103



Buildings 2022, 12, 1903

5.5. Analysis of Load-Sharing Ratio between Soil and Pile

Figure 14 is the curve of the load-sharing ratio of soil variation with the percentage of
load applied. As shown in Figure 14, the load-sharing ratio of soil decreased and tended to
be stable as the percentage of the load applied increased. This is because the raft, soil, and
deformation adjustors were deformed and coordinated in the process of the load applied.
When the stiffness of the deformation adjustors was 120,000 kN /m, the load-sharing ratio of
soil was up to 59.76%. The conclusion that was reached was that the deformation adjustors
could effectively change the load-sharing ratio between soil and piles, and that they made
full use of the soil bearing capacity.
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Figure 14. Curve of load-sharing ratio of soils variation with percentage of load applied.

Figure 15 presented the curve of the load-sharing ratio of soil variation with stiffness
of deformation adjustors. When the stiffness of the deformation adjustors is zero, the
foundation is equivalent to the natural ground, and the superstructure load was all carried
by soil. With the stiffness of the deformation adjustor increasing, the decreasing trend of
the load-sharing ratio of soil gradually slows down and tends to be stable. The foundation
will show the characteristics of a conventional pile foundation, as the stiffness of the
deformation adjustors was close to the stiffness of the piles.
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Figure 15. Curve of load-sharing ratio of soils variation with stiffness of deformation adjustors.
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W Building settlement

The essence of the deformation adjustor placed on the top of piles was an optimization
of practical engineering. The deformation adjustors with different stiffness determine
the difference in the load-sharing ratio of soil, resulting in different total settlements and
differential settlements.

5.6. Determination of Design Scheme

Based on the above analysis, the average settlements and differential settlements of the
building were all in the reasonable range when the piled raft foundation with deformation
adjustors (120,000 kN/m) was adopted. The average earth pressure is 377.2 kPa and the
average pile top reaction is 4057 kN. This scheme not only took full advantage of the soil
bearing capacity, but also greatly reduced the project cost. The numerical analysis was also
proven to be an effective method for assisting in the design of the piled raft foundation
with deformation adjustors.

Additionally, deformation adjustors with different stiffness in four areas had a better
effect on achieving pile-soil interaction in the numerical analysis. The differential settlement
would be smaller and the distribution of the earth pressure under the raft would be more
uniform. However, this scheme was more complex in the process of design and construction
and had not ever been used in practical engineering. Thus, it is not adopted for the
time being.

6. Monitoring Measurement

The project completed the construction of the two-story cushion and the main struc-
ture at the end of December 2010 and December 2011, respectively. During and after
construction, a comprehensive monitoring of settlements, earth pressures, deformation
amount of deformation adjustors, pile top reactions, steel bar stress, and load-sharing ratios
between soils and piles was carried out. The monitoring measurement lasted for seventeen
months from January 2011 to May 2012 and the monitoring points were arranged, as shown
in Figure 16.
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Figure 16. Arrangement of monitoring points.
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6.1. Analysis of Settlements

Eleven monitoring points were arranged on the raft during construction and seven
monitoring points were still active after construction. Figure 17 presents the curve of the
building settlements variation with time. The maximum settlements were measured at
C8 and C3, while the minimum settlement was at C11. Such a difference of settlement
distribution may be attributed to the fact that the raft was irregular and that some monitor-
ing points might be located at the elevator shaft or the raft corner. The average settlement
and differential settlement were 24.5 mm and 4.2 mm after construction, and then, half
a year later, the average settlement and differential settlement were 25.4 mm and 5.1 mm,
respectively. The measured values were significantly lower than the calculated values listed
in Table 2 and the numbers in [20], which were less than 200 mm for the total settlement
and less than 0-001 R for the differential settlement.
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Figure 17. Curve of building settlements variation with time.

6.2. Analysis of Earth Pressure

During construction, 21 earth pressure cells were installed between the raft and the
soil, 11 of which remained at work after construction. Figure 18 shows the curve of earth
pressure variation with time. It was seen that the earth pressure increased significantly
over time during construction. The maximum and minimum earth pressure were up to
433 kPa and 152 kPa, respectively. After construction, the average earth pressure tended to
be stable and had a value of about 315 kPa, which was less than the value in the numerical
analysis. Considering that the load applied was about 80% of the design value, the above
results are relatively reasonable.
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Figure 18. Curve of earth pressure variation with time.
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6.3. Analysis of Deformation Amount of Deformation Adjustors

In this project, 60 deformation adjustors with monitoring sensors (1#-60#) were placed
on the top of the piles, and 54 monitoring sensors were still active after construction.
The deformation amount of the deformation adjustors was obtained by subtracting the
pile top settlement measured from the building or raft settlement. Figure 19 shows the
curve of deformation amount of deformation adjustor variation with time. As shown
in Figure 19, the deformation amount increased relatively linearly with the load applied
during construction, which was consistent with numerical results. After construction, the
deformation amount gradually became stable. The maximum deformation amount was up
to 26.1 mm and the average deformation amount was approximately 25.8 mm.
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Figure 19. Curve of deformation amount of deformation adjustor variation with time.

Figure 20 is the comparison curve between the average deformation amount and
average building settlement. As shown in Figure 20, the average deformation amount of
the deformation adjustors was slightly smaller than the average building settlement, which
is in agreement with numerical results. It indicated that the end bearing soil and pile body
still have a small amount of deformation.
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Figure 20. Comparison curve between average deformation amount and average building settlement.

6.4. Analysis of Pile Top Reaction

The sensors were installed on the top of the piles to measure the pile top reaction
during and after construction. Figure 21 presented the curve of pile top reaction variation
with time. As shown in Figure 21, the average pile top reaction increased significantly
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during construction and was up to 3246 kN after construction, which was consistent with
the numerical results. However, the pile top reactions were unequal in different monitoring
points. The possible reason for such a phenomenon was that each monitoring point had
a different soil sharing area, leading to various measured pile top reactions. Additionally,
the pile top reaction became stable and decreased slightly at 3120 kN until the termination
of the monitoring in June 2012, while the pile top reaction still increased in linear in the
numerical analysis. This is because the decoration load and live load had not been applied,
leading to the applied load being smaller than the design value. In the numerical analysis,
the load, which was consistent with the design value, was applied linearly. Consequently,
the measurements were reasonable, which also indicated that the load distribution between
soils and piles was further adjusted over time.
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Figure 21. Curve of pile top reaction variation with time.

The average pile top reaction can be approximately calculated according to its stiffness
and deformation amount. Figure 22 presented the curve of measured and calculated
average pile top reaction variation with time. Since the average deformation amount
of the deformation adjustor was obtained from 54 piles and the measured average pile
top reaction was only obtained by five piles, the calculated average pile top reaction is
significantly smaller than the measured value. However, it still indicated that the trends
of measured average pile top reaction variation with time were basically in line with the
calculated average pile top reaction.
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Figure 22. Curve of measured and calculated average pile top reaction variation with time.
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6.5. Analysis of Steel Bar Stress

In this project, eight bar stress meters were installed within the raft in order to measure
the stress distribution in the raft. Figure 23 presented the curve of steel bar stress variation
with time. As shown in Figure 23, the steel bar stress significantly improved with the
increase of load applied prior to the 16th floor of the main structure. Since then, the steel
bar stress tended to be stable until the completion of the construction. The maximum steel
bar stress was at G2, followed by G5, and then G7. This is because G2 was located in the
core tube, where the structure was more rigid, and the load was concentrated. G5 and
G7 were located on the edge of a shear wall and in the edge area of the raft with a small
load, respectively. After construction, the maximum steel bar stress was 108.5 MPa, which
did not reach the 1/3 of the design value. It was consistent with the facts written in the
literature stating that the measured stress of most steel bars within the raft was low. After
the field observation, there was no cracking or water seepage on the raft surface, indicating
that the design concept of piled raft foundations with deformation adjustors was successful.
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Figure 23. Curve of steel bar stress variation with time.

6.6. Analysis of Load-Sharing Ratio between Soils and Piles

In this project, the soil bearing capacity has significant utilization potential. Thus, the
soil was designed to have an allowable bearing capacity of 353 kPa for supporting 62% of
the superstructure load, whereas the piles were designed to bear 38% of the applied loads.
The load-sharing ratio between soils and piles can be derived from the measured average
earth pressure and the measured average pile top reaction directly. Figure 24 presented
the curve of the load-sharing ratio of soil variation with time. As shown in Figure 24, the
load-sharing ratio of soils varied with time but fluctuated around the design value. After
construction, the load-sharing ratio gradually became stable. The measured value indicated
that the load-sharing ratio of soils was 63%, which is slightly higher than the design value
and numerical results. The application of deformation adjustors put the end-bearing piles
and soils into play synchronously, which was essentially different from friction piles.

In addition, the numerical results showed that the load-sharing ratio of soils was high
in the beginning of construction, and then gradually reduced to the design value with load
applied, which was not exactly the same with measured results. This is because the raft
and soil were in contact first, and soils deformed earlier than the deformation adjustors,
leading to soil carrying more load in the beginning. As the deformation adjustors worked,
the load-sharing ratio between soil and piles gradually stabilized.
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Figure 24. Curve of load-sharing ratio of soil variation with time.

7. Conclusions

(a) The pile-raft foundation with deformation adjustors was used successfully in
complicated soil conditions. The deformation adjustors solved the challenges caused by
abundant boulders and made the piled raft foundation into a coordinated deformation.

(b) As an application of deformation adjustors with different stiffness, the differential
settlement of the building could be well controlled. The earth pressure distribution is also
more uniform. However, the difference of pile top reactions was large, and the design
scheme was more complex. It still needs to be tested and studied later.

(c) Deformation adjustors helped to adjust the stiffness difference so that soils and
piles would jointly bear superstructure loads. In this case study, the soil was capable of
supporting 63% of superstructure loads, whereas piles carried 37% of the loads.

(d) The piled raft foundations with deformation adjustors have been successfully
applied to more than 20 projects, showing a better performance than conventional piled
raft foundations in challenging conditions. However, the stiffness of current deformation
adjustors cannot be changed after installation. Further studies are encouraged to carry out
investigations on the active control technology of stiffness during the working period of
deformation adjustors.
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W N e

Abstract: There is a large proportion of pool fire occurrence on the upper part of offshore platforms.
In order to reduce the occurrence of fire disasters, the fire risk assessment of FPSOs should be carried
out. According to the temperature characteristics of offshore platform fires based on computational
fluid dynamics, the temperature field of the superstructure of the offshore platform under pool fire
has been analyzed, the regularities of the distribution of the wall temperature of the platform of FPSO
under different wind speeds are studied, and research on the distribution of heat radiation flux of
different fire is made. Based on the finite element method, the structural response of the platform
structure in different fire scenarios has been made. In consideration of the pool fires caused by liquid
leakage of the upper part of the platform structure, with the basis of the changes of temperature field
and radiation field being obtained by CFD, a structural response analysis of the offshore platform
structure using the finite element method and a risk assessment method based on quantitative
analysis for pool fires caused by liquid leakage is proposed.

Keywords: pool fire; risk assessment; structural response; finite element method

1. Introduction

With the rapid development of science and the economy, the demand for oil and natu-
ral gas is increasing year by year, and human beings are not satisfied with the development
of land energy. As an important facility of marine resources, the number of offshore oil
platforms, especially FPSOs, is increasing. An FPSO, floating production storage and of-
floading unit, also known as a floating production storage offloading tanker, can be initially
used to store crude oil [1], and have been widely used in deep sea areas. The processing
equipment of the FPSO is built into the modules and located on the vessel deck. The fluid
transferred from underwater is processed into oil, gas, and water. The FPSO stores the
processed oil. The processed gas is exported through an export riser or injected again into
the subsea reservoir. Among all floating devices, the FPSO has functions and advantages
such as strong wind wave resistance, wide water depth range, large oil storage, unloading
capacity, and reuse [2]. In addition, its vessel-shaped features make it more popular than
other offshore platforms such as spars and jack-ups [3].

Although this platform has many advantages, the high level of congestion caused
by pipe networks and upper crude oil processing equipment poses a higher risk to the
FPSO [4-6]. As the offshore platform or FPSO are far from the land, once fire and explosion
accidents occur, it is difficult to conduct a timely rescue, which results in disastrous loss [7].
The UK health and safety research report shows that fire accidents are the most common of
all marine accident reports and blowouts [8]. Pipeline leakage, ship collision, structural
failure, and other accidents can lead to a fire. A pool fire is a kind of fire that is common in
marine fires. It has a large scale of combustion and is difficult to extinguish. When a fire
occurs, the platform structure of the FPSO is completely exposed to fire, the temperature of
the structure rises, the elastic modulus and yield strength of steel decrease, and the bearing
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capacity of the platform will be reduced. All of these factors can lead to the collapse of the
platform and make the entire FPSO invalid.

The fire load was first defined in the structural fire protection, which laid the foun-
dation for the quantitative assessment of fire. Anderberg [9] defined the fire load of the
steel structure through the risk assessment method and then conducted a limit analysis
and collapse analysis of the whole platform and gave the fire analysis program. Ruert A.
and Schaumann P. [10] conducted the fire resistance test of different steel structure frames;
through the analysis of a large number of data fitting, the temperature distribution of
various forms of frame structure was calculated and the failure temperature of different
structures was obtained which provided reference data for the analysis of fire resistance
of steel structures for later scholars. Walker et al. [11] evaluated marine structures for fire
safety and being explosion-proof, the overall structure and components were analyzed, the
structural dynamic response analysis under fire and explosion was obtained, and the defor-
mation analysis and structural dynamics under the temperature and pressure time curves
were conducted. Tolloczko [12] proposed some general situations for fire research which
should be used for marine structures and studied the dynamic response of structures under
fire loads. Wingerden et al. [13] conducted analysis through the principle and method of
computational fluid dynamics (CFD) and developed special analysis software for the risk
of fire and explosion of platform structures. Soares and Shetty [14] firstly applied the joint
probability method to the fire risk assessment of offshore platforms and applied it to the
passive fire protection design of the superstructure. From 2008 to 2010, Pusan National
University, Nowatec AS, and other research institutions studied fires and explosions of
upper deck modules of FPSOs based on the CFD principle and the nonlinear finite element
theory and established an integrated analysis and evaluation system [15].

In the past 30 years, offshore o0il engineering accidents caused by fire and explosion
have occurred frequently, which not only led to casualties and economic losses but also
caused damage to the marine environment. Given the serious consequences, it is necessary
to model accident scenarios and their consequences in order to assess and manage fire
risks in such situations. In recent years, considerable efforts have been made in maritime
fire modeling and risk assessment. Kim et al. [16], for example, evaluated the load char-
acteristics of steel and concrete tubular members under jet fire. To obtain reliable load
values, jet fire tests were carried out in parallel with a numerical study. Paik et al. [17]
described a few procedures for the quantitative assessment and management of fire and
gas explosion risks in offshore installations. Kim and Paik [18,19] studied the feasibility of
applying the computational fluid dynamics (CFD) method for the analysis of fire heat flow
in an FPSO upper module, taking into account wind effects. The CFD results agreed well
with the experimental results. Luketa [20] and Vasanth et al. [21] studied the characteristics
of two fire pools with fuel surfaces at different elevations using CFD. Sun et al. [22] studied
the load characteristics in process modules of offshore platforms under jet fire conditions.
The effects of different parameters on the load characteristics of the considered scenarios
were discussed. Betteridge and Steven [23] described an empirical model to account for the
reduced pool fire size and discussed the effect of water on combustion. Wu et al. [24] derived
the available safe evacuation time estimation equation by simulating the fire development
process using a fire dynamics simulator field model. Yi et al. [25] and Ahmadi et al. [26]
established a CFD model to accurately predict the incident radiation of large LPG pool fires
and the consequence of large-scale pool fires in storage terminals, respectively. Xu et al. [27]
introduced a quantitative risk assessment method for offshore platforms exposed to gas ex-
plosions. Bhardwaj et al. [28] proposed a methodology for risk assessment and probabilistic
modeling of fire and explosion accidents in FPSO. Li et al. [29] focused on the use of CFD to
simulate the fire risk of offshore facilities caused by subsea gas release.

According to the literature, past studies mainly concentrated on the characteristics of
fire occurrence and the assessment of the damage caused by fire; the structural response of
an FPSO caused by a fire load and explosion was seldom reported in the literature. In fact,
the high temperature of a fire will cause the platform steel structure to lose its structural
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capacity and result in large deformation, and the blast wave of an explosion can cause
devastating damage to life and equipment. Therefore, a detailed study of fire risk assessment
and structural response analysis of FPSO is urgent for developing safety measures.

In this paper, based on the finite element analysis software ABAQUS, a finite element
analysis of the response of a platform structure in different fire scenarios has been made. In
consideration of the pool fires caused by liquid leakage of the upper part of the platform
structure, with the basis of the changes of temperature field and radiation field being
obtained by CFD, the structural response analysis of the offshore platform structure is
made by ABAQUS using the finite element method. The novelty of this paper is to present
some results and analysis to reveal the impact of pool fires on offshore platform structures.
The wall temperature of the FPSO under different wind speeds and the distribution of heat
radiation flux are studied. The structural response of the offshore platform caused by a
pool fire is analyzed. The rest of this paper is organized as follows: Section 2 presents some
principles of fire risk assessment for FPSO. Section 3 presents the simulation modeling of
pool fires and analyzes the flame shapes, temperature field, and heat radiation of a pool fire
under different wind speeds. Section 4 illustrates the structural response and mechanism
of FPSP under a pool fire. Besides, the validity of the numerical method is verified in this
section. Finally, Section 5 summarizes the conclusions drawn from this work.

2. Principle of Fire Risk Assessment for Platform Structure of FPSO
2.1. Fire Types

Quantitative risk analysis of marine structure fire assessment includes deck fire and
fire in the sea. The most serious structural unit of the offshore platform fire is the deck
structure, so a platform fire risk assessment usually takes the fire on deck into consideration.
Types of fire include pool fire, jet fire, ball fire, and flash fire. As the operating conditions of
the offshore platforms are different, the fire types are different. When the leakage is liquid,
a pool fire usually occurs.

Offshore platform fire is mostly hydrocarbon fire, the heat of the fire is large and
the release is fast, so the temperature rise of the steel structure is fast. As a result, the
strength of the steel structure decreases rapidly; when the temperature is above 600 °C
the strength of the structure almost disappears. Therefore, when a fire happens to large
steel structures, it is prone to distortion, deformation, and collapse. Although there are four
types of platform fire, pool fire and jet fire are the main form. As oil and gas leakage occurs
mostly on the platform deck, the deck structure is a typical unit affected by fire, so it is of
practical significance to study the deck fire.

2.2. Pool Fire Risk Assessment Method Based on Quantitative Analysis

Risk assessment includes risk identification, probability analysis, and consequence
analysis, as shown in Figure 1. When carrying out a quantitative risk assessment for
offshore platforms, it makes no sense to analyze the safety of the entire offshore platform
directly. First, it is necessary to identify the hazard sources of liquid leakage, which can
be used to determine the fuel information. After the hazard identification, we need to
determine the geometry of the structure, the pool size, the pool location, wind speed, and
wind direction, which make a leak and fire scene clear. The main cause of the risk is the
failure of some equipment and parts. Failure of equipment and parts will cause fuel leakage.
In order to determine the probability of fire, we must first determine the probability of
leakage, and the leakage probability of an offshore platform can be determined according
to the failure probability of equipment and parts, as shown in Table 1 [30,31].

The probability of leakage is calculated according to the quantity of the equipment:

P=np @
The assumption for the equation that the events are independent is necessary. Among

them, P is the probability for some components of the leakage, p is the leakage probability
for a single component, and 7 is the number of a certain part. If the leakage probability of
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1 flange is 2.34 x 107, the leakage probability of the 10 flanges is 2.34 x 1078, the leakage
probability of 1 m pipeline is 1.71 x 108, and the leakage probability of 100 m is 1.71 x 107°.
In this paper, a method for the quantitative analysis of marine fire is put forward
according to some specifications and related literature. It needs to be pointed out that this
method is a pool fire scenario that is caused by liquid leakage on an offshore platform.

44 Identification of Liquid Leakage |

_| Fuel Oil Leakage Probability |

| 0il Pool Size, Pool Location, Wind Speed, wind Direction

]

Determination of Pool Fire Scene

l
Fire Simulation(FDS) Fire Load
| 1

>

o | Structural Response Analysis (ABAQUS)
Consequence Analysis
of Fire

‘—i Adjust Design Goals or Modify Design

Figure 1. Quantitative risk assessment method for fire risk.

Table 1. Probability of different components.

Device Manual Emergency Flange Pipeline Pressure Heat

Name Valve Shutoff Valve & P Vessel Exchanger

Failure 35 %1077 439 x 1078 234 x 1077 171 x 108 116 x 1079 843 x 108!
Probability

! The data in the table indicate the failure probability of the unit. The unit of the pipeline is m.

2.3. Risk Matrix and ALARP Principle

To determine the level of the risk matrix, the probability of the occurrence and the
consequences of fire are put into a matrix, which is the risk matrix, as shown in Figure 2.
The risk matrix is divided into three levels and the consequences are expressed in terms of
temperature. Risk consequences are expressed in terms of temperature and the risk matrix
is used to screen the simulated fire scenarios. I represents an unacceptable risk as a high
risk, when it is at this level, further evaluation will be needed. II represents critical risk
also known as medium risk. III represents an acceptable risk which means it is a low risk.
This method is a rough analysis of the probability of the size and the consequences of the
accident; the general calculation will ignore the effect of low risk. The analysis focuses
on the medium and high risk. When it is a medium risk, the direct assessment of the
consequences will be made without structural analysis.
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> 1x103 “ Unacceptable Risk
Increased T l - Critical Risk

Probability 2 x1f4 Acceptable Risk

< 500°C 500-900°C > 900°C

Figure 2. Risk matrix.

The ALARP principle, as shown in Figure 3, (as low as reasonably practicable) is the
principle of risk evaluation at present, which is a high degree of risk evaluation at home
and abroad. It is a kind of minimum feasibility principle. If the risk is in the ALARP region,
the risk can be accepted.

/{'nacceptable Risk

ALARP Area

Acceptable Risk

Figure 3. ALARP principle.

2.4. Risk Measurement

The general measure includes three aspects: personnel risk, property damage, and
environmental risk of fire accident consequences. In the actual calculation of risk, the
probability of the occurrence of different events should be calculated separately, and then
the probability of all events will be accumulated.

Although individual risk can be used to measure the risk of death, the largest concern
is the risk of the entire group of the accident, so the consequences of group risk are generally
calculated by an f-N curve.

The f-N curve, as shown in Figure 4, represents the relationship between the probability
of an accident and the number of casualties, the value of which is cumulative, indicating an
acceptable level of risk.

f
Acceptable Criteria
Probability

Failure

Number of Casualties N

Figure 4. f-N curve.

For the risk assessment method proposed in this paper, due to limited time and energy,
in addition to the risk probability structural analysis of fire and temperature, the risk
assessments of other aspects are not the focus of this paper, the results of which can be
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found in related documents and specifications. Therefore, this paper focuses on the study
of fire characteristics and the structural response analysis of a platform structure under the
action of a pool fire; the characteristics of the temperature of a platform structure of a pool
fire under different wind speeds are obtained by the CFD principle. The characteristics of
fire heat flux are studied under different wind speeds, and the ABAQUS software is used
to conduct the thermal-mechanical coupling analysis of the platform.

There are numerous possibilities for simulating pool fires of offshore platforms. Be-
cause of the numerous possibilities, the choice of a fire scenario is more complicated in the
fire simulation. In order to simulate a fire, the equipment on the platform is simplified to
the uniform load, which simplifies the deck model.

3. Analysis of the Temperature Field of the Platform under Fire

The traditional temperature field for the steel structure usually adopts the ISO834
standard heating curve, but the actual fire environment is different from the temperature
curve. Offshore platform fires occur outdoors, where oxygen and combustion are more
complete, the fire generated by heat radiation is relatively strong, and harm is relatively
large [32]. The study of the characteristics of fire is the premise of the fire resistance for the
structure; the temperature response of the offshore platform and the temperature changing
with time seem to be the known conditions for studying the structural response of the
platform. It is very difficult to calculate the temperature distribution and temperature field of
the platform with the theoretical model. Therefore, the simulation of a pool fire based on FDS
and the analysis of different fire scenarios of a pool fire are the key link of fire analysis and
the premise of the structural response analysis, which makes it consistent with the real ones.

In this paper, the platform of the superstructure of an FPSO on active service in the
South China Sea was studied. The platform has two decks. The first deck is for the oil and
gas transmission area, in which the simulation of the fire caused by a pipeline leakage is
made. The range of a pool fire is generally very small compared with the whole platform,
so only a part of this platform was studied. In an FDS simulation, the size of the upper
deck is 20 m x 14 m x 6 m and the size of the bottom deck is 20 m x 14 m x 6 m. The
FPSO model is shown in Figure 5.

Figure 5. FPSO CAD model.

3.1. Simulation Principle of FDS
FDS (fire dynamic simulation) is a software based on the fluid dynamics model, which
can be used for the numerical simulation of the thermal smoke propagation and spread of fire.
The large eddy simulation theory is used to simulate the turbulent motion of fire and
the basic equations of the dynamic model in the fire process are as follows.
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Mass conservation equation:

9% o
FT V-ou = ()
Momentum equation:
ou - — op —
P g+<uvv)u +Vp:pg+f+V~Tij§+V-pu=O 3)
Component equation:
) -
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Energy equation:
d — Dp — N
a(ph) +V.phu = Dr Vqgr+A-kVT+Y_ V -hipD;VY; + ulp (5)
L
Gas state equation:
_ Yi
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where p is density (in kg/ m3) ; ; is velocity vector, m/s; p is pressure, Pa; h is total enthalpy,
J/kg; T is temperature, K; Y; is the mass concentration of component i; D; is the diffusion
coefficient of component i, m?/s; Wi; is the chemical reaction rate of component 7, kg/ (m3 s);
M, is the molecular weight of component i, kg/mol; R is the molar gas constant, ] /(mol. K);
LT; is fire heat radiation, W/m?Z; g is the combustion reaction heat, J]/mol; k is the thermal
conductivity, W/(m-K); g is the gravity acceleration, m/ s2; t is the simulation time, s; Tjj is
the viscous stress tensor, Pa. The contribution of those existing equations and numerical
procedures comes from the commercial software FDS, the same as in Section 4.1.

The flame of liquid hydrocarbons in the pool on the ocean platform can quickly spread
to the entire oil pool, so the ignition process is very short. Thus, it isn’t necessary to consider
the ignition process, only to study the characteristics of the formation of flame.

3.2. FDS Model and Results of Pool Fire

Fire simulation is based on a real situation to simulate a virtual fire scene. The heat
of combustion for liquefied petroleum gas transfers mainly in the form of heat radiation
which produces a large number of CO and CO,, resulting in a certain area of casualties and
equipment damage and a large number of people’s death by suffocation.

Figure 6 depicts the instantaneous temperature contours of a mid-longitudinal section
of a pool fire. It was obtained through the post-processing function of the FDS software.
The pool fire creates a thermal vortex at the bottom of the combustion and the small eddy
draws air into the center of the flame and continues to rise as the flame rises. At the height
of a small diameter of the oil pool, the small eddy begins flow separation with the fire
plume and gradually disappears at a turbulent fire plume. At the height of the half diameter
of the oil pool, it can be clearly seen that the flame has shrunk into a neck, which is known
as the pool fire flame neck-in phenomenon. Most of the combustion will be completed in
the area between where the flame neck-in phenomenon occurs and in front of a certain
separation point at the height of 1-2 pool oil diameters. At the same time, a new heat vortex
will be formed on the combustion surface. Due to the pulsation characteristics of the fire, it
will cause the periodic generation and shedding of a thermal vortex. It is important to note
that the FPSO has coamings limiting the size of pools of leaked oil. The problem with gas is
not a pool fire, but a jet fire, due to the pressure of the gas inside the pipes.
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Figure 6. Instantaneous temperature contours of pool fire.

3.2.1. Flame Shapes of Pool Fire

The CAD model of the entire FPSO offshore platform structure is shown in Figure 5.
The simulation of a pool fire for 600 s of combustion is created by FDS. Different parameters
according to the characteristics of a pool fire have been set to obtain the influence degree of
different parameters on the pool fire. The fuel of the oil pool is assumed to be heptane. The
pressure is assumed to be the atmospheric pressure, the ambient air density is 1.258 kg/m?,
and the leakage is continuous leakage. The distribution of the whole temperature field and
the flow field of the fire is unstable, but this instability is limited. The beating of the flame
is going up and down at a certain amplitude, and when the fire falls into a pattern, we can
choose the fire at a certain moment as the research object. The open environment condition:
the temperature is 20 °C; the air pressure is 101 kPa; the wind speeds are 0 m/s, 1.5 m/s,
and 3 m/s, respectively. In this paper, we only study a part of this platform and simplify it
into an FDS model as shown in Figure 7.

Figure 7. The simplified model in FDS.

Figures 8-10 depict the flame shapes under different wind speeds. The flame shapes are
obtained through the software Smokeview. Under the action of each single wind speed, the
four instantaneous shapes of the fire development process have been selected and compared
at the moment of 2 s and 10 s, and 100 s and 400 s during the fire development process. It can
be found from Figures 8-10 that the flame will tilt; the greater the wind speed, the greater the
tilt angle of the flame. When the wind blows, the flame is subjected to the wind force Wralong
the wind direction, as the flame has buoyancy F at the same time, so the combined action
of the two forces causes the flame to tilt. It can also be found that the fire spreads quickly,
reaching a prosperous period of fire development at 10 s, which shows that the burning speed
of a pool fire is very quick. Thus, at the beginning of the fire, personnel should be evacuated
without delay. When the fuel is leaking while it is burning, the burning area will become
larger and significant heat will be released. As the flame spreading direction is unknown,
it can also cause more damage, especially in the vicinity of the oil pool which hasn’t burnt
up. Once the fire spreads, it is more difficult to keep the fire under control. It will cause
inestimable damage to the surrounding equipment and buildings.

Under the action of the wind, the flame deviates from the center of the flame and then
returns to the center; this is due to the return force of the flame itself which can cause the
flame to become out-of-center and then return back to the central position. The interaction
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of wind force and return force causes the flame to tilt significantly, destroying the symmetry
of the pool fire performance, and increasing the complexity of the research.

e S X
o tro

Figure 8. Flame shapes under the wind speed of 0 m/s.

R g <N

Figure 9. Flame shapes under the wind speed of 1.5 m/s.

i

Figure 10. Flame shapes under the wind speed of 3 m/s.

3.2.2. Temperature Field of Pool Fire

The temperature field of the flame under different wind speeds is shown in Figure 11.
Observing Figure 11, it can be seen that with the increase in wind speed, there is an inclina-
tion angle of the flame when it has been in a stable state. In addition, the distribution of
temperature is tilted with the inclination of the flame; the wind can change the temperature
distribution of the flame area and will also change the temperature distribution of the deck
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area so that the high-temperature distribution of the deck is mainly concentrated in the
area downwind.

Figure 11. Temperature field of XZ plan, Y = 8 m: (a) wind speed = 0 m/s; (b) wind speed = 1.5 m/s;
(c) wind speed =3 m/s.

Under different wind speeds, when the wind speed reaches 3 m/s, the temperature of
the flame can be reduced. It can be found from the temperature contours that the maximum
temperature of 0 m/s and 1.5 m/s is 1000 °C, and when the wind speed reaches 3 m/s, the
maximum temperature is 870 °C. Excessive wind speed will accelerate the heat exchange
between the flame and air and as the speed of cold air blowing in from the outside increases,
the flame temperature will be dispersed in time; therefore, when the wind speed is too high,
sometimes it will not increase the temperature, but will reduce the flame temperature. The
wind can bring oxygen to the flame and cause the fuel to burn more intensely and cause a
more complete release of heat. The wind can also promote the heat exchange between the
flame and the air, which causes the thermal vaporization of the fuel gas diffusion to become
faster and the combustion to release more heat. However, with the increase in wind speed,
the flame temperature will decline. This is because when the wind is too powerful it brings in
cold air more quickly, causing the exchange rate of hot air and cold air to accelerate, and as a
result, the temperature loss of the oil pool is also more significant. With the increase in wind
speed, the combustion of the oil pool is intensified and the heat convection is also increased.

3.2.3. Heat Radiation of Pool Fire

Many scholars have conducted significant research on heat conduction and heat
convection in fire research, however, during the development and spread of fire, heat
radiation can cause other no-fire areas to catch flame and expand the fire. Offshore platform
fires belong to open environment fires; the pool fire in the open environment causes the
most serious casualties and equipment damage. The overturning of the platform is mainly
reflected in the intensity of the heat radiation flux of the fire; the radiation heat flux is
the heat radiation energy per unit area per unit time. The offshore platform is the base of
marine production and operation and is also the infrastructure of offshore oil exploitation.
The study on the radiation field of the pool fire has instructive significance for the measures
of marine fire and the means of escape.
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To obtain the size of radiation heat flux, different monitoring points are chosen for
detection, the oil pool center (X =7 m, Y =7 m) is set up as the monitoring center, the
18 points along the X axis with an equal distance (1 m) of the oil pool are chosen as the
detecting points, and the measured height is 1.65 m (assuming that the height of the person
is 1.65 m). The locations of different points are shown in Figure 12.

Detecting Point 1 /
123455?89{/ 1312 14 15 16 17 1B 19

e ® & o = -K. s & & & = ®

0il Pool

Detecting Point 10

Figure 12. Top view of detecting points.

As there is usually wind at sea, we discuss the radiation heat flux under different wind
speeds. Because of the large fluctuation of the radiation heat flux, the average values of
different wind speeds have been compared. The average radiation heat flux of different
detecting points is shown in the figure below: the 0 point is the center of the oil pool, the
right side of the pool is positive, and the left side of the pool is negative.

As shown in Figure 13, with the observation of the changes in the radiation heat flux
of each detecting point, it can be found that when the wind speed is 0, the maximum heat
flux is in the oil pool center. When the wind speed is 1.5 m/s, the maximum radiation heat
flux is under the downwind direction with a distance of 3 m from the oil pool center. When
wind speed is 3 m/s, the maximum radiation heat flux is under the downwind direction
with a distance of 5 m from the oil pool center. This is because under the action of wind
a large amount of heat moves in downwind, resulting in the radiation heat flux of the
downwind area being higher than that of the upwind area, which also leads to the increase
in the risk of the downwind direction with the increase from 0 m/s to 3 m/s of the wind
speed. The value of radiation heat flux also increases. It is also found that when the wind
speed is 0, the radiation heat flux curve is symmetric with respect to the center of the pool.
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Figure 13. The average radiation heat flux of different detecting points under different wind speeds.

4. Structural Response and Mechanism of Platform under Pool Fire
4.1. Simulation Principle of ABAQUS

The main component of the offshore platform is steel, and in the study of the fire risk
of the offshore platform, the research of the thermal performance and mechanical properties
of the steel structure at high temperatures is also an important part.

In order to better reflect the influence of the pool fire on the structural response of
the platform structure, based on the FDS software to calculate the various conditions of
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the structure temperature field and the environmental temperature field, the structural
response analysis of offshore platforms is made using ABAQUS software, which obtains the
structural deformation distribution and stress distribution of specific pool fire conditions
for offshore platform structures.

ABAQUS can be used for the analysis of non-coupling heat transfer, sequential coupled
thermal stress analysis, fully coupled thermal stress analysis, and thermal analysis. The
stress and strain field in the process of sequential coupling thermal analysis is determined
by the temperature field, but the temperature field is not affected by the stress and strain
field; compared with the sequential coupling analysis, the heat transfer analysis and stress
analysis are carried out at the same time in fully coupled thermal stress analysis. The study
of this paper is the structural response of offshore platform structures under a pool fire,
and the temperature field is obtained by FDS software, so we adopt the sequential coupled
thermal stress analysis method for the simulation of the structural response and mechanism
of the offshore platform structure on the FPSO. Under the action of fire, the elastic modulus
and yield strength of the steel will decrease sharply at high temperatures and the bearing
capacity of the platform structure will change. Based on the ABAQUS software, this paper
analyzes the structural response under high temperature; firstly, the simply supported
beam under high temperature is analyzed and compared with the experiment to prove
the validity of the research method. Then, the structural response of the two decks of the
offshore platform is analyzed.

When ABAQUS is used to create the sequential coupled thermal stress analysis, the
heat transfer parameters must be set reasonably to ensure the accuracy of the temperature
distribution in each position and time step. The basic theory of ABAQUS thermal stress
analysis is based on the Fourier heat conduction law and the law of conservation of energy.

The energy conservation equation and the specific temperature distribution are solved
by the following equations in ABAQUS.

pscé =W-1, @)

where ps is the density of the steel structure, c is the specific heat of the steel structure, 0 is
the temperature rate of change, W is the external heat, and I, is the internal heat.

The unit area heat balance equation based on the Fourier heat conduction law in
ABAQUS is shown in Equation (8).

Q= —A-gradT-F 8)

where Q is the heat flux per unit area, A is the thermal conductivity, gradT is the temperature
gradient vector, and F is the heating area of the steel structure. Equation (8) can also be
expressed as a heat conduction differential equation just as the following.

oT d oT d oT d oT
P a(“@) B @(%) B E(A%) ~e =0 ©

T is the temperature of the steel at ¢ time and is the coefficient of thermal conductivity
of steel, x, y, z are the coordinates of the structure, and g, is the heat generated by the heat
source inside the steel structure.

The steel of the platform used in this paper is Q235 steel, a homogeneous steel, meaning
Ax = Ay = Az = A, 4,=0, so the Equation (9) can be simplified to the following equation.

oT 2T T 3T
R W T T 1
A <8x2+ay2+822> 0 (10)

After the pool fire, the temperature change of the offshore platform structure is related

to the fire time. Therefore, the transient heat conduction analysis step in ABAQUS is used

to simulate the heat transfer process. In addition, the ambient air temperature change curve
of the structure is obtained by FDS; therefore, the heat transfer analysis can be carried out
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directly in ABAQUS by the heat flow between the air and the surface of the structure, so as
to obtain the temperature field in ABAQUS.

When heat conduction occurs, the structure itself has the temperature difference
between T (x, y, z). The temperature difference can cause the expansion of the structure, the
expansion coefficient is 1. The physical equation of the structure due to thermal expansion
is as below.

Exx = %[Uxx - M(Uyy + Uzz)] +arAT

_ 1
&y = E [‘Tyy - u(UXX + U’zz)} + arAT an
€2z = %1[0'22 - u(Uxx + U'yy)] + arAT

1 1
Yy = GOy Yyz = G lyzr Yz = G laz

4.2. ABAQUS Model and Results of Pool Fire

As it is impossible to simulate the real ocean environment by computer, the following
assumptions are made. (1) The temperature of the marine environment is 20 °C and the
temperature of all the structures is also at a temperature of 20 °C. (2) The strength of the
joints of all the components is the same as that of the welded parts. (3) For the shell element,
the temperature gradient along the shell thickness is not considered. (4) The shell element
should be used for a thin structure, the temperature of the upper surface of the shell is
equal to that of the lower surface of the shell, and the temperature on the surface of the
shell is to be considered, but not in the direction of thickness.

4.2.1. Experimental Verification

Before making the structural response analysis, the validity of the ABAQUS method
should be verified. Because of the great fire experiment cost, therefore, we can verify the
correctness of the ABAQUS method with the experiment results of Southeast University by
Shuping Cong et al. In the experiment, Q235 I steel beam was mainly used (it is assumed
to be the ideal type, one end is sliding hinged and the other end is hinged—fixed). The
beam is placed in the oil-fired furnace to be heated by the constant load, whose value is
10 kN/m. The span of the beam is 4.2 m, the height of the web is 250 mm, and the thickness
is 6 mm; the width of the flange plate is 125 mm, and the thickness of the flange plate is
9 mm. The beam loading and the loading temperature curve of the beam are shown in
Figures 14 and 15, respectively.

According to the experimental temperature curve, a steel beam model was built with
ABAQUES. In order to maintain the consistency between the experimental model and the finite
element model, the dimensions of the model are the same as that of the I-beam used in the
experiment, as is the fixed form. The finite element model is established with the shell element.
The first step is to create the temperature load on the beam, the second step is to apply the
uniform load on the upper panel of the I-beam, and the third step is to submit the calculation.

As shown in Figure 16, it can be seen from the simulation that the displacement of the
middle position of the beam is larger, which is similar to the deformation of the experimental
component, which also has the largest displacement change in the middle position.

According to the finite element model and the experimental data, we can make a
comparison of the maximum displacement values of the beam center position of the two
methods. The results obtained by the two methods are in excellent agreement.

S S S O O A
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Figure 14. Schematic diagram of beam loading.
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Figure 15. Loading temperature curves versus time.

Figure 16. The comparison between the simulation and the experiment.

Figure 17 shows that the maximum displacement of the middle position of the steel
structure increases linearly with the increase in temperature when the temperature is
less than 600 °C. However, when the temperature is higher than 600 °C, the displacement
changes rapidly, and then the displacement variable changes exponentially with the increase
in temperature. Figure 18 shows that the displacement of steel structure members is small
and smooth when the time is less than 2700 s; with time, the mutation of the displacement
variation occurs at 2700 s and the displacement increases sharply, which indicates that the
fire resistance time of the steel structure is 2700 s.
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Figure 17. Displacement-temperature curve.
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It can be concluded that the finite element method can be applied to the coupling
analysis of a fire temperature structure by comparison with the experimental results.

4.2.2. Finite Element Model of Offshore Platform Frame Structure

The superstructure model of offshore platform size is 20 m x 14 m x 6 m, including two
deck structures. In order to maintain the continuity and effectiveness of numerical simulation,
this simplified model is consistent with that of the fire simulation. Although the model is
simplified, the most basic structural framework is retained. The vertical and horizontal
support beams of each deck are Q235 steel I-beam shape, as shown in Figure 19. The height
is 6 m, the material support column for Q235 steel. In order to reduce the calculation time,
considering that the secondary beam is far less than the support effect of the main girder, we
only set up the main girder of the deck without modeling the secondary beam.

S, Mises

SNEG, (fraction = -1.0)

(Avg: 75%)
+3.798x107

+3.166%107
+2.533x107
+1.901x107
+1.269x107
+6.364x10°
+3.986x10*

Figure 19. Model in ABAQUS.

The analytical parameters of heat transfer (surface radiation) and interaction (surface
film condition) in relation to fire heat transfer are defined in the interaction module. Before
setting the conditions of thermal convection and heat radiation, the rising temperature
curve of the steel frame structure must be obtained by FDS software. First of all, the upper
and lower two decks should be numbered, as shown in Figure 20; then, the temperature
variation curves of the corresponding observation nodes are obtained by FDS software; in
order to make the results as accurate as possible, the temperature of each node in the target
area is selected and then the average value is obtained, which is used for the temperature
change curves of the two layers of the steel frame.

According to the observed values, 48 kinds of temperature amplitude curves are
established in ABAQUS, and then the parameters of heat convection and heat radiation
are defined in the Interaction module. The surface film condition is chosen to define the
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convection condition in the constraint condition and the convective heat transfer coefficient
is 1500. It should be noted that the temperature curve must correspond to the corresponding
heating area. Then the surface radiation is chosen to define the radiation condition in the
constraint condition. The parameter selection method is similar to the convection condition,
and the thermal radiation coefficient is 0.5.

T1 T4 | T7 | T10 | T13 | T16 | T19 [ T22

T2 TS5 | T8 | T11 | T14 | T17 | T20 | T23

T3 T6 | T9 | T12 | T15| TI18 | T21 | T24

Figure 20. The observation area of the deck.

To create and define the boundary conditions in the load module, the boundary
conditions of the platform column are defined as fully fixed, and the initial temperature
is set as 20 °C. When the heat transfer analysis is completed, it is necessary to add the
mechanical boundary conditions, and the weight of the mechanical equipment on the
deck is applied to the upper deck in an equivalent gravity load. After referring to the
specific platform weight distribution and calculation, 8 times the equivalent gravity load is
applied to the weight of the equipment, the temperature of the ABAQUS is then used as
the predefined field of structural analysis, and the ABAQUS model is used to calculate the
stress and displacement of the steel frame structure.

Due to using the shell element, the grid partition is quadrilateral mesh; as it is a
sequential coupling analysis, the element unit type of heat transfer analysis is not the same
as that of the structural analysis. Among them, the element unit type used in heat transfer
analysis is Heat Transfer and the element unit type used in structural analysis is Shell.

4.2.3. Structural Response Analysis of Steel Frame Structures

Here, the structural response of the structural frame is studied when the oil pool size
is2m x 2 m. In order to more accurately reflect the integrity of the pool fire combustion
process for frame structure strength of offshore platform steel, the total simulation time is
set to be 20,000 s so that it can make sure the transfer process is thorough and closer to the
actual situation.

Figure 21 shows the stress and deformation of the structure at different times. As
can be seen from Figure 21, the stress and deformation of the structure increase with
the time of the fire; the region with the largest deformation after heating occurs in the
middle T8 and T9 area, which is the first coverage area of the pool fire combustion. The
maximum deformation occurs at the bottom of the third beam. In addition, the steel frame
structure begins to suffer an obvious collapse phenomenon after the fire has been burning
for 8000 s; the steel in the middle part of the upper deck is broken and the other transverse
members extend to both sides. During the fire, the mechanical behavior of the steel is
nonlinear. Although the steel itself will not burn, its properties will change greatly at high
temperatures. When the temperature is 400, the yield strength will drop to the average at
room temperature. When the temperature is 600 °C, the yield strength and elastic modulus
drop to one-fifth of the room temperature, and the bearing capacity has been basically lost.
According to Figure 11, the temperature of the platform in the fire can reach 600-1000 °C,
and the bearing capacity of steel greatly changes. During the whole combustion, the stress
of steel changes and redistributes all the time. The joint position is the weak link of the steel
frame in fire resistance, especially the stress concentration at the root of the beam flange
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at the junction of the beam and column, which has a great impact on the fire resistance
bearing capacity of the beam.

The maximum deformation can be found in the middle parts of the upper deck,
which are the weakest ones in the structure. The results show that the deformation at
different times after heating can be increased with the increase in time, and the maximum
deformation is the area covered by the pool fire. Other parts will have different levels of
deformation, just as shown in Figure 22.
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Figure 22. Model in ABAQUS.

5. Conclusions

In this paper, the structural response analysis of the offshore platform structure is made
using the finite element method, and a risk assessment method based on the quantitative analysis

of a pool fire caused by liquid leakage is proposed. This study demonstrates the following:
(1) A pool fire is a common type of offshore platform fire and the consequences are
incalculable. Under different wind speeds, when the wind speed is lower than 1.5 m/s,

',

with the increase in wind speed steel structure temperature increases; but when the wind

speed is 3 m/s, the temperature of the steel structure is lower than that of 1.5 m/s and
0 m/s. Although different wind speeds can lead to different temperatures of the same part
and the difference of the highest temperature of the whole steel structure, the temperature
change trend of a steel structure caused by a pool fire is basically the same. Under the
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action of the outside wind, the amount of heat moves along with the wind direction, which
leads to higher thermal radiation in the downwind direction and an increase in the risk for
the downwind area.

(2) When the pool fire occurs, the temperature of the steel members of the platform
gradually increases under the action of the fire. When it has been under the action of
the fire for 1000 s, although the steel structure has serious buckling, the integrity of the
platform is maintained well. When it is 5000 s, the steel members at the top of the pool fire
flame will have a large deformation; with the increase in the fire time, the deformation of
the platform becomes more serious, causing platform structure failure and overturning.
The FPSO has complete fire protection systems, such as a fire water system, foam system,
water sprinkler system, and lifeboat. The aim of these safety systems and the protection of
structural elements subject to large fires ensures enough time to evacuate people before
any critical structural collapse. According to the calculation results, unless the structure
collapses significantly in a short time, 1000 s is enough time to ensure the evacuation of
personnel to a safe area.

(3) FDS is based on the solution of the linear grid. The accuracy of the simulation
calculation of rectangular objects is very high, so in the establishment of the rules of the
offshore platform model, the calculation accuracy will be high. However, the FDS software
is not a universal simulation software of fire, the modeling and meshing are not flexible,
and the solution is simple. In this study, the mechanical calculation data of the structural
response were obtained after the completion of the fire simulation. The fire simulation
and structural response simulation were conducted separately. This caused some delay. In
future steps, we hope to couple a fire simulation and structural response simulation, so that
the process of structural failure and deformation occurs at the same time as a fire occurs.
This requires some linkage of the software.
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Abstract: Optimization of insulation layer thickness is a significant factor in energy-efficient building
design. Accurate determination of the thickness of the insulation layer will contribute to building
energy conservation. In this study, ten typical cities in five thermal zones were selected, and the
external thermal insulation of a typical residential building was taken as the research object. Using
the degree day method and the economic model of full life cycle cost analysis, the optimal thickness
of seven kinds of building insulation materials under absolute dry conditions, the lowest humidity
and the highest humidity of the monthly average of the annual daily average were obtained. In
addition, the carbon emission, energy saving and recovery period of materials under different
working conditions were further obtained through numerical calculation. The results show that the
optimum thickness of seven building insulation materials in ten typical cities under three working
conditions is 18.21-346.05 mm. Their carbon emission change rate is between —2.7% and 38.6%,
energy saving change rate is between —0.4% and 18.4%, and the payback period growth is within
1.5 years. Among them, polystyrene foam is the material least affected by humidity. It is recommended
to be the main building insulation material in high humidity areas.

Keywords: building insulation materials; thermal conductivity; relative humidity; optimum thickness;
carbon emissions

1. Introduction

Choosing the right insulation materials for the building envelope and determining
the right thickness of insulation are effective methods to achieve energy conservation.
Determining the thickness of insulation layers is vital for understanding heat transfers in
which thermal conductivity is a crucial factor [1-3]. ASTM standard C168-97 [4] defines the
thermal conductivity (W/m-K) as the time rate of steady-state heat flow through the unit
area of uniform material, which is caused by the unit temperature gradient perpendicular
to the direction of unit area. However, a constant thermal conductivity value is usually
substituted in building energy evaluation. The existing specifications in China consider
the influence of temperature on the thermal conductivity of building insulation materials
but do not mention the influence of humidity on building insulation materials. Lack of
specifications can lead to poor thermal performance, thereby increasing building energy
consumption and other problems [5].

In the laboratory, in the process of measuring the thermal conductivity of building
insulation materials, the moisture content of the materials, as well as the temperature and
humidity of the laboratory, will affect the measurement. Thermal insulation materials
in buildings differ from their performance under laboratory conditions because they are
subjected to a real-world climate during use. See Table 1 for details.
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Table 1. Research status of building thermal insulation materials affected by ambient temperature

and humidity.

Researcher

Research Contents

Research Results/Innovation

1. Budaiwi,
A. Abdou. [6]

The impact of the k-value change of fibrous
insulation materials (i.e., fiberglass) in a typical
wall-roof system due to moisture content
levels on the thermal and energy performance
of a typical residential building under
hot-humid climatic conditions is investigated.

Moisture performance is investigated utilizing
theoretical longterm hygrothermal
performance modeling and simulation
techniques. Layer-and time-averaged levels of
moisture content in the fibrous insulation are
determined, and the corresponding k-value
change is evaluated from measured
relationships. The impact of the k-value change
due to moisture on the building thermal load
and cooling energy performance of a
residential building is then assessed utilizing
detailed building energy simulation software.

K.J. Kontoleon, C. Giarma. [7]

This paper investigates the impact of moisture
content on the thermal inertia parameters of
building material layers. Their consideration is
essential to enhance the design of building
elements, from a thermal point of view, when
exposed to varying
moisture content conditions.

Moisture content and relative humidity
variations of each analysed layer, as defined by
specific moisture storage functions, are shown

to interrelate non-linearly with the layer

resistor—capacitor circuit section parameters
(thermal conductivity and volumetric heat
capacity) showing notable consequences on the
thermal inertia parameters.

Although the thermal characteristics of building thermal insulation materials in the
real environment are different from those under laboratory conditions, the influence of tem-
perature and humidity on the thermal conductivity measured under laboratory conditions
is still the basis of this research. This paper conducts a literature survey on the influence of
temperature and humidity on the thermal conductivity, as shown in Table 2.

Table 2. Research status of building thermal insulation materials affected by temperature and humidity.

Researcher

Research Contents

Research Results/Innovation

1. Budaiwi,
A. Abdou,
M. Al-Homoud. [8]

They revealed the relationship between the
temperature and thermal conductivity of various
locally produced insulating materials.

The impact of thermal conductivity variation
with temperature on the envelope-induced
cooling load for a theoretically modeled
building is quantified and discussed.

M. Khoukhi,
M. Tahat. [9]

This study is to investigate the relationship
between the temperature and thermal conductivity
of various densities of polystyrene, which is widely

used as building insulation material in Oman.

The impact of thermal conductivity variation
with temperature on the envelope-induced
cooling load for a simple building
model is discussed.

Hoseini,
Atiyeh,
Majid Bahrami. [10]

This work presents a comprehensive investigation
of aerogel blankets thermal conductivity (k-value)
in humid conditions at transient and steady state
regimes. Transient plane source (TPS) tests
revealed that the k-value of aerogel blankets can
increase by up to approximately 15% as the
ambient relative humidity (RH) increases from 0%
to 90% at 25 °C.

This paper mechanisms affecting the k-value of
aerogel blankets as a function of RH and
T are investigated.

Alvey,
Jedediah B,
Jignesh Patel,
Larry D,
Stephenson. [11]

In this paper, the thermal conductivity of several
commercially available insulating materials (three
kinds of aerogel composite blankets, two kinds of
extruded polystyrene foam (XPS) and one kind of
foamed polyurethane foam (PUR)) is evaluated as
affected by ambient temperature and humidity.

Results indicate that humidity levels play a
significant role in PUR performance but not a
significant role in XPS performance. The three
aerogel composites have mixed results: one has

little relationship between moisture content

and thermal performance, one is strongly
affected by moisture and the remaining is
moderately affected by moisture.
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Table 2. Cont.

Researcher Research Contents Research Results/Innovation
This study shows that compared to the
standard testing condition, the maximum
increase in the thermal conductivity was 100%
. In this paper, the change of thermal conductivity of under 95% RH, while the greatest
Nosrati, . . . . .
. aerogel reinforced materials in the temperature temperature-driven increase in the thermal
Roya Hamideh, Umberto o N . .. o .

Berardi. [12] range of —20 °C to +60 °C, and the relative conductivity was 12% at the maximum tested
’ humidity (RH) range of 0% to 95% is studied. temperature. The humidity-driven changes in

the thermal conductivity of aerogel-based
products are significantly greater than
temperature-driven changes.

In addition, researchers try to better specify the optimal thickness of insulation for
different types of materials when studying factors affecting thermal conductivity. See
Table 3 for the research status of optimal thickness. Based on the above research on the
status quo, almost all the current research on the optimal thickness ignore the influence of
environmental humidity on the thermal conductivity. Thermal conductivity is based on the
measured thermal conductivity of the material in the absolute dry state. This will cause
the design value of thermal conductivity to be lower than the actual value, resulting in
insufficient design of insulation thickness, affecting users’ thermal comfort and increasing
building energy consumption. Research on the influence of temperature and humidity on
building thermal insulation materials shows that the humidity-driven change of thermal
conductivity is significantly greater than the temperature-driven change. Therefore, in
practical engineering applications, we should first consider the influence of humidity when
selecting the thickness of building insulation materials, especially when building walls
are exposed to extreme humidity for a long time, so as to better realize building energy
conservation and reduce greenhouse gas emissions. Although in some areas with high
humidity, the construction of buildings may consider the installation of moisture-proof and
moisture-reducing components inside the envelope, in the production, transportation and
installation of building materials, the humidity inside the building insulation materials
will also reach a dynamic balance with the surrounding environment, so it is important to
consider the impact of humidity on the building.

Therefore, the effects of humidity on the thermal conductivity of seven building in-
sulation materials, including polystyrene foam (EPS), extruded polystyrene foam (XPS),
polyurethane (PUR), rock wool, centrifugal wool, aerogel-enhanced hollow glass micro-
spheres (HGM) and foamed cement, were obtained through experiments in this paper.
Secondly, the heat transfer load of typical insulation structure is analyzed by the degree
day method, and then the optimal insulation thickness is calculated using the full life cycle
cost analysis (LCCA) economic model under different humidity conditions. Finally, the
input-output method is used to accurately evaluate the carbon reduction after adopting
the optimal thickness under the condition of environmental humidity. See Figure 1 for
details. By analyzing the research results of this paper, building engineers will be able to
rationally design and choose the thickness of the building insulation materials which is
more accurate and fits the actual operation.

Table 3. Research status of optimum thickness.

Researcher Research Contents Research Results/Innovation
T.M.I. Mahlia, . . .
B.N. Taufiq, This paper analyzes that the Fdétwmhlp between The thermal conductivity is nonlinear and follows
. the thickness of building wall . ! 2
Ismail, the polynomial function Xopt = a + bk + ck=.

H.H. Masjuki. [13]

insulation materials.
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Table 3. Cont.

Researcher Research Contents Research Results/Innovation
They studied the optimal insulation thickness of
foamed polystyrene in the coldest city in Turkey They proved the energy-saving effect of the
K. Comakli, and concluded that when the optimal thickness is  optimal thickness and demonstrated the influence
B.Yuksel [14] used, obvious energy-saving effect can be of the number of days on the optimal thickness
achieved for cities with large number and the payback period of investment.
of humid days.
The optimum insulation thickness of the external . .
wall for four various cities from four climate They Proposec.l the 9pt1ma1. thickness
. - corresponding relationship for different types of
A. Ucar, zones of Turkey, energy savings over a lifetime of : S .
. energy and different types of building insulation
F. Balo [15] 10 years and payback periods are calculated for materials. and adonted P1-P2 method as the
the five different energy types and four different S P . .
insulation materials. calculation method of the optimal thickness.
Huakun Huang, Taking the typical subtropical humid climate They compared th.e bu1ld.1ng energy-saving effect
.. . o . caused by the optimal thickness of the new super
Yijun Zhou, office building as the model, they established a . . . p
- thermal insulation material and the traditional
Renda Huang, full life cycle assessment model to calculate the buildine thermal insulation material and
Huijun Wu, optimal economic thickness of the new aerogel com aregl the enerey savine rate. economic
Yongjun Sun, super insulation material d and further evaluated P 24 8 rate,
. . . benefits, greenhouse gas emissions, etc., when
Gongsheng Huang, the energy saving rate, economic benefits, using difforent buildin
Tao Xu. [16] greenhouse gas emissions, etc. & 5

thermal insulation materials.

[ Determination of subjects and tests J

' ' The numerical calculation is mainly for
|| the following three working conditions : |
11 L.Absolute dry condition.

NS

method 10 obtain
_optimum thickness

([ Section 2.1-2.2 X

Section2.3 ) (

Section 2.4 j \ Secuon 2.5-3.1 \W ll 2.Minimum humidity of monthly mean l

, ! of annual daily average.
1 3.Maximum humidity of monthly mean ! |
|: of annual daily average 1

Determine the type of study material:

1.Polystyrene foam (EPS)
2.Extruded polystyrene foam (XPS)
3.Polyurethane (PUR)

1
1
1
1
:
4.Rock wool :
1
]
1
1
1
1

{_ Scction 3.2 \'lf Section 3.3 \( Section 3.4 }(/ Section 3.4 \': 5.Centrifugal wool
11 6.Foamed cement
: : 7.Aerogel-enhanced hollow glass
[ Numerical calculation ) 11 microspheres (HGM)

Figure 1. The research mind map.

2. Materials and Methodology
2.1. Typical Cities and Weather Data

In terms of land area, China covers about 1/15 of the world’s landmass with a 9.73 mil-
lion square kilometer territory. The vast land has resulted in the diversity of natural
conditions, and various climates have been formed under the specific topographic and
geomorphic characteristics. According to the climate characteristics, we divide China into
severe cold area, cold area, hot summer and cold winter area, hot summer and warm winter
area and mild area. In the study, according to the indicators in the code for thermal design
of civil buildings [17], we selected ten typical cities with high relative humidity in five
thermal zones as the research objects to study the optimal thickness change of thermal
insulation materials under the influence of relative humidity and its environmental impact.
Using the Xi’an University of Architecture and Technology’s measured meteorological
data from 1988 to 2017, we determined the cold and warm seasons of the different cities
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and calculated the equivalent temperature difference and other basic data. See Table 4 for
specific data of the cities.

Table 4. Basic data of ten typical cities.

Maximum Humidity =~ Minimum Humidity

Thermal Zoning Province City of Monthly Mean of of Monthly Mean of (I;I (]:3 ]:1)) (Sg]‘:;) DD (°C-d)
Annual Daily Mean Annual Daily Mean
S 1d Heilongjiang Tonghe 80.65% 59.65% 5701 2 3001.22
evere cold area Jilin Erdao 81.10% 55.77% 5390 0 2836.84
Cold Shandong Chengshantou 90.16% 62.84% 2698 2 1420.69
old area Henan Yucheng 82.26% 63.71% 2306 99 1247.82
Hot summer and Shaanxi Hanzhong 83.16% 69.45% 1920 68 1033.97
cold winter area Hubei Enshi 82.03% 72.84% 1541 98 844.85
Hot summer and Fujian Xiamen 82% 65.32% 516 199 340.20
warm winter area Hainan Haikou 83.81% 76.97% 95 403 188.97
1d Guizhou Zhijin 81.90% 73.87% 1762 1 927.71
Mild area Yunnan Longling 89.42% 72.87% 1285 0 676.32
2.2. The Typical Building Model
As the main body of climate, architecture is an important intermediate link in the
process of analyzing the impact of climate on building materials. Therefore, a typical slab
high-rise residential building in China was chosen and is modeled as a typical building in
Table 5.
Table 5. Building model information.
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Model information Typical group Control group A Control group B
Number of layers 24th floor 16th floor 24th floor
Window wall ratio 0.7 0.5 0.7
External wall area of 320 m2 320 m2 385 m2
each floor

The typical building is a 24-story residential building with a length of 36.8 m, a width
of 17.9 m and a height of 72 m. Each floor is composed of four apartment types and two
elevators. The floor height of each floor is 3 m, and the building area is 530 m?. The window
wall ratio is 0.7, and the external wall area of each floor is 320 m2. External walls are
insulated using an external insulation structure. The roof adopts an inverted insulation
form, and the floor between each floor does not have an insulation layer. The built-in
partition wall is also separated by a light partition wall. In this study, another two control
groups are set according to typical buildings to assess the environmental impact caused by
the optimal thickness of the number of floors and the window wall ratio. The number of
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floors of control group A is set as 16, the window wall ratio of control group B is 0.5, and
the external wall of each floor is 385 m?.

2.3. Construction

In the whole building envelope, the area of the external wall accounts for more than
half, and the wall heat transfer energy consumption can reach about one-third of the total
building energy consumption [18]. Building envelopes use heat transfer energy depending
on the insulation material they are constructed of and the thickness of their insulation
layers. According to different components of thermal insulation materials, the external
wall insulation system is generally divided into a self-insulation system and a composite
wall insulation system in the existing wall insulation system. The wall structure composed
of a kind of building material with low thermal conductivity is called a self-insulation
system. It can realize energy saving through the characteristics of building materials.
Depending on where the insulation layer is located, there are three types of composite
wall insulation: external wall external insulation system, external wall internal insulation
system and sandwich insulation [19]. Compared with the four insulation systems, the
exterior wall external insulation has strong applicability, which can effectively solve the
heat loss problem of the weak links such as the thermal bridge in the external enclosure
components and achieve the building energy-saving effect without affecting the indoor
decoration and living conditions. Therefore, we chose the exterior wall external insulation
system as the research object.

According to the national standard atlas external wall external insulation building
structure (10J121) [20], A-type pasted insulation board external insulation system was
selected as a typical structure. A-type pasted insulation board external insulation system is
only mentioned in the standard drawings as applicable to EPS, XPS and PUR. However, it
was learned from reading other documents [21,22] that A-type adhesive external insulation
system is also applicable to adhesive external insulation materials such as rock wool,
centrifugal cotton, aerogel-enhanced HGM and foamed cement. The structure of type
A-pasted insulation board external insulation system in the standard drawings has a facing
layer and a bonding layer, but it does not play a role in thermal insulation in the actual
project. For the convenience of calculation, we simplified the structure and determined the
specific thickness of each layer. The specific structure and thickness are shown in Figure 2
and Table 6.

\nief'\o" Internal plastering
Reinforced concrete
Thermal insulation material

Plastering gypsum plaster

Figure 2. Simplified wall structure of A-type pasted insulation board external insulation system.

2.4. Test Materials

Building insulation materials can achieve low thermal conductivity in different forms,
including loose filling, cotton wool or blanket, rigid form, in situ foaming or reflection form.
Choosing the appropriate form and type of building insulation materials depends on the
type of application and the physical, thermal and other properties of the materials required.
However, traditional thermal insulation materials have become the preferred materials
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in many building and thermal energy storage applications because of their low thermal
conductivity and low cost [23]. However, with the continuous research on building thermal
insulation materials, researchers have recently proposed a new type of building super
thermal insulation material-aerogel-enhanced HGM, which is also taken as the research
object in this study [24].

Table 6. Basic data of each layer of materials after simplification of A-type external insulation system.

Thermal

Material Tltﬂ;:)e s Conductivity Dry Density (kg/m®)
(W/m-K)
Plastering gypsum plaster 4 9.44 1500
Thermal insulation material Sim Kim Pim
Reinforced concrete 300 1.74 2500
Internal plastering 25 0.81 1600

Thermal conductivity can be affected by temperature, water content and humidity
according to existing literature and published studies [25]. However, few people have
further demonstrated that the change of thermal conductivity caused by the change of
relative humidity will have an impact on the optimal thickness of insulation layer and the
environment caused by the change of optimal thickness. As a result, we chose XPS, EPS,
PUR, rock wool, centrifugal cotton, aerogel-enhanced HGM and foamed cement as the
research objects for analyzing.

2.5. Instrument

Thermal conductivity of building insulation materials must be measured through
experiments in order to be accurate. Due to the different applicable materials, test accuracy
and test range of the measurement method, it is very important to select the appropriate
test method for accurately obtaining the required measurement data. We selected the
test method of constant temperature and humidity chamber and transient plane source
method. The constant temperature and humidity chamber was used to provide stable
working conditions for the experiment. Transient plane source is responsible for accurate
determination of thermal conductivity. According to the transient plane source method, we
selected TPS2200, and its basic test parameters are shown in Table 7. The TPS test principle
is based on the thermal field generated by the plane circular heat source in the theoretically
infinite medium to measure the instantaneous temperature rise of the tested piece. The
plane probe designed by this technology is a metal nickel sheet with double helix structure
after etching, and is wrapped with a Kapton or mica insulation layer about 0.025 mm
thick to measure the change of thermal field. During the test, the heating time and heating
power were set by the monitoring software and executed by the test equipment, as shown
in Figure 3.

Table 7. TPS2200 Basic test parameters.

Test Test Sample

Apparatus Model Temp Rage Requirements Manufacturer Range Sample Type
s . Thermal Conductivity:
Hot Disk The min thickness is 0.01-500 W/m-K o
Thermal 2 mm, the min Thermal Diffusivity: Solid, liquid,
TPS2200 RT°C diameter is 10 mm, and Hot Disk AB 2 ¥ powder, paste,
constant . 0.01~300 mm~/s
the max size is o foam etc.
analyzer o Specific Heat:
not limited

0.01~5 MJ/m3-K
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Test equipment

Constant temperature and
humidity box

1 control e Monitoring equipment

(b)
Figure 3. TPS2200 test instrument: (a) physical drawing; (b) schematic diagram.

3. Results and Discussion
3.1. Results of the Effect on Thermal Conductivity by Humidity

The thermal conductivity of building insulation materials is significantly affected
by environmental humidity [7,26]. A transient plane source and a constant temperature
and humidity chamber were used to measure the thermal conductivity under different
humidity conditions in this study. Finally, we obtain the functional relationship between
the thermal conductivity and relative humidity of the seven insulation materials.

3.1.1. Experimental Process

A perfect experimental process will make the experimental results more accurate.
After the research on the standards and previous papers, we determined the experimental
process as follows:

1. Test piece drying stage: Place the prepared test pieces in the drying oven. For materials
that may undergo chemical changes or irreversible structural damage, 70 °C is used
as the drying temperature. For materials that will not undergo chemical changes or
irreversible structural damage, 105 °C is used as the drying temperature [27]. When
measuring the mass change of the test piece over time at an interval of 24 h, it should
not exceed 1% of its own mass three times in a row. The test piece is considered to
have reached the constant weight.

2. Sealing and cooling stage of test piece: Take the test piece out of the drying oven,
wrap it with plastic film and place it indoors until it is cooled to room temperature.

3.  Test phase: After the sample is cooled, remove its plastic film and quickly measure its
actual size and mass. Set the temperature of the constant temperature and humidity
box to 25 °C and set up the humidity at 0%, 30%, 50%, 70%, 85% and 98% in succession.
In the case of three consecutive weight measurements taken at intervals of 24 h, if
the mass change of the test piece does not exceed 1%, the test piece has reached its
constant weight. At this time, as the test pieces are placed up and down in pairs,
the metal probe is placed in the middle of each and fixed, and then the thermal
conductivity value is measured.

4. Test repetition stage: Three groups of tests should be repeated for each insulation
material a total of five times.

3.1.2. Experimental Data and Analysis

The thermal conductivity of building insulation materials was measured under the
condition that the relative humidity was also changing gradually. Finally, the functional
relationship between thermal conductivity and relative humidity was measured, as shown
in Figure 3 and Table 8.

139



Buildings 2022, 12, 1864

Table 8. Functional relationship between thermal conductivity and relative humidity of different
materials.

Material Fitting Formula

EPS y=15x 10783 — 1.57 x 107%% + 5.66 x 107 + 0.02724
XPS y=858x 107x% — 1.24 x 107°x% + 6.76 x 10~°x + 0.02963
Centrifugal cotton y=3.01x 1077x3 — 3.42 x 107%x% + 9.54 x 10~*x + 0.02971
PUR y=293% 1078x% — 4.43 x 1070x% +2.21 x 1078 + 0.0445
Rock wool y=2.67x 1077x% — 3 x 1075x? + 8.48 x 10™*x + 0.05062
Aerogel-enhanced HGM y=8.05x 1078x% — 1.41 x 1072x% + 8.71 x 10~*x + 0.04789

Foam cement y=216x 1077x% — 2.59 x 1075x% + 0.00108x + 0.07134

Figure 4 and Table 8 show the change of thermal conductivity of building insulation
materials with the change of relative humidity. The fitting formula in Table 4 was used to
accurately determine the corresponding thermal conductivity under different humidity.
There was an almost linear relationship between thermal conductivity and relative humidity
for EPS, XPS, PUR and aerogel-enhanced HGM. In environments with a relative humidity
over 98%, changes in thermal conductivity of EPS, XPS and PUR are 16.8%, 9.4%, 13.3% and
52.1%, respectively. As the relative humidity began to rise, when it reached 30%, the thermal
conductivity of foamed cement began to increase with the increase of relative humidity.
Foamed cement undergoes a 16.7% change in thermal conductivity when relative humidity
is 30%. Th thermal conductivity of foamed cement increases linearly with changing relative
humidity when the relative humidity is increasing. In the presence of relative humidity
above 70%, the thermal conductivity of foamed cement will rise sharply. When the relative
humidity reaches 98%, the change of thermal conductivity is 85.4%. Thermal conductivity
varies linearly and slowly with relative humidity before it reaches 70% for centrifugal
cotton and rock wool. The thermal conductivity of centrifugal cotton and rock wool begins
to increase sharply when the humidity reaches 70%, compared to the standard thermal
conductivity under dry conditions. At 98% relative humidity, the variation in thermal
conductivity is 167.9% and 95.3% respectively.

Absolute humidity (g/m?)

Absolute humidity (g/m?*)

0 55.0 109.9 164.9 219.9 2749 0 55.0 109.9 164.9 219.9 2749
0.08 T T T T T T T T T T T T
= EPS 0.14 |- 4 Rock wool
= = ® Foam cement
¥ o07f | * XPS M o
£ e PUR =012 | = Centrifugal cotton
= = Acrogel-enhanced HGM
B 006 =
=08 S0+ A
Z z
S e L _» ] L ]
'§ 0.05 T _é 0.08 /
8 i 8
= 004 L TE 0.06 |
g :
= =004 |
— | P . e ———e—2 =
0031 o .
L L L L L L 0.02 1 1 1 1 1 1
0 20 40 60 30 100 0 20 40 60 80 100

Relative humidity (%)

Relative humidity (%)

Figure 4. Functional relationship between thermal conductivity and relative humidity of

different materials.

Thermal insulation materials will exhibit a great deal of difference in thermal conduc-
tivity based on the pore structure and porosity of its pores. EPS, XPS and other materials all
have many small holes that are completely sealed, and XPS structures achieve closure rates
of more than 99%. Such pore structure will make the wet air not shuttle well in the material
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but can only stay in the closed pores on the surface, so that the thermal conductivity of a
substance will not increase rapidly with changes in relative humidity. In contrast, foamed
cement and other cement-based materials have strong water absorption capacity, and there
are interconnected holes in the structure. Because the material itself has an adsorption
capacity, the thermal resistance between solids decreases as relative humidity increases.
A high relative humidity leads to a saturated state and liquid water begins to appear,
which makes the thermal conductivity of the material increase sharply. Aerogel-reinforced
materials are concrete materials before aerogel modification, and the concrete itself has
interconnected cavities, so its thermal conductivity increases rapidly when the relative
humidity just starts to increase. However, with the increase of thermal conductivity, its
thermal conductivity does not increase significantly. This is because the aerogel itself has a
strong hydrophobicity, so that its internal moisture does not increase much, resulting in
such a result.

3.2. Results of the Optimum Thickness

In this study, the degree day method was used to calculate the heat transfer load of
the steady-state enclosure structure, and then the LCCA was used to calculate its economic
cost to solve the optimal thickness. For six different building insulation materials, the
corresponding optimal insulation thickness of ten typical cities in China under three
conditions was obtained, analyzed and compared. The relevant parameters are given in
Tables 9 and 10.

Table 9. Performance of thermal insulation materials.

Material Dry Density (kg/m®) Price ($/m®)
EPS 16 56.51

XPS 4 117.74
Centrifugal cotton 23 75.35

Rock wool 200 91.05

Foam cement 374 59.65
Aerogel-enhanced HGM 260 493.88

PUR 40 204.08

Table 10. Parameters used in calculation.

Parameter Value
CDD and HDD Table 4
Related parameters in construction Table 6
Kim Figure 4 and Table 7
Cim Table 9
[} 0.90%

ol 3.70%

N 20 years
Cs 0.1275

i 3.6 x 10°
Ths 0.99

3.2.1. Numerical Calculation Process

The heat loss of a building refers to the heat transfer and heat consumption through
the enclosure structure and the air infiltration and air conditioning through the gaps of
doors and windows. As the air infiltration through the gaps of doors and windows and
the heat consumption of air conditioning are determined by the sealing performance and
thermal insulation performance of the external windows, we will not consider it again. The
insulation on the walls of the enclosure structure primarily determines the heat transfer and
the heat consumption. Insulating a wall primarily involves choosing the right insulation
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material and setting the thickness of the insulation sufficiently. The focus of this study is to
consider the heat loss of the wall to optimize the thickness of the insulation layer.

The heat loss of the building envelope accounts for more than half of the total energy
consumption of the building. According to the report of Hasan [28], the heat loss Q (W/m?)
per unit area of the enclosure structure can be obtained by the following formula:

Q=U(T; — Tya) 1

where U (W/(m?-K)) is the total heat transfer coefficient of the external wall, T; (°C) is the
constant indoor comfortable temperature, and T,,; (°C) is the average daily temperature.
The annual heat loss per unit area of external wall Q,, (W/ m?) can be determined by the
following formula:

Qun = 86400UDD )

where degree day DD (°C-d) is the function of heating degree day, air conditioning degree
day and energy efficiency of heating and cooling system, which can be calculated by the

following equation:
_ CDD  HDD

PD = Gop

®G)

Annual energy demand Eg, (J/m?-year) can be calculated by dividing the annual heat
loss by the efficiency of the heating system ny,¢ to determine, as follows:

Qun _ 86400UDD
Mhs Mhs

E/m = (4)

The total heat transfer coefficient U of the exterior wall structure is obtained from the
reciprocal of the sum of the thermal resistances of each layer of the enclosure structure:
_ 1
Riﬂf + Raaf + Ro + Ripy

®)

where Ry ((m?2-K)/W) and Roaf ((m? K)/W) is the thermal resistance of inner and outer
air layers, Ry ((m?-K)/W) is the total thermal resistance of all structural layers in the
external wall except the insulation layer, and R;,, ((m?-K)/W) is the thermal resistance of
the insulation layer. As the thermal resistance of other parts of the enclosure except for
the insulation layer is very small and subject to little environmental impact, the impact of
environmental temperature and humidity on other parts of the enclosure is not considered.
Rigr and Ry, have not been considered in some studies of optimal thickness [29]. In this
study, these resistance terms are considered, which is closer to the actual use. R;,, can be
expressed as:
(Sim

Rlﬂl k,’m (6)
where ;;, (m) and k;;,, (W/(m-K)) represent the insulation thickness and thermal conduc-
tivity of insulation materials, respectively. The annual energy demand can be calculated

as follows: 86400DD
B . 7)
(Riag + Roaf + Rw + 22 )15

Annual fuel consumption i, (kg/ m?) can be calculated by dividing Equation (7)
by e
86400DD

. ®)
(Riaf + Roaf + Ry + ﬁ)}‘fﬂhs

muf =

where Hf is the lower calorific value of a given fuel, usually in J/kg, J/ m3, or J/kWh,
depending on the fuel type.

In the process of determining the optimal thickness through financial analysis, there
are generally two methods: investment recovery method and LCCA. The investment
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recovery method is based on the time required to repay the initial investment and the cost
of energy saving in the operation stage brought by the investment. The disadvantage of this
simple analysis method is that it does not consider currency inflation, which is also a very
important financial consideration [30]. However, insulation thickness of building exterior
walls can also be optimized using LCCA [31]. Therefore, we used an LCCA analysis method
in this study.

Annual cost per unit area C,, () can be obtained from the following formula:

86400DD
Can = C (9)

(Riaf + Roaf +Rw + %)‘ufﬂhs !

where Cf is the fuel cost in $/kWh. The total cost of the whole life cycle is calculated
through LCCA and converted to present value by multiplying the total cost by the present
value factor (PWF), where the service life of the building is N (year). PWF is the inflation
rate (@) and interest rate (®) function of.

_(l-9¢ 1+ N
PWE= (359 1= (15 1@ #9) (10
N N
PWF =~ 13,0 =) (1n

Building insulation material cost Cj;, ($) is the unit price of the material multiplied by
the thickness as follows:

Cin = Cimbim (12)
where C;,, ($/m?3) is the unit price of insulation material; ;,, (m) is the thickness of the
insulation material. Total cost of building heat loss Cyt ($) should be the heating cost plus
the cooling cost as follows:

86400CfPWPDD
(Riaf + Roaf + Ry + %)Vfﬂhs

Ctot = + Cimdin (13)

Oy is obtained by derivation of Equation (13), and then the optimal thickness of the
insulation material is as follows:
d d 86400CPWFDD
tm mm (Riaf + Ruaf + Ry + ﬁ)ﬂﬂ//hs

b = 293,938, | DS W Kin g R+ Rk (15)
im = £79. CimM f1ns iaf oaf w)Kim

3.2.2. Data and Analysis

In the thermal insulation design of the building’s peripheral protective structure,
there is no need for excessive thermal insulation, which is planned to increase the initial
investment cost in exchange for the reduction of energy cost, and there can be no lack of
thermal insulation, which is to exchange the increase of energy cost for the reduction of
initial investment cost. Therefore, it is vital to determine the optimal insulation thickness
accurately in order to minimize the economic cost [32].

By solving the optimal thickness of seven kinds of insulation materials under three
conditions, the change of their optimal thickness under the influence of humidity was
obtained. The calculation was carried out successively for the selected ten different cities.
See Table 11 for the specific values in detail.

The optimal thickness of building thermal insulation materials for a specific city
increases with increasing humidity, as shown in Table 11. This is because the heat consump-
tion of buildings are certain, and the thermal conductivity of materials increases with the
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increase of humidity. If you want to achieve a comfortable indoor thermal environment,
you can enhance the thermal insulation performance of the enclosure structure through the
thickness of the insulation layer. Building insulation material thickness will be smaller if
relative humidity is not taken into account, which will lead to a higher operating cost of
the life cycle.

Table 11. Optimum insulation thickness of different insulation materials in ten typical cities under
three working conditions (mm).

City
. Working Severe Hot Summer and Hot Summer and .
Material o
ateria Condition Cold Area Cold Area Cold Winter Area Warm Winter Area Mild Area
Tonghe Erdao Chengshantou Yucheng  Hanzhong Enshi Xiamen Haikou Zhijin Longling
Dry 19271 187.09 129.54 120.79 109.08 97.66 58.40 4104 10281  86.35
Minimum 95 97 159 93 131.91 123.05 111.57 100.20 59.45 4210 10560  88.56
EPS humidity
Maximum 5 53 19434 136.66 125.54 11388 101.38  60.46 4245 10673 90.77
humidity
Dry 13563 13157 90.00 83.68 75.22 66.98 38.62 2608 70.69 58.81
Minimum 50 o5 g3y 4 91.97 85.50 76.94 68.53 39.34 2653 7238 60.14
XPS humidity
Maximum 49 57 13549 93.04 86.05 77.35 68.79 39.52 2659  72.62 60.61
humidity
Dry 12025 11647 77.75 71.87 63.99 56.31 29.89 1821 5977 4870
Minimum
PUR humidity 12436 12042 80.20 74.08 65.95 58.00 3043 1828  61.63 50.07
Maximum 5519 5118 81.31 74.58 66.35 64.05 30.54 1829  61.86 50.53
humidity
Dry 17447 16932 116.63 108.62 97.90 87.44 51.50 3560  92.15 77.09
Centrifugal Minimum 70 16 444 99 114.77 107.26 100.01 92.01 51.20 3833 97.98 81.03
cotton humidity
Maximum 53 5, 19857 155.84 128.61 117.09 102.58 59.31 4092 10811  100.02
humidity
Dry 20058  194.50 132.26 122.80 110.13 97.78 55.32 3654 10334  85.55
Rock l\fl‘;‘:}g‘::; 20016  193.74 132.66 123.39 112.68 10158 5570 37.88 11407 8876
wool .
Maximum 51 47 51560 158.51 136.50 12302  180.03 59.84 3888 10799  99.98
humidity
Dry 29414 28526 194.35 180.52 162.02 14398 8196 5453 15211  126.11
Foam fi‘;ﬂg‘ 32450  313.08 214.39 199.21 180.70 161.67 88.71 5879 17159 141.04
cement .
l\}fa"‘f‘“.‘m 34605 33621 238.22 211.65 19007 16728  92.46 59.60 17700  150.92
umidity
Dry 7363 7111 453 4138 36.10 31.01 13.10 5.61 3331 25.93
Aerogel-  Minimum 8322 80.17 49.83 4521 39.00 32.99 12.14 2.78 35.74 26.97
enhanced humidity
HGM l\fax‘fnflm 8402 8104 50.54 4550 39.20 BT 1199 260 358 27.02
umidity

Taking Chengshantou, the coastal city with the highest humidity, as an example, it
can be observed in Figure 5. that the thickness changes of EPS, XPS and PUR are relatively
small, and the change rates is between 1.8-5.5%. The thickness changes of centrifugal cotton
and rock wool are significantly different from EPS, XPS and PUR at high humidity, but there
is little difference with the above three materials under the minimum humidity condition.
Their change rates under the minimum humidity condition, the maximum humidity
condition and the absolute dry condition are —1.6% and 33.4%, 0.3% and 19.8%, respectively.
Aerogel-enhanced HGM shows great changes under the condition of the lowest humidity,
and the change rate is 10.0%. The change rate of the highest humidity condition is very
small. Foamed cement shows great difference compared with the other five materials under
either the lowest humidity condition or the highest humidity condition. This is because
their thermal conductivity will increase greatly when the humidity is 0-30% and when
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the humidity exceeds 70%. Their change rates under the lowest humidity condition, the
highest humidity condition and the absolute dry condition are 2.6% and 19.5%, respectively.
The reason for this result is that when calculating the optimal insulation thickness for the
same kind of thermal insulation material in the same building, the only variable is the
thermal conductivity, while the minimum humidity condition and the maximum humidity
condition in Chengshantou are 62.84% and 90.16%, respectively. Except for EPS, XPS, PUR,
aerogel-enhanced HGM and other materials whose thermal conductivity changes almost
linearly with the change of humidity, other materials will change before and after 70% of
materials. This makes the optimal thickness of thermal insulation material show a strong
correlation with the thermal conductivity. In Figure 6, we bring in typical buildings to
discuss the impact of three materials with different moisture change laws on their economic
costs under different working conditions when the thickness changes. By comparing EPS,
rock wool and foamed cement, it can also be observed that EPS has the least influence
under the change of humidity. Rock wool changes little in low humidity but greatly in high
humidity. Foamed cement is always changing with the change of humidity, which is also
in line with the previous description of these three materials.

Foam
cement

Rock
wool

Centrifugal
cotton

Aerogel-enhanced
1IGM

PUR Ty
0 Minimum humidity
XPS I Maximum humidity
- w1
1 " 1 il " 1
0 50 100 150 200 250 300 350

Optimum thickness(mm)

Figure 5. Optimum thickness of different thermal insulation materials under three working conditions
in Chengshantou.

In Table 11, we can also observe that for different cities, the main factors affecting the
optimal thickness of materials are DD value and the relative humidity of the city. Haikou
and Hanzhong, which have little difference in maximum humidity but a large difference in
DD value, are compared, as shown in Figure 7. The difference values of EPS and centrifugal
cotton under absolute dry condition and maximum humidity condition are 165.8% and
168.2%, 175% and 186.1%, respectively. It can be seen that DD value is an indispensable
and important parameter in the calculation of the optimal thickness. For Tonghe and
Haikou with the largest difference in DD value, although their relative humidity is not
exactly the same, under the absolute dry state, the optimal thickness difference values
of EPS and centrifugal cotton are 369.6% and 344%, respectively. Therefore, the optimal
thickness of each material in each city largely depends on the urban climate. On the basis of
satisfying the urban climate, considering the influence of humidity change on the thermal
conductivity will play a great role.
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Figure 6. The influence of the thickness of different insulation materials on the economic cost
of typical buildings in Chengshantou under three working conditions: (a) EPS; (b) rock wool;
(c) foamed cement.
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Figure 7. Comparison of the best thickness between Hanzhong and Haikou.

3.3. Results of the Greenhouse Gas Emissions

The optimal thickness of building insulation is used to reduce operating costs and
greenhouse gas emissions, but changes in thermal conductivity will change the optimal
thickness. However, the change of the optimal thickness will cause the change of carbon
emissions [32]. In this paper, the input—output method is used to calculate the carbon
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emissions of the optimal insulation thickness corresponding to seven different building
insulation materials under three conditions in ten typical cities in China, and a comparative
analysis is made.

3.3.1. Numerical Calculation Process

Building insulation materials and thickness settings serve a vital purpose in determin-
ing the efficiency of heating and cooling. The appropriate thickness setting and material
selection will directly reduce the heating and cooling energy consumption, thus reducing
carbon emissions and realizing building energy conservation. Among the existing car-
bon footprint analysis methods, the carbon emission factor method and the input—output
method are commonly used. To calculate the annual carbon emissions, we used the input-
output method to capture the relationship between energy efficiency and carbon emissions.
The general equation for combustion is as follows [33,34]:

CgHyOZSth + OCA(OZ + 3.76N2) — gCOZ + gHzo + wSO, + (0( — 1)AOQ + BN, (16)

The constants g, y, z, w and t in the formula are inconsistent for different fuel types.
Considering China’s economic situation, we take coal as the main reference, where g = 7.078;
y =5.149; z = 0.517; w = 0.01; and t = 0.086. Constants A and B can be determined by
element equilibrium:

z
A:(g+%+w—§) 17)
B:3,76a(g+%+w—§)+% (18)

The emission rate (ER) of combustion products produced by burning 1 kg fuel is
calculated by the following formula:

M
ERco, = & MCOZ = kgCO, /kg fuel (19)
f
M
ERso, = -~ 29 = k¢SO0, /kgfuel (20)

where M is the molecular weight of the fuel

My = 12g +y + 16z + 32w + 14t (1)

CO, and SO, emissions can be calculated as follows:
_ §Mco, S 44¢ 86400DD

meo, = = - 22)
’ Mf Mf (Riaf“'Roaf‘i'RW“'%)Vf”]hs
wMso, 64w 86400DD
Mso, = Mg = o 23)
’ Mf Mf (Riﬂf"_Roaf'i'RW"_}fﬁ)yfﬂhs

3.3.2. Data and Analysis

The burning of fossil energy will produce greenhouse gases, such as CO, and SO,,
which will seriously damage the ecosystem. This has attracted widespread attention in
China. Considering that most of China still uses coal-fired power generation, we bring the
general equation constants of coal into the calculation. According to the observation of
Formulas (22) and (23), the change rates of CO;, and SO, emissions are consistent. We will
not discuss them separately below.

For a specific city, the change law is obvious. Taking Chengshantou city as an example,
the change rates of EPS, XPS and PUR insulation materials under the lowest and highest
humidity conditions and absolute dry conditions are 2.0% and 6.0%, 2.5% and 3.8% and
4.0% and 5.9%, respectively from Figure 8. Centrifugal cotton and rock wool show a large

147



Buildings 2022, 12, 1864

Toam
cement

Rock
wool

Centrifugal
cotton

Aerogel-enhanced

change rate at high humidity. Their change rates under the lowest humidity condition, the
highest humidity condition and the absolute dry condition are —1.8% and 38.6% and 0.3%
and 24.0%, respectively. Aerogel-enhanced HGM has a large change rate of 18.1% under the
lowest humidity condition. This is because it is still in the stage of development completion,
and its price is high. Therefore, its value is small when calculating the optimal thickness,
which leads to the need for more fossil energy heating and cooling during the building
operation stage. The change rate of foamed cement will be larger as a whole. The change
rates of foamed cement under the lowest and highest humidity conditions and absolute
dry conditions are 12.1% and 27.1%, respectively. Cement-based materials can be greatly
reduced in greenhouse gas emissions by measuring their thermal conductivity precisely.
We explore the influence of the thickness change of the insulation layer on the SO, emission
of typical buildings for the three materials with different carbon emissions caused by the
change of humidity, as shown in Figure 9. We can observe that SO, emissions gradually
decrease with the increase of the thickness of thermal insulation materials because the
increase of thickness will reduce the energy demand, thus reducing the combustion of fossil
fuels. By comparing the influence of three materials on SO, emission with the change of
thickness under three working conditions, the basic change law is basically consistent with
the change law of thermal conductivity with humidity, realizing three different change
laws. Through the horizontal comparison of six materials, it can be concluded that EPS is
the least affected by humidity and the lowest carbon emission.
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Figure 8. Carbon emissions of different materials under three working conditions: (a) CO, emissions;
(b) SO, emission.

In the process of solving the optimal thickness of building thermal insulation materials,
different results will not be caused by different building types, but greenhouse gas emissions
will be caused by different building floors and window wall area ratios. We compared the
SO, emissions of seven materials to three buildings, and the results are shown in Table 12.
In the process of this algorithm, different layers will not lead to greenhouse gas emissions
of each layer, so it is only the result of different layers. However, different window wall area
ratios will lead to different exterior wall areas of each floor, leading to different greenhouse
gas emissions of each floor, which will lead to different results of the whole building.

3.4. Results of the Energy Saving and Payback Period
3.4.1. Numerical Calculation Process

After determining the optimal insulation thickness under different relative humidity
conditions, the energy saving under each condition can be calculated. Ozel [35] and
Sisman [36] defined energy related savings as the difference between the total cost of a wall
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without insulation and the total cost of an insulated wall with the best insulation thickness.
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Figure 9. The influence of the thickness of thermal insulation materials of typical buildings
in Chengshantou on SO, emission under different working conditions: (a) EPS; (b) rock wool;
(c) foamed cement.

Table 12. Optimum insulation thickness of different insulation materials in ten typical cities under
three working conditions (mm).

SO; Emission of the Whole Building SO; Emission Per Layer

Material 2’3’;&;1 Control Group A Control group B g’gﬁ;l Control Group A Control Group B
EPS 327.2 218.1 393.6 13.6 13.6 16.4
) XPS 492.3 328.2 592.3 20.5 20.5 247
Centrifugal cotton 399.4 266.2 480.5 16.6 16.6 20.0
PUR 794.1 529.4 955.4 33.1 33.1 39.8
Rock wool 569.9 379.9 685.6 237 23.7 28.6
Aerogelrenhanced 1250 853.5 15402 53.3 53.3 64.2
Foam cement 545.3 363.5 656.0 227 227 27.3

Payback period is another important term in the economic analysis of the optimal
insulation thickness. Payback period is defined as the length of time required to recover
the investment cost. The payback period is one of the most important things to consider
when deciding whether the project can be realized. The investment payback period covers
a wide range because a longer payback period is usually undesirable, especially in the
construction industry. Sisman [36] calculated the payback period (PP) of the investment in
thermal insulation materials as follows:
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PP = %PWP (25)

3.4.2. Data and Analysis

According to the results observed by Ozel [35] in the work on traditional thermal
insulation materials, the saving effect increases with the increase of the thickness of thermal
insulation materials and reaches the maximum value at the optimal thermal insulation
thickness. Cuce pointed out that electricity is the most suitable energy in terms of energy
conservation [32], so we use electricity as our calculated energy. Taking Chengshantou
city as an example, Figure 10 shows that the energy-saving change rate of EPS, XPS and
PUR building insulation materials is not large, which is basically in the range of 0.3-2.4%,
while centrifugal cotton, rock wool, aerogel-enhanced HGM and foamed cement change
greatly. The change rates of minimum humidity and maximum humidity and absolute dry
working conditions are —0.3% and 7.1%, 0.1% and 6.6%, 13.3% and 15.6% and 3.2% and
7.1%, respectively. We explore the impact of the thickness change of the insulation layer
on the energy efficiency of typical buildings for the three materials with different carbon
emissions caused by the change of humidity. We can observe that with the increase of the
thickness of the insulation material, the energy saving first increases and then decreases,
and the maximum value is obtained at the optimal thickness. By comparing the influence
of three materials on energy saving with the change of thickness under three working
conditions, it can be seen that the basic change law is basically consistent with the change
law of thermal conductivity with humidity, realizing three different change laws. Through
horizontal comparison, EPS is the most energy-saving material among the seven materials.
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Figure 10. Energy saving of different materials of typical buildings in Chengshantou under three
working conditions.

PP is not only related to the variables given in Formula (25), but also to the energy
used. Cuce also points out that electricity is the most appropriate energy when considering
the payback period because its energy saving is the highest [32]. Therefore, electricity
was selected as the main energy source to judge the impact of relative humidity on the
PP of building insulation materials. We still take Chengshantou city as an example. In
Figure 11, with the increase of relative humidity, the PP value of the same material will also
increase, but the change range is basically within half a year. According to Formula (25),
PP is inversely proportional to energy saving, so the more energy-saving cities have, the
shorter the payback period will be. Through horizontal comparison, EPS is the material
with the shortest recovery period.
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Figure 11. Recovery period of different materials under three working conditions in Chengshantou.

4. Conclusions

Residential buildings can improve their economic performance by using the best
insulation thickness. In this study, considering the influence of relative humidity on the
thermal conductivity of building insulation materials, an accurate method to determine the
optimal thickness of insulation layer in external wall insulation considering the influence
of relative humidity is proposed. This paper selects typical buildings in ten typical cities
with high humidity in five thermal zones in China as the research object and adds two
groups of contrast to explore the effect of shape coefficient and window wall area ratio.
Taking the external wall insulation of typical residential buildings as an example, the
optimal thickness of EPS, XPS, PUR, rock wool, centrifugal cotton, aerogel-enhanced
HGM and foamed cement building insulation materials under absolute dry condition,
minimum humidity condition and maximum humidity condition of monthly average of
daily average over the years are calculated by degree day method and an LCCA economic
model. Then, the carbon emissions under various working conditions are determined
by the input-output ratio method. Finally, the recovery period and energy saving under
various working conditions are obtained through calculation. The conclusion is that EPS is
the material that is least affected by humidity, and when compared with other materials at
the best thickness, the carbon emission is the smallest, the energy saving is the highest, and
the recovery period is the shortest. The specific results are as follows:

1.  TPS technology was used to measure the relationship between seven materials and
relative humidity. EPS, XPS, PUR and aerogel-enhanced HGM have a linear relation-
ship between their thermal conductivity and relative humidity, while their growth is
relatively flat. Centrifugal cotton and rock wool have linear thermal conductivities
before relative humidity reaches 70%, the growth is relatively gentle but increases
sharply after 70% relative humidity. The thermal conductivity of foamed cement
increases twice when the relative humidity is 30% and 70%, and it is at a stable growth
stage when the relative humidity is 30-70%. The change rates of thermal conductivity
of EPS, XPS, PUR, centrifugal cotton, rock wool, aerogel-enhanced HGM and foamed
cement under 98% relative humidity and absolute dry state are 16.8%, 9.4%, 13.3%,
167.9%, 95.3%, 52.1% and 85.4%, respectively.

2. The optimum thickness of seven kinds of building insulation materials in ten typical
cities was obtained by the degree day method and LCCA economic model analysis.
The variation rates of the optimum thickness of EPS, XPS, PUR, centrifugal cotton,
rock wool, aerogel-enhanced HGM and foamed cement in Chengshantou, a typical
city with the highest humidity, under three working conditions are 0-5.5%, 0-3.4%,
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0-4.6%, —1.6—33.4%, 0-19.8%, 0-11.6% and 0-22.6%, respectively. Compared with
Haikou and Hanzhong, where the maximum relative humidity has little difference
but the DD value has a large difference, the difference values of EPS and centrifugal
cotton under absolute dry condition and maximum humidity condition are 165.8%
and 168.2% and 175% and 186.1%, respectively. For Tonghe and Haikou with the
largest difference in DD value, the optimal thickness difference of EPS and centrifugal
cotton under absolute dry state is 369.6% and 344.0%, respectively.

3. The carbon emissions of seven building insulation materials in ten typical cities under
different working conditions were obtained by using the input-output method. The
carbon emission change rates of EPS, XPS, PUR, centrifugal cotton, rock wool, aerogel-
enhanced HGM and foamed cement of Chengshantou, a typical city with the highest
humidity, under three working conditions were 0-6.0%, 0-3.8%, 0-5.9%, —1.8-38.6%,
0-24.0%, 0-21.4% and 0-27.1%. By comparing the emissions between different cities
with the continuous growth of DD value in cities, the carbon emissions of materials
are also gradually increasing.

4. An energy saving and payback period can be determined based on the optimal thick-
ness under various operating conditions. Among them, the typical city Chengshantou
with the highest humidity has a small energy saving change rate of 0-2.4% under
the three working conditions of EPS, XPS and PUR. However, the energy-saving
change rates of centrifugal cotton, rock wool, aerogel-enhanced HGM and foamed
cement under the three working conditions are large, which are —0.3-7.1%, 0-6.6%,
0-15.6% and 0-7.1%, respectively. However, except for aerogel reinforced materials,
the recovery period of other materials increased within half a year.

5. To sum up, by comparing the thermal conductivity, optimal thickness, carbon emis-
sion, energy saving and recovery period of the six materials under three working
conditions, we can conclude: Humidity has little effect on the thermal conductivity,
optimal thickness, carbon emission, energy saving and recovery period of EPS, XPS
and PUR materials. However, humidity shows great differences between centrifugal
cotton and rock wool. Under low humidity conditions, the thermal conductivity,
optimal thickness, carbon emission, energy saving and recovery period of centrifugal
cotton and rock wool reflect the smallest change rate, even almost unchanged. How-
ever, it shows a large rate of change under high humidity conditions. The change rate
of humidity on thermal conductivity, optimal thickness, carbon emissions, energy
saving and recovery period of aerogel reinforced materials varies greatly under low
humidity conditions but does not change much under high humidity conditions.
Foamed cement is constantly affected by humidity. With the gradual increase of hu-
midity, the change rates of thermal conductivity, optimal thickness, carbon emission,
energy saving and recovery period are larger in these seven materials. In addition,
among the seven building insulation materials, EPS is the most ideal building material.
Because it has the minimum change of carbon emission, energy saving and recovery
period before and after humidity change, and compared with other materials, it has
the minimum carbon emission and recovery period and the maximum energy saving.
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Abstract: The flat slab-flanged wall (FSFW) coupled system has gained popularity in recent years;
however, its seismic performance remains an issue, as beams and columns in it are commonly
eliminated. To tackle this problem, embedding concrete-filled steel tubes (CFSTs) in wall piers has
been proposed to strengthen the system; the viability of this approach has been verified at the member
level. Along this line, this study embarks on a shaking table testing of a 1/8-scale five-story FSFW
structure equipped with CFSTs in walls, with an aim to understand the overall seismic behavior
of such an enhanced system. As with the practice in many countries, the plan layout of the test
structure consisted of four rows of wall piers, thus presenting a ‘fish-bone” floor configuration that
relied only upon the walls to resist gravity and lateral loads. The structure was subjected to a suite
of input ground motions along with white-noise excitations. By so doing, its damage progression,
pattern and dynamic characteristics were clearly identified. Furthermore, a non-linear time history
analysis was conducted using PERFORM-3D, and the goodness-of-fit of the computed responses
to the experimental records was examined. Findings indicated that the application of CFSTs was
instrumental in resisting the simulated earthquake loads acting on the FSFW system, hence the
global response limits required by codes of practice were met, even in the case of extremely strong
earthquakes. Nevertheless, the junction between the shear walls and floor slabs was found to be
the weakest links in the whole system. Designers are thus cautioned to implement proper detailing
in those regions to prevent local distress, though it did not appear to acutely impair the system’s
collapse-resisting capacity.

Keywords: slab-wall structure; concrete-filled steel tubes; shear walls; shaking table test; seismic
performance

1. Introduction

The reinforced concrete (RC) flat slab-flanged wall (FSFW) coupled system has emerged
as an appealing structural form to address ever-increasing design challenges. Historically,
it evolves from the dual wall-frame system. The difference between the two is that in the
former—as its name suggests—structural columns and beams are often removed, leading
to the unique feature of shear walls only, connected by floor slabs, bearing the lateral forces
caused by wind or seismic disturbances.

Yet a lot of advantages can be achieved by adopting such an alternative: (1) clear
ceiling height can be maximized; (2) utility ducts and pipes do not need to pass through
girders anymore; (3) both architectural flexibility and unobstructed space can be obtained,
accompanied by an enhanced indoor aesthetic; and (4) the FSFW buildings have a great
opportunity to be panelized via prefabricated modular elements, thereby resulting in a
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bolstered construction efficiency. Due to these benefits, FSFW structures have been popular
for years, especially for office and residential buildings [1-5].

However, there is still a great concern regarding the system’s seismic safety, due simply
to the complete elimination of beams and columns in it. Under seismic conditions, the
load transfer between the floor diaphragms and wall groups will get increasingly complex,
which could even provoke slab punching failure. Moreover, if slender wall piers are used (a
common practice now), the system would be predisposed to a high risk of suffering severe
damages under strong earthquake excitations [6,7].

It is worth noting that shear wall failures observed in recent seismic events (the
2010 Chile and 2011 New Zealand earthquakes) indicate a dire need for enhancing the
robustness of shear wall buildings. These failures, with limited ductility, were found
to be related to a number of inadequacies [8-11], such as high wall-to-floor-area ratio,
poor boundary element confinement, and high axial stresses in walls. As a result, the
stability and lateral deflection capacity of these shear walls declined drastically during the
earthquakes, resulting in rebar buckling and concrete crushing in the wall boundaries, and,
worst, the total collapse of several shear wall buildings [12,13].

Analytical studies have been conducted extensively to apprehend the structural be-
havior of slab-wall sub-assemblages or entire buildings. The first systematic study was
reported by Qadeer and Smith [14], who employed the finite-difference method to deter-
mine the coupling stiffness, effective width, and stresses in uniformly spaced plane walls.
Then, Coull and his colleagues [15-18] contributed greatly to the understanding of the
interactions between laterally loaded walls and connecting floor slabs. They indicated that
the dimensions and shape of walls (plane walls, flanged walls, and box cores), wall spacing,
and slab dimensions have significant influence on the effective width and stiffness of the
slabs. Their appraisal also led to a design procedure for checking against punching shear
failure of the slabs. Balkaya and Kalkan [3] numerically analyzed the three-dimensional
effect of a slab-wall system with openings. They showed that the stress flow and cracking
pattern around the openings of the so-called pierced walls are vastly different from those
observed with 2D models. This was attributed to the nonexistence of contra-flexure points
when modeling the 3D behavior. In addition, within the walls, the tension-compression
coupling mechanism was highly affected by the size and locations of openings. More
recently, two existing shear wall buildings representative of Chilean practice were analyzed
by Ugalde et al. [19] using finite-element models. They observed that the total inter-story
drift deformation of the buildings takes considerable values at some shear walls, and the
axial-flexural demands and strains at wall boundaries are indeed significant. Similarly,
Ramos and Hube [7] assessed via numerical simulation the seismic response of an RC
shear wall building with coupling slabs. It was found that the shear forces transferred
through slabs result in a significant variation in the axial load of walls. Furthermore, a
larger amount of slab reinforcement tends to transfer a higher axial load to the compressed
walls, generating remarkable changes in their flexural capacity. Pavel et al. [20] considered a
numerical model that represents a class of slab-core wall structures in order to evaluate their
seismic performance. The structure modeled was shown to be able to sustain significant
seismic loads without suffering much damage; a large lateral deformation could be borne
by the slab-wall connections as well.

In terms of experimental research, there are a few efforts devoted specifically to
slab-wall structures. An effective slab-wall connection was proposed and experimentally
validated by Pantazopoulou and Imran [21]. It was revealed that the vertical loads affect
the in-plane stiffness and shear resistance of the floor slabs, particularly in the vicinity of
the slab-wall connections. Moreover, the continuous reinforcement through the connections
is capable of preventing sliding shear failure in these critical regions. The results of a shake
table testing of a slice from a full-scale seven-story shear wall building were reported by
Panagiotou et al. [22]. The building, which was tested in a single direction parallel to the
web wall, responded satisfactorily to the ground motions reproduced by the shake table
and met all performance objectives. Nevertheless, the interaction effects between the walls
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and slabs caused a notable increase in the system overturning moment as well as in the
shear force demand in the web wall. Greeshma and Jaya [23] addressed the reinforcement
detailing within and around slab-wall connections. They observed that the slab bars bent
at 90 degrees in the joint core is a superior method of connecting slabs to walls than the
conventional U hooks. Brunesi et al. [24] conducted a cyclic test on a full-scale one-story
wall-slab-wall specimen. During the testing, severe damage of concrete occurred at both
the wall base and slab-wall connections, showing the vulnerability of a large stock of
slab-wall structures which have been designed with little seismic consideration. A shaking
table test of a five-story coupled wall structure, representing part of a typical apartment
building with a high wall-to-floor area ratio, was performed by Fischinger et al. [25]. It was
observed that the lightly confined free edges of the wall flanges (using U hooks) behaved
satisfactorily in the case of moderate seismic demand. However, the interactions between
the slabs and walls had a negative impact, causing a brittle shear failure of the wall piers
under bidirectional excitations.

It should be stressed that concrete confinement in wall boundaries is highly desirable
in shear wall buildings [9-11], especially at the extremities of walls having T, L, or other
similarly shaped cross sections [2]. This is understandable because it has been demonstrated
in [7] that the compressive strain in wall boundaries reaches the failure strain earlier when
considering the coupling effects of slabs. In addition, a larger flexural strength of slabs
increases the axial load compression in wall piers, which increases their deformation
demand considerably.

To get to grips with these problems, the authors of [26-28] have proposed a novel type
of shear wall that incorporates a number of stiff concrete-filled steel tubes (CFSTs) at the
corners and/or at the web—flange intersections of the walls. These CFSTs are purposely
arranged at these key regions so that the entire wall unit can exhibit excellent seismic
performance, even under tension-shear loadings [26]. Such a steel-concrete composite wall
provides a new and compelling alternative to conventional concrete walls. Note, however,
that this concept has only been discussed at the member level. Therefore, in order to
examine the overall lateral load-resisting capacity of FSFW structures equipped with such
composite walls, a large-scale system-level test is genuinely needed.

Motivated by the aforementioned considerations, a shake table testing of an FSFW
structure with CFSTs embedded in its wall piers was conducted, and the main findings are
presented in this paper. The remainder of this paper is organized as follows: first, the design
of the test structure is introduced, followed by the description of the experimental procedure
and loading sequence. Test results are then discussed with emphasis on describing the
local and global behaviors of the structure observed in the tests. A numerical study was
finally performed to reproduce the dynamic responses of the test structure, and to compare
the seismic behaviors of the structures with and without embedded CFSTs in wall piers.
It is believed that the outcomes of this work will contribute to the understanding of the
overall seismic performance of the FSFW systems concerned, and, ultimately, promote the
application of the highly ductile wall components embedded with CFSTs.

2. Test Program
2.1. Description of the Prototype and Test Structure

A 1/8 scale five-story FSFW structure was designed in this study, based on an RC
prototype office building located in Guangzhou with seismic intensity degree 7 as per
Chinese seismic code provisions [29] (China’s earthquake intensity is roughly equivalent to
the Modified Mecalli Intensity [30]). The site soil belonged to Category III, defined in [29] as
that the thickness of the site soil is greater than 50 m, and the average shear wave velocity
in the soil is between 150 m/s and 250 m/s.

The prototype structure had five stories with a total height of 30 m, each story being
6 m high. All of the floor slabs were of the same thickness, 400 mm. The maximum span of
the slabs was 7.2 m. There were no beams in the structure. According to the length scaling
factor (1/8), the test structure was hence 3.75 m high (0.75 m high per story), adopting
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50 mm thick flat slabs that had the role of coupling all the wall piers with specially-shaped
cross sections (L or T).

To accommodate architectural requirements, the prototype structure presented a “fish-
bone’ floor configuration consisting of four rows of wall piers, with a longitudinal corridor
running through the middle of each floor, as is the practice in many countries [10,11].
Figure 1 shows the plan layout of a typical floor of the prototype structure. Each wall pier
possessed the same cross-sectional size throughout the building height. The wall-to-floor-
area ratio was 3.75%. A 3D view of this structure is displayed in Figure 2.
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Figure 1. Plan layout of the prototype structure (Unit: mm).

Figure 2. Three-dimensional rendering of the prototype structure.
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Each wall pier was characterized by a T or L-sectional shape. For the prototype
structure, the wall thickness was uniformly 240 mm, irrespective of the wall shape. Two
curtains of steel bars were used to reinforce these walls, while CFSTs were arranged in
them to serve as strengthening elements. Grade C30 concrete was used to cast both the
slabs and walls, while C40 concrete was applied to fill the CFSTs.

As detailed in Figure 3, the CFSTs were inserted at the wall boundaries, web—flange
intersection, and center of the longer wall segment. The circular steel tube of the CFSTs
was made with Q235 plate. The tube’s outer diameter and thickness were 160 mm and
8 mm, respectively. Due to the absence of columns, the axial load ratio of the walls on the
ground floor was about 0.5; thus the CFSTs were expected to carry a significant portion of
the building’s gravity and lateral loads.
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Figure 3. Dimensions and reinforcement details of the wall piers in the prototype structure (Unit:
mm): (a) T-shaped wall pier; (b) L-shaped wall pier.

Steel bars made of HRB400 (i.e., Hot-rolled Ribbed Bars [31]) were used as reinforce-
ment for the prototype structure. Figure 3 shows their details in the walls. As for each floor
slab, two-way D16@150 and D14@150HRB400 steel bars were used as the top and bottom
reinforcement, respectively.

2.2. Scaling Factors, Construction Materials and Manufacture of the Test Structure

According to the similitude theory [32,33], the primary scaling factors for the current
tests, which are independent of each other, were determined as follows: (i) the length
scaling factor was S; = 1/8; (ii) the stress scaling factor was Sy = 1/4.24; and (iii) the
acceleration scaling factor was S, = 2.5. Other scaling factors could be readily derived from
the above three factors [32].

The length scaling factor S; was set to 1/8 in this work for two reasons: (i) the plane
size of the prototype structure was 28.8 m x 15.2 m, which meant that the length scaling
factor should not be greater than 1/8, otherwise the shaking table (4 m x 4 m, as detailed
later) could not accommodate the scaled-down structure; (ii) the total weight of the test
structure was 12.809 t, which was exactly within the maximum payload of the shaking
table (20 t).

Micro-aggregate concrete (i.e., cement mortar) and fine meshes were used to construct
the RC elements. The round tube of the CFSTs was simulated by a #304 stainless steel pipe
due to the latter’s similar yielding properties to Q235 steel. Table 1 reports the measured
mechanical properties of the construction materials used for the test structure. Figure 4
shows some construction scenarios and the appearance of the specimen before testing.
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Table 1. Main mechanical properties of the construction materials.

Materials of Prototype Materials of Test Properties of Test Materials
Structure Structure
C30 concrete M?7.5 cement mortar E. =7090 MPa, f. =7.28 MPa
C40 concrete M10 cement mortar E. =7670 MPa, f. =9.71 MPa
HRB400 steel bar Galvanized wire mesh Es =200 GPa, fy = 270 MPa
Q235 steel tube #304 stainless steel tube Es =193 GPa, fy = 218 MPa

Figure 4. Fabrication of the test structure: (a) tying of steel reinforcement; (b) casting of concrete;
(c) installation of forms and shores for upper story; (d) appearance of the structure before testing.

2.3. Capacity of the Shake Table and Mass Applied to the Test Structure

The testing was carried out on a shake table at the South China University of Technol-
ogy (SCUT). The table is capable of generating six-degree-of-freedom excitations. With a
projection dimension of 4 x 4 m, the shake table is driven by eight electro-hydraulic servo
actuators. The maximum payload is 200 kN. The maximum acceleration is 1.0 g with full
payload, and the maximum velocity is 1000 mm/s. The effective frequency ranges from 0.1
to 50 Hz. Table 2 lists the main parameters of this facility.
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Table 2. Parameters of the shake table at SCUT.

Parameters Capacity
Maximum payload 20t

DOF generation SixDOF motions
Frequency 0.1~50 Hz

Maximum displacement

X&Y: £125 mm; Z: £80 mm

X&Y&Z:1.0m/s

2.4 g (Noload); 1.0 g (20 )
2.4 g (Noload); 1.0 g (20 t)
4.8 g (Noload); 2.0 g (20 t)

Maximum velocity

X
Maximum acceleration Y
Z

To mimic the gravity load applied to the prototype structure, a number of lead weights
were attached to each floor such that the weight of the test structure plus the subsidiary lead
produced nominal axial stresses approximately equivalent to those produced by gravity
loads (dead load plus half of live load) in the prototype building. The resulting axial load
ratio was approximately 0.5 in the first-story walls. Figure 5 shows the distribution of the
lead blocks on a typical floor. Table 3 gives the mass of the prototype and the test structures.
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Figure 5. Distribution of the lead blocks on a typical floor.

Table 3. Mass of the prototype and test structures.

Story mp ()1 my 1 M, (0!
1 1741.8 2.569 1.317
2 1741.8 2569 1317
3 1741.8 2569 1317
4 1741.8 2569 1.317
5 1741.8 2532 1.280
Total 8683.9 12.809 6.548

1

‘mp’ represents the total mass of the prototype structure; ‘mm” represents the total mass of the test (model)
structure; and ‘mp,” denotes the additional mass (i.e., the mass of the lead blocks) applied to the test structure.
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2.4. Input Ground Motions

According to China’s seismic code [29], buildings in seismic areas should have the
ability to withstand earthquakes of minor, moderate, and major levels. The corresponding
50-year probabilities of exceedance for those different hazard levels are approximately
63.2%, 10%, and 2%, with the return periods of 50, 475, and 2475 years, respectively. In
specific terms, when a building is designed to resist a minor (frequent) earthquake, it should
be intact or only slightly damaged; when subjected to an earthquake of design intensity
(i.e., a moderate earthquake), it is expected to be damaged but can still be serviceable after
limited repair; finally, in the event of a major (rare) earthquake, the building should neither
collapse nor suffer life-threatening damages.

In compliance with these codified requirements, one artificial ground motion wave
and three natural seismic records were used as the input excitations for the test structure, as
shown in Table 4. The RGW wave, dominated by low-frequency long-period components,
was generated by fitting the design response spectrum specified in [29]. The acceleration-
time history curves of these selected ground motions are plotted in Figure 6.

Table 4. Input ground motions for the shake table testing.

Seismic Wave Station and Direction

RGW (i.e., the artificial wave) -

. A22
Northridge, CA, USA, 1994 West Covina 28 A31§
. ELC180
Imperial Valley, CA, USA,1940  El Centro Array #9 ELC270
Chi-Chi, Taiwan, China, 1999  CHY056 E:IZTV

——CHY056N

0.06
0.04
0.02

2 0.00

0.02
0.04
-0.06:

10 20 30
s

(b)

Figure 6. Acceleration-time history curves of the selected ground motions: (a) RWG; (b) Northridge;
(c) El Centro; (d) Chi-Chi.

2.5. Instrumentation

An array of accelerometers (66 in total) along the X, Y and Z directions of the test
structure were installed, at its centroid and at the four corners of each floor. In addition,
linear variable displacement transducers (LVDTs) were deployed at the base beam of each
floor to measure the vibration displacement of the specimen.

In order to monitor the dynamic strain response of the walls and embedded CFSTs
near the ground level, strain gauges were attached to each steel tube of the interior T-shaped
wall, and of the L-shaped wall in the southwest corner, as marked in Figure 7. In addition,
strain gauges were mounted on the concrete surface of the aforementioned walls. Therefore,
a total of 13 strain monitoring points were established.
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Figure 7. Positions of the strain gauges on the first-story walls (S# is the number of strain gauges).

2.6. Loading Protocol

The shaking table testing was conducted in four phases (I~IV), with increasing magni-
tudes of input ground motions corresponding, in turn, to the frequent, moderate, and rare
levels of intensity 7, and all the way to the rare level of intensity 8. In each phase, the
four seismic waves aforesaid were successively input as multi-directional excitations into
the test structure, thus resulting in a total of 28 loading cases, as summarized in Table 5.
Moreover, the low-amplitude white-noise loading cases were applied to the structure to
obtain its changes in dynamic characteristics.

Table 5. Input excitations in the shake table testing.

i PGA (g)
No. éoadllng Intensity Excitation Duration (s)
ase Y VA
1 W1 White-noise test 40 0.0500 0.0500 -
2 F7RXY 16 0.0833 0.0708 -
RGW
3 F7RYX 16 0.0708 0.0833 -
4 F/NXY 16 0.0833 0.0708 -
Frequent Northridge
5 F7NYX level of 16 0.0708 0.0833 -
6 F7EXY intensity 7 16 0.0833 0.0708 -
(Phase I) El Centro
7 F7EYX 16 0.0708 0.0833 -
8 F7CXY 20 0.0833 0.0708 -
Chi-Chi
9 F7CYX 20 0.0708 0.0833 -
10 w2 White-noise test 40 0.0500 0.0500 -
11 B7RXY 16 0.2500 0.2125 -
RGW
12 B7RYX 16 0.2125 0.2500 -
13 B7NXY 16 0.2500 0.2125 -
Moderate Northridge
14 B7NYX level of 16 0.2125 0.2500 -
15 B7EXY intensity 7 16 0.2500 0.2125 -
(Phase II) El Centro
16 B7EYX 16 0.2125 0.2500 -
17 B7CXY 20 0.2500 0.2125 -
Chi-Chi
18 B7CYX 20 0.2125 0.2500 -
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Table 5. Cont.

Loadi ] PGA (g)
No. C(;:Sllng Intensity Excitation Duration (s) X Y 7
19 w3 White-noise test 40 0.0500 0.0500 -
20 R7RXY . 16 0.5000 0.4250 0.3250
RGW
21 R7RYX 16 0.4250 0.5000 0.3250
2 R7NXY Northid 16 0.5000 0.4250 -
orthri e
23 R7NYX Rare level of 8 16 0.4250 0.5000 -
intensity 7
24 R7EXY (Phase ITT) 16 0.5000 0.4250 -
El Centro
25 R7EYX 16 0.4250 0.5000 -
26 R7CXY 20 0.5000 0.4250 0.3250
Chi-Chi
27 R7CYX 20 0.4250 0.5000 0.3250
28 W4 White-noise test 40 0.0500 0.0500 -
29 RSRXY 16 1.0000 0.8500 0.6500
RGW
30 R8RYX Rare level of 16 0.8500 1.0000 0.6500
intensity 8
31 RSNXY 16 1.0000 0.8500 -
(Phase I Northridge
32 RSNYX 16 0.8500 1.0000 -
33 w5 White-noise test 40 0.0500 0.0500 -

! The naming rule for each loading case is: ‘F’ represents the frequent level of seismicity, ‘B’ the moderate level
and ‘R’ the rare level. The number following, 7" or ‘8', means the seismic intensity. ‘W’, ‘R’, 'N’, ‘E” and ‘C’ denote
the type of input ground motions, namely, the white-noise excitation, the artificial seismic wave, the Northridge,
El Centro, and Chi-Chi seismic records, respectively. ‘XY’ means that the X direction of the test structure is the
main direction of the input excitations, and vice versa, “YX’ means that the Y direction corresponds to the main
loading direction.

In the tests, the effect of prior seismic damages on subsequent responses was not
particularly considered, just as in previous shaking table tests (e.g., [22,30,34]).

3. Test Results
3.1. General Observations

Based on the inspections during the course of testing, the damage progression of the
test structure can be summarized as follows:

(1)  After the excitations equivalent to the frequent level of intensity 7 (Phase I, PGA below
0.1 g), no visible cracks were found on the concrete surface of the entire test structure.
The results of the white-noise test (i.e., W2 in Table 5) also indicated that after this
level of shaking, the first three natural frequencies of the specimen were reduced only
slightly, by 4.88%, 5.39%, and 4.41% in turn, compared to the results of W1. Thus it
can be said that the FSFW structure was well within the elastic state in this phase,
satisfying the performance objective (remaining almost undamaged) specified by the
seismic design code [29];

(2)  Upon the loadings equivalent to the moderate level of intensity 7 (Phase II, the
design intensity, with PGA < 0.25 g), the white-noise test (W3) indicated that the
natural frequencies were reduced by 17.38%, 14.26%, and 8.65%, relative to those
obtained after Phase I. As shown in Figure 8, a few minor cracks were observed in this
stage, mainly concentrated on the first and second stories, in the vicinity of slab-wall
connections. Nevertheless, those visible damages were generally not severe, and still
within the expected damage level stipulated by the seismic code;

(3)  After aseries of shaking representing the rare level of intensity 7 (Phase III, PGA < 0.50 g),
the natural frequencies were dropped by 25.17%, 26.37%, and 13.89%, with respect to
the prior white-noise test (W3). As shown in Figure 9, cracks formed in the previous
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)

phase now extended and widened; new cracks were also observed. However, the
structure still performed well, though some local damages were appreciable;

To look at how the structure would fare under extremely strong earthquakes, excitations
equivalent to the rare level of intensity 8 were exerted on the test structure (Phase IV,
PGA <1.0 g). At the end of this final phase, the first three natural frequencies were
decreased by 10.14%, 10.81%, and 17.36% in turn, in comparison with the previous
measurements (W4). This suggested a further reduction in the structural stiffness. As
shown in Figure 10, previous damages developed more severely. At the proximity of
some slab-wall connections, spalling of concrete was obvious (Figure 10a,b). Several
cracks even spread from one wall pier to another along the slab (Figure 10c). However,
the structure and the walls still remained stable. Neither obvious tilt nor distortion
of the specimen was noticed. It can therefore be concluded that the tested FSFW
structure was able to resist the rare earthquakes far stronger than the design intensity.

@) (b)

Figure 8. Damages after excitations of the moderate level of intensity 7 (Phase II): (a) a crack at a
slab-wall connection; (b) another similar crack; (c) a crack on an L-shaped wall.

(b)

Figure 9. Damages after excitations of the rare level of intensity 7 (Phase III): (a) an extended interface
crack; (b) slight crushing of a T-shaped wall; (c) interior view of the structure.

Figure 10. Damages after excitations of the rare level of intensity 8 (Phase IV): (a) crushing at the
interface; (b) slab damages around a T-shaped wall; (c) a crack extending from one wall to another.

3.2. Variation of Dynamic Characteristics

Spectral analysis of the white-noise test results was performed to identify the dynamic

characteristics of the test structure in different phases. The variations of the frequency and
period of the specimen are shown in Table 6.

From this table, it is clear that as the excitation intensity increased, the main frequencies

of the specimen decreased (as expected), signifying a reduction in the overall structural
stiffness. In comparison with the intact structure, in Phase III (the rare level of intensity 7),
the value of the first frequency decreased by as much as 40%. This significant loss was
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in correlation with the observation of severe local damages in the specimen. However,
after the devastating seismic inputs (i.e., the rare level of intensity 8), the further loss in
the frequency was only marginal (by about 47% compared with the initial value before
the test). This could be attributed to most damages being localized only in the vicinity of
certain slab-wall connections, whereas the composite walls themselves still performed well.
As a result, this prevented the progression of failure into the walls. Note that according
to Ramos and Hube’s numerical simulations [7], a local failure of floor slabs has only a
limited impact on the collapse behavior of FSFW structures. This is partly corroborated by
the current real testing.

Table 6. Dynamic characteristics of the test structure in different phases.

Frequency (Hz)/Period (s)

Testing Phase

1st Order 2nd Order 3rd Order
Before test 3.690/0.271 5.190/0.193 5.440/0.184
Phase [ 3.510/0.285 4.910/0.204 5.200/0.192
Phase II 2.900/0.345 4.210/0.238 4.750/0.211
Phase III 2.170/0.461 3.100/0.323 4.090/0.244
Phase IV 1.950/0.513 2.765/0.362 3.380/0.296

3.3. Drift Ratio Envelope

The inter-story drift ratio is one of the most useful engineering demand parameters
(EDPs) that is routinely used to evaluate the overall seismic performance of structures. The
envelope diagrams of the inter-story drift ratio along the test structure’s height in different
testing phases are shown in Figure 11.
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Figure 11. Development of inter-story drift ratio envelope: (a) Phase I; (b) Phase II; (c) Phase III;
(d) Phase IV.
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As per China’s seismic code [29], the drift ratio limits for the slab-wall structure are
1/800 and 1/100 under frequent and rare earthquakes, respectively. Clearly, in Phase I the
maximum drift ratio was significantly lower than the limit of 1/800, with the exception
of the loading case of Chi-Chi seismic wave along the X-direction. This indicates that,
overall, an elastic response was exhibited for the specimen. More favorably, in Phase III,
and even in Phase IV, the maximum drift ratios were still well below 1/100. This apparently
met the performance objective of preventing structural collapse under major (or even
larger) earthquakes. In fact, the excessive lateral drift of flat-slab systems has long been a
concern [35]. In this experiment, due partly to the strengthening effect of CFSTs, the lateral
deformations of the FSFW structure were satisfactorily controlled.

3.4. Maximum Floor Shear Force

The maximum floor shear forces (MFSFs) registered in different testing phases are
shown in Figure 12. It is evident that different earthquakes produced different magnitudes
of MESFs. The MFSFs along the Y-direction were generally larger than those along the
X-direction. That was because the lateral stiffness along the Y-direction was stronger.
Moreover, from Phase III to Phase IV, the MFSFs below floor 4 along the X-direction
increased significantly, whereas the corresponding shears along the Y-direction increased
more gradually and proportionally, showing a better seismic-resisting capacity.

5 5 5 5
4 4 4 4
»3 23 23 23
=3 o o i=3
3 2 2 2
w w w wv
2 2 2 2
~f— RGW
1 =8~ Northridge 1 i O 1 1
=& E1 Centrp 9= Norfiricee -l
L . entro lorthridge
. e Ly Chifchi A Bl Certro . T
04 0 .
0 2 4 6 8 10 0 5 10 15 20 0 10 20 30 0 10 20 30 40
MFSF/KN MESF/kN MFSF/KN MFSF/KN
X-direction X-direction X-direction X-direction
5 5 5 5
4 4 4 4
=3 >3 >3 =3
Z b z B
3 3 3 3
A - = 3
& A & &
2 2 2 2
1 ——RGW 1 —m— RGW + i 5 1
=@~ Northridge ~@— Northridge ~&— RGW
b= E1' Centro = E1: Centro =@~ Northridge "
—w—| Chi~Chi —— Chi-Chi —~y— Chi-Chi 8 RGW
0 0 0 0
0 2 4 6 8 10 0 5 10 15 20 25 0 10 20 30 0 10 20 30 40
MFSF/KN MFSF/KN MFSF/KN MFSF/kN
Y-direction Y-direction Y-direction Y-direction
() (b) (©) (d)

Figure 12. Development of MFESFs: (a) Phase I; (b) Phase II; (c) Phase III; (d) Phase IV.

The MFSFs increased along the height of the structure, particularly in the later testing
phases. Due to the so-called ‘whiplash’ effect [36], the dynamic response at floor 5 was
slightly amplified when the specimen entered into the inelastic state. The MFSFs, nonethe-
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less, were proportionally distributed along the height in most excitation cases; no weak
story was formed in the tests.

3.5. Strain Response of CFSTs

As mentioned previously, a total of nine measuring points (51~S9, see Figure 7) were
set up to monitor the strains of the CFSTs. Figures 13 and 14 compare the strain devel-
opments at S8 and S9, which corresponded to the web—flange intersection and boundary
positions of the L-shaped wall indicated in Figure 7.
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Figure 13. Comparison of time-history responses of strain at S8 under different loading cases.
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Figure 14. Comparison of time-history responses of strain at S9 under different loading cases.

The yield strain of the steel tubes used in the CFSTs was roughly 1500 x 107°. Clearly,
in the case of the frequent level of intensity 7 (F7EXY in the figures), the strains at S8 and S9
were well within the elastic range. With the increase in excitation intensity, the strains
increased markedly. Under the excitation equivalent to the moderate level of intensity 7
(B7EXY), the steel at S8 attained the yield strain, but that at S9 did not. This highlighted the
larger strain demand at the web—flange intersection of the corner of the L-shaped wall. For
the loading case of R7EXY (the rare level of intensity 7), both strains at S8 and S9 exceeded
the yield strain, indicating the full mobilization of the CFSTs to resist lateral loads.

4. Numerical Modeling
4.1. General Descriptions of Modeling

A 3D non-linear finite-element (FE) model for the test structure was developed using
the software PERFORM-3D [37]. The specially-shaped walls were modeled using the
4-node ‘General Wall’ element available in PERFORM-3D, which simplifies non-linear area
elements intended for the specific purpose of modeling RC walls [38]. The cross-section
of each wall pier was represented by fibers that account for the axial-bending non-linear
interactions, but is uncoupled from the shear response.

No element is provided in PERFORM-3D for modeling the composite walls with
embedded CFSTs. Thus an ad hoc treatment was adopted in this study. The two-noded
fiber-based column (line) elements available in PERFORM-3D were used to model the
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individual CFSTs in a wall pier, which were connected by the ‘embedded beam’ model [39]
to ensure the deformation compatibility of the CFSTs in the same wall pier.

The flat floor slabs were modeled using the elastic beam elements with non-linear
hinges. This modeling approach has been proven to have adequate accuracy in capturing
the overall out-of-plane non-linear response of floor slabs [13]. These equivalent beam
elements have a rectangular section with its width and depth dimensions equal to the
effective slab width and total slab thickness. In this study, the effective slab width was
determined by the method recommended by Grossman [40]. This width was further
multiplied by one-third to consider the impact of concrete cracking [13,40].

Figure 15 shows a schematic diagram of the FE elements used in this study. Figure 16
provides a 3D view of the test structure established in PERFORM-3D.

Node

Wall element

Beam element
representing slabs

— | e —

‘Embedded beam’

~N A

Columnelement
representing
CFSTs

Figure 15. Schematic diagram of the FE elements used in this study.
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Figure 16. Three-dimensional view of the structural model in PERFORM-3D.
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AF

4.2. Material Constitutive Models

The concrete in CFSTs was represented by the model proposed by Tao et al. [41],
which takes into account the confinement effect coming from the outer steel tube. The
stress—strain relationship recommended in China’s concrete design code [31] was adopted
for the concrete in other parts of the test structure; in other words, no confinement effect
was considered in these cases. The steel materials used in the test structure (including steel
tube and rebar) were represented by the tri-linear stress—strain model [42], ignoring local
buckling effect.

Figure 17 illustrates the material constitutive models used for concrete and steel.
Note that in PERFORM-3D, all generalized force-displacement (F-D) curves can only be
composed of a specific number of line segments. In this study, the principle of equal area
criterion (that is, the area under the line segments and the area covered by the constitutive
curve are the same) was followed to determine the F-D curves for PERFORM-3D. The
fitting diagram of the concrete’s constitutive relationship is shown in Figure 17a, and the
tri-linear model for steel is shown in Figure 17b.
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Figure 17. Generalized F-D curves used in PERFORM-3D for: (a) concrete; (b) steel.

4.3. Modeling Results

The first three periods obtained by the FE analysis were 1.132s, 0.912s, and 0.830s,
while the corresponding periods of the test structure were measured as 1.212, 0.862, and
0.822s, respectively. The errors between them were less than 7%. This suggests that the FE
model closely matched the dynamic characteristics of the test structure.

Figure 18 compares the experimental and numerical time-history displacements at
the roof along the X or Y directions under different loading conditions. It is clear that,
in general, the calculated results agreed well with the experimental records. However,
in the later testing phase (i.e., RZEXY in the figure), the numerical model overestimated
the actual roof displacements. This may be due to the limitations of using PERFORM-3D
to simulate shear walls, as discussed in depth in [43], or it might likely be ascribed to
the excessive reduction in the effective width of the slabs adopted in the modeling. It
is noteworthy that although simulations of shear wall buildings have been extensively
investigated (e.g., [44-47]), there are still challenges to accurately reproduce their non-linear
behavior, especially when the walls are severely damaged.
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Figure 18. Comparisons of the measured and calculated roof displacements in different loading cases:
(a) FZEXY-X; (b) B7ZEXY-X; (¢) R7ZEXY-X; (d) R7EXY-Y.

4.4. Comparison of FSFW Systems with and without CFSTs

Finally, to highlight the efficacy of CFSTs embedded in wall piers, two FSFW systems
equipped with and without CFSTs were compared in terms of their seismic responses.

Figure 19 shows the comparison results for two scenarios (namely, two FSFW systems
with and without CFSTs embedment) in terms of their inter-story drift ratio envelope in
different loading cases. Obviously, the presence of CFSTs significantly reduced the lateral
deformation of the test structure. In the case of small earthquakes (F7CXY-X), the inter-
story drift ratio of the system without CFSTs exceeded the limit value of 1/800. Further,
in the case R7NXY-X, the inter-story drift ratio of that system exceeded the limit value of
1/100. By comparison, the FSFW system incorporating CFSTs did meet all those lateral
drift requirements.
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Figure 19. Comparison of inter-story drift ratio envelopes in different loading cases: (a) F7CXY-X;
(b) BZEXY-X; (c) R7ZNXY-X; (d) R8RXY-X.

A push-over analysis was further conducted to see how the two systems could behave
differently. A monotonically increasing horizontal force with an inverted triangular distri-
bution was applied to the systems [48]. Figure 20 gives the push-over results along the X
and Y directions. Despite their similar initial overall stiffness, the CFST-equipped system
had considerably higher lateral load-carrying capacity than the system without CFSTs. This
significant discrepancy clearly shows the utility of applying CFSTs in wall piers to resist
seismic lateral loads.
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Figure 20. Push-over results along two main directions: (a) X direction; (b) Y direction.

5. Conclusions

In this paper, the results of a shake-table testing of a 1/8-scale five-story FSFW structure
incorporating CFSTs as strengthening elements are briefly presented. Numerical modeling
is also attempted to capture the structure’s non-linear time-history responses. Conclusions
can be summarized as the following:

(1) The application of CFSTs in flanged concrete walls helps to resist earthquake loads
acting on the FSFW system. Consequently, the performance objectives specified in the
seismic code are generally met, even under extremely strong earthquakes;

(2) The seismic damage is mainly localized in the vicinity of slab-wall connections of
the tested structure, which leads to a significant loss of natural frequencies (up to
47%). Clearly, these regions are the most vulnerable part of the FSFW structure. As
such, detailing of the connections between the walls and slabs should be adequately
considered and further addressed;

(3) Inspite of the above disadvantages, it is observed that the composite walls themselves
performed fairly well, even when subjected to ground motions much stronger than
the design intensity. This may partially explain why the FSFW model structure was
still standing after the shake table tests;

(4) A 3D non-linear FE model is developed to simulate the dynamic responses of the
tested structure. Adopting the method suggested herein for modeling the embed-
ded CFSTs, a good match is found between the FE results and the experimental
observations. Nevertheless, a detailed description of the non-linear behavior of
slab-wall connections and a rational representation of the floor contribution deserve
further investigation.
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Abstract: The freeze-sealing pipe roof (FSPR) method was applied as an innovative construction
technology to the Gongbei Tunnel of the Hong Kong-Zhuhai-Macau Bridge. A freezing scheme
involving master freezing tubes, enhancing freezing tubes, and limiting freezing tubes is the key
component of the freezing effect of the FSPR method during the construction process under various
working conditions. This is related to whether the thickness and temperature of the frozen soil meet
the design requirements under various complex working conditions, and it is also related to frost
heave control and energy saving. Based on the unsteady-state conjugate heat transfer model, different
freezing schemes of enhancing freezing tubes—that is, the shape, layout, operating duration, and
heat preservation—were simulated to analyze the freezing effect, which can be measured by the
thickness of frozen soil around the steel pipes and the average temperature of the frozen soil curtain.
The results show that the greater the contact area between the enhancing tube and the inner wall of
the steel pipe, the better the freezing effect, and that the semicircle enhancing freezing tube scheme is
superior to the other three shapes of freezing tubes. The arrangement of enhancing freezing tubes far
away from the excavation surface, without heat preservation measures, has a better freezing effect
due to the function of the hollow pipe as a freezing pipe. Moreover, the enhancing freezing tube
can be operated intermittently to control frost heave. Our research simulated the temperature fields
of different media—such as steel pipes, frozen soil, and air—providing a design basis for similar
projects, such as the combination of the pipe-roofing method and artificial freezing method.

Keywords: Gongbei Tunnel; freeze-sealing pipe roof method; heat transfer model; freezing scheme;
enhancing freezing tube

1. Introduction

The freeze-sealing pipe roof (FSPR) method, as an innovative pre-supporting method,
was first applied in the Gongbei Tunnel of the Hong Kong—Zhuhai-Macao Bridge. The
roofing pipes play the role of bearings, while the ground freezing mainly plays the role of
sealing water. The freezing design of the FSPR method includes three types of freezing
tubes—master freezing tubes, enhancing freezing tubes, and limiting freezing tubes—which
is different from conventional freezing designs such as the one applied in the Berlin Metro
Line 5 project [1]. Among these types of freezing tubes, enhancing freezing tubes are
the most important to ensure the freezing effect. This is related to whether the thickness
and temperature of the frozen soil meet the design requirements under various complex
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working conditions, and it is also related to frost heave control and energy saving. However,
there are only a few studies that specifically deal with enhancing freezing tubes.

To explore the effects of various design schemes of enhancing freezing tubes on the
freezing effect, various research methods can be employed, such as analytical solutions,
numerical simulations, model tests, and field tests. Since the freeze-sealing pipe roof
method is a new type of tunnel pre-support method, it was first applied to the Gongbei
Tunnel in China, and there have been few cases of its use in other countries. Therefore, the
relevant technical standards and specifications were mostly formulated in China, and the
research results have mainly been reported by Chinese scholars. Temperature is one of the
important indicators to evaluate the freezing effect. In terms of analytical solutions, a new
typical freezing temperature model of the FSPR method was proposed, with the freezing
tubes arranged inside jacking pipes, and then an analytical solution to the steady-state
temperature field was obtained by transforming the circular boundary condition to a linear
boundary condition via conformal mapping and superposition methods [2]. Then, the
FSPR model based on the Gongbei Tunnel was proposed, considering the operation of
limiting freezing tubes, and the analytical solution of the steady-state temperature field
was first investigated using the superposition method and boundary separation method of
the Laplace equation [3]. However, the analytical solution can only solve the simplified
model of the FSPR method, which concerns regularly symmetric objects far from the actual
project. Model tests can achieve studies of similar scale and size. A physical model test on
temperature field of a large-scale FSPR structure was conducted to validate the freezing
effect [4]. Similar mechanical model tests of the FSPR method based on two and three steel
pipes were also carried out to optimize the design of suitable freezing temperatures from
the perspective of water-sealing performance [5]. The influence of thermal disturbance of
FSPR structures during construction on the freezing effect was explored by model tests [6].
Compared with model tests, field tests can effectively reduce the size effect. A field test
on the active freezing scheme of the FSPR method was conducted to analyze the freezing
effect under different freezing modes [7]. The freezing effect and optimal freezing scheme
of the FSPR method in different phases was also explored [8]. However, field tests are
time-consuming and overly expensive, so it is difficult to conduct all tests that consider
various parameters. Therefore, numerical simulation is a relatively good method, and
the freezing effect can be visually observed through the simulation results. Temperature
simulation of the FSPR method can be carried out during the active and maintained freezing
phase, which is similar to the work described in [9,10]. The influence of operating and
stop duration of enhancing freezing tubes on the freezing effect of the FSPR method was
analyzed by numerical simulation [11]. Combined with the monitoring method of the
excavation surface, the construction safety factor can be further improved [12,13].

In the above numerical simulation model, frozen soil is regarded as the only heat
transfer medium, and the temperature boundary is directly assigned to the outer surface of
the steel pipe. However, the heat conduction process in the real project is designed with
three media: steel pipes, frozen soil, and air. Therefore, this research concerns the numer-
ical simulation of a specific shape of enhancing freezing tubes and the heat conduction
between different media, i.e., steel pipes, frozen soil, and air. An optimized design proposal
requires the comparison of different shapes of enhancing freezing tubes through numerical
simulation, and it is necessary to consider unsteady-state conjugate heat transfer between
various media. The research on enhancing freezing tubes is crucial to the reliability of water
sealing and frost heave control of the FSPR method. This study takes the Gongbei Tunnel
of the Hong Kong-Zhuhai-Macao Bridge as the engineering background, and explores the
freezing effect of enhancing freezing tubes with different design shapes, layout, operating
duration, and heat preservation measures, based on the unsteady-state conjugate heat
transfer theory.
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2. Engineering Background

The Gongbei Tunnel is a key link of the Hong Kong-Zhuhai-Macao Bridge. The
layout of the FSPR method is shown in Figure 1. During construction, 36 steel pipes
with a diameter of ®1620 mm and thickness of 20 mm were jacked; among them, the
odd-numbered steel jacking pipes were full of concrete, while the even-numbered jacking
pipes were hollow. The two types of pipes were arranged alternately, with a spacing of
357 mm. The two types of jacking pipes were arranged in a staggered manner inside and
outside; the height difference of the circle center was 300 mm, and the buried depth of the
tunnel was 4~5 m.

Ground surface

['Solid pipe O}
Hollow pipe Oi

I
|
Lo

Depth 4-5m

Figure 1. Layout scheme of the freeze-sealing pipe roof method.

The layout of the freeze-sealing pipe roof method in the Gongbei Tunnel includes three
types of freezing tubes: master freezing tubes with a diameter of 133 mm and thickness
of 4 mm, limiting freezing tubes with a diameter of 133 mm and thickness of 4 mm, and
enhancing freezing tubes with a diameter of 159 mm and thickness of 4.5 mm; the layout of
the enhancing freezing tubes is shown in Figure 2.

Solid pipe full  Limiting freezing

Hollow pipe of concrete tube Enhancing freezing

Master freezing Frozen soil curtain
tubes

Figure 2. Layout of the freezing tubes in the pipe-roofing.

Among the freezing tubes, the function of the master freezing tubes is to freeze the
soil between the jacking pipes. The limiting freezing tubes mainly limit the thickness
of the frozen soil to control frost heave by increasing the temperature. There are two
main functions of enhancing freezing tubes: the first is to strengthen the freezing effect;
the second is to resist the hydration heat during the pouring of concrete to maintain the
thickness of the FSPR structure. Therefore, further research on the appearance, layout, and
freezing scheme of enhancing freezing tubes is necessary to ensure the freezing effect and
frost heave control.
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3. Numerical Model
3.1. Assumptions and Computational Model

The Gongbei Tunnel is a typical engineering case of the FSPR method, and is used
as a case study in this paper. To establish an efficient computational model, the typical
parts of the FSPR structure are taken as the computational model, as shown in Figure 3.
The size of the model is 11 m x 1.977 m. For the unsteady-state conjugate heat conduction
model, the left and right sides and the lower part of the model are the soil, which can be
regarded as the second temperature boundary condition. The upper part of the model is
the ground surface, which can be regarded as the third boundary condition [14,15]. Inside
the model, the freezing tube as a cold source can be regarded as the first temperature
boundary condition, and the temperature of the brine flowing into the main tube is used as
the boundary temperature [16]. The steel pipe is a conjugate heat transfer surface [17]. In
this computational model, the strong coupling integral computational method is selected,
and the general control equation is used to find a global solution. Therefore, the initial
values of the temperature field, velocity field, and pressure field need to be given for the
whole region. For the initial value of the velocity field, both the solid domain and fluid
domain are recorded as 0 m/s; for the initial pressure distribution, the fluid and solid
domains are denoted as 1 atm. The upper boundary that represents the ground surface is
regarded as the convective heat transfer boundary. The heat flux g in the lower boundary is
0.4 W/m?, as expressed by Equation (1). The left and right boundaries are the adiabatic

boundaries. -

q= A@ @
where A is the thermal conductivity of the soil, and %—5 is the geothermal gradient, with a
value of 0.03 °C/m.

The third boundary condition

Fluid domain

Solid domain

The second The second
boundary boundary
condition condition

The second boundary
condition

Figure 3. Computational model of the FSPR method based on unsteady-state conjugate heat transfer.

3.2. Governing Equation of Unsteady-State Conjugate Heat Transfer Model

Ground freezing is an unsteady-state heat transfer process with complex phase transi-
tion. In the solidification process of pure substances such as water, solidification occurs at a
single temperature, and the solid phase and liquid phase are separated by a clear moving
interface. However, the soil freezing occurs in a larger temperature range, and there is
a separation of the solid and liquid phases by moving regions of two phases in the pro-
cess [18]. The phase transition problem is mathematically strongly nonlinear, meaning that
the governing equation is linear, but the position of the two-phase interface must always
be determined, and the energy conservation condition of the interface is nonlinear. It is not

178



Buildings 2022, 12,1373

possible to use the superposition principle of solutions. Therefore, most of these problems
are treated by numerical simulation methods [19]. When using numerical methods to
solve phase transition problems, there are generally two methods to deal with the moving
boundary in the process of phase transition: The first focuses on the solution of the phase
transition interface. After determining the interface position, the temperature distributions
in the solid and liquid regions are solved. The second method is to assume the problem as
a single-phase nonlinear heat conduction problem, determine the temperature or enthalpy
distribution in the whole solution region, and then determine the position to reach the
phase transition temperature as the phase transition interface [20-22]. The second method
is convenient and practical, and is more suitable for the soil phase transformation process,
which has no clear interface. For the second method, the sensible heat capacity method is
used. Assuming that the physical properties of the solid and liquid phases are spatially
invariant, ignoring the possible natural convection in the liquid phase, the conjugate heat
transfer interface between soil and air is the steel pipe. The sensible heat capacity method
takes temperature as the function to be solved, without introducing the concept of enthalpy,
and establishes a unified energy equation for the whole region. For the treatment of phase
transition, the specific heat is expressed in the form of equivalent specific heat [23,24]. For
convenience of explanation and comparison with the enthalpy method, the equivalent
specific heat of phase transition that occurs at a given temperature Tm is as expressed in
Equation (2):

¢(T) =¢(T)+ Lé(T — Ty);
T) T<T, 1 T=T,
o) =4 T<Tn 5 1, = " @
c(T) T>Ty 0 T#Ty
where §(T — Ty,) is a Dirac function and, thus, has a heat capacity model as shown in
Equation (3):

Ea—f = div(A grad T> 3)

References [25,26] proved the equivalence between Equation (3) and the commonly
used equations describing the phase transition problem.

For the phase transition that occurs in the temperature range near T, (T, = AT), the
influence of T should be taken into account when constructing the equivalent specific heat.
The expression ¢ should be expressed as shown in Equation (4):

c(T) T > (Ty+AT)’ (4)

ET):{CS(T) T < (Ty — AT)
fTW“ T)dT = L+f ' os(T) dT+fT'"+” ((T)dT

When the specific heat and coefficient of thermal conductivity of the solid phase and
liquid phase are constant, Equation (5) can be obtained:

As T < (T — AT)
A= )\SJr ZAT S[T— (T —AT)] (T —AT) < T < (T + AT);
Al T > (T + AT) 5)
Cs T < (T — AT)
E(T) = 2AT + C5+El (Tm - AT) <T< (Tm + AT)
Cy T > (Tm + AT)

References [18,27,28] note that the phase change of water in frozen soil can be divided
into three regions:

(1) Severe phase transition zone: when the temperature in this zone changes by 1 °C, the
variation in unfrozen water content is greater than or equal to 1%;
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(2) Transition zone: when the temperature in this zone changes by 1 °C, the variation in
unfrozen water content is between 0.1% and 1%;

(2)  Frozen zone: when the temperature in this zone decreases by 1 °C, the amount of the
water phase becoming ice is less than 0.1%.

Accordingly, when the sensible heat capacity method is used to deal with the phase
change problem of the soil freezing process, the change in the unfrozen water in the soil
should be divided into at least three sections according to the experimental data—a violent
phase change zone, transition zone, and frozen solid zone—and then the phase change
should be treated with the equivalent specific heat in each section.

Similar to references [29,30], the specific heat of the soil region is as shown in Equation (6):

cr T<T,
cy—cC dw;
o(T) =S e+ 1=(T-To) + g5t T<T<T )
Cu T>T,

where c,,, ¢y represent the specific heat of unfrozen soil and frozen soil, respectively (unit:
J/(kg-K)); L is the latent heat of the phase change of water; w and w; are the total water
content and ice content of the frozen soil, respectively; and T, and T; are the upper and
lower boundary temperatures of the frozen soil’s phase transition zone, respectively.

In the hollow pipe, when the air pressure is low and the temperature is high, the air
can be treated as an ideal gas [31]. The air in the fluid domain can also be regarded as a
compressed fluid and a viscous fluid. At this time, the continuity equation and motion
equation (Navier-Stokes equation) are changed. Considering the causes of fluid movement,
the flow state of air can be assumed to be laminar flow. The continuous condition of
heat flux can also be treated according to laminar flow in the conjugate heat transfer
interface [32].

According to the above assumptions, the general strong coupling control equations of
the computational model can be obtained, containing the energy equation, ideal gas state
equation, continuity equation, and motion equation.

The energy equation can be expressed with Equation (7):

pc%—z =div(AgradT) + ® )

The ideal gas state equation can be expressed with Equation (8):
p = pRT 8)
The continuity equation can be expressed with Equation (9):

Dp P
ﬁ—i-pdlvvfo )

The motion equation can be expressed with Equation (10):
p% =F —grad p + div(2uS) — % grad(pdivo) (10)

where p represents the fluid density, c represents the specific heat shown in Equation (6),
v represents the velocity vector, A represents the thermal conductivity, T represents the
temperature, f represents time,y represents the coefficient of viscosity, ® represents the
intensity of the internal heat source, and R represents the gas constant, R = Ry/ M.

3.3. Model Parameter

The properties of the typical soil layer in Gongbei Tunnel are shown in Table 1. The
thermal conductivity of the soil and air is shown in Table 2. The air viscosity is shown in
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Table 3. The specific heat at constant pressure of air is shown in Table 4. The properties of
steel and concrete are shown in Table 5.

Table 1. Properties of typical soil layers in Gongbei Tunnel.

Soil Layer Number Lithology Moisture Content w (%) Density p (kg/m®) Dry Density p, (kg/m?)

@ Artificial fill 16.05 1660 1470
®-3 Pebble sand 13.54 2000 1760
@-3 Muddy silty clay 47.6 1820 1230
-1 Silty clay 26.37 2010 1590
®-2 Fine sand 18.25 1950 1650
®-3 Muddy silty clay 38.27 1880 1360
®-2 Medium sand 17.92 2020 1720
@-1 Gravel clay 31.98 1890 1430
®-1 Completely decomposed granite 17.31 2040 1740
®-2 Highly weathered granite 19.65 1980 1650

Table 2. Thermal conductivity of soil and air (W /(m-K)).

Thermal Conductivity at Different Temperatures

Material Names

—-30°C —20°C —-10°C 0°C 10°C 20°C 30°C
(D-Artificial fill / 1.962 1.690 1.511 1.398 1.109 /
(®-3 Pebble sand / 1.925 1.758 1.538 1.217 1.066 /
(®-3 Muddy silty clay / 2.047 1.772 1.614 1.485 1.206 /
(®-2 Fine sand / 2.019 1.775 1.719 1.497 1.266 /
(®-3 Muddy silty clay / 1.994 1.893 1.643 1.402 1.344 /
@-1 Gravel clay / 2.030 1.790 1.623 1.442 1.319 /

Air 0.022 0.0228 0.0236 0.0244 0.0251 0.0259 0.0267

Table 3. Air viscosity (uPa-s).

—40°C —-20°C 0°C 10°C 20°C 30°C
15.60 16.83 17.09 17.59 18.08 18.56

Table 4. Specific heat at constant pressure of air (J/(kg-K).

—-30°C —20°C —-10°C 0°C 10 °C 20°C 30°C
1011 1009 1009 1010 1012 1013 1014

Table 5. Properties of steel and concrete.

. . Thermal Conductivity Specific Heat
3
Material Density (kg/m?) (Wi(kg-K)) (1/(kg K))
Steel 7850 44.7 459.8
Concrete 2344 1.835 419.8

3.4. The Shape of the Enhancing Freezing Tubes

Research on the shape of enhancing freezing tubes, which has a significant effect on the
freezing effect, is lacking. This is the basis of the follow-up work in this paper. Since the air
flow in the hollow pipes has a great impact on the enhancing freezing tubes [33], enhancing
freezing tubes with different cross-sectional shapes were compared to improve the heat
transfer efficiency. The enhancing freezing tubes of different shapes—such as circular,
crescent, groove, and semicircular—are shown in Figure 4. To amplify and compare the
computational results of the freezing effect, these four types of enhancing freezing tubes
were given the same cross-sectional area and tripled to 0.047 m?.
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Figure 4. Cross-sectional shapes of enhancing freezing tubes: circular tube (a); crescent tube (b);
groove tube (c); semicircular tube (d).

The temperature cloud graphs of the enhancing tubes with different shapes over the
course of 30 days during the active freezing phase are shown in Figure 5. After 30 days of
active freezing, the frozen soil curtain formed between the two pipes based on the different
shapes of the enhancing tubes. The frozen soil curtain of Shape A and Shape D was more
uniform, while the non-uniformity of the frozen soil curtain of Shape B and Shape C was
greater than that of Shape A and Shape D, which may lead to frost heaving.

p— —

(b) (o) (d) &

Figure 5. Temperature cloud graphs of enhancing freezing tubes with different shapes (freezing for
30 days): Shape A (a), Shape B (b), Shape C (c), Shape D (d).

a3

As shown in Figure 6, the average temperature of the hollow pipe with a circular tube
was the highest, while that of the hollow pipe with a crescent tube was the lowest. If the
contact area between the enhancing freezing tube and the inner surface of the hollow pipe
is increased as much as possible, the cooling capacity of the enhancing freezing tubes can
be effectively and quickly transferred to the soil. The average temperature of the circular
enhancing freezing tubes of Shape A was the highest; the freezing effect of these tubes
was weaker than that of Shape D due to the small contact surface between the enhancing
freezing tubes and the steel pipe. Therefore, the scheme of Shape A should be abandoned.

Although the average temperature of the enhancing freezing tubes of Shape B and
Shape C was lower, the non-uniformity of their frozen soil curtain thickness was relatively
greater. Taking the area below —10 °C as the strength of the frozen soil curtain [34,35],
it can be concluded from Table 6 that the thickness of the frozen soil curtain with Shape
B was the thickest, and had the greatest degree of unevenness. Uneven frost heaving is
detrimental to the pipeline and the surrounding environment [36,37]. To avoid uneven
frost heaving, Shape B should be abandoned. The thickness of the frozen soil curtain with
Shape C and Shape D was similar, but the degree of unevenness in the thickness of Shape D
was far less than that of Shape C. Therefore, the semicircular enhancing freezing tube is the

182



Buildings 2022, 12,1373

best scheme in terms of the freezing effect and the degree of unevenness in the thickness of
the frozen soil curtain.

—=— Shape A(Circular tube)
—=— Shape B(Crescent tube)
—— Shape C(Groove tube)
—— Shape D(Semicircle tube)

a
-
e e

o
N N

Average tempture of the hollow pipe(°C)

-20 4

Freezing duration(day)

Figure 6. Average temperature of the hollow pipes.

Table 6. Comparison of the freezing effects of enhancing tubes with different shapes.

Shape A Shape B Shape C Shape D
Active Freezing for 30 Days Left Side Right Side Left Side Right Side Left Side Right Side Left Side Right Side
Thickness of frozen soil curtain (m) 1.076 0.938 1.274 1.477 1.225 1.288 1.193 1.195
Differentials (m) 0.138 0.203 0.063 0.002
Thickness unevenness degree 12.825% 15.934% 5.143% 1.676%

Remark: The thickness unevenness degree is the ratio of the differentials and the thickness of the frozen soil
curtain on the left side.

3.5. Calculation Scheme

Research on the layout of enhancing freezing tubes is the most important factor in the
FSPR freezing scheme. The layout of the enhancing freezing tubes has a great influence
on the freezing effect and time, which is the most concerned part in construction sites. To
understand the influence of the layout, operating duration, and heat preservation measures
of the semicircular enhancing freezing tubes on the freezing effect, three different simulation
schemes were set up, as shown in Figure 7. The initial temperature of the model was set at
20 °C, and the surface boundary was set as the third boundary condition, with a surface
heat transfer coefficient of 15 W/ (kg-K).

The layout of the enhancing freezing tubes has great influence on the freezing ef-
fect [38]. A freezing scheme of enhancing freezing tubes in two different positions was
considered, as shown in Figure 5a. The enhancing freezing tubes were arranged far from
or near to the excavation side with an angle of 15°, recorded as Scheme A and Scheme B,
respectively. The master freezing tubes and enhancing freezing tubes were operated from
the beginning to the end of the freezing process.

The operating duration of the enhancing freezing tubes was also set as a simulation
scheme involving weather, to make the enhancing freezing tubes work and maintain an
active freezing duration of 60 days, recorded as Scheme C and Scheme D. The master
freezing tubes continued working during this period.

Most of the engineering literature on the use of the artificial ground freezing method
posits that air convection has a great influence on the freezing temperature field [39]. The
air convection interface should be insulated to limit and reduce the loss of cooling capacity
caused by air convection, so as to concentrate the cooling capacity on the formation and
development of frozen soil. Fortunately, each section of the hollow jacking pipes has
thermal insulation treatment in the longitudinal direction, and the air in the jacking pipe
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did not undergo directly convect with the atmosphere during the freezing construction
of the Gongbei Tunnel. The convective heat transfer in the limited space has limited heat
dissipation; even this kind of air convection can homogenize the cold capacity of the en-
hancing freezing tubes, and make the hollow pipes play the role of “freezing pipe”, which
is beneficial to the freezing effect. Therefore, whether the strengthening of heat preserva-
tion measures is beneficial to the freezing effect must be discussed through simulation
comparison. The simulation scheme is shown in Figure 7b, where the models with and
without heat preservation measures are recorded as Scheme E and Scheme F, respectively.

| Scheme C

Excavation side

(b) ()

Figure 7. Calculation scheme of enhancing freezing tubes: layout angle (a), operating duration (b),
heat preservation measures (c).

According to the engineering scheme [40], polyurethane foam was selected as the heat
preservation material. The thickness of the heat preservation material was set to 0.03 m
based on construction experience [41,42]. The thermal conductivity of the heat preservation
material was set to 0.04 W/ (kg-K), the density was 34 kg/m?, and the specific heat was
2016 J/ (kg-K).

4. Results and Analysis
4.1. The Layout of the Enhancing Freezing Tubes

Figure 8a,b show the temperature distribution in different layouts of enhancing freez-
ing tubes over different durations. As the change in temperature causes the air density
to change, the cooler air sinks to the bottom of the pipe, and the hotter air floats to the
crown of the pipe. This air flow further aggravates the change in the temperature field, and
cyclically reciprocates until it reaches an equilibrium state. The results show that the air
convection velocity field under the two freezing schemes reached a state of distribution
equilibrium after 30 days of active freezing. The arrangement of the enhancing freezing
tubes in Scheme A is more conducive to the air flow. Therefore, Scheme A is better than
Scheme B in terms of distribution range and flow rate, and can effectively ensure the full
flow of air through the entire hollow pipe.
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Figure 8. Temperature distribution cloud graphs of the different layouts of the enhancing freezing
tubes: Scheme A (a); Scheme B (b).

When comparing the enhancing freezing tube schemes, the thickness of the frozen soil
curtain is the most important criterion, including the thickness of frozen soil between the
pipes and the thickness of frozen soil at the central axis of the steel pipe. Figure 9 shows
the changes in the thickness of the frozen soil curtain of Scheme A and Scheme B over time.

Figure 10 shows that the frozen soil curtain formed after 7 days of the freezing process.
For Scheme A, the frozen soil curtain reached the thickness of 2.0 m required by the design
requirements after 33 days of active freezing, while it needed to freeze for 38 days to reach
2 m in Scheme B. Additionally, the thickness of the frozen soil curtain at the central axis of
the steel pipe in Scheme A was also greater than that of Scheme B. Therefore, Scheme A is
better than Scheme B. Figure 11 shows the thickness of the frozen soil at the central axis of
the steel pipe, including the upper section and the bottom section.
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Figure 9. Temperature cloud graphs of the different layouts of the enhancing freezing tubes: Scheme
A (a); Scheme B (b).
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Figure 10. The thickness of the frozen soil between the pipes.

In summary, the layout of the enhancing freezing tubes should be fully considered
in promoting the full flow of air in the hollow pipe. The basic law of air flow is that the
colder air sinks to the bottom while the warmer air floats to the top. For the pipe jacking on
the upper part of the FSPR structure, the layout of the enhancing freezing tubes should be
slightly outside the excavation surface. The specific position can be fine-tuned according to
the steel jacking process. Generally, it can be located at about 15 degrees counterclockwise
to the horizontal radius of the hollow jacking pipe, as shown in Figure 7a.
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Figure 11. The thickness of the frozen soil at the central axis of the steel pipe.

4.2. The Operating Duration of the Enhancing Freezing Tubes

According to the above results, Scheme A is the best plan. The operating duration
of the enhancing freezing tubes was also set as a simulation scheme, involving weather,
to make the enhancing freezing tubes maintain an active freezing duration of 60 days,
recorded as Scheme C and Scheme D. The master freezing tubes continued working during
this period.

Figure 12 shows the temperature cloud graphs for different operating durations. After
60 days of freezing, the thickness of the frozen soil curtain in Scheme D still struggled to
reach the thickness required by the design.

A -1

-15

-20

=25

¥ -8

40 days 50 days
(b)

Figure 12. Temperature cloud graphs of the different operating durations of the enhancing freezing
tubes: Scheme C (a); Scheme D (b).
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Figure 13 compares the development conditions of the frozen soil curtains under the
two schemes. In Scheme C, the frozen soil curtain intersected on the 6th day of freezing, and
reached a thickness of 2 m in about 32 days. However, the frozen soil curtain intersected
after 17 days of freezing in Scheme D, and the thickness of frozen soil reached only 1.75 m
after 60 days of freezing, as shown in Figure 13. Moreover, the average temperature
showed a similar trend, struggling to meet the design requirements in Scheme D, as shown
in Figure 14. Therefore, Scheme C is better than Scheme D.
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Figure 13. The thickness of the frozen soil between the pipes.
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Figure 14. The average temperature of the frozen soil curtains.

Taking the construction period of Gongbei Tunnel into account, the master freezing
tubes and the enhancing freezing tubes should be operated at the same time during the
construction. However, this may cause the frozen soil area in the longitudinal partial area
to be too large during construction. Therefore, from the perspective of controlling frost
heave, it may be necessary to carry out intermittent operating and closing treatments for
the enhancing freezing tubes. In summary, Scheme C, in which the two types of freezing
tubes are working at the same time, should be the recommended scheme.

4.3. The Heat Preservation Measures of the Enhancing Freezing Tubes

In the construction of the freezing section of the pipe curtain in Gongbei Tunnel, the
hollow pipe had heat preservation measures in the longitudinal direction. The air con-
vection was not in an open state connected with the atmosphere, and the heat dissipation
caused by convection heat transfer in limited space was objectively limited. More impor-
tantly, the air convection in the hollow pipe can homogenize the cooling capacity of the
enhancing freezing tubes, so that the pipe can play the role of freezing. Therefore, whether
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the strengthening of heat preservation measures is beneficial to the freezing effect needs to
be studied through simulation comparison.

Figures 15 and 16 show that Scheme E (without heat preservation measures) has a
better freezing effect than Scheme F (with heat preservation measures). Because the heat
preservation measures promote the suppression of the cold source in the hollow pipe,
the thickness of the frozen soil in Scheme E is obviously greater than that in Scheme F,
including the thickness of the frozen soil between the steel pipes and that at the central
axis of the steel pipe, as shown in Figures 15 and 16, respectively. Therefore, Scheme E is
more effective.
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Figure 15. The thickness of the frozen soil between the steel pipes.
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Figure 16. Thickness of the frozen soil at the central axis of the steel pipe.

The average temperature of the frozen soil curtain in Scheme E was 5 °C lower than
that in Scheme F, as shown in Figure 17. The state of active freezing for 40 days is shown
in Figure 18. In Scheme F, the value of the air velocity field was slightly smaller than that
of Scheme E, due to the addition of heat preservation measures. According to the above
findings, the heat preservation material makes the temperature in the hollow pipe decrease
slowly, and the hollow pipe does not fully play the role of a large freezing pipe, reducing
the freezing efficiency.
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Figure 18. Velocity cloud diagrams of the enhancing freezing tubes with or without the heat preser-
vation measures (active freezing for 40 days): Scheme E (a); Scheme F (b).

Based on the above analysis, it can be determined that the heat preservation measures
of the enhancing freezing tubes cannot significantly reduce the loss of cooling capacity
of the tubes due to air convection heat transfer, but the freezing effect is significantly
weakened after the heat preservation of the enhancing freezing tubes. Therefore, there is
no need to install heat preservation measures during the freezing process.

5. Conclusions

In this paper, based on the unsteady conjugate heat transfer model, the temperature
field of the FSPR project including three heat transfer media—steel pipe, frozen soil, and
air—was successfully simulated, and the simulation accuracy can be used for engineering
guidance. Then, the simulation and analysis of the layout, operating duration, and heat
preservation of the enhancing freezing tubes in Gongbei Tunnel were carried out; the
following conclusions were obtained:

(1)  The greater the contact area between the enhancing freezing tube and the inner wall
of the steel pipe, the better the freezing effect. Considering both the freezing effect
and frost heave control, the semicircular enhancing freezing tube scheme is superior
to the other three shapes of freezing tubes.

(2) The enhancing freezing tubes arranged far away from the excavation surface (Scheme B)
have a better freezing effect.
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(3) The freezing efficiency is the highest when the enhancing freezing tubes and the
master freezing tubes are operated at the same time (Scheme C), but the enhancing
freezing tubes can be operated and closed intermittently according to the working
conditions to control frost heave.

(4) The effect of the heat preservation measures of the enhancing freezing tubes is not
obvious, but it does affect the cooling capacity of the air in the hollow pipe which, in
turn, affects the function of the hollow pipe as a freezing pipe, thereby affecting the
freezing effect. It is recommended not to use heat preservation measures (Scheme E).
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Abstract: The freeze-sealing pipe roof (FSPR) method has been applied to the Gongbei tunnel of the
Hongkong-Zhuhai-Macau Bridge, which is the first application of this method in the world. The
purpose of the ground-freezing method is soil waterproofing. Temperature is an important indicator
for measuring the freezing effect; however, the FSPR method involves unsteady-state conjugate
heat transfer between frozen soil, steel pipes, concrete, air, and other media. This paper proposes
an unsteady-state conjugate heat transfer model and establishes a global solution algorithm of a
strong coupling governing equation based on the virtual density method. Then, a calculation based
on COMSOL software is realized and validated. The sensitivity of different factors such as initial
formation temperature, different soil layers, and brine temperature on the freezing effect was studied
by simulating the FSPR model. It is concluded that the brine temperature had a greater impact
on the freezing effect, followed by the soil layer, whereas the formation temperature had the least
impact. For muddy silty clay, if the brine temperature is —20 °C, it takes 44 days to meet the design
requirements of 2 m. If the brine temperature is —30 °C, 27 days is enough. When the formation
temperature is 20 °C, it takes 20 days for medium gravel sand to reach the thickness of the freezing
curtain, and 32 days for muddy silty clay. Compared to other soil layers, the freezing effect of the
medium gravel sand is relatively better. This research has a certain impetus to similar multimedia
freezing heat transfer issues.

Keywords: freeze-sealing pipe roof (FSPR) method; artificial ground freezing; frozen soil; heat
transfer; freezing effect

1. Introduction

The freeze-sealing pipe roof (FSPR) method is a new type of tunnel construction
method combining the artificial ground freezing method with the pipe-roofing method [1].
It was first applied to the Gongbei tunnel of the Hong Kong—Zhuhai-Macao Bridge [2].
Many scholars have studied the FSPR method through theoretical derivation, laboratory
experiments, field tests, and numerical simulation [3,4]. Also, some scholars studied the
design and construction of the pipe-shed freezing method. However, there is a fundamental
difference between pipe-shed freezing and the FSPR method. For the FSPR method, the
purpose of the freezing method is soil waterproofing rather than loading, and temperature
is an important indicator to measure the freezing state [5]. At present, there are analytical
solutions and numerical analysis methods for studying the temperature field. However, the
analytical solution must be based on the specific pipe position layout [6], which does not
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apply to the special pipe position layout of pipe-curtain freezing [7,8]. Because the frozen
pipe in the FSPR method is set inside the steel pipe, its heat conduction mode is different
from that of the traditional frozen pipe directly contacting the soil. The heat transfer process
involves different media such as concrete, steel pipe, soil, air, etc. [9]; thus, the numerical
calculation method is more complicated. Relevant scholars have used numerical calculation
to analyze the freezing temperature field of the FSPR method [10]. An analytical solution
for the temperature field of the FSPR method is based on the Laplace equation boundary
conditions for the dislocation arrangement of the single circle pipes [11]. The above research
greatly simplifies the model and does not fully consider the heat transfer process between
steel pipe, concrete, soil, air, and other media. Therefore, unsteady-state conjugate heat
transfer theory is applied to the numerical simulation of the FSPR method [12], which has
been applied to the simulation of high-pressure turbines and certain fluid-related parts of
aircraft [13]. The term conjugate heat transfer refers to a heat transfer process involving
the interaction of heat conduction within a solid body with either the free [14], forced, or
mixed convection from its surface to a fluid flowing over it [15]. It finds application in
numerous fields, from thermal interaction between surrounding air and fins to thermal
interaction between flowing fluid and turbine blades [16-18]. At present, there is no
freezing simulation of engineering temperature field involving three media such as that of
the FSPR structure. Based on the above, this paper takes the FSPR method of the Gongbei
tunnel as the research object, proposes an unsteady-state conjugate heat transfer model,
establishes a global solution algorithm of a strong coupling governing equation based on
the virtual density method that can accurately describe this kind of heat transfer process,
and analyzes the sensitivity of the factors such as initial formation temperature, different
soil layers, and brine temperature affecting the FSPR effect.

2. Engineering Description of FSPR Method in Gongbei Tunnel

Gongbei Tunnel is the critical link connecting the Hong Kong—Zhuhai-Macao Bridge
and Zhubhai [19]. It was constructed with the FSPR method, which is the combination of
the pipe-roofing method and artificial ground-freezing method. The layout of the FSPR
method is shown in Figure 1 [20]. It is composed of 36 steel jacking pipes with a diameter of
1620 mm and a thickness of 20 mm. Odd-numbered steel pipe jacking is filled with concrete.
Even-numbered steel pipe jacking is empty pipes, which are in a staggered layout, and the
spacing between pipes is 357 mm. Considering that it is convenient for the overlapping
of temporary support during the construction, the two kinds of steel pipe jacking are in
staggered layout. The height difference of the circle center is 300 mm, and the buried depth
of the tunnel is 4-5 m.

The construction of Gongbei tunnel consisted of four stages, the pipe jacking stage,
the freezing stage, the tunnel excavation stage, and the thawing stage. In the construction
stage of the pipe jacking, 36 steel pipes were sequentially jacked into a ring-shaped support
system by the pipe jacking machine. In the freezing stage, the low-temperature brine was
circulated through the freezing tubes such as the circular freezing tube, the enhancing
freezing tube, and the limiting freezing tube, so that the frozen soil reached the designed
thickness, forming a waterproofing curtain. The tunnel excavation stage excavated the soil
in different areas step by step, and the thawing stage restored the frozen soil to normal
temperature soil by circulating high-temperature brine after the excavation was completed.

Considering the calculation efficiency and symmetry of the structure, the typical part
of the above-mentioned FSPR was taken as the research object, including solid steel pipe,
hollow pipe, and the frozen soil between pipes, as shown in Figure 2.
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Ground surface

| Solid pipe O!
Depth 4-4.5 m i Hollow pipe O/

Figure 1. Layout of pipe roofing.

Enhancing
freezing tube]

Limiting
freezing tube

Concrete Concrete
Master support
freezing tube

Figure 2. Local view of FSPR structure.
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3. Calculation Model of Unsteady Conjugate Heat Transfer of FSPR Method
3.1. Mathematical Calculation Model

There are three types of freezing tubes in the FSPR method of the Gongbei Tunnel:
master freezing tubes with a diameter of 133 mm and thickness of 4 mm, limiting freezing
tubes with a diameter of 133 mm and thickness of 4 mm, and enhancing freezing tubes
with a diameter of 159 mm and thickness of 4.5 mm. The layout of the freezing tubes is
shown in Figure 3.

Enhancing freezing tubes

Limiting freezing tube

[>

Hollow pipe

Master freezing tubes

Figure 3. The layout of freezing tubes.

The freezing phase can be divided into the active freezing phase and the maintainable
freezing phase. The construction conditions of the two phases are completely different. In
the active freezing phase, the soil below the pipe-roofing has not been excavated, and the
model can be simplified into two-dimensions for convenience of calculation, as shown in
Figure 4a. In the maintainable freezing phase, the soil in the tunnel has been excavated, the
boundary condition is shown in Figure 4b.

The third-type boundary condition
(or the first-type boundary condition)

Solid body domain

The second-type boundary|
(thermal insulation)

Solid body domain

[The first-tupe boundary
condition(temperature
boundary)

Fluid domain

Conjugate heat
transfer interface

The third-type boundary condition
(or the first-type boundary condition)

The second-type boundary
(thermal insulation)

Solid body domain

The second-type boundary

(thermal insulation)

The second boundary condition

(a)

Solid body domain

The first-type boundary
condition(temperature
boundary)

Excavated soil

(b)

The second-type boundary
(thermal insulation)

Fluid domain

Conjugate heat
transfer interface

Figure 4. Calculation model of unsteady-state conjugate heat transfer of FSPR method. (a) Active
freezing period. (b) Maintenance freezing period.
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The left and right sides of the model are soil. According to the symmetry, it is set as
the second-type boundary condition, corresponding to the Neumann boundary condition,
which can be expressed as
oT
on )w,
where gy, is the heat flux value (W/ m?), A is the thermal conductivity (W/(m-K)), n is
the normal direction at the boundary, w is the interface, T is the temperature (K), and f is
the time (s).

Since the left and right sides are symmetrical, it is assumed that all heat fluxes passing
through the left and right sides are zero.

The upper edge of the model is the surface, which is set as the third-type boundary
condition, corresponding to the Robin condition, which can be expressed as

7A<g%>w =h(T1rTf) )

where 1 is the surface heat transfer coefficient (W /(m?-K)).
The freezing tube is a given temperature boundary, set as the first-type boundary
condition, corresponding to the Dirichlet condition, which can be expressed as

Jw = —A( t>0 (1)

Tw =const, T >0 )

The continuity condition of conjugate heat transfer interface is as follows: the conjugate
heat transfer interface between soil and air is a steel pipe wall where the continuous
conditions of temperature and heat flow shall be met; the expressions are

TW|1 = TW|H (4)

qwl = qwln ©)

In Equations (4) and (5), I and II represent the two regions.
In this model, the air is assumed to be laminar. At this time, the heat transfer of the air
next to the steel pipe is heat conduction, and the expression for the continuous condition of

heat flow is 5T
Ml | = T = Tp)| ®

where h f is the coefficient of flow heat transfer, A is the thermal conductivity of the solid,
Ty is the interface temperature, and its expression is

__a M oT
hf_Tw—Tf_ Tw—Tf(an)w 7

where A is the fluid thermal conductivity.
The heat transfer model in the solid adjacent to the interface is heat conduction, and
the expression of the heat flow continuity condition is

oT Y Tw — Ts

A=) | =
s(an)wl foAn |

®)

where T; is the solid temperature and An is the distance between the interface and the
center point of the solid unit.

3.2. Governing Equation
3.2.1. Fluid Domain Governing Equation

In this two-dimensional model, air heat transfer is regarded as fluid heat transfer,
and the fluid domain control equation is represented by three types of control equations
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(continuity equation, motion equation, and energy equation) [21-23]. The description
method adopts the Euler description method. Unless otherwise specified, rectangular
coordinates are used to represent Euler coordinates.

The continuity equation is determined according to the Law of Conservation of Mass.
In the rectangular coordinate system, the differential form of the continuity equation can
be expressed as
9  dpu)  9(pov) _

ot ox ay

©)

where p is the fluid density (kg/m?3), v is the velocity vector (m/s) and its components in
the x, y directions are recorded as u, v, respectively, and ¢ is time. The first term represents
the mass increment per unit volume in unit time; the last three items represent the net
outflow of mass per unit time and unit volume.

It can be expressed in vector form by using the divergence formula [24]:

9, .
L +div(pv) =0

(10)

v=uitoj=Rit+Yj

To describe the convenience and the simplicity of the motion and energy equations, the

concept of the satellite derivative is introduced [25]. Under Euler coordinates, the satellite
derivative is more complicated and can be expressed as

D dodx ddy 0 d
where the del operator, also known as the nabla operator [26], and the divergence of
the vector is divA = V-A. Then, the continuity equation is expressed by the following
derivative:
Dp

Dr + pdivv =0 (12)

The motion equation is determined according to the law of momentum balance. The
differential form of the motion equation can be expressed as

Do _ g, %x 9Py
P Dr =pF, + F + 3y (13)

Similarly, the divergence formula can be used to change Equation (13) into

p% = F+divP (14)
where the left part is the inertial force of unit volume fluid; the first term on the right is
the mass force F acting on the unit volume fluid, and the second term is the surface force
acting on the unit volume fluid where P is the pressure (Pa).

If air, as a fluid with a simple molecular structure, can be regarded as a Newtonian
fluid, the expression form of the motion equation will introduce the concept of Generalized
Newton’s law to obtain a special form of the motion equation. This equation is called the
Navier-Stokes equation, and the expression form is

D 2
‘061; = F — gradp + div(2uS) — ggrad(ydivv) (15)
In which, the left part represents the inertial force per unit volume of fluid, the first
term at the right part represents the mass force per unit volume, the second term represents

the pressure gradient force acting on the fluid per unit volume, the third term is the viscous
deformation stress, and the fourth term is the viscous expansion force.
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The expression of the energy conservation equation in thermodynamics is described
as the first law of thermodynamics. Taking the rectangular coordinate system as the Euler
coordinate system, the energy equation in differential form can be derived as [27]

D
oy = F-v+div(P-v) + div(AgradT)+po + @ (16)
where ¢ represents the heat transferred from radiation unit mass fluid in unit time (W/m?),
A is the thermal conductivity (W/m-K), & and is the internal heating rate (W/m?).
If the air is regarded as ideal air, the energy equation can be expressed as

pc% = div(AgradT) + @ 17)

where c is specific heat, which is an ambient-pressure specific-heat meter for fluids here
(J/kg-K). At this time, the three basic governing equations—continuity equation, motion
equation, and energy equation—constitute the differential equations for solving the fluid
domain. When solving the simultaneous equations, it is necessary to introduce the state
equation connecting P and p, and the equations can be solved. The ideal air state equation is

p = pRT (18)

where R is the air constant R = R/ M, Ry is the universal air constant, R is 8.31 J/K-mol,
M is the molar mass, and R is 287 ] /kg-K for air.

3.2.2. Solid Domain Governing Equation

In this model, the heat conduction of soil and concrete is regarded as solid heat
conduction. According to the Law of Energy Conservation and Fourier Law, the differential
equation of heat conduction in the solid domain is established as follows:

pc%—f = div(AgradT) + & (19)

Generally, when studying the heat transfer in the solid domain, only the heat con-
duction effect is approximately considered, and phenomena such as the convective heat
transfer of a small amount of air and liquid that may be contained in the solid and the
resulting water migration are ignored.

3.3. Numerical Implementation of Unsteady-State Conjugate Heat Transfer Model

Through the virtual density method, the global solution algorithm of a strong coupling
governing equation is established. The energy equation expressed in physical density is
as follows, and the implementation of the algorithm is based on multiphysics module
of COMSOL software (Femlab3.2a, Svante Littmarck and Farhad Saeidi, originated from
the MATLAB Toolbox, Stockholm, Sweden), which is a coupled tool for solving partial
differential equations.

di di di 0 ,Adi 90 Adi
S houe e = (E S (E 4o 20
pat+p”ax+p”ay ax(cax)+ay(cay)+ 20)

The density in Equation (20) was replaced by pc to solve the coupling boundary of the
steel pipe roof in unsteady-state conjugate heat transfer analysis to solve the problem of
heat flux continuity at the coupling interface of steel pipe roof in the analysis of unsteady-
state conjugate heat transfer [28,29]. Thus, the strong coupling governing equations’ overall
solution algorithm of the unsteady-state conjugate heat transfer model is as follows:

di di di 9, 0i 9 . 0i
pes; +pcuss +pcos = - A=)+ —(/\@

- /
dx dy ax( ox’ oy )+ @1
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In the process of soil freezing with phase transition, the sensible heat capacity method
was used to deal with the problem of soil freezing phase transition [30]. The sensible heat
capacity method takes the temperature as the function to be solved and establishes a unified
energy equation over the whole region, which is expressed in the form of “Equivalent
Specific Heat” [31]. The “Equivalent Specific heat” when the phase transition occurs at a
specific temperature T}, is

&T) = o(T) + L6(T — Ty)

C(T){CS(T) T<T,n;5(T_Tm){1 T =Ty (22)
o(T) T>T, 0 T#Tn

where 6(T — Ty,) is the Dirac function; a sensible heat capacity method model then emerges:
0T
pc%—t = div(AgradT) (23)

The phase transition of water in the soil freezing process is relatively slow, and it is
approximately completed within a certain temperature range. When using the sensible
heat capacity method to deal with the phase transition problem of the freezing process, the
unfrozen water in the soil must first be removed according to the experimental data. The
changes are divided into three sections: the severe phase transition zone, transition zone,
and frozen zone. Then, the phase transition is processed by the equivalent specific heat
parameter. The equivalent specific heat of the soil area in the energy equation is taken as

Cr T<T,
Ccy—cC Jw:
o(T)= s+ 1=, (T-Ty) + grgyor T <T<T (24)
Cy T>T,

where C,, and Cy are the specific heat of thawed soil and frozen soil, J/(kg-K); L is the latent
heat of water phase transition, taken as 334,560 ] /kg; w and w; are the total water content
and ice content of frozen soil; T, and T, are the upper and lower boundary temperatures
(k) of the phase transition zone of frozen soil. For the convenience of calculation, the
temperature is calculated in international Kelvin (k) and described in Celsius (°C).

4. Application of Unsteady Conjugate Heat Transfer Model of FSPR in Gongbei Tunnel
4.1. Assumptions and Calculation Model

The calculation models (a)(b) with a height of 11 m and a width of 6.15 m are shown
in Figure 4, and the thickness of both is 1.977 m. In the calculation domain, the cold source
freezing pipe wall was regarded as the first temperature boundary, namely the Dirichlet
boundary condition, and the refrigerant inlet temperature was taken as the boundary
temperature value [32]. When the air pressure is low and the temperature is high, it can be
treated as an ideal gas, including the air in the fluid domain. The air in the fluid domain
can also be regarded as a compressed fluid and considered as a viscous fluid. At this time,
the continuity equation and motion equation (Navier—Stokes equation) are changed [33].
Considering the causes of fluid movement, the flow state of air can be assumed as laminar
flow. The continuous condition of heat flux was also treated according to laminar flow in
the conjugate heat transfer interface.

According to the above assumptions, the strong coupling general control equations of
the calculation model were obtained [34]. The energy equation, ideal gas state equation,
continuity equation, and motion equation can be expressed as follows:
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In the numerical calculation and analysis, the multiphysics module of COMSOL was
used for the secondary development of the software combined with the strong coupling

pc%—{ = div(AgradT) + @
p = pRT

% + pdivv =0

pRY = F — gradp + div(2uS) — 2grad(udivo)

governing equations.

4.2. Soil Mechanics and Thermal Physical Parameters

The soil layer of the Gongbei tunnel mainly includes miscellaneous fill, sludge, mucky
silty clay, silty clay, silty sand, medium sand, and gravel sand. The soil layer crossed
by tunnel concealed excavation construction is mainly @, -3, @-3, ®-2, ®-3, and @-1.
According to the test report on physical and mechanical parameters of artificially frozen
soil in “Test Report on Physical and Mechanical Parameters of Artificial Frozen Soil at
Gongbei Port of Zhuhai Link of Hong Kong-Zhuhai-Macao Bridge” [35], the properties of
typical soil layers in Gongbei Tunnel are shown in Table 1, the freezing temperature of the

soil is shown in Table 2, and the thermal conductivity of soil is shown in Table 3.

Table 1. Properties of typical soil layers in Gongbei Tunnel.

Soil Layer Lithology Moisture Content w (%) Density p (kg/m Dry Density pq (kg/m
©) Artificial fill 16.05 1660 1470
®-3 Medium gravel sand 13.54 2000 1760
®-3 Muddy silty clay 47.6 1820 1230
®-2 Fine sand 18.25 1950 1650
®-3 Muddy silty clay 38.27 1880 1360
@-1 Sandy clayey soil 31.98 1890 1430

Table 2. The freezing temperature of the soil layer and unfrozen water content at —20 °C.

Soil Layer Lithology 0(°Q) Unfrozen Water Content at —20 °C (%)
® Artificial fill —0.5 0.02
®-3 Medium gravel sand —0.4 0.03
®-3 Muddy silty clay -11 0.4
®-2 Fine sand —1.6 0.05
®-3 Muddy silty clay -15 0.33
@-1 Sandy clayey soil -15 0.25
Table 3. Thermal conductivity of soil layer (W/(m-K)).
Thermal Conductivity at Different Temperatures
Soil Layer
-20°C -10°C 0°C 10°C 20°C
@ Artificial fill 1.962 1.690 1511 1.398 1.109
(®-3 Medium gravel sand 1.925 1.758 1.538 1.217 1.066
(®-3 Muddy silty clay 2.047 1.772 1.614 1.485 1.206
(-2 Fine sand 2.019 1.775 1.719 1.497 1.266
®-3 Muddy silty clay 1.994 1.893 1.643 1.402 1.344
(-1 Sandy clayey soil 2.030 1.790 1.623 1.442 1.319

According to the calculation formula of “Equivalent Specific Heat”, the unfrozen water
content in frozen soil is the prerequisite for calculating “Equivalent Specific Heat” [36].
According to the relevant experimental (O) conclusions of the Shanghai Yangtze River
Tunnel in the same coastal area, the water content of each soil layer at —20 °C was assumed

202



Buildings 2022, 12, 1370

as shown in Table 2, and it was assumed that the phase transition of water in the soil had
been completed at —20 °C.

According to the three regions of the phase change of the water in the frozen soil:
the severe phase transition zone, transition zone, and freezing zone, each soil layer is
divided into four sections from the freezing temperature to —20 °C, combined with the
above-unfrozen water content. The specific heat calculation results are listed in Table 4.
The values of dynamic viscosity of air at different temperatures are shown in Table 5.

Table 4. Equivalent Specific Heat of soil layer (J/(kg-K)).

Temperature (°C)

Soil Layer
>0°C 0-—-3°C —3--5°C —5--10°C —10-—20 °C <—20°C

(@ Artificial fill 1420 19,149.37 1902.62 1461.84 1374.49 1360

(®-3 Medium gravel sand 1410 16,026.31 1810.90 1442.00 1357.27 1340
(®-3 Muddy silty clay 1510 47,364.79 7326.67 2662.19 1643.43 1450
(®-2 Fine sand 1420 29,747.69 5502.70 1938.33 1417.27 1360

(®-3 Muddy silty clay 1630 45,990.22 9454.42 3023.12 1765.04 1560
@-1 Sandy clayey soil 1580 40,759.56 8285.30 2706.18 1638.75 1470

Table 5. Dynamic viscosity of air (uPa-s).

Temperature (°C) —40°C -20°C 0°C 10 °C 20°C 30°C

Dynamic viscosity

15.60 16.83 17.09 17.59 18.08 18.56

Considering that the change of pressure can be approximately ignored in engineering,
the specific heat of air is taken as the specific heat of constant pressure. Its value varies
with temperature, thermal conductivity, and specific heat are shown in Table 6. Other
material parameters such as steel pipe jacking and filled concrete related to thermal physical
parameters are shown in Table 7.

Table 6. Thermal conductivity of air (W/(m-K)).

Catalogue -30°C —-20°C —-10°C 0°C 10°C 20°C 30°C
Thermal conductivity 0.022 0.0228 0.0236 0.0244 0.0251 0.0259 0.0267
Specific heat 1011 1009 1009 1010 1012 1013 1014
Table 7. Thermal physical parameters.
Catalogue Density (kg/m?) Thermal Conductivity (W/(m-K)) Specific Heat (J/(kg-K))
Steel pipe 7850 44.7 459.8
Concrete 2344 1.835 419.8

4.3. Evaluation Criterion

The parameter value given above are brought into the strong coupling governing
equation, and the COMSOL software is used to calculate the freezing state of frozen soil.
The numerical model is shown in Figure 4a. There are two evaluation indexes to measure
the freezing state, one is the thickness of the frozen soil curtain between steel pipes, and
the other is the area of frozen soil, as shown in Figure 5. The cloud graph of the frozen
temperature field is obtained as shown in Figure 6. It can be seen that the index of frozen
soil develops with the freezing process.
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(a)

Midline frozen soil
thickness

The area of
frozen soil

Figure 5. Evaluation index.

(b) © (d) o

Figure 6. The freezing temperature distribution: (a) 30 days, (b) 40 days, (c) 50 days, (d) 60 days.

5. Result

Figure 6 is the freezing temperature distribution for 30 days, 40 days, 50 days, and
60 days. When the initial temperature is 20 °C, the model needed to be frozen for 40 days
to meet the design requirements of a 2 m thickness of frozen soil curtain between pipes.

Due to the uneven soil quality and uneven frozen soil boundary on the actual project,
it is impossible to monitor the actual boundary position of frozen curtain. Therefore,
the average thickness of the frozen soil is calculated through the temperature values of
monitoring points. According to the field experience of freezing for 40 days to reach a
thickness of 2 m, as shown in Figure 6, the model is basically consistent with the numerical
simulation results. It is difficult for general methods to obtain such engineering-scale
results. The simulation results are reasonable, and the model is validated. Therefore, due
to the complexity of site construction conditions, it was necessary to analyze the parameter
sensitivity of various factors affecting the freezing effect, such as different initial formation
temperatures, different soil layers, and brine temperatures to improve freezing efficiency.

According to the thickness of frozen soil and the area of frozen soil curtain between
jacking pipes, the sensitivity of initial formation temperature and different soil layers to the
freezing effect was analyzed.
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5.1. The Initial Formation Temperature

This analysis took the temperature change and the ground temperature gradient in
the formation of Zhuhai City into account. Three different initial temperature conditions
of 20 °C, 25 °C, and 30 °C were considered in the calculation model. When the third-type
boundary condition was considered, the ambient temperature was the temperature change
curve. Temperature change is generally expressed by trigonometric function [37]. The
third-type boundary condition with a heat transfer coefficient of 15 W/ (m2-K) was actively
frozen for 60 days, and the non-isothermal flow module in COMSOL was used to calculate
and compare three different initial temperatures.

As shown in Figure 7, the development of frozen soil thickness between pipe jacking
was quite different under different initial temperatures. Similarly, as shown in Figure 8,
the development of frozen soil curtain areas is investigated. The difference in frozen soil
thickness between pipes under similar initial temperatures for 40 days is about 0.1 m. The
freezing duration required for the midline of frozen soil thickness to achieve a representative
thickness at different initial temperatures is shown in Table 8. When the initial temperature
was 20 °C, the water-sealing path of frozen soil had been completely wrapped with pipe
jacking after freezing for 32 days. When the initial temperature was 25 °C, the fully wrapped
pipe jacking needed 37 days of freezing, and when the initial temperature was 30 °C, it
needed freezing for 40 days.

3.0 - —=— Initial formation temperature 20 °C
—=— Initial formation temperature 25 °C
—— Initial formation temperature 30 °C

2.5

Midline frozen soil thickness (m)

0 10 20 30 40 50 60
Freezing duration (day)

Figure 7. The thickness of frozen soil between steel pipes.

—=— Initial formation temperature 20 °C
3.5 - —— Initial formation temperature 25 °C
—— Initial formation temperature 30 °C
~ 3.0F
o
g
§ 2.5
<
.g
g 2.0
=
o
ERNE
32
]
N
° 1.0
=9
0.5
0.0 | | | | | |
0 10 20 30 40 50 60

Freezing duration (day)

Figure 8. The area of frozen soil curtain for different initial formation temperature.
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Table 8. Freezing duration of the frozen soil thickness midline at different initial temperatures (day).

Midline Thickness of Frozensoil (m)

Initial Formation Temperature

20°C 25°C 30°C
0.5 8 9 10
1.0 12 13 14
1.5 20 22 23
2.0 32 37 40
25 50 56 60

As shown in Figure 9, for the development of the average temperature of the frozen
soil curtain, after 35 days of freezing (at this time, the thickness of the central frozen soil
under the three initial temperatures was about 2 m), the average temperature of the frozen
soil was basically about —9 °C. The difference between adjacent cases was less than 0.1 °C,
and tended towards consistency with increase in freezing duration. Therefore, in the
construction of Gongbei Tunnel by the FSPR method, the initial temperature had a slight
influence on the freezing effect. The higher the initial formation temperature, the longer
the freezing process needs to last.

Freezing duration (day)

0 10 20 30 40 50 60
1 T T T T T T T

2r —=— Initial formation temperature 20 °C
—=— Initial formation temperature 25 °C
—=— Initial formation temperature 30 °C

Average temperature of frozen soil curtain (°C)

Figure 9. The average temperature of frozen soil curtain for different initial formation temperature.

5.2. Different Soil Layers

The main soil layers in the FSPR area of Gongbei Tunnel include six kinds of soil
layers: (D artificial fill, 3)-3 medium gravel sand, (®-3 muddy silty clay, (-2 fine sand, -3
muddy silty clay, and (?)-1 sandy cohesive soil. The initial temperature was set at 20 °C,
and the surface boundary was set as the third-type boundary condition with a surface heat
transfer coefficient of 15 W/(m?-K). It was actively frozen for 60 days. The non-isothermal
flow module in COMSOL was used to calculate and compare the above six soil layers.

As shown in Figure 10, there were considerable differences in the development of
frozen soil thickness between pipe jacking of different soil layers, which can be focused on
three typical soil layers: (3)-3 medium gravel sand, () artificial fill, $)-3 muddy silty clay.
The freezing duration required to achieve the midline of pipe jacking of the three layers
with representative different thicknesses is shown in Table 9.
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Figure 10. The thickness of frozen soil between jacking pipes.

Table 9. The freezing duration required for the frozen soil thickness midline in different soil layers (day).

Soil Layers
Midline Thickness of Frozen Soil (m)
(®-3 Medium Gravel Sand @ Artificial Fill (®-3 Muddy Silty Clay
0.5 6 7 8
1.0 9 10 12
1.5 14 15 20
2.0 20 22 32
25 30 32 50

Correspondingly, the frozen soil curtain area was investigated, as shown in Figure 11.
After the 3-3 medium gravel sand was frozen for 20 days, the water sealing path of frozen
soil had been completely wrapped by pipe jacking, while the () artificial fill completely
wrapped by pipe jacking needed to be frozen for 22 days to replace the soil. The (-3
muddy silty clay soil layer needed to be frozen for about 32 days.

—=— (®-3 Muddy silty clay

e (33 Medium gravel sand
5 —a ®-2Finesand
v (Artificial fill o
— —+— B-3 Muddy silty clay -
E 4} —«— @1 Sandy clayey soil v
< '(J
-
£ ,w"',
s 3
£ s
=
o ,’,
3 ’/'
12} 2 -
= /
[}
N
o
-
=
1k
0 1 1 1 1 1 1
0 10 20 30 40 50 60

Freezing duration (day)
Figure 11. The area of frozen soil curtain for different soil layers.

As shown in Figure 12, the average temperature of the frozen soil curtain in six soil
layers was lower than —8 °C after 20 days of active freezing and reached —10 °C after
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60 days of active freezing. Although the average temperature difference of frozen soil in
each soil layer was not large enough, there was also a certain difference. Essentially, the
difference between soil layers lies in equivalent specific heat and thermal conductivity.
When the temperature was —3-—5 °C, the equivalent specific heat of medium gravel sand
was only 1810.9 ]/ (kg-K), much smaller than other soil layers, and some could reach up to
9454.42 ]/ (kg-K). The freezing effect of the medium gravel sand soil was relatively better.

Freezing duration (day)
0 10 20 30 40 50 60

0 T T T T T T

—=— @-3 Muddy silty clay

— o+ (-3 Medium gravel sand
2r —+— ®-2Fine sand
—— aAuificial fill

IR | __ o (5-3 Muddy silty clay

__« (-1 Sandy clayey soil

Frozen soil curtain area (m?)

Figure 12. The average temperature of frozen soil curtain in different soil layers.

In conclusion, all soil layers could meet the freezing effect required by the design with
the freezing duration; however, different soil layers have a great impact on the freezing
effect. In practical freezing construction, it is necessary to pay more attention to the
differences in soil layers and carry out a different freeze scheme design.

5.3. Brine Temperatures in the Freezing Tube

Here, ®-3 muddy silty clay was taken as the calculated soil layer, the initial tem-
perature was set at 20 °C, the active freezing was set for 60 days, and the initial brine
temperature pouring into the freezing tube was set at —20 °C, —30 °C, and —40 °C, respec-
tively. The non-isothermal flow module in COMSOL was used to calculate and compare
three different brine temperatures. There were significant differences in the midline of
frozen soil thickness, as shown in Figure 13. The freezing effect was the best when the
brine temperature is —40 °C. It can be seen that the freezing effect was better when the
initial temperature of inflow brine in the freezing tube was lower. Therefore, in the case
of the buried depth of Gongbei Tunnel, from the perspective of engineering accuracy
requirements, it the brine temperature of the freezing tube can be set as low as possible.

Table 10 shows the freezing duration required for the midline of pipe jacking to achieve
a representative thickness at three different brine temperatures in the freezing tube. If the
brine temperature is —20 °C, it will take 44 days to meet the design requirements of 2 m.
If the brine temperature is —30 °C, 27 days will be enough. If the brine temperature is
—40 °C, then 20 days can meet the requirement.

Freeze duration depends on freezing intensity and medium. The freezing strength
is the cold source, that is, the given brine temperature; the specific heat and thermal
conductivity of the medium were directly related to the freezing efficiency, which is the
essence of the soil layer difference in this paper.
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Figure 13. Thickness of frozen soil in the middle line between pipe jacking.

Table 10. The freezing duration required in different brine temperatures (day).

Midline of Frozen Soil Thickness (m)

Brine Temperature

-20°C -30°C —40°C
0.5 16 8 7
1.0 25 15 12
1.5 34 22 16
2.0 44 27 20
2.5 60 35 23

6. Conclusions

The point of this study is to consider the coupled heat transfer between air and soil.

According to the theory of unsteady-state conjugate heat transfer, a complete mathematical
model was established to analyze the sensitivity analysis of the calculation parameter to
the freezing effect of Gongbei Tunnel.

@

@)

©)

A mathematical model of unsteady-state conjugate heat transfer based on the FSPR
method is established, containing three governing equations in the fluid domain
(continuity equation, motion equation, and energy equation), differential equation
of heat conduction in the solid domain, and continuity condition of conjugate heat
transfer interface. The numerical simulation results verify the rationality of the model.
Through the sensitivity analysis of the factors affecting the freezing effect, it is con-
cluded that the brine temperature has a greater impact on the freezing effect, followed
by the soil layer, where the formation temperature has the least impact. For muddy
silty clay, if the brine temperature is —20 °C, it takes 44 days to meet the design
requirements of 2 m. If the brine temperature is —30 °C, 27 days is enough. When
the formation temperature is 20 °C, it takes 20 days for medium gravel sand to reach
the thickness of freezing curtain, and 32 days for muddy silty clay. Essentially, the
difference between soil layers lies in equivalent specific heat and thermal conductivity.
When the temperature is —3~—5 °C, equivalent specific heat of medium gravel sand
is only 1810.9 J/(kg-K), much smaller than other soil layers, and some can reach up
to 9454.42 T/ (kg-K). Compared to other soil layers, the freezing effect of the medium
gravel sand is relatively better.

In the study, it was found that the initial brine temperature flowing into the freezing
pipe would also affect the freezing effect. In engineering practice, the initial tempera-
ture in the freezing tube should be controlled reasonably to achieve the best freezing
effect without wasting resources and reducing frost heave.
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The study provides valuable and operable guidance for practical engineering. How-
ever, the model in this study also has some limitations that can be further explored. For
example, when establishing the strong coupling general governing equation of unsteady-
state conjugate heat transfer, the assumption that the flow state of air is regarded as laminar
flow and the assumption that air is approximately regarded as ideal gas still need to be
further verified.
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Abstract: Heating systems are essential municipal infrastructure in winter, especially in severe cold
cities of China. The safety and efficiency of heating systems greatly affect building energy efficiency
and indoor thermal comfort. Heating networks (HNs), playing the role of transportation, are the key
parts of heating systems. In HNs, hydraulic models could be affected by the accuracy of resistance
characteristic parameters, which are expressed by pipe friction parameters (PFPs) in this paper. As
the uniqueness of the estimation results of PFPs has not been discussed in previous studies, this
paper builds an estimation method of PFPs by dividing two types of pipes, substituting variables
and establishing a split-step linearization method. Combining with the theory of matrix equations,
the decision conditions and solution methods for obtaining the unique estimation results of PFPs
are determined. Theoretical analysis and case study results show that estimation values of PFPs
can be obtained by utilizing measured data under multiple hydraulic conditions. In the example of
DN and the simple actual HN, the average estimation deviation of PFPs is 1.42% and 1.86%, which
are accurate enough for actual engineering. Estimation results of PFPs obtained by this method
guarantee the accuracy of analysis and regulation in heating systems and improve social energy
utilization efficiency.

Keywords: energy efficiency; hydraulic model; pipe friction parameters; civil engineering

1. Introduction

With rapid urbanization and residents’ requirements for thermal comfort, the total
heating floor area in Northern China reached 10.8 billion m? in 2019. Approximately 5% of
the total energy consumption of the country was utilized for space heating [1]. Reducing
the energy consumption of heating systems is the key to achieving carbon peak and carbon
neutrality in China. Heating networks (HNs) are the carrier of heat medium (hot water) in
heating systems, and their major function is to transport and distribute heat medium on
demand [2]. An HN needs to make the flow and thermal energy meet the requirements at
the same time, that is, to achieve hydraulic balance and thermal balance. Otherwise, uneven
heating, low energy efficiency or a high possibility of equipment failure appear easily. In
heating systems, hydraulic balance is an essential precondition for thermal balance, and the
hydraulic balance depends on the hydraulic model. Thus, obtaining the hydraulic model
of HN is the key to realizing the hydraulic and thermal balance.

The hydraulic model has two essential factors, which are the topology and resistance
characteristics of an HN. The design documents can provide the topology but not resistance
characteristics of an HN. There are three reasons listed as follows:
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1. Due to the complexity of an HN, it is impossible to ensure that the design and actual
resistance characteristics of the HN are completely consistent in detail;

2. Due to the initial adjustment of an HN, the resistance characteristics of the HN are
uncertain when it is just put into use;

3. Due to corrosion or blockage of pipelines (especially the long service ones), the
resistance characteristics may be far away from the initial state.

It is recognized as an effective method in that the resistance characteristics are deter-
mined by the real-time measured values of operation parameters (such as node heads and
outflows). In actual engineering, pipe friction parameters (PFPs) are commonly used to
express the resistance characteristics. If the estimation values of PFPs can be obtained, a
real-time hydraulic model of the HN can be constructed. Wang et al. [3] concluded that
the pump power consumption can be reduced to 85% by using the identified PFPs in the
hydraulic model. Moreover, the analysis of hydraulic and thermal conditions based on
estimation values of PFPs will greatly improve the energy efficiency of the HN, which will
be helpful in achieving carbon peak and carbon neutrality.

In actual HNs, the nodes are usually equipped with pressure sensors. Real-time
measured values of node heads can be obtained. HNs, being different from water supply
networks, are closed networks and composed of supply networks and return networks. (In
this paper, supply networks are taken as an example to analyze, and the analysis process of
return networks is the same as that of supply networks.) In the supply networks, the flows
of heat sources and heat users can be regarded as node outflows, which can be obtained
usually. Based on these conditions, the measured conditions for real-time estimation of
PFPs can be determined.

At present, the research on characteristic parameters estimation mainly focuses on wa-
ter supply networks. Scholars have studied estimation and calibration problems based on
least-squares methods of water supply networks for several decades. Nash and Karney [4]
calibrated hydraulic models based on the least-squares method, and an objective function
was expressed as the difference between measured and calculated values. Reddy et al. [5]
combined a least-squares method with Gauss-Newton method. This calibration method
was verified in a small-scale water supply network. Savic and Walters [6] researched a
simulation and calibration problem of water supply networks. The research result shows
that the accuracy of a calculation result by utilizing measured data over a period of time is
better than only relying on measured data under one hydraulic condition. Meirelles et al. [7]
considered operational flows as a basis of PFPs calibration. Meirelles’s method relieves
adverse effects on PFPs identification results obtained by using inadequate data. Shamloo
and Haghighi [8] added a genetic algorithm to solve an optimization model by utilizing the
sequential quadratic programming method. Better results can be obtained. However, the
time consumption of these calculation processes is enormous, especially for PFPs estimation
under multiple hydraulic conditions. Optimization methods based on least-squares meth-
ods have been widely applied in engineering. The objective is to search for an acceptable
result for hydraulic calculation equations. However, ensuring the acceptable solution (PFPs
values) is the same as the actual resistance characteristic cannot be guaranteed.

The mainstream of PFPs identification methods is based on least-squares principles.
However, analytic methods also play an important role in PFPs identification studies.
Lansey and Basnet [9] proposed a method based on the gradient method and non-linear
programming technology to estimate unknown parameters of water supply networks.
Calculation processes contain parameter estimation, calibration assessment and data col-
lection design. Jun et al. [10] chose measured data under multiple hydraulic conditions
and expressed results of non-linear equations. This method can be applied to inadequate
data. By using the Taylor series approach, Datta and Sridharan [11] proposed a method to
estimate unknown parameters by utilizing measured values of node heads and pipe flows.
Kapelan et al. [12] combined Levenberg-Marquard algorithm with genetic algorithms.
Relatively reliable results could be obtained with this method. For a water supply network,
Liu et al. [13,14] proposed an identification method of PFPs based on Moore-Penrose
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pseudo-inverse solution. Identification results are accurate enough for engineering when
the number of measured sites is relatively small. Further, in order to meet the current
demands of digital twin technology and intelligent heating technology, it is necessary to
develop a method to obtain real-time PFPs values [15].

Being different from water supply networks, an HN needs to be decomposed into
two sub-HNs, which increases calculation quantity. More importantly, in order to meet
the requirements of heating demand, the flows of HNs are usually constant and huge.
Therefore, accurate estimation of PFPs values is more important for HNs. Wang et al. [3]
developed an identification method to obtain hydraulic resistance of a branch HN. However,
500 operating conditions need to be provided if relatively small errors of the identified
hydraulic resistances are expected. Liu et al. [16] proposed a method to determine the PFPs
of a branch HN uniquely by using measured data of heads and outflows in all the heating
substations. However, it is difficult to apply this method directly to real-time PFPs analysis
of an HN, including loops. Tol [17] and Zheng et al. [18] applied Newton iteration method
in PFPs estimation of a branch HN. In the studies mentioned above, estimation methods
have been proposed for branch HNs rather than loop HNs, which are more common in
engineering. Equations described in hydraulic models are non-linear ones, also creating a
barrier for the HN study.

By utilizing measured data under multiple hydraulic conditions, this paper suggests a
new expression and decision condition to find unique estimation results of PFPs. Following
the four steps mentioned below, this study presents two examples of HNss, illustrating the
ability to obtain PFPs unique estimation values by utilizing measured data under multiple
hydraulic conditions. First, build a PFPs calculation equation by using mass and energy
conservation equations of an HN, and eliminate dependent variables by the relationship
of pipe flows according to the types of the pipes. Second, describe energy conservation
equations corresponding to tree pipes by relationships of operational data between different
hydraulic conditions. Third, transform matrix equations of a tree into a linear form. Finally,
analyze theoretically the probability of obtaining unique estimation values of PFPs, and
express the results of PFPs estimation by a solution of the corresponding matrix equation.

2. Methods

Hydraulic calculation equations (mass and energy conservation equations) can be
established by using operational data or PFPs of an HN. In the design calculation of HNs,
PFPs are viewed as known variables. In the estimation process of PFPs, some measured
data such as node heads and outflows are viewed as known variables. Pipes in an HN can
be divided into a spanning tree (tree) and a corresponding cotree (cotree). PFPs calculation
equations of an HN are first described by partitioned matrices and then transformed into
linear algebraic equations. According to theories of a linear algebraic equation and matrix
analysis, in order to obtain a unique solution, the number of equations being more than
or equal to the number of unknown variables should be ensured. However, in actual
engineering, the number of measurement sites is limited. In most cases, the number of
unknown variables is more than the number of (independent) equations in PFPs calculation
equations. This paper researches the PFPs estimation problem of an HN by increasing the
number of hydraulic conditions and establishes a theoretical framework for estimating the
PFPs values and obtaining unique values.

2.1. Basic Equations

Two matrix functions are defined before further study. Considering a matrix M of
dimension m X n, abs (M) is a matrix of dimension m x n. Every element of the matrix
abs (M) is the absolute value of the element of the matrix M at the corresponding position.
Considering a vector X of dimension n x 1, a matrix transform function D = D (X) is
defined. D is a diagonal matrix of dimension n x n. The ith diagonal element of D satisfies
this relationship D (7, 1)) = X (i), (i=1,2, ..., n).
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Considering an HN with 7 + 1 nodes and b pipes, hydraulic calculation equations can
be expressed in the following matrix form.

AG=Q, 1)
abs (ATP) = abs(AH) = D*(G) - S, 0))

where A is a basic incidence matrix, which contains information about which pipes are
connected to a particular node. The value of every element in matrix A can be defined as
—1 or 1 according to the pipe flow being towards or away from the node; else, if the pipe
flow does not connect with the node, the corresponding element is defined as 0. G is a pipe
flows vector, Q is a node outflows vector, P is a node heads vector, AH is a head losses
vector and S is a PFPs vector.

Generally, some operational data (node heads and pipe flows) can be obtained in the
PEPs estimation study. The main aim of this study is to search for unique values of PFPs by
using operational data. If all measured data of node heads and outflows under a single
hydraulic condition are available, there will be b + 1 equations and 2b unknown variables in
Equations (1) and (2). In an HN, b is greater than n. Thus, the number of unknown variables
is greater than the number of algebraic equations. Equations (1) and (2) are actually under-
determined. Thus, it is not able to find unique results of PFPs in the situation. To obtain
more algebraic equations, operational data of more hydraulic conditions are provided.
However, these algebraic equations are non-linear and cannot be solved directly. Thus,
a linearization method is needed to transform the non-linear equations into linear ones
during studying PFPs estimation.

Analyzing the feasibility of obtaining unique values of PFPs, the paper establishes a
split-step linearization method for PFPs estimation by using measured data under multiple
hydraulic conditions. Since measured data of node heads are widely used in the detection
and calibration of hydraulic networks [19,20], considering the most unfavorable estimation
conditions, the estimation processes assume there are no pipe flow sensors. (If there are pipe
flow sensors, the theory mentioned in this paper can be applied, obtaining better results.)

Since there are unknown variables S needing to be identified in the energy conserva-
tion equation (Equation (2)), the mass conservation equation (Equation (1)) can be used to
eliminate dependent unknown variables. Flows in tree pipes, satisfying the mass conserva-
tion equation, can be written as [21].

G = —A;1A/G +A1Q, (3)

where A; is composed corresponding to tree pipes, A; is composed corresponding to cotree
pipes, satisfying A = [A;, Aj]; G is composed by tree pipe flows, G; is composed by cotree
pipe flows, satisfying G =[G4, G;].

The energy conservation equation can be divided into two types. Head losses of tree
and cotree pipes can be written as follows, respectively.

abs (Afp) = abs(AH,) = D*(Gy) - Sy, @)

abs (A,TP) = abs(AH;) = D*(G) - S, )

where §; is composed of tree PFPs, S; is composed of cotree PFPs, satisfying S = [S;, S];
AH; is composed of head losses of tree pipes, AH; is composed of head losses of cotree
pipes, satisfying AH = [AH;, AH|]. Then, PFPs can be solved when head losses and pipe
flows are available.

2.2. Expression of PFPs Estimation

A variable representing a relationship of head losses between different hydraulic con-
ditions is introduced here. That is a critical process of solving PFPs calculation equations.
Head losses relationship of cotree pipes between multiple hydraulic conditions can be
written once the measured value of every node head is available. The first hydraulic condi-
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1/2
N abs (Ahf’l?(i)) Jwhen ARF (i) - ARV () > 0, BV (i) £0 (i=1,2,..., b—n;
1) = 1/2
© —abs (AR (1)), when AR (i) - ARV (i) < 0 k=1,2,...,m)

tion satisfying the condition Ahl(1> (i) # 0is chosen as a reference hydraulic condition. A

reference hydraulic condition can be selected randomly and does not impact the estimation
study. Then, a ratio of head losses in cotree pipe i between the kth and the first hydraulic
conditions can be written as follows:

an®) iy = ar® iy /anMV ), (=1, 2,..., b—mk=1,2,..., m) ©)

where Al (i) is the head loss in cotree pipe i and Ah;p(i) is a ratio of head losses in cotree
pipe i under the kth and the first hydraulic conditions. The superscript k is an order number
of hydraulic conditions.

Variables in energy equations contain both node heads and pipe flows. To eliminate
dependent variables in equations, a relationship between node heads and pipe flows
under multiple hydraulic conditions needs to be introduced. Considering pipe flows are
directional variables, a new vector variable AHZ(? of dimension (b — 1) x 1 is defined to
express relationships of cotree pipe flows under different hydraulic conditions. A ratio of

cotree pipe flow i between the kth and the first conditions (the ith element of AHI(?) is:

@)

By using Equation (7), a ratio of cotree pipe flow i is written by the ratio of head losses
in the corresponding pipe between the kth and the first hydraulic conditions. Combining
with cotree pipe flows under the first hydraulic condition, those under the kth hydraulic
condition can be expressed as follows:

6" =p(aHY) 6", (k=1,2,.., m) ®)
As dependent variables, pipe flows of a cotree do not appear except for the first

hydraulic condition. Under the kth hydraulic condition, Equation (4) can be written, in
view of Equation (8), as follows:

abs(ATP®)) = abs (AH") = D?(~a7'AD(8HY) -6V + A7 QW) St (k=1, 2,0, m) ©)

Anh (i) =

After eliminating cotree pipe flows under other hydraulic conditions except the first
one, Equation (4) can be substituted by Equation (9). Considering Equation (9) expresses a
non-linear equation, a new matrix variable is defined to transform Equation (9) into a linear

equation. A vector AH;Q of dimension n x 1 is introduced here. An element of this vector

is Ahg?, whose absolute value equals head loss in a tree pipe to the half power under the
kth hydraulic condition. Considering pipe flows are directional variables, the ith element

of AHF is:

1/2
(Ahfk>(z‘)> ,when AL (i) > 0

12 ,(I=1,2,...,m;k=1,2,...,m) (10
- (—Ah§k>(i)) ,when AL (i) < 0

where Ah;(i) is the head loss in tree pipe i. Equation (10) is preparation for transforming
PFPs calculation equations into linear ones. A new vector Sy, is defined to express a vector
related to a cotree PFPs. Sty has the same dimension as the vector S;. The relationship of

elements can be written as sy, = s, 1/ 2, meaning s, equals one divided by s; to the half
power. The linear calculation matrix equation of PFPs is written as:

D(AHE) sy + 4714 D(AHE ) -6V =a7'QY, (k=1,2,...,m) (1
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In Equation (11), coefficient matrices can be represented by node heads and outflows.
Unknown variables include cotree pipe flows and PFPs of a tree. The numbers of the two
kinds of unknown variables are b — n and n, respectively. Equation (11) can substitute
Equation (9) since it is a linear matrix equation and does not contain dependent unknowns.

Even though measured data of node heads and outflows under one hydraulic con-
dition can be obtained, there are n equations and b independent unknown variables in
Equation (11). As the number of pipes is greater than the number of nodes, Equation (11)
expresses an equation with the number of unknown variables being more than that of
equations. In this situation, accurate, unique solutions are unavailable. Thus, operational
data of multiple hydraulic conditions are needed to get more accurate results for PFPs.

2.3. Linear Expression of PFPs

If operational data of m hydraulic conditions are available, an integrated matrix
equation of PFPs calculation can be written as follows.

D(aHY) A;7'A;-D(aHY A1)
D(aH?) A;7'A;-D(aHY { S ] A71Q@

12
Gl(1) (12)

D(aH) Aria, D(aH) ATiQn)

There are m x n equations and b unknown variables. In Equation (12), if the number
of independent equations can reach b, there must be unique solutions. If the number of
independent equations is less than b, unique solutions cannot be reached. When the number
of independent equations can reach b, unknown variables, including tree PFPs and cotree
pipe flows under the first hydraulic condition, can be obtained.

Next, pursuing the values of PFPs can be transferred to solve Equation (12), which is a
linear matrix equation. Depending upon the results, there will be unique estimation values
of PFPs. To study Equation (12), the theory of matrix analysis is employed. There are two
cases according to the number of independent equations in Equation (12). If the number of
independent equations equals the number of unknown variables, a unique solution can
be calculated directly; if not, a Moore—Penrose pseudo-inverse is introduced to express
the solution of Equation (12) [13]. When the number of independent equations equals the
number of unknown variables, the special Moore-Penrose pseudo-inverse solution can also
express a unique solution of Equation (12) [22]. Estimation results of PFPs can be calculated
through the unique solution.

Since Equation (12) is a linear matrix equation, whether there is a unique solution
depends on the relationship between the numbers of algebraic equations and unknown
variables. When there are m hydraulic conditions, Equation (12) contains m x n algebraic
equations and b unknown variables. In those unknown variables, there are b — 1 cotree
pipe flows and 1 tree PEPs. A necessary condition to obtain a unique solution is the number
of algebraic equations greater than or equal to the number of unknown variables. However,
it cannot be guaranteed that the number of independent equations can reach b. If hydraulic
conditions of an HN are enough to express b independent equations, unique results of PFPs
may be obtained; if not, accurate solutions cannot be obtained.

As mentioned above, if hydraulic conditions are sufficient to obtain a unique solution
to Equation (12), the PFPs of a tree can be communicated directly. Cotree PFPs can be
expressed by cotree pipe flows under the first hydraulic condition. Inversion processes of
variables are written as follows:

si(i) = (sip() 2 (i=1,2,..., n), (13a)

s1=D72(6{V) -abs(am) = D72(G}") - abs (4T PV), (13b)
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According to the theory of linear equations, the number of independent equations
being b is a sufficient and necessary condition of the existence of unique solutions. The
number of independent equations in Equation (12) increases when adding hydraulic
conditions, increasing the probability of adding the number of independent equations. If
the number of hydraulic conditions can guarantee the number of independent equations
can reach b, there is no need to keep on adding hydraulic conditions. At the beginning of
PFPs estimation, the criteria mentioned here can be used to determine whether accurate,
unique estimation values of PFPs can be obtained, bringing the advantage of not needing
additional hydraulic conditions when there is no error with measured data.

With errors of measured data being considered, if measurement sensors are sufficient,
more accurate estimation results of PFPs will be obtained by increasing hydraulic conditions.
If not, increasing hydraulic conditions has no contribution to the accuracy of estimation
results of PFPs. There is a possibility of a large difference between estimation results and
real results of PFPs if measurement sensors are insufficient. The main processes of this
method are shown as in Figure 1.

Topology of A basicinci- |
the network dence matrix
Node @

Pipe flow
ratios matrix

Node outflows

Linearization transformation

Mass conservation
equations

Solving lincar Algebraic equations analysis

equations

No| PFPs results based on
Moore-Penrose
pseudo-inverse

Satisfy
solving condition

Pipe flows under one
PEPs results hydraulic condition

Figure 1. The main processes of the PFPs estimation method.

3. Case Study

To present application processes and demonstrate the effectiveness of the proposed
method, two cases of HNs are introduced in this paper.

3.1. An Example HN

The estimation method is verified by an example HN. In the example, PFPs values can
be calculated by utilizing measured data of node heads and outflows under two hydraulic
conditions. The topology of the HN is shown in Figure 2. This example HN contains twelve
pipes and nine nodes, wherein nine nodes represent three heat sources and six heat users.
In this HN, setting values of PFPs in pipe 1, 3,5, 8,9 or 10 is 3.6 x 10~*h?/m°, in pipe 2 or
4is 6.0 x 10~* h?/m?, and in pipe 6,7, 11 or 121is 7.2 x 1073 h?/m3. By using the values of
PEPs, node heads and outflows under two hydraulic conditions used in the next sections
(estimation processes) are computed by hydraulic calculation equations. In this example,
node heads and outflows of different hydraulic conditions are assumed as “known values”,
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and PFPs and pipe flows are considered as unknown variables. The known values under
two hydraulic conditions are shown in Figure 2.

The first hydraulic condition The second hydraulic condition
110 108
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—568 n pl nl p2 n3 —/14 —576 m pl nl p2 3 —701
i O —iidabse: Node head (m)
Node outflow (m*/h)

Figure 2. Schematic diagram of an example HN and known variables under two hydraulic conditions.

Pipes 6, 7, 11 and 12 in this HN are selected as cotree pipes. A linear equation is
obtained by submitting “known values” in Equation (12). The example HN contains
12 pipes and nine nodes. According to Equation (12), when there are two hydraulic
conditions available for PFPs estimation of the HN shown in Figure 2, there are 16 equations
and 12 unknown variables, including eight variables related to PFPs of a tree and pipe
flows of a cotree under the first hydraulic condition, illustrating a unique solution of
Equation (12) exists. Further, in Equation (12), the number of independent equations
can reach 12. According to the theory of linear equations, there are unique solutions to
Equation (12). Those unknown variables can be solved by calculation tools included in
Scilab 6.1.0. Then, the PFPs of the entire HN are calculated by Equation (13). The estimation
results are presented in Table 1.

By comparing with setting values of PFPs, the accuracy of PFPs estimation results
can be evaluated. Estimation values of PFPs are found very close to setting values, except
for the cotree pipes 6, 7, 11 and 12. The main reason can be concluded as follows. In the
inversion process of variables, PFPs values of a tree and a cotree are calculated out by
Equation (13). Since there is a one-to-one correspondence between PFPs values of a tree
and variables representing the values in Equation (13a), other operational data will not
be used in the inversion process. This process may give a small error. PFPs values of a
cotree need to be calculated by Equation (13b), in which pipe flows and node heads need to
be calculated through the inversion process. Not as direct as calculation of tree PEPs, this
process brings about limited calculation errors, leading to calculation errors accumulating
in PFPs values of a cotree. The maximum estimation deviation of every PFP is less than 5%,
and the average estimation deviation is 1.42%, which is accurate enough for engineering.
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Table 1. The estimation results of the example HN.

Pipe Setting Values of PFPs Estimation Values of PFPs Estimation Deviation of PFPs

No. (h*/m°) x 10-4 (h*/m®) x 104 (%)
1 3.6 3.58 0.56
2 6.0 6.0 0.00
3 3.6 3.63 0.83
4 6.0 6.04 0.67
5 3.6 3.60 0.00
6 72 68.4 5.00
7 72 73.4 1.94
8 3.6 3.63 0.83
9 3.6 3.55 1.39
10 3.6 3.57 0.83
11 72 73.6 222
12 72 70.0 2.78

3.2. A simple Actual HN

To further test the effectiveness of the proposed method, a simple actual HN, located
in Harbin City, China, is employed here. This HN represents a primary network that
connects heat sources and heat users (heating substations). The simple actual HN is shown
in Figure 3.
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Heat source
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Figure 3. Schematic diagram of a simple actual HN.

As shown in Figure 3, this simple actual HN contains 17 pipes and 16 nodes (including
a reference node, s1). In this HN, there are 14 nodes representing 2 heat sources and
12 heating substations, and pipe 10 and pipe 15 are selected as cotree pipes. All node
elevations are the same at 12 m. In this heating system, there are two circulating pumps
operating in parallel in both heat sources. Performance parameters of circulating pumps
are shown in Table 2.

Table 2. Performance parameters of circulating pumps.

Heat Source Pump Series Flow (m3/h) Head (m) Revolution (r/min) Power (kW)
sl KQSN/L350-M6 756 148 1480 710
s2 KQSN/L300-N4 563 96 1480 250

Setting values of all PFPs in the simple actual HN are shown in Table 3.

In this paper, multiple hydraulic conditions can be achieved by adjusting the valve in
every heating substation. However, the valves of pipes in both supply and return pipelines
are not adjusted, which can keep PFPs unchanged under different hydraulic conditions.
Based on previous study results, when there are measured data of two hydraulic conditions
available for PFPs estimation of the simple actual HN shown in Figure 3, unique estimation
results of PFPs could be obtained. In this estimation process, node heads and outflows
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under these two hydraulic conditions are considered “known values”, which are listed
in Table 4.

Table 3. Details of pipes in the simple actual HN.

Pipe No. From Node To Node Length (m)  Diameter (mm) (h2 /mE)F z 10-5
1 1 3 500 300 3.01
2 3 4 400 300 241
3 4 5 800 250 12.5
4 5 15 400 250 9.4
5 6 15 400 250 9.4
6 2 6 1000 300 4.81
7 2 7 400 350 1.07
8 7 8 300 300 1.8
9 8 9 300 250 4.7
10 10 9 500 200 253
11 16 10 500 250 7.83
12 11 16 500 200 253
13 12 11 700 250 11
14 1 12 700 300 421
15 13 16 700 200 35.4
16 14 13 400 250 6.27
17 15 14 400 300 241

Table 4. “Known values” for the simple actual HN.
Node Outflows (m3/h) Node Heads (m)
Node No.
The First HC ! The Second HC The First HC The Second HC

1 1055 700 200 180

2 900 552.36 173.10 170.09
3 112 56 193.01 177.36
4 46 32.2 189.71 175.97
5 68 612 176.54 170.54
6 211 844 170.42 168.96
7 256 163.84 168.38 168.39
8 167 56.78 165.38 167.39
9 172 92.88 162.65 165.89
10 321 250.38 161.44 164.04
11 79 26.86 177.23 170.44
12 287 246.82 186.18 173.14
13 100 79 167.14 166.59
14 136 102 168.46 167.40
15 0 0 170.37 168.52
16 0 0 166.42 166.16

! HC—hydraulic condition.

Details of the PFPs estimation processes are almost the same as those in Section 3.1.
The estimation processes are not repeated here. The estimation results are presented
in Figure 4.

As shown in Figure 4, estimation results of PFPs are close to those setting values
shown in Table 3. As a cotree pipe, the relative estimation deviation of pipe 15 (grey mark
in Figure 4) is 11.40% (the largest one). As the estimation result of pipe 15 cannot be reached
by direct calculation, the relative estimation deviation of pipe 15 is larger than those of
the rest of the pipes. This result seems not particularly ideal. If more accurate results are
expected, this estimation method theoretically should employ operational data of more
hydraulic conditions. In addition, pipe 10 (grey mark in Figure 4) is another cotree pipe
with a relatively larger estimation deviation, whose relative estimation deviation is 3.05%.
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(Relative estimation deviations of tree pipes are smaller than those of cotree pipes.) The
average estimation deviation of every PFP is 1.86%, which illustrates that the estimation
results of PFPs are accurate enough for actual engineering. The overall accuracy of those
estimation results of the simple actual HN is close to those of the example HN introduced
in Section 3.1. (As a matter of fact, relative deviations of PFPs estimation results could
be reduced further by adding operation data of more hydraulic conditions or choosing
different tree and cotree pipes division plans.)

40 -~ PFP
(h¥m’)x10~
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0 'Picho.
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Setting values of PFPs Estimation values of PFPs

Figure 4. Estimation results of PFPs in the simple actual HN.

4. Discussion

The two HNs mentioned above show the unique values of PFPs cannot be obtained
unless measured data of node heads and outflows under multiple hydraulic conditions are
available. When hydraulic conditions are sufficient, the number of independent equations
may reach the number of unknown variables. In the estimation processes, using the least
number of hydraulic conditions to identify unique values of PFPs can relieve the difficulty
of providing more hydraulic conditions. During the estimation processes, estimation results
of tree PFPs calculated directly may be more accurate. Both estimation results of tree and
cotree are accurate enough in engineering.

However, there are also two major limitations in this paper:

1. Inactual engineering, PFP estimation is inevitably affected by measurement errors.
The estimation principle herein is similar to that of the publication [16], and the unique
estimation results can be obtained theoretically. According to the research results of
Liu et al. [16], the influence of measurement errors on this series of methods is also
limited. Estimation results can satisfy the requirements of engineering applications.
Thus, error analysis was not included here.

2. In this paper, a large number of measurement sites are needed for obtaining opera-
tional data on HNs. Currently, only high monitoring levels or newly built heating
systems could meet the above requirement. In order to achieve PFPs estimation of
heating systems with lower monitoring levels or experiencing temporary failure in
individual sensors, PFP estimation based on deep neural networks is worthy of being
explored in the future.

5. Conclusions

In this paper, PFPs, representing the resistance of an HN, are introduced. Then, a
framework is proposed to identify PFPs values by measured data of nodes heads, but not
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pipe flows. The estimation processes can be achieved by solving matrix equation, which
makes a theoretical basis for obtaining accurate resistance models for actual HNs.

In the estimation processes, mass and energy conservation equations were divided
by a tree and a cotree. By eliminating dependent unknown variables and expressing
relationships between pipe flows and head losses under different hydraulic conditions, a
non-linear PFPs calculation equation was developed. This equation is then transformed
into linear algebraic equations, providing the probability of further analysis. From studying
these linear algebraic equations under multiple hydraulic conditions, the numbers of
independent equations and unknown variables are determined, which can be used as a
tool to judge a PFPs estimation problem. Estimation values of PFPs can be accomplished by
rapidly solving the matrix equations. Utilizing operational data under multiple hydraulic
conditions is highly advantageous to PFPs estimation because the number of independent
algebraic equations in the PFPs calculation matrix equation increases with the addition of
hydraulic conditions. If hydraulic conditions are sufficient, unique estimation results of
PEPs can be achieved, and no more hydraulic conditions need to be provided.

This method can find unique results of PFPs directly by solving matrix equations under
the least number of hydraulic conditions (usually from two to three hydraulic conditions),
being essentially different from previous estimation or calibration methods. The PFPs
estimation method mentioned in this paper improves the overall regulation and control
performance of heating systems and energy efficiency in buildings.
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