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Abstract: Gravitational processes on inaccessible cliffs, especially in coastal areas, are difficult to
study in detail with only in situ techniques. This difficulty can be overcome by the complementary
application of remote sensing methods. This work focuses on an active complex landslide affecting
the slope of the Tazones Lighthouse (Cantabrian coast, North Iberian Peninsula), which has been
monitored since June 2018. The aim of this research is to establish a conceptual model of the
internal structure of the slope. A remote multitechnique approach was applied, including landscape
deformation analysis from photogrammetric surveys, ground motion detection applying A-DInSAR
techniques and Sentinel-1 satellite data, and electrical resistivity tomography. The obtained results
showed the great potential of some of the remote techniques, such as UAV photogrammetry and
electrical tomography, and the ineffectiveness of others, such as A-DInSAR, which failed to provide
adequate results due to the profuse vegetation. This work made it possible to establish a geological
model of the functioning of the slope of the Tazones Lighthouse and to deduce the surface extent of
the destabilized mass (70,750 m2), the rupture surface shape (stepped), its in-depth extent (10–50 m),
the volume of materials involved (~3,550,000 m3) and the type of landslide (complex including a
predominant translational slide). The combination of field and remote sensing data significantly
increased the possibility of reaching a comprehensive geological interpretation of landslides on
rocky coasts.

Keywords: cliff; rocky coast; Cantabrian coast; UAV; photogrammetric surveys; A-DInSAR; electrical
tomography; geological model

1. Introduction

The Earth’s surface is constantly undergoing major geomorphological changes, both
spatially and temporally, which are mainly linked to the sensitivity of the relief to anthro-
pogenic and climatic changes [1,2]. This is especially relevant in the context of the global
change our planet has been facing in recent decades [3]. Many of the landslides caused
by natural causes are among the processes associated with global change and involve the
movement of land masses from the highest to the lowest part of slopes, sometimes reaching
volumes higher than 108 m3, in which case they are termed “Giant Landslides” [4]. The
rates of landform erosion due to these processes range between 2.65 and 5.17 mm yr−1 at
watershed scale [5]. Furthermore, these processes pose a hazard to human settlements, the
evaluation of which involves the creation of maps and predictive models. For this purpose,
geomorphological criteria and mathematical modelling are used at a cartographic scale,
while multidisciplinary studies and continuous monitoring are needed at a detailed scale
(discrete landslides) [6]. Remote sensing techniques are crucial for studying landslides and
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establishing the susceptibility of the terrain to these processes [7] and other gravitational
phenomena, such as subsidence [8].

In the case of active slopes, it is critical to establish the geometry of the landslides,
determining not only their spatial distribution at the surface and shallow depths, but also
the position of the rupture surface at depth, which is a challenging task. It is essential to
establish the foreseeable evolution of mass movement in the future and to estimate the
volume of material that can be mobilized [9]. With the aid of this information, predictive
risk and susceptibility analysis models can be constructed as a basis for taking the necessary
measures to prevent damage. On accessible slopes, the combination of monitoring tech-
niques and field work with remote sensing permits systematic predictive analysis [10,11].
However, in inaccessible areas, the use of remote sensing becomes a key tool to establish the
spatial distribution, the three-dimensional geometry in depth and the temporal evolution
of mass movements.

A particular case of inaccessible slopes affected by active gravity processes are coastal
cliffs, where a complex interaction between marine and subaerial processes occurs. This
leads to marine scour of the cliff base and different gravity processes, all leading to the
progressive inland retreat of the coastline. The retreat rate is conditioned by multiple
factors, but global data reveal that the main drivers are associated with the properties of
bedrock and its strength. In fact, in different cliffs around the world, average values of
erosion reach 2.9 cm yr−1 for hard rocks, 10 cm yr−1 for medium rocks and 23 cm yr−1 for
weak rocks [12]. Coastline retreat along cliff coasts is one of the major global problems
affecting densely populated coastal areas. Moreover, recent works show that cliff retreat has
experienced an acceleration in recent years: for example, in Great Britain, values between
2–6 cm yr−1 prevailed for most of the Holocene and contrast dramatically with historical
records of rapid retreat at 22–32 cm yr−1 at the same sites during the last 150 years [13].
However, cliff retreat rates are not necessarily regular over time. They could experience
sudden recession episodes due to the occurrence of voluminous landslides, potentially able
to produce tsunamis [14].

Considering that topographic and accessibility factors usually limit the development
of systematic in situ studies of unstable coastal cliffs, remote sensing techniques are essen-
tial for monitoring cliff retreat rates and evaluating their stability and potential impact on
threatened coastal communities. The Cantabrian coast (North Iberian Peninsula) is emi-
nently rocky [15], and, in some specific stretches, retreat rates of more than 2 m yr−1 have
been recorded over the last 15 years [16]. This work focuses on the unstable Tazones Light-
house cliff, located on the Cantabrian Coast where an active c. 70,000 m2 complex landslide
has been systematically monitored since June 2018 [17]. Slope movement presumably takes
place through a combination of translation and sliding mechanisms strongly influenced by
bedrock discontinuities, but some important questions remain unsolved. These include
the internal structure and the in-depth location of the rupture surface, which are crucial to
estimate the volume of displaced material. In this work, we aim to establish a conceptual
model of the internal structure of the Tazones Lighthouse slope by applying a combination
of remote sensing techniques to a previously known environment, studied on the surface
and characterized by means of geomorphological mapping and geomatic criteria.

As we will show, our main conclusions suggest that (1) unmanned aerial vehicle (UAV)
photogrammetry and geophysics provide good results, unlike A-DInSAR techniques, which
require the installation of passive reflectors; and (2) the integration of remotely sensed
data and those previously collected through in situ fieldwork make it possible to obtain a
coherent model of the functioning of the slope at depth.

Settings of Study Area

The study area is a 700 m long stretch of the Cantabrian coast facing north and east
(Figure 1). In this area, geomorphological activity was detected due to gravity processes that
caused the appearance of several cracks inland. This led to the destruction of a restaurant
located 150 m from the coast and increased activity of falling debris and blocks on the front
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of the cliff. The area was monitored by field work and UAV photogrammetric surveys
between June 2018 and May 2020 [17]. A set of complex movements have developed
affecting the Jurassic bedrock of the Lastres Formation [18,19], a multilayer sandstone
and marl dipping 14–17◦ north (towards the sea), which is affected by two families of
joints (J1: 166/75; J2: 85/89; [17]) and multiple fault systems (NE-SW, NW-SE, E-W and
NNW-SSE; [20]). This deltaic formation displays frequent changes in lateral facies and
strata thickness. Previous works refer to old jet mining works in the surroundings [21–23],
but no clear signs of mining were found in the field before, despite the fact that manual
cores were extracted in one of the areas where archaeologists referred to the presence of old
mining activity [17,24].

Figure 1. (a) Location of the study area in the North of Spain. (b) Lithology [25] and main geo-
morphological aspects of the study area (M, marine; F, fluvial; P, polygenic; G, gravity). Terrain
model: LIDAR-PNOA 2012 CC-BY 4.0scne.es. UTM coordinates ETRS89 30T. (c) Location of the
electrical tomography lines, markers and main cracks in the surroundings of the Tazones Lighthouse.
Background image: OrtoPNOA 2017 CC-BY 4.0 scne.es.

Various research techniques have been applied in the area, including structural and
geomatic measurements by total station and remote sensing, which have made it possible
to establish a 4D model of the evolution of the slope [17]. The first two years of monitoring
of the 38 installed marker points (Figure 1) showed that, spatially, the movement is strongly
influenced by lithology/rock structure (S0, J1, and J2) and, temporally, by rainfall/soil
moisture and/or storm swell [17].

However, one of the remaining challenges in the characterization of the Tazones
Lighthouse slope is the analysis of the internal structure and the exact depth of the rupture
surface. As shown below, the combination of different remote sensing techniques has made
it possible to achieve this objective, providing a solid basis for assessing both the degree
of stability of the slope and the volume of material that can be mobilized if, in extreme
circumstances, a sudden landslide event occurs.

2. Materials and Methods

The methodology of this study is based on a multitechnique approach and include the
following tasks, which are described in detail below: (i) analysis of landscape deformations
from photogrammetric surveys; (ii) ground motion detection, applying A-DInSAR tech-
niques and Sentinel-1 satellite data; (iii) realization of electrical resistivity tomography lines;
and (iv) geological and geomorphological interpretation of the Tazones Lighthouse slope.
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2.1. Analysis of Landscape Deformations from Photogrammetric Surveys

The photogrammetric surveys were performed with a quadcopter Icom3D Cárabo S3,
equipped with a Sony α5100 camera (24.3 Mpx CMOS sensor and pixel size of 4 μm) and
Sony E 20 mm f/2.8 prime lens. The APS-C size sensor (23.5 × 15.6 mm) involves a 30 mm
equivalent focal length for a full-frame sensor. The aerial surveys took place on 17 Novem-
ber 2018, and 29 November 2019, and flight planning was carried out using UAV-GeoFlip
software. The coordinates of the ground control points (GCP), nine permanent sites dis-
tributed throughout the study area (16 hm2), were measured using Topcon GR-3 receivers
linked to the Spanish GNSS Reference Stations Network (ERGNSS) of the Spanish Na-
tional Geographic Institute (permanent station XIX1; 5◦41′54.15187′′W/43◦33′28.94305′′N
coordinates) [26]. The observation method was approached with a fixed receiver at the
AUX301 control point (static GNSS permanent station XIX1, 6 h), and a mobile receiver
at the other GCP (rapid static GNSS) (Tables S1–S4; Figures S1 and S2). Achieving the
correct exposure, image quality and sharpness during photographic acquisition involved
a fixed shutter speed (1/800 s), medium apertures (f/5.6 and 6.3), and a maximum ISO
limited to 800. The average flight height for both surveys was 117 m above ground level.
The drone flights provided 167 images in 2018 and 162 in 2019 (6000 × 4000 px), ensuring
a ground resolution close to 2.2 cm/px, and almost 1.6 hm2 of average ground coverage
per photograph.

Photogrammetric processing was addressed using Agisoft Metashape Professional
(v. 1.5.2), a well-known software that is also widely used in coastal studies e.g., [27–29].
This produced for each aerial survey a 3D textured point cloud (RGB) with an average of
34 million points, providing a data density of 220 points/m2; a digital surface model (DSM)
with a 9 cm/px resolution; and an orthophoto with 2.5 cm of ground sample distance (GSD)
(Figures S3 and S4). The GNSS positioning of checkpoints using the receivers provided the
estimation of errors. The root-mean-squared error remained below 2.9 cm in both flights
(in X, Y), and averaged 2.48 cm for Z (Table 1).

Table 1. Estimated RMSE (cm) at ground control points and check points.

2018 2019

GCP (9) CP (12) GCP (8) CP (7)

X 0.028 1.445 0.528 2.863
Y 0.061 1.604 0.711 2.761
Z 0.014 3.438 0.341 1.538

The investigation on ground deformations was based on the comparative analysis of
the geomatic products available at different dates. In 3D, it involved calculating the dis-
tances between clouds using the Multiscale Model to Model Cloud Comparison algorithm
(M3C2), a plugin implemented in Cloud Compare software (v. 2.12). This tool offers a
robust way of obtaining distances using the local roughness of surfaces to estimate uncer-
tainty and makes it possible to differentiate significant changes [30], which demonstrates
its usefulness studying coastal areas e.g., [31,32].

2.2. Ground Motion Detection Applying A-DInSAR Techniques and Sentinel-1 Satellite Data

Advanced differential synthetic aperture radar interferometry (A-DInSAR) techniques
have been applied to detect ground motion. Available SAR data consisted of 113 IW-
SLC SAR images acquired by Sentinel-1A/B satellite in C-Band (5.5 cm wavelength) and
descending orbit, from 4 January 2018, to 5 February 2020 (Table 2). Two different ap-
proaches have been used for A-DInSAR processing: (i) PSIG chain [33,34], which is based
on the method of Persistent Scatterer Interferometry [35,36] and (ii) P-SBAS processing
service [37–39], available at the GEP [40,41]. Resolution of PSIG results is 14 × 4 m, while
P-SBAS resolution is 90 × 90 m.
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Table 2. Main acquisition parameters of the SAR satellite dataset used.

Satellite Sentinel-1

Sensor A/B
Band C

Wavelength 5.55 cm
Acquisition mode Interferometric Wide

Polarization VV
SAR product Single Look Complex

Acquisition orbit Descending
Temporal period 1 April 2018–2 May 2020

Revisit period 6–12 days
Resolution 14 × 4 m

Incidence angle 39◦
Track 154

Number of SAR images 113

A-DInSAR procedure consisted of the usual next steps: (i) co-registration of SAR images
and generation of wrapped interferograms; (ii) estimation of residual topographic errors
and line-of-sight (LOS) mean velocity over a network of points (PS) according to amplitude
or coherence threshold criteria; (iii) interferogram phase unwrapping and assessment of
deformation time series; (iv) estimation and filtering of atmospheric components; and
(v) geocoding and implementation of LOS mean deformation velocity map (mm yr−1) and
deformation time series (mm) in a geographic information system (QGIS software, v. 3.16).

2.3. Electrical Resistivity Tomography Lines

The resistivity study was developed on 13 August 2019, in the surroundings of the
Tazones Lighthouse, along two lines covering the area with the highest density of cracks
(Figure 1c): line 1 (L1), with a length of 210 m and an orientation of N55◦E, and line 2 (L2),
with a length of 207 m and an orientation of N10◦E. The positions of both lines, including
both terrain with evidence of instability and, a priori, stable terrain, were perpendicular
to the main detected cracks. The lengths of the lines were conditioned by the inacces-
sibility due to the steep terrain and the high density of vegetation. Electrical resistivity
tomography (ERT) acquisition was performed with an IRIS Syscal Junior Switch 72 system
and electrodes spaced 3 m apart. The dipole–dipole and Wenner–Schlumberger arrays
were developed on both lines. Both types of data were merged and inverted (with an
algorithm based on a robust inversion) at the same time to improve the accuracy and
stability of the resistivity sections. Resistivity sections were calculated considering the
most reliable data acquired in the field. Calculations on lines 1 and 2 were based on 1190
and 1312 apparent resistivity measures, respectively. Root-mean-squared error between
observed and calculated apparent resistivity was 12.05% for L1 and 16.39% for L2.

2.4. Geomorphological Mapping and Geological Interpretation of the Tazones Lighthouse Slope

Geomorphological mapping was performed through fieldwork and photointerpreta-
tion of the two photogrammetric surveys with UAV. The technical details of the aircraft
are given in Section 2.1. Elevation point clouds of both flights were used to derive digital
surface and digital hillshade models of the terrain surface (no vegetation filtering was
applied). Using the information of both photogrammetric surveys, we mapped the location
of cracks, the limits of the landslide area and the trace of four strata which can be easily
identified in both flights to track if they remain still, or if they shift with time.

Two topographic sections were completed using the digital elevation model informa-
tion based on the UAV point cloud taken in 2019. Both sections follow the geophysical lines
surveyed in 2018, L1 and L2, extending them to the cliff foot. The geophysical resistivity
models obtained for both lines were projected into their respective positions in the 2019 to-
pographic profiles to support the geological interpretation of the structure. Additionally,
the three families of discontinuities surveyed in the field (S0: 2/14; J1: 166/75; J2: 85/89 [17])
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were projected in the area not covered by the geophysical survey, considering a random
spacing based on the data taken from the geomechanical stations [17]. As sections are
not necessarily normal to the strike of these discontinuities, the apparent dip angles were
calculated using an alignment diagram [42].

3. Results

3.1. Analysis of Landscape Deformations from Photogrammetric Surveys

The comparison of the point clouds using the M3C2 algorithm reveals that 94% of the
studied area underwent changes that the software considers significant (Figure 2a). The
remaining 6% corresponds mainly to the area with the tallest trees. It also includes the
N end of the mass movement, a small land mobilization in the central-eastern part of the
study area, and isolated patches of the N–S oriented cliff located in the SE. However, the
forested area, with trees between 10 and 18 m high, is not representative for studying the
mass movement as it does not provide direct information on the ground surface. This area
with trees and shrubs was mapped from the orthoimages and digital surface models in order
to extract it from the point cloud comparison. Thus, the total comparison area is 5.5 hm2.

Figure 2. Results of cloud-to-cloud comparison. UTM coordinates referenced to ETRS89 30T. (a) Sig-
nificant change. (b) Distance (M3C2).

The M3C2 distance measurements (calculated prioritizing the z-axis), detect both
rises and falls in topographic elevation between the 2018 and 2019 flights (Figure 2b). The
extreme values in each case are +4.8 and −4.7 m, and the average is −0.1 m. However,
through field observations, it was estimated that a range of ±30 cm may be due to changes
in height of herbaceous vegetation, and that their movement may cause uncertainties
for photogrammetric reconstruction. This represents 60% of the investigated area, from
which, therefore, no conclusions on slope dynamics can be drawn. The most relevant
changes between the two point clouds lead to differentiating two zones according to the
predominance of positive and negative distances.

The distances associated with topographic collapse reach an extension of 1.26 hm2 and
are mainly concentrated along the southern edge of the wooded area. The range from −1 to
−3 m represents 11.6% of the total area studied, and mostly corresponds to two elongated
depressions in a NNW–SSE direction, with M3C2 distances varying between −0.8 and
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−2.7 m along their axes. Downward displacements greater than −3 m were only obtained
in 0.9% of the territory. On the other hand, the main positive distance values are found in
the northern perimeter, bordering the mass movement front. Very occasionally (0.5% of
the total area), at the northern end of the slope where a rocky block collapsed, they exceed
3 m but most of the calculated positive distances are between 30 cm and 2 m (15% of the
studied area).

3.2. Ground Motion Detection Applying A-DInSAR Techniques and Sentinel-1 Satellite Data

We obtained two LOS mean deformation velocity maps (mm yr−1) by means of PSIG
software and P-SBAS processing from GEP (Figure 3). The PSIG approach allowed us to
obtain 331 PS, with LOS ground deformation velocities between −5.3 and 8.5 mm yr−1,
265 of which have a velocity between −2.5 and 2.5 mm yr−1 (80.1%) (Figure 3a). In the case
of P-SBAS, only 20 PS were measured, for which the LOS mean velocities range between
−3.7 and 2.9 mm yr−1 (Figure 3b). All detected PS are outside the Tazones landslide area;
thus, the area cannot be monitored by A-DInSAR techniques. This can be due to (i) the
high complexity of this predominantly forested area and the absence of adequate natural
reflectors, and (ii) a mass movement velocity that is too fast to be detected by means of
A-DInSAR techniques. Even so, PSIG procedure substantially improves the obtained results
with respect to P-SBAS processing, due to the high degree of manipulation and control
of processing parameters along the whole PSIG chain and the large difference of spatial
resolution between the two software.

 
Figure 3. Tazones Lighthouse area LOS mean deformation velocity maps (mm yr−1). UTM coordi-
nates referenced to ETRS89 30T. (a) LOS velocity map obtained by PSIG approach (pixel resolution:
14 × 4 m); (b) LOS velocity map obtained by P-SBAS processing of GEP service (pixel resolution:
90 × 90 m). OrtoPNOA 2017 CC-BY 4.0 scne.es.
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The PSIG LOS mean deformation velocity map (Figure 3a) revealed that Villar village
and the Tazones Lighthouse building area are both stable zones, with LOS rate velocities
varying between −5.2 and 4.4 mm yr−1. Hence, these areas can be considered outside the
limits of the Tazones landslide area. The PS with deformations, with LOS velocities below
−2.5 and over 2.5 mm yr−1, could be related to different artefacts, such as uncorrected
atmospheric components or topographic and orbital errors. However, south of Tazones
village, there are four PS with LOS velocities of 5 to 8.5 mm yr−1, which could be related to
a landslide incidence (Figure 3a).

3.3. Interpretation of the Electrical Resistivity Tomography Lines

Line 1 displays a 5 to 10 m thick surface level, with relatively high electrical resistivity
values (>400 Ωm), tilted about 9◦ to the northeast (Figure 4a). This level is interrupted
by a high-resistivity anomaly (>9000 Ωm) 125 m away from the origin of the line, which
affects the entire thickness of the level without displacing it. In contrast, between 155 and
165 m, a second interruption is observed, coinciding with a small topographic trench area,
where the high resistivity level achieves 4 to 5 m vertical displacement. At greater depth
and below the high-resistivity uppermost level, a parallel low-resistivity interval (<35 Ωm)
is observed. This level is interrupted by two areas of slightly higher resistivity values
(<40 Ωm) at 115 m and 155 m, in a consistent fashion with the discontinuities described for
the overlying high resistivity level.

 

Figure 4. Electrical resistivity tomography profiles. (a) Line 1; (b) Line 2. Locations are shown in
Figure 1.

Line 2 shows a distribution of electrical resistivity zones of greater complexity than
Line 1. A high-resistivity (>3000 Ωm) interval of about 10 m thickness is observed between
130 to 195 m from the origin, tilted around 14◦ to the northeast and with increasing
resistivity values (>9000 Ωm) from 155 m onward. As in Line 1, a low-resistivity unit
(<100 Ωm) is observed below the upper high-resistivity unit, which progressively thins
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out southwards. This low-resistivity interval is interrupted by a narrow corridor of higher
resistivity values at 130 m from the origin. To the south, at 95 m from the origin, a vertical
anomaly is observed, recording intermediate resistivity values (180–400 Ωm) that reach
a depth of around 16 m, coinciding with a small topographic trench at the surface. This
discontinuity apparently does not shift the low-resistivity anomaly. Finally, close to the
origin of Line 2, another interval of high resistivity values (>3000 Ωm) can be observed
overlying on top of a low-resistivity interval (<180 Ωm).

Units showing intermediate-to-high resistivity values could correspond to sandstone
intervals of the Lastres Formation, reaching the highest resistivity values (>9000 Ωm) in
zones of enhanced porosity due to intense weathering of sandstone layers [43,44], open
cracks or widespread fractures. In contrast, low-resistivity anomalies are likely related to
either a higher content in clay materials (e.g., marly intervals of the Lastres Formation)
or in humidity. Regarding the subvertical resistivity anomalies that intercept zones of
high and low resistivity values, they could correspond to the development of incipient
cracks preceding the formation of open cracks, since they are consistent with recently
formed topographic depressions. For example, an open crack appeared two years after the
geophysical survey, precisely at the vertical anomaly located at 155 m from the origin in
Line 1, showing a vertical displacement of 2.5 m.

3.4. Geological and Geomorphological Interpretation of the Tazones Lighthouse Slope

Up to 16 cracks were identified based on the hillshade model derived from the UAV
flight of 2018 (Figure 5a). The longest and innermost one is a pair of parallel cracks running
in a NNW–SSE to NW–SE direction, which flank a topographic trench passing right in
between the Tazones lighthouse and the old restaurant. Based on these cracks and the trench
zone, we estimated the limits of the potentially unstable part of the cliff. Therefore, our
working hypothesis assumed that the unstable cliff portion extended from the semi-circular
trench area down to the cliff foot, covering a surface extent of c. 70,922 m2.

The hillshade model derived from the UAV flight of 2019 (Figure 5b) reveals that new
cracks were developing in the uppermost part of the slope. At the western end of the
study area, the new cracks broadened the extent of the unstable zone further inland than
expected in our working hypothesis. To the east, the topographic trench zone remained
stable, and the new cracks are clearly developing closer to the cliff than expected. Towards
the foot of the cliff, we noticed that three of the four stratification traces, identified in the
field and also recognizable in the 2018 and 2019 hillshade models, remain stable (a, b and c
in Figure 5b), while the material on top of layer c undergoes translational sliding according
to Varnes [45]. Thus, the rupture surface is presumably placed at the top of layer c or even
at a higher elevation in the cliff. In contrast, to the north, the rupture surface intersects the
topographic surface at greater depth (closer to the foot of the cliff) since the trace of layer d
slides downslope and even suffers toppling instability processes. Therefore, the unstable
portion of the cliff actually covers a surface extent of 70,750 m2. The gif animation provided
in the Supplementary Material (Video S1) shows that this portion of the slope undergoes
translational sliding, transitioning to flows and topples towards the foot of the cliff.

Regarding the internal structure, Figure 6 shows two topographic sections following
the geophysical tomography of lines 1 and 2, extending both profiles to the north until they
reach the foot of the cliff. The contact between the subhorizontal high- and low-resistivity
anomalies observed in line 1 is consistent with the apparent dipping of the stratification
following the direction of line 1 (about 9◦). The highest resistivity values coincide with an
open crack of 3 m wide and 10 m deep. The discontinuity observed in the high-resistivity
uppermost level, which causes an apparent displacement of c. 5 m, could be explained
as the result of a rupture surface that propagates downward following the J2 joints, for
which the expected apparent dip along Line 1 is 84◦N. At depth, the rupture surface could
be following a combination of S0 and J2 discontinuities until it intercepts the topographic
surface close to the top of layer c, at ~35 m above sea level. (Figures 5b and 6a). Regarding
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the J1 joints, their expected apparent dip along Line 1 is 51◦S, which is consistent with the
presence of toppling processes in layer d (Figure 5b).

 

Figure 5. (a) Hillshade digital terrain model created from the 2018 UAV, showing the position
of electrical tomography lines 1 and 2 (top) and the geomorphologic interpretation of the slope,
delimiting the potential extent of the unstable portion of the Tazones Lighthouse slope that defines
our working hypothesis (bottom). The yellow lines indicate the trace of four identifiable sandstone
layers of the Lastres Formation to compare their position over time. (b) Hillshade digital terrain
model created from the 2019 UAV (top) showing its geomorphologic interpretation and the limits of
the area affected by the complex landslide one year later (bottom). Only the trace of layer d shifted
downslope, indicating that the rupture surface daylights close to the foot of the cliff to the west, while
it intercepts the topographic surface at higher elevations to the east (atop layer c).

The second topographic profile follows Line 2 (Figure 6b) and is almost normal to the
strike of the stratification, hence showing its true dip (14◦N). The geologic structure seems
more complex with alternative high- and low-resistivity anomalies that could correspond to
sandstone and marl alternations of the Lastres Formation, and which are locally interrupted
by some discontinuities that cause the vertical displacement of anomalies and do not belong
to the two joint families known in the area (J1 and J2). The slope instability starts 150 m
away from the origin of this profile, where the highest resistivity level is interrupted by
some discontinuities that fit the expected apparent dip of the J1 joints (~73.5◦S) and J2
joints (~86◦N). Similar to Line 1, the rupture surface seems to be controlled by the S0 and J2
discontinuities, intercepting the topographic surface close to the foot of the cliff.
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Figure 6. (a) In-depth interpretation of the section running along Line 1 of the electrical tomography
and reaching the sea. (b) In-depth interpretation of the section running along Line 2 of the electrical
tomography and reaching the sea.

4. Discussion

Comprehensive monitoring of rocky coastal cliffs has been revealed as one of the
comprehensive ways to understand their medium- to long-term evolution. The different
monitoring methods we applied in the Tazones Lighthouse surroundings uncovered the
topographic changes that took place since June 2018, providing a better understanding of
the limits and internal structure of the unstable area.

Photogrammetric surveys made it possible to establish the areas where the main
deformations of the landscape occurred. Our initial hypothesis was proved to be wrong
in the south-western part of the landslide, as this is an area that did not show significant
displacement during the studied period (Figures 2 and 5). With respect to the results of
cloud-to-cloud comparison, the extreme values are not only very low in percentage, but
also spatially diffuse (Figure 2). They are not concentrated in specific areas, but rather
define a scattered mottling throughout the study area, especially in the wooded area (with
no notable groupings of pixels). Therefore, they are not considered representative values.

The application of A-DInSAR techniques provided inconclusive results, as LOS mean
deformation velocity maps obtained by PSIG and P-SBAS approaches (Figure 3) do not
show the real ground deformation in the Tazones landslide area, which has been revealed
by other in situ and remotely sensed methods. For this reason, we made new tests in
March–May 2020 to improve A-DInSAR results by means of different approaches into
the PSIG chain, such as densification of points and regional processing. None of these
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attempts have improved the results. In urban and densely populated areas, buildings
and infrastructure are suitable reflectors. However, in mountainous, rural and vegetated
areas, it would be necessary to install artificial PCR (passive corner reflectors) or AR (active
reflectors), which would ensure a good response from the SAR signal [46,47]. In the Tazones
Lighthouse Landslide, the installation of this type of device would improve the results
of A-DInSAR and help evaluate the deformation data of the terrain in the landslide area.
This system, boosted with artificial reflectors, has been successfully applied to forested
landslides [48,49].

The geomorphologic interpretation of derived UAV hillshade models allowed us to
refine the actual limits of the Tazones Lighthouse complex landslide and its classification
as a combination of translational slide with minor flow and topple processes near the
base of the cliff, where the rupture surface intercepts the topographic surface between 0
and 35 m above sea level. The geophysical survey provided new insights regarding the
internal structure of the slope instability, which displays low-tilting resistivity anomalies
that are interpreted as sandstone and marl rich strata. These subhorizontal anomalies are
interrupted by low-resistivity vertical anomalies that fit the expected apparent dip of the
two joint families, J1 and J2, which have been controlling the generation of new open cracks
at the surface since 2018 [17]. We interpret that the stratification and J2 are the two main
discontinuities favoring the in-depth propagation of the rupture surface, most likely of
stepped geometry, while J1 clearly favors the topple processes observed at the cliff base.
Therefore, considering its surface extent (70,750 m2) and average thickness (~50 m), the
volume of the Tazones landslide could approach ~3,550,000 m3. In the stable part of the
slope, the area called “filled trench” in Figure 6 shows a local anomaly with high-resistivity
values matching a topographic low that was considered the landslide scar in our initial
hypothesis (Figure 5a). This anomaly does not seem to be associated with any geological
structure, since no vertical displacement is observed in S0. Although there is evidence of
surface change in this area since 1984 [50], the cloud-to-cloud comparison and Video S1
show that this zone has remained stable in recent years. Moreover, the electrical tomography
results could be consistent with anthropogenic origin of this structure, as suggested in
previous works [24], which link this structure to old jet-mining labors. However, the
sediment cores extracted in the filled trench do not provide conclusive evidence to confirm
the jet mining theory [17]. Finally, we observed a couple of additional subvertical anomalies
in Line 2 outside the complex landslide influence that apparently cause a displacement
of the subhorizontal anomalies and do not fit the two families of joints described in the
area. We interpret these as potential faults affecting the Jurassic bedrock. A previous work
grouped faults into two main families, the orientation of which changes depending on
the zone [20]: a NW-SE system that can vary between N040W and N070W and dips over
70◦ mainly to the NE; and a NE-SW system that ranges from N020E to N060E and dips
between 70◦ and 85◦ to the NW.

5. Conclusions

In this work, a combination of remote sensing techniques (UAV, A-DInSAR and
electrical tomography) was applied to understand the internal structure of the active
complex landslide of the Tazones Lighthouse cliff on the Cantabrian coast. These techniques
have proved to be essential to complement the information previously available on the
activity of this landslide obtained by in situ techniques (geomatic monitoring, manual
soundings, hydrogeological, pluviometric, soil moisture and swell data).

UAV and electrical tomography provided important data to reconstruct the internal
geometry of the landslide and to delimit its spatial distribution and depth. However, the
A-DInSAR technique did not yield good results for this site, as it is a sparsely urbanized
area with profuse vegetation and few reflectors.

The conceptual model for the functioning of the slope developed in this work corrobo-
rates the previous findings regarding the influence of the lithological (marl and sandstone
multilayer) and structural (stratification, two systems of joints and faults) factors in the
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genesis and advance of the mass movement. Furthermore, the possible geometry of the
movement was revealed. In particular, the rupture surface is likely placed at 10–50 m depth
and shows a stepped geometry following both the stratification and the two joint families,
daylighting at 0 to 35 m above sea level. This made it possible to classify the movement
from a genetic point of view as a complex movement (with a predominantly translational
slip component, in addition to flow and topple) that mobilizes an estimated volume of
3,550,000 m3.

Electrical resistivity tomography did not only allow us to define the rupture surface
at the top of the slope and to estimate its position at the bottom, but also to find some
anomalies that could be compatible with structures of anthropic origin. Nevertheless, the
most remarkable result is that it revealed the existence of possible new rupture surfaces
consistent with the in-depth extension of the active cracks observed on the surface.

Remote sensing techniques have proven to be crucial to improve the understanding
of the functioning of active geomorphological processes in a coastal area with difficult
access. Their effectiveness was found to be particularly increased when previous data from
detailed in situ studies are available.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/rs14205139/s1, Figure S1. Position of Ground Control Points
(red points) and Check Points (yellow points) on the 2018 flight point cloud. Figure S2. Position
of Ground Control Points (red points) and Check Points (yellow points) on the 2019 flight point
cloud. Figure S3. Orthophoto obtained by 2018 flight. Figure S4. Orthophoto obtained by 2019
flight. Table S1. Coordinates of the Ground Control Points used in the November-2018 flight (GNSS
processing results). Reference system: ETRS89 30N. Orthometric altitude calculated with Geoid
EGM08-REDNAP. Table S2. Coordinates of the Check Points used in the November-2018 flight.
Reference system: ETRS89 30N. Table S3. Coordinates of the Ground Control Points used in the
November-2019 flight (GNSS processing results). Reference system: ETRS89 30N. Orthometric
altitude calculated with Geoid EGM08-REDNAP. Table S4. Coordinates of the Check Points used in
the November-2019 flight. Reference system: ETRS89 30N. Video S1: Gif animation built from the
hillshade digital terrain models obtained from the 2018 and 2019 UAV flights. Its visualisation allows
to observe the changes experienced by the Tazones Lighthouse slope, predominantly translational
sliding, transitioning to flows and topples towards the foot of the cliff.
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Abstract: The coastal reclamation, as one of the most extreme transformations of the ocean space
by humans, still lacks scientific quantitative evaluating methods to a large extent, compared with
the evolution of land use patterns. A cumulative ecological impacts of reclamation (RCEI) was
established in our study based on ecological influence characteristics of different reclamation types,
and the attenuation effect of reclamation on adjacent areas. It was characterized by spatio-temporal
features in decades. Here, we estimated that the cumulative reclamation area in the Bohai Sea from
1985 to 2018 was 5839.5 km2. Under the influence of human activity, proportions of the industrial and
urban boundary, marine construction boundaries (e.g., ports, wharves, and bridges), and protective
dams were increased significantly, which led to a sharp increase of the RCEI. In addition, spatio-
temporal changes of reclamation were affected by the combination of population growth, economic
development, urbanization, industrialization, and marine industry development in coastal cities.
These results provided an important historical reference for tracking future development of the Bohai
Sea by humans and provided basic data support for the development and protection of the ocean.

Keywords: coastal water; movable water bodies boundary (MWBB); cumulative ecological impact;
reclamation; driving factor; spatio-temporal heterogeneity

1. Introduction

The Circum-Bohai-Sea region has one of the densest populations and the highest de-
grees of urbanization and industrialization in China. At the end of 2019, the Circum-Bohai-
Sea region had a total population of 0.25 billion, accounting for 17.1% of the population of
China, with an annual GDP of 1.8 × 105 billion yuan, 20.8% of the GDP of China [1]. Rapid
economic expansion and accelerated population growth in the Bohai Sea have caused a
sharp increase in land reclamation [2,3]. Between the 1950s and 1980s, reclamation of
cultivated land in succession for the coastal area was focused on agricultural development
and food production. Between the 1980s and 2000s, coastal reclamation was aimed at
increasing salt and agricultural production. In recent decades, driven by the fast-growing
economy from 2000 to 2018, Bohai Rim city aggressively expanded coastal industries and
urbanization, which resulted in an increasing demand for reclamation. Along with the
rapid development of the Bohai Sea, the high-intensity reclamation activities have already
caused severe challenges to its ecological environment and the ecosystem service functions,
especially the widely distributed and typical coastal wetlands of the Bohai Sea [4]. Accord-
ing to the 2018 Bulletin of China’s Marine Ecological Environment, Ministry of Ecology
and Environment of the People’s Republic of China (2019), the Bohai Sea—as a part of the
Western Pacific Ocean and China’s inland sea, with land from three directions, surrounded
by Liaoning Province, Hebei Province, Shandong Province, and Tianjin City, and connected
with the Yellow Sea through the Bohai Strait—is the sea area with the most prominent ma-
rine ecological problems, e.g., pollutant emission, oil exploitation, and coastal reclamation
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in northern China [5,6]. The ecological degradation problems of the Bohai Sea are mainly
within its coastal waters, especially those near the Liaodong Bay, Bohai Bay, and Laizhou
Bay [7,8]. Therefore, since the “Action Plan for the Integrated Management of the Bohai
Sea” jointly issued by the Ministry of Ecology and Environment, the National Development
and Reform Commission, and the Ministry of Natural Resources in November 2018, the
most stringent management and control of sea reclamation has been implemented in the
Bohai Sea area in order to continually improve its coastal ecological functions and gradually
restore its fishery resources.

In order to protect the fragile coastal ecosystem that has been severely affected by
human activities and global climate change, recently, the assessment on the spatio-temporal
evolution of coastal reclamation and its impacts on marine ecosystem has attracted the
attention of marine management departments and has been studied from different perspec-
tives in different regions. For example, Chu et al. [9] investigated how reclamation activities
altered the coastal morphology and hydro-oceanography, resulting in the deterioration of
the tidal flat in Lingding Bay. Bi et al. [10] showed that reclamation changed the natural
properties of sea areas and coastlines with varying degrees of impacts on the health of
coastal and marine ecosystems, including ocean hydrodynamic conditions, water quality,
sediment environment, noise, food chain, biome structure, and diversity. However, the
existing research on reclamation has focused on descriptive statistics and habitats affected
(tidal flats, coastal sand dunes, freshwater bodies, sand reclaimed from the seabed, sea-
grass meadows, rocky reefs, etc.) [11], always considering the entire coastal regions as the
research unit; thus, little attention has been paid to the spatial and temporal variation in
ecological impact factors.

Research on reclamation change has employed a range of methods and approaches,
including remote sensing (RS), geographic information system (GIS) mapping, and field
surveys. For example, the remote sensing has been widely used to quantify coastal zone
changes, and fine-resolution orbital sensors (e.g., Landsat and Sentinel) are very advanta-
geous [12]. Most scientists use remote sensing images to extract coastlines (the boundary
between land and sea) to simulate the coastal erosion-siltation process and the dynamic
process of human reclamation development, which can then reveal the effects of the eco-
logical and economic impacts of coastal reclamation [13,14]. Shen et al. [15] established an
indicator system to investigate the cumulative impact of reclamation, so that the strategies
of ecosystem-based management can be applied in the Bohai Sea of China. Nevertheless,
research on cumulative impact of coastal reclamation characterized by spatio-temporal
features in decades remain insufficient. The current study provides an integrated approach
of the GIS technique and remotely sensed satellites data images for the objectives of coastal
topography analysis and ecological impacts of coastal reclamation assessment. The spatial
distribution characteristics of coastal reclamation were revealed, and their cumulative
impacts on the ecological were investigated.

In this paper, studies were focused on the development process, cumulative ecological
effects, and driving mechanism of reclamation in near coastal waters, and the conceptual
framework is shown in Figure 1. The goals were: (1) to establish a method to define and
identify the boundary of movable water bodies (MWBB) in coastal waters; (2) to draw
a diagram of the spatio-temporal changes of near coastal reclamation in typical coastal
waters; (3) to reveal the characteristics of the spatio-temporal changes of ecology with the
coastal reclamation; and (4) to identify the driving forces of reclamation.
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Figure 1. Conceptual framework of study.

2. Materials and Methods

2.1. Study Area

The Bohai Sea is a near-closed continental shelf in the Northwest Pacific between 37–
41◦N and 117–122◦E and is separated from the Yellow Sea with a line between Laotieshan-
jiao on the Liaodong Peninsula and Penglaijiao on the Shandong Peninsula. Its sea area
is approximately 77 × 103 km2, with a coastline of close to 3800 km. It has several bays,
including Liaodong Bay (the north of 40◦N), Bohai Bay (the west of 118◦E), and Laizhou Bay
(the south of 37◦N), as well as Central Bohai Sea and Bohai Strait. There are 13 cities along
its coastline, namely Dalian, Yingkou, Panjin, Jinzhou, Huludao, Qinhuangdao, Tangshan,
Cangzhou, Tianjin, Binzhou, Dongying, Weifang, and Yantai (Figure 2).

Figure 2. Location and change in boundary of movable water bodies of the study area.
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2.2. Data Source

The data used in this study were obtained mainly from the following four resources:
remote sensing images from the Landsat 5 satellite in June 1985, May 1994, and July 2003,
as well as the Landsat 8 satellite in May 2011 and June 2018, with no or little cloud cover,
were used to assess changes in the Bohai Sea’s coastal reclamation (Table 1); the vector data,
including data extracted from the geographic information system (the length of MWBB,
reclamation area, and its utilization types); the statistical data from the China Marine
Statistical Yearbook (1995–2018), the statistical yearbooks of Liaoning, Tianjin, Hebei, and
Shandong (1998–2018) [16–19]; and Google Earth Pro 7.3 data as a geographic reference for
correcting marine constructions such as ports, breakwaters, and cross-sea bridges.

Table 1. List of land satellite image data of Bohai Sea.

Region Year Image Sensor Path/Row

Bohai Sea 1985, 1994, 2003,
1998–2018

Landsat5 TM,
Landsat8 OLI.

120/034,
122/033,
121/032,
120/033,

121/034,
121/033,
120/032,
119/033

2.3. Defining and Identifying Method of the MWBB
2.3.1. A New Definition of the ‘Coastline’

The coastline is the boundary between the sea and the land, namely the outline of
a coast [20]. In this study, the MWBB was defined as the solid boundary (for example,
breakwaters, bridges, and artificial reefs) blocking the movement of the sea and destroying
its connectivity at the intersection of land and sea. The main difference between coastline
and MWBB is in their natural attributes. The natural attributes of land and sea, which are
emphasized by traditional coastlines, are important indicators of ocean management. For
example, in the sea surrounding the areas used for mariculture, the sea is still the sea, but it
has changed from a naturally moving water body to a basically non-moving one, indicating
that its physical and chemical properties have not changed, but its movement characteristics
have changed. However, the hydrodynamics, as an important factor affecting the ecological
health of the coastal water, is not reflected in the definition of traditional coastline. Therefore,
studies based on traditional coastline changes cannot reveal the impact of human activities
in the coastal water, which makes ocean management based on ecosystems impossible to
implement. On the contrary, with the method of defining and extracting the spatial position
of the MWBB in the coastal water, it takes into account whether the sea area reclamation
has hydrodynamic conditions and seawater exchange capacity as the foundation to reveal
the ecological effect and development of the reclamation and allows for the study of the
marine ecological and environmental protection. In this paper, according to Suo et al.’s
coastline extraction method, the spatial positions of the two lines were described under the
same remote sensing image, and the two lines showed significant spatial heterogeneity, as
in Laizhou Bay (from the Yellow River Mouth to Qimujiao), shown in Figure 3 [21].

2.3.2. The Method for Identifying the MWBB

On the basis of the knowledge of the morphological features, vegetation types, and the
development and utilization status, we established the relationships between the remote
sensing image shape, size, color or tone, shadow, location, structure, texture, and other
features and the corresponding interpretation types. Then, the MWBB types were classified
as bedrock, sandy, sand–powder silt, lagoon, estuary, pond, industrial and urban land, port,
or marine construction through visual interpretation of the remote sensing images. The
details are shown in Table 2.
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Figure 3. Comparison of positions of the MWBB and coastline in Laizhou Bay (from the Yellow River
Mouth to Qimujiao).

Table 2. Boundary defining methods of MWBB with different utilization types.

Boundary Types of Movable
Water Bodies

Spatial Location
Remote Sensing Information (Fusion of Bands 3,
4, and 5)

Natural boundary (including bedrock
boundary and sandy boundary)

Trace line of direct meeting of
land and water

Bedrock boundary: The remote sensing images have
a high reflectivity white color tone and are
surrounded by vegetation [21].
Sandy boundary: The reflection on remote sensing
images of sandy gravel bank and beach, which are
formed over time, is higher than that of other
features, and their textures are white and
uniform [22].

Reclamation
boundary

Boundary of the
pond dam Boundary of the pond dam

If there are engineering facilities that protect salt
pans, aquaculture ponds, and reservoirs, the
aquaculture pond is dark blue on the remote sensing
image, with uniform color, clear texture, flaky or
striped distribution [22]; the salt field is uneven
bright blue, with a clear texture, flaky distribution,
and vegetation coverage; the boundary of reservoir
is clear, with a gray dam.

Boundary of
protective dam

Contour line of the dam on
the sea side

If there are engineering facilities and linear dams
that protect the reclaimed land area, the land
reclamation has uneven color and clear internal
textures; the linear dams have clear and gray
textures, with generally small widths, and are
distributed in places where water and land
meet directly.
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Table 2. Cont.

Boundary Types of Movable
Water Bodies

Spatial Location
Remote Sensing Information (Fusion of Bands 3,
4, and 5)

Industrial and
urban boundary Contour line on the sea side

The boundaries are clear, including urban residential
areas, industrial areas, and roads, with clear internal
texture and uneven color, which is easy to identify
on remote sensing images.

Marine
construction

boundary

Extracted contour line on the
sea side if there is a port wharf

or an impervious offshore
structure

The boundaries are clear and easy to identify, with
ports and wharves, impervious offshore structures
(breakwaters and submarine tunnels), and
permeable marine structures (cross-sea bridges)
included, which are distributed mainly near urban
and industrial areas; offshore structures have
blurred, gray textures that are mostly in strips and
perpendicular to the land. On the basis of the
projected images of the offshore buildings from
Google Maps and the continuity of the water waves
on both sides, the water permeability is identified.

2.4. Ecological Cumulative Impact Assessment Model of Reclamation
2.4.1. Assessing System

Local extent and effects of coastal reclamation projects are increasingly reported,
which supports our judgment of the strength of the impact intensity and looks more
holistically at impacts of coastal reclamation on spatio-temporal scales through large-
scale survey work to interpret these impacts (Table 3). Based on the supporting data
of Table 3, the reclamation can change the original seabed topography, affect the tidal
capacity of the bay, and alter sediment dynamics [23]. If habitat is destroyed, biodiversity
decreases. The same holds true for pollution. For example, a port area would collect a
large amount of oily wastewater discharge from ships docking in it. These pollutants will
aggravate the seawater eutrophication, reducing biodiversity. In this study, according to the
6 aspects of reclamation effects on the ecosystem of the near coastal water (sedimentation
environment, hydrodynamic conditions, biodiversity, habitat, pollution, and noise), a
systematical assessment system was established (Figure 4).

In this system, the impact intensity and attenuation distance were used to reflect the
difference in the impact of different reclamation types. If the ecological impact was great,
the impact intensity was set to 1. If the ecological impact was moderate, the impact intensity
was set to 0.5. The impact intensity with limited ecological impact was set to 0 [24]. The
ecological impact assessment grade is divided using the equal interval breakpoint method.
The values ‘0’, ‘0.5’, and ‘1’ represent high, medium, and low impact, respectively.

The reclamation through infilling, with an engineering process similar to that of im-
pervious marine construction, will change the natural properties of the ocean significantly,
such as changing the sedimentary environment and hydrodynamic conditions, encroaching
on the biological habitats, destroying the marine biodiversity, and generating noise and
pollutants during the construction and development. However, the area of impervious
marine construction is usually very small, and it has a high impact only on the sedimentary
environment through noise pollution [15,25]. The enclosing reclamation and pervious
marine constructions (dams or buildings in the reclaimed area) can partially change the
natural properties of the ocean, and the enclosing reclamation has a high impact on the
hydrodynamic conditions, marine biodiversity, and pollutant emission. Most pervious
marine constructions are cross-sea bridges. During their construction and usage, pollutants
can be produced which threaten the biodiversity [5]. Additionally, noise pollution caused
by shipping activity in ports and marinas showed the greatest extent of modification.
Compared with ports, the noise pollution caused mainly by vehicles on the road, bridges,
industries, and urban areas, is relatively weak compared with ports and marinas [26].
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Therefore, in this study, the cumulative ecological impact values of infilling reclamation,
enclosing reclamation, impervious marine construction, and pervious marine construction
were set as 6.0, 4.5, 4.0, and 1.4, respectively (Figure 4).

Figure 4. Assessment system of impacts of different reclamation types on the coastal ecosystem.

Table 3. Supporting data for the reclamation impact intensity on the ecosystem.

Reclamation Types Evaluation and Survey Work of the Researcher

Infilling reclamation (e.g., industrial
and urban area)

1. Shifts in the spatial extent, configuration, and dynamics of natural habitats by altering
sediment dynamics and geomorphic connectivity [26].
2. Permanent change of the geomorphology of the coastal line and the physical processes
of the coastal system [27].
3. Production of pollutants from ports and factories as well as nutrients and pesticides
from croplands, resulting in deterioration of inshore and oceanic environments and
severely reduced biodiversity [11].
4. Habitat loss and sediment burial [28].
5. Sediment dynamics and hydrodynamics were weakened [15].
6. Destruction of habitats for fish; reduced water purification ability from narrowing and
even disappearance of gulf and bay area, increased water pollution, and frequent harmful
algal blooms [29].
7. Shrinking of the tidal mudfats; loss of marine habitat; reduction of the adaptive capacity
of shoreline ecological communities to sea level rise [10].
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Table 3. Cont.

Reclamation Types Evaluation and Survey Work of the Researcher

Enclosing reclamation (e.g., pond)

8. Same as article 6.
9. Same as article 7.
10. Production of pollutants from ponds and chemicals, such as antibiotics, resulting in
deterioration of inshore and oceanic environments [29].
11. Modification of flows of energy and materials [30].
12. In mariculture ponds, large number of residual bait, dead fish, and shrimp would sink
to the bottom of the ponds, and high-concentration organic wastes would be discharged
into the surrounding water bodies [31].

Marine construction (e.g., harbor,
seawall, bridge)

13. Same as article 4.
14. Port area would collect discharge large amount of oily wastewater from ships docking
in [32].
15. Noise pollution caused by shipping activity in ports and marinas showed the greatest
extent of modification, affecting seascapes at regional scales [32].
16. Physical barriers to the movement of organisms, materials, and/or energy within and
among habitats [31].
17. The hydrodynamic is significantly modified by a bridge piling [32].

2.4.2. Spatial Mapping

Previously, it was reported that coastal reclamation and development affected the
occupied and the adjacent areas, with a gradual attenuation of the RCEI when the distance
from the reclamation area was increased. In this study, an inverted “S”-shaped attenuation
function was used, and the attenuation effect was applied to the spatial mapping [33].

Typically, steps in the mapping were: with human–computer interaction recognition
as the method and the interpretation signs as reference, the different utilizations of coastal
reclamation was interpreted to obtain the vector data and to determine the size of the unit
according to the pixel size and the area of the evaluation area. In this study, the remote
sensing data in pixel was 30 m × 30 m, the area of the Bohai Sea in 2018 was 82,404 km2,
and the unit size should meet the demand of spatial heterogeneity with sufficient area and
pixel number. With the “Fishnet” tool in ArcGIS, a 3 km × 3 km cell grid was generated;
thus, the Bohai Sea had 9156 cell points, and the cell size met the demand for spatial
heterogeneity [34].

With the “Euclidean Distance”, the distances from the 4 types of reclamation utiliza-
tion to all unit points on the adjacent sea area were determined. The influence of the
attenuation distance was determined according to the established attenuation formula
(Formulas (1) and (2))—a theoretical model in which the ecological impact exhibits an in-
verted “S”-shaped attenuation as the distance increases. The attenuation effect of the RCEI
on coastal waters is expressed by (x, y), and the spatial mapping is carried out. Additionally,
the (x, y) was calculated by simple averaging of each of the 4 reclamation utilization’s RCEI
and calculated following the formula below [35].

fk(x, y) =
Pk

1 + Dk(x, y)/w
(1)

I(x, y) = 0.25
4

∑
k=1

fk(x, y) (2)

where Pk is the upper limit reference value of ecological impact of the k-th type of recla-
mation. Dk(x, y) represents the Euclidean distance from any point (x, y) in the sea to the
area where the k-th reclamation type is located, w is the half-attenuation coefficient that
is set to 20 km uniformly after repeated attempts, and I(x, y) is the cumulative ecological
impact value.

In order to realize the spatial heterogeneity expression of the RCEI, “Kriging” was
used to spatially interpolate the cumulative ecological impact values of all unit points, and
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the cumulative ecological impact grade (I) was divided according to the equal interval
breakpoint method, including low impact (0 ≤ I < 2), moderate impact (2 ≤ I < 4), and high
impact (I ≥ 4).

2.5. Analysis of Driving Factors of Reclamation

It is well known that the Structural Equation Modeling (SEM) is a widely used statisti-
cal analysis model. In this model, through the analyses on direct and indirect relationships
between/among variables and on variables that cannot be directly measured (latent vari-
ables), the interaction strength of multiple variables and the influence transmission path
can be better determined, which can effectively overcome the shortcomings of traditional
statistical methods. Therefore, this model has significant application importance in biol-
ogy, ecology, social sciences, education, economics, management, and other fields [36].
Meanwhile, Path Analysis (PA) is one of the main SEM models that is still currently in use.
As an application model of SEM without latent variables, it tests the significance of the
relationship between/among variables, and the positive and negative signs of Pearson’s
coefficient (r) represent the positive and negative correlations, respectively.

In the past four decades, the need for economic development and agricultural require-
ments have been the primary drivers cited for coastal reclamation projects, such as urban
construction, port construction, oil extraction, fishery production, and saltern reclamation,
in many of the coastal cities in the Bohai Sea [3,22]. Additionally, the rising human popula-
tion in the coastal cities is also driving coastal expansion [37]. On the basis of the preceding
description, the PA was used to construct a complex relationship between the cumulative
reclamation area and the driving factors, including economy, population, marine industry,
and urban and industrialization degree. The expected model of causal factors upfront
is shown in Figure 5. The economic development is composed of two variables: GDP
of primary industry and GDP of secondary industry. Population growth is composed of
two variables: population growth rate and urbanization degree. Economic development
and population growth on accelerating coastal reclamation were regarded as the most
relevant indicators of accelerating coastal reclamation [37]. Given the more local land use
of reclamation in the present stage, some of the reclaimed areas are used for mariculture
pond, but most of them are used for ports and industrial areas, so the cargo throughput
of major ports and the mariculture production were elected as access to provide for the
relationship between marine industry development and reclamation [33].

Figure 5. The expected model of causal factors upfront.
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3. Results

3.1. Spatio-Temporal Characteristics of Reclamation
3.1.1. Changes in the MWBB in Near Coastal Waters

During the past 40 years, the reclaiming of the Bohai Sea has already resulted in
significant spatio-temporal changes of MWBB. Marine constructions, such as ports and
wharves, are bulging along the coast and extending rapidly toward the ocean, and the
boundaries tend to be complex. This phenomenon is particularly obvious in Laizhou Bay,
Bohai Bay, and Liaodong Bay (Figure 6).

As shown in Figure 7, in the 1980s, the MWBB was mainly natural landforms, such
as bedrock, beaches, and estuaries, accounting for 74.5% of the total length of the Bohai
Sea (1985). Marine aquaculture was the main development activity near the Bohai Sea,
and its pond dams accounted for 21% of its boundary. In the 1990s, the types of Bohai
Sea boundaries began to diversify. The length and proportion of the urban and industrial
boundary and protective dams increased significantly, and the increase in the pond dams
was the most significant, which jumped from 21% to 44%. Since the 21st century, the
urbanization and industrialization in the coastal areas of the Bohai Sea has been accelerated,
leading to a decline in the ratio of natural boundaries of the Bohai Sea to 27.4% in 2018. The
proportions of urban and industrial, marine construction, and protective dam boundaries
were increased, respectively, from 4.1%, 5.2%, and 2.8% in 2003 to 10.4%, 14.7%, and 12.6%
in 2018.

Figure 6. Spatio-temporal changes of the MWBB in the Bohai Sea.
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3.1.2. Changes in Reclamation

Four development periods of Bohai Sea reclamation are shown in Figure 8a. The first
period (1985–1994) was the rise of large-scale reclamation activities in the aquaculture and
salt industries, which was most significant in Bohai Bay and Laizhou Bay. In the second
period (1994–2003), reclamation activities were converged to some degree, because the
reclamation in the first period occupied many large and small bays, and its “cutting and
straightening” of the MWBB drove the limited development space close to its saturation.
The third period (2003–2011) was the peak of reclamation activities. Coastal projects such
as ports, wharves, and cross-sea bridges bulged along the coast, and large-scale industrial
areas from reclamation settled down and were scattered in the Bohai Sea. The fourth period
(2011–2018) was one of strict management and control of reclamation, and the area of newly
built offshore construction was reduced. For example, according to statistics, from 1985 to
2018, the cumulative increase of reclamation area in the Bohai Sea was 5839.5 km2, which
was equivalent to half the area of Tianjin, the continuous growth rate was 3.3% per year,
and 55% of the Bohai Sea reclamation could be attributed to aquaculture field and salt field.
From 2003 to 2018, the area of impervious marine constructions jumped from 0.9% to 9.2%,
especially for the port and wharf, which accounted for 5.8% (Figure 8b).

 

Figure 7. Spatio-temporal changes of the boundary types of the Bohai Sea in Phase 5. Green, blue,
orange, red, and black denote the natural boundary, pond dam, industrial and urban area, marine
construction, and protective dam, respectively.
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Figure 8. The development process of reclamation in the Bohai Sea.

3.2. Assessment on the RCEI
3.2.1. Evaluation Results

The RCEI scores in the Bohai Sea in 1994, 2003, 2011, and 2018 were 1.3, 1.6, 2.0,
and 2.2, respectively, which exhibited a continual increase. The ecological impact level
changed from low impact in 1994 and 2003 to moderate impact in 2011 and 2018. The
spatial distributions of RCEI changed greatly from 1985 to 2018. In 1985, the proportions of
the moderate and high impact zones were all lower than 6% and were distributed mainly
in the coastal water of the Laizhou Bay and Bohai Bay. In 2018, the moderate impact
zone surrounded the high impact zone, with a proportion of 22.3%. According to RCEI’s
contribution and the proportion of reclaimed area caused by various utilization methods in
the Bohai Sea from 1985 to 2018 (Figure 9b), it was found that the completed impervious
marine constructions (mainly ports and seawalls) and pervious marine constructions (cross-
sea bridges) accounted for only 9.1% and 0.9% of the total reclaimed area within the Bohai
Sea, whereas they had contributions of 24.4% and 4.3% of their RCEI; therefore, they were
the main factors that caused the Bohai Sea’s RCEI to jump from a low impact (1.3) to a
moderate impact (2.2) in 2018.

3.2.2. Evaluation and Verification Results

In this study, the RCEI assessment results of the studied area were compared with the
distribution diagram of the water quality status of the seas under China’s jurisdiction from
the China Ecological and Environmental Status Bulletin and the global marine health score
published by Halpern et al. [38] over the same period. According to the 2018 China Marine
Ecological Environment Bulletin, the area in the Bohai Sea that did not meet the first-class
seawater quality standard in 2019 was 21.6 × 103 km2, with an equivalent reclamation area
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of 17.4 × 103 km2 having a high ecological cumulative impact, indicating that reclamation
and pollution were the two most important ecological pressures in the Bohai Sea. According
to the comparison of spatial distribution, the significantly affected areas in the Bohai Sea
in 2018 and the areas with inferior Grade IV water quality distribution under China’s
jurisdiction in the summer of 2018 showed that both of them were concentrated in the main
bays (Laizhou Bay, Bohai Bay, and Liaodong Bay). However, their spatial locations were
heterogeneous. The significantly affected areas were concentrated in reclamation areas
and ports, and the areas with inferior Grade IV water quality were concentrated in the
sea entrance [12,19]. According to the global ocean health distribution map from Halpern
in 2012, the scores of the Bohai Sea were relatively low at 30–40. Because the lower score
means worse ocean health, the ocean health in the studied area was of low quality. With
the method established in this study, the calculated cumulative ecological impact values of
reclamation in the Bohai Sea from 1985 to 2011 was 47.9. Because the higher score indicates
a larger marine ecological impact, these results showed that the ecological health of the
Bohai Sea was of low quality.

3.3. Analysis on the Driving Mechanism of Reclamation

According to the PC-based analysis model of driving factors of reclamation (Figure 10),
in Bohai Bay (the coastal water of Tianjin, Tangshan, and Cangzhou), the GDP of secondary
industry, its cargo throughput of major ports, the boundary length of urban and industrial,
and the boundary length of pond all showed a positive influence relationship with the
cumulative reclamation area, and their path coefficients were 0.616, 0.282, 0.742, and 0.324,
respectively. In the coastal waters of Laizhou Bay, the GDP of secondary industry, its
urbanization degree, and the boundary length of ports terminals all showed a positive
relationship with the cumulative reclamation area as well. Their path coefficients were 0.237,
0.279, and 0.673, respectively. These findings indicated that the spatio-temporal changes
in Bohai Bay reclamation were caused by the combined effects of economic development,
and marine industry development, whereas the spatio-temporal changes in Laizhou Bay
reclamation were caused by the combined effects of economic development, urbanization,
and marine industry development.
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Figure 9. Spatio-temporal changes of the RCEI in the Bohai Sea (a) and the ratio of MWBB’s length,
RCEI’ s contribution, and the area of different reclamation types (b).
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Figure 10. PC-based analysis model of driving factors of reclamation. Numbers show the stan-
dardized coefficients. Solid line indicate that the effect is significant, dotted line indicate that the
effect is insignificant. The R2 values for all the equations were high and ranged between 0.892 and
0.992, which indicate good performance. (Note: GDP1—GDP of primary industry, GDP2—GDP of
secondary industry, PG—population growth rate, UD—urbanization degree, CT—cargo throughput
of major ports, MP—mariculture production, BLUI—the boundary length of urban and industrial,
BLPT—the boundary length of port terminals, and BLP—the boundary length of pond). * p < 0.05,
** p < 0.01.
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4. Discussion

4.1. Uncertainty of RCEI
4.1.1. The Applicability and Limitation of Model

With the established model, the RCEI can be simulated with the consideration of the
historical cumulative effects of reclamation on the coastal ecosystem and the influence
degree of different reclamation utilization types. Through the attenuation function, the
spatial heterogeneity was revealed to show the ecological impact of human activities on
different locations in the coastal water. As the distance increases, the cumulative impact
of reclamation development on the marine ecology gradually decreased, which was the
marginal effect of the cumulative impact.

RCEI was established in our study. The features of RCEI are as follows: fixed values
of different reclamation types were determined by their ecological influence characteristics
(Figure 4); an inverted “S”-shaped attenuation effect was considered to represent the
ecological impact of reclamation area on adjacent areas. Because the connectivity of marine
ecosystems is much better than that of land—whereas roads, residential areas and cities
on land often interfere with terrestrial ecological impact assessment—the assumption that
the cumulative impact decayed with the distance in the RCEI study here is reasonable [39].
The reclamation types and their RCEI in the Bohai Sea indicated that the distribution of
reclamation exhibited specific characteristics in different periods. Between 1985 to 2003,
the reclaimed types were mainly enclosing reclamation (e.g., pond and salt pan), and the
ecological impact of reclamation was concentrated as low and moderate impact. After 2003,
as the proportion of harbor and seawall increased, the area designated as high and medium
impact grew at the cost of low impact (Figure 8).

The RCEI model may have some limitations that need to be improved in future studies.
First, because of the hydrodynamic environment of the sea, the sediment environment,
noise, pollution, biological habitat, and diversity were focused on, and the ecological impact
on other aspects, such as storm surges and floods, ecosystem services, and values, was not
considered. Due to a lack of pertinent data, it is challenging to accurately gauge the spatial-
temporal distribution and frequency of ecological disasters. Second, the attenuation of
RCEI is affected not only by the distance, but also is related to the hydrodynamic conditions
of the sea area. The authors used a two-dimensional tidal model to calculate the amplitude,
phase lag, and tidal current in M2 spatial simulations in the Bohai Sea [22]. However, the
simulated object was a single hydrodynamic factor, and little attention was paid to the
spatial simulation of the ecologically integrated condition. Taking all these factors into
consideration, this study used a fixed value of the ecological impact intensity parameter
for every reclamation type to evaluate the RCEI in coastal waters. The ecological impact
assessment based on the six indexes has a close relationship with the reclamation type in
the study areas.

4.1.2. Model Sensitivity

In the simulation of the RCEI spatial distribution (Figure 9), it was found that RCEI
was highly sensitive to marine constructions. For example, if a port with a width of 1 km
and a length of 3 km was built in a sea area with a good ecological environment, which
was perpendicular to the MWBB, the surrounding sea area with 9.6 km2 could become
significantly affected because the ocean has good ecological connectivity [31]. Therefore,
the impact of marine constructions on ecological connectivity could be reduced through
minimizing the length of buildings and reducing their distances from land. Additionally,
even though remote sensing data have produced a high-precision image of the RCEI and
marine structures on the spatio-temporal scales, long-term studies are still necessary to
determine the precise effects of artificial structures on ocean connection.

4.1.3. Sources of Model Uncertainty

The uncertainty of ecological cumulative impact assessment comes mainly from the
assessment system and data [40]. On the one hand, the establishment of this evaluation sys-
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tem was based on widely reported results, which were described in the Sections 1 and 2.4.1.
On the other hand, the data uncertainty refers to errors caused by observation and process-
ing: first, remote sensing images cannot capture the benthic structure of the optical deep
water area, and the area covered by the structures submerged by the sea cannot be tracked
in the observation of the coastal reclamation and its marine constructions; and second, the
application of the attenuation function to the numerical simulation will inevitably cause
differences from the actual ecological cumulative impact. For example, the half attenuation
coefficient may be different in different sea areas, and the use of a unified coefficient in this
article will inevitably cause errors.

4.2. Economy and Urbanization Drivers

Up to present, most of the studies were based on descriptive work simply to infer
the driving factors of reclamation and compare the relationships among humanistic and
social factors and reclamation activities [41], whereby further experiments were needed to
quantify the relative importance of different driving factors and reveal their quantitative
response relationships [42]. In a survey on the area of reclamation, it was found that
only indicators related to the marine industry were positively correlated with the area of
reclamation, such as marine industry employees, marine industry GDP, the added value of
marine oil and gas, the added value of marine chemicals, etc. [38]. Wang et al. [13] showed
that reclamation expansion is strongly associated with socioeconomic variables, such as
GDP, population, and urbanization level. As a result, a variety of socioeconomic factors
influence coastal reclamation. The path analysis is capable of exploring the driving forces of
reclamation projects using varying regression equations, and the findings showed that cargo
throughput and mariculture production in the Bohai Sea is also driving coastal expansion.

4.3. Management Implications
4.3.1. Industrial Development

The Circum-Bohai-Sea is not only one of the most important economic zones in China,
but also an early developed area. However, its limited land supply has led to insufficient
space for its urban expansion, especially in the Bohai Bay and Laizhou Bay with silty, sandy
shoals and low-level terrain. In order to obtain expanded space for further urban and
industry development, intensive reclamation projects have taken place there (Figure 7).
Since 1985, two large-scale reclamation activities have also occurred and led to the industrial
development of cities around the Bohai Sea. In the 1980s–1990s, the reclamation area
was focused on the development of agriculture and fishing. After the 21st century, the
reclamation activities were shifted to aquaculture, urbanization, and industrialization, and
various port terminals and coastal industries were continually settled in the coastal water
of the Bohai Sea. According to statistics, from 1998 to 2018, the cargo throughput of the
main ports of the Bohai Sea was increased by 11.6 times, and the aquaculture production
was increased by 3.3 times. Although the high-intensity development and utilization of
coastal resources has promoted the development of industrial economy significantly, the
coastal cities of the Bohai Sea are facing serious homogeneity problems in the current
development stage, as ports and docks, port industries, ponds, and salt fields have been
settled and dispersed in 13 coastal cities; the development and utilization methods of Bohai
Bay and Laizhou Bay are very similar (Figure 11). In order to avoid the vicious competition
in regional industries, idle resources, and resource waste, a mechanism for efficient and
intensive use of reclaimed land resources should be established because only scientific and
reasonable reclamation activities could meet the efficient development of regional port
terminals and port industries, while providing enough space for agriculture breeding and
salt production.
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Figure 11. Reclamation area (a) and its utilization types (b) of 13 coastal cities from 1985 to 2018.

Currently, the economy of coastal waters of the Bohai Sea is developing rapidly with
continual gathering of population, finance, and logistics to the sea, and the coastal ecosys-
tem is facing severe challenges (Figure 9). Therefore, we suggest focusing on economizing
the sea utilization, scientifically planning the layout of marine industries and the use of
marine space, learning from the development experience of other coastal areas in China,
giving full play to late-comer advantages, and promoting leaping development.

4.3.2. Ecological Protection Suggestions

Since the 21st century, the RCEI in the Bohai Sea has risen from low to moderate. In
fact, the ecological impact of reclamation was concentrated generally in the main bays
of the Bohai Sea. The RCEI varied greatly depending on the stage of reclamation and
was exacerbated by the cumulative effect of the four stages of reclamation (Figure 9). In
particular, in Bohai Bay and Laizhou Bay, with severely damaged biological communities,
comprehensive measures should be used for both the restoration and protection of coastal
wetland and marine biodiversity [15]. In addition, the implementation of the most stringent
management of coastal reclamation, the implementation of the Bohai Sea environmental
protection project with land and sea coordination, river and sea considerations, and the
restoration of damaged habitats, should be carried out to gradually restore and improve
the resource and environmental carrying capacity of Bohai Sea.

In order to mitigate the threat of storms and sea level rise caused by global climate
change [43,44], humans have implemented synthetic engineering structures, such as sea
dikes, breakwaters, and spur dams, leading to an increase in the proportion of the boundary
length of the protective dams in the Bohai Sea of 7.8% from 2003 to 2018. However, in
the process of constructing these marine constructions, the natural ecosystems, including
grasses, trees and biological communities of the ocean and land, were destroyed, and the
potential loss of ecological benefits was difficult to estimate. In order to reduce this conflict,
engineering measures based on marine ecology could be used. For example, the planting
and restoration of salt marshes, shellfish or coral reefs can be considered as an adaptation
strategy to cope with sea level rise and storm surges and to support the restoration of
multiple ecological functions, including carbon sequestration, provision of habitat, and
maintenance of clean air and water [45].
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5. Conclusions

Reclamation activities could directly change the hydrodynamic conditions and sea-
water exchange capacity of the coastal waters, resulting in natural movement of the water
body instead of simple changes in the coastline. We proposed a method for identifying
the extent of existing coastal reclamation, and the RCEI were established on the basis of
the ecological influence characteristics of different reclamation types and their attenuation
effect on adjacent areas. Results showed that reclamation had taken place in approximately
5800 km2 of natural sea areas from 1985 to 2018. The RCEI score of the Bohai Sea in 2018
was 2.2 out of 6.0, indicating a moderate impact. The expansion of coastal projects, such as
ports and wharves, was the main contributor to the increase in the RCEI. Additionally, the
spatial distribution characteristics revealed that the RCEI in the offshore areas was much
higher, with denser and more highly impacted areas than that in the open seas, and the
intensity of the impact decreased from the offshore area to the open sea. Moreover, some
local areas were significantly affected by the RCEI, especially in major bays such as the
Laizhou Bay and the Bohai Bay.
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Abstract: The measurements of boulder volume and axial length play significant roles in exploring
the evolution of coastal boulder deposition, which provides a theoretical framework to examine
the hydrodynamics of extreme wave events. At present, the application of structure-from-motion
(SfM) to unmanned aerial system (UAS) imagery is one of the most used boulder surveying tech-
niques. However, the monitoring of boulder movement and the accurate measurement of boulder
morphometrics are rarely investigated in combination. In this study, UAS surveys were used to
monitor moving boulders and measure boulder volumes using the volume differential method based
on the differences of dense point clouds. This was undertaken at a site on the rocky shoreline of
northwest Ireland in three repeated UAS surveys conducted in 2017, 2018, and 2019. The results from
UAS monitoring and mapping of the distribution of 832 moving boulders in the study area over the
3-year period showed that boulders located in different zones of the coast vary significantly in their
mobility. The main findings reveal that the theoretical error of the volume, obtained using the volume
differential method, was estimated as 1–3.9%, which is much smaller than that of the conventional
method of estimating volume using a tape measure.

Keywords: structure-from-motion; boulder morphometry; storm wave forcing; rocky shoreline; UAS;
UAV; drone mapping

1. Introduction

In recent decades, various extreme sea wave events, triggered by storms and tsunamis,
have caused significant damage and loss of life in many coastal areas around the world.
For instance, Typhoon Haiyan, in the Philippines in 2013, resulted in an economic loss of
up to 2 billion USD and at least 6300 deaths [1]. To more accurately reconstruct the intensity
of the extreme wave events affecting a region, there has been extensive research into the
movement and evolution of coastal boulders [2–12]. Since coastal boulders typically weigh
several tons to tens of tons, they are resistant to average wave or tide conditions, and
thus, changes in boulder distribution patterns across rocky shorelines can be considered a
record of extreme coastal climate events [13–15]. Although several existing mathematical
models have achieved the restoration of storm intensity and wave height [6,7,9,13,16–19],
they remain heavily reliant on the accurate acquisition of certain parameters, such as the
volume and axial length of boulders [20] in addition to regional wave climate buoy or wave
model data.

The volume and axial length measurements of coastal boulders have been investigated
in various regions around the world [3–6]. Before the emergence of new measurement
techniques, the volume of a boulder was estimated by the length of a-, b- and c-axes
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(corresponding to the long, intermediate, and short axes of the boulder, respectively,
measured with a tape measure in the field [4,6]), and it was assumed that the boulder was
an idealised geometry. However, there is a large potential difference between the estimated
volume and the real volume of a detached boulder. To solve this problem, Liu et al. [6]
and Gennady et al. [4] used terrestrial laser scanner (TLS) and structure-from-motion (SfM)
technologies on the ground to determine the real volume of the boulders more accurately.
However, these two ground-based measurement technologies are restricted to measuring a
single large boulder each time (low efficiency), and the cost of the TLS system is quite high.
Therefore, studies have also applied unmanned aerial system- (UAS) SfM technology to
collect datasets of study sites at a kilometre scale, using nadir or oblique photography and
3D photogrammetry software (Agisoft, Pix4DMapper), to perform modelling for volume
calculations [3,5] or the monitoring of boulder movements [2]. Since multi-angle images
can be captured using SfM technology based on oblique photography, the reconstruction of
boulder size, shape, volume, and distribution is usually better than with SfM technology
based on nadir photography. However, the cost of doing so means that the size of the
survey area can be compromised. Although consideration is given to battery life and
oblique photography, at the same time, when a 5-lens camera is used, the cost of UAS
with 5-lenses is comparable to that of TLS technology. In addition, the above-mentioned
techniques are not able to collect information from the bottom of a boulder, which adds
to the uncertainty about volume calculations. The current approach is to simply close the
bottom of the boulder model by using an artificial plain surface [4–6], but this can lead to
more significant errors for the boulders on uneven surfaces.

At present, the calculation of boulder volume is not integrated with the monitoring
of boulder movement from UAS surveys, and it is challenging in coastal environments
comprising a large number of small boulders. This is because it is very difficult to detect the
movement of small boulders (1–2 m in length) using even high-resolution satellite imagery.
In this context, a method that combines the monitoring of boulder movement with accurate
calculations of boulder volume is needed so that boulder movement and directions can be
detected promptly and the volumes can be obtained with fewer UAS surveys. Further, the
availability of different types of coastal boulder parameters facilitates the analysis of how
extreme wave events caused by storms affect the movement of boulders.

The Multiscale Model-to-Model Cloud Comparison (M3C2) algorithm has been widely
used to monitor environmental change, including coastal boulder movements [2], land-
slides [21], and riverbank erosion [22]. The M3C2 distance has a physical meaning, and
in most cases, it can represent the thickness of a certain part of the boulder, which makes
it possible to calculate the volume of the boulder. This study has built from this basis to
calculate boulder volume using the M3C2 algorithm, and it has been applied to boulders
mapped from repeated UAS surveys conducted along a rocky shoreline in northwest Ire-
land that has been previously examined for boulder dynamics [23,24]. The purpose of
this application was to obtain boulder volumes and axial lengths in tandem with boulder
movement over time and space from the UAS surveys. To support this analysis, a box
group methodology (for simulating boulders) was used to verify the theoretical accuracy
of this method.

2. Study Area

The study area is located on the Atlantic-facing northwest coast of Ireland at Falchorrib,
County Donegal (Figure 1). This coastline has a northwest–southeast trend, and the rock
shoreline examined in this study has a total length of about 1 km. Bedrock geology is
rudaceous (coarse-grained) biotite granite that has developed distinctive sets of contraction
joints that act as lines of weakness to weathering and erosion. The joint sets have acted as
a first-order control in shore platform geometry, giving rise to a stepped profile in some
places and deeply eroded, joint-aligned gullies in others. Hydraulic wave action contributes
to the removal of individual bedrock boulders, as well as joint-defined slabs, from the
shoreface; this provides the boulder supply for subsequent transport alongshore and into
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the upper intertidal zone, where distinctive boulder ridges are found [24]. Boulders are
contained in the bedrock shore platform or within 20 m of it and are sourced entirely from
the bedrock shoreline; the adjacent hinterland comprises a gentle slope covered almost
entirely in peat bog. Northwest Ireland has a temperate maritime climate with onshore
southwesterly winds, and this gives rise to its susceptibility to storms. The role of the storm
wave forcing of boulder dynamics along the western Ireland coast has been examined in
several studies [11,24–26].

 

Figure 1. (a) The location of the study area in northwest Ireland, indicated by the red dot. (b) The
study area is shown using satellite imagery. (c) A photo of the study area looking northwest. The
surveyed area is located between the road and the sea and consists of a bedrock shore platform and
boulders distributed on its surface.

3. Materials and Methods

The approach followed here involved four stages: (1) UAS surveys to collect nadir
and oblique images of the boulders in the study area in 2017, 2018, and 2019, supported by
dGPS surveying for ground control; (2) the application of Pix4DMapper 4.5.6 to generate
high-density point clouds, orthomosaics, and digital surface models (DSMs) of the study
area; (3) the application of CloudCompare to process the point clouds and calculate the
M3C2 distance; (4) the use of Python and QGIS to calculate the M3C2 volume of the boulder
and output the lengths of the a-, b-, and c-axes.

Practically, it is difficult to accurately measure the volume of boulders without moving
them, and some are extremely large (several metres in diameter). To verify the feasibility
and accuracy of the above method, multiple large shipping boxes with regular shapes were
used to simulate boulders. The same approach outlined in stages 1–4 was followed to
calculate the volume of the boxes and the length of the axes; these measurements were
then compared with the actual dimensions of the boxes. This was used as an analogue
to the boulders observed in the field in order to test the M3C2 method against boxes of
known sizes.
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3.1. Materials and Equipment

The initial data required for this study were divided into two parts: UAS images of the
study area and ground control points (GCPs) obtained in the field. The UAS images were
captured using the DJI Phantom 4 Pro drone, which is a relatively low-cost UAS that is
applicable for the production of relatively high-quality image data. Having a built-in RGB
camera with a 1” CMOS sensor, the Phantom 4 Pro is capable of capturing images with an
effective pixel count of 20 MP. In addition, the camera has a nominal 8 mm focal length. It
uses a global shutter instead of a rolling shutter, which is essential for the reconstruction of
coastal boulders, as distortion can be caused by the rolling shutter. The built-in camera of
the Phantom 4 Pro is also fitted with a stabilization system (gimbal) intended to prevent
the shooting angle of the camera from being affected by drone movement. In flight, the
camera system is in constant communication with the flight control system of the drone,
which enables the camera to collect real-time data on the geographic position and attitude
of the drone before writing it to each captured image file for later reconstruction.

The GCPs data were acquired using a Leica 1200 base station and a GS15 rover
differential GPS system; surveyed ground control points and checkpoints were acquired
with centimetre accuracy (average 3D coordinate quality of 0.014 m).

3.2. Acquisition of UAS Imagery and GCP Data

The ground sampling distance (GSD) was set to 2 cm, and the image overlap for
each flight was set to at least 80% front overlap and 60% side overlap. High overlap has
become a standardized operating procedure, ensuring that every point on the ground
of the flight route is shown in a minimum of 5 images [27], and the benefits have been
demonstrated in previous studies [28–32]. A single flight was used in the 2017 survey with
a route direction aligned west–east to reduce cross-winds in light westerly winds. To obtain
denser point clouds and more details from the reconstruction results, two flights were used
in the 2018 and 2019 surveys, resulting in a total of 933 and 504 images, respectively.

Although each UAS image records the geographic coordinates and altitude at the time
when the image is taken, the accuracy of the UAS GNSS receiver remains at the metre-scale,
which is insufficient for the reconstruction of boulders on the spatial scale of less than 1 m.
Therefore, it is necessary to process the reconstruction with accurate 3D GCPs. In total, this
survey acquired 30 GCPs that are common to each survey by using natural discrete features
across the bedrock platform, road, and jetty. The GCPs were surveyed into an Ordnance
Survey of Ireland GPS benchmark located near the jerry at the northwestern end of the
study area. Horizontal (x- and y-direction) and vertical (z-direction) coordinate quality
(CQ) averages were 0.74 cm and 1.13 cm, respectively; these measures were used as the
accuracy of GCPs in the Pix4DMapper.

3.3. Reconstruction of the Study Area Using Pix4DMapper

Separate projects were created for each year in Pix4D Mapper, and all UAS images for
each year were imported. Pix4D uses the positioning, elevation, and shooting angle data
contained in the image file for initial processing. Before adding GCPs, the full key point
image scale is used, and the initial process (sparse reconstruction) is conducted. Once the
sparse reconstruction is complete, a dense number of key points are generated across the
study area—each of which can be found within multiple images. GCPs in the images for
each year were marked manually and were first imported to identify a key point close to
the GCP in the Pix4D software (Figure 2). Second, a new 3D control point was created, with
the values of the 3D coordinates and the horizontal and vertical accuracy of this control
point manually defined. With the position of the control point manually marked in at least
two images, Pix4D can find all images where the control point is captured and mark them
automatically. After the completion of automatic marking, each marked image is checked
for fine adjustments, which ensures that they are close enough to the actual measurement
point. If the control point features of an image are not captured clearly, the image is scaled
down before marking, which results in the image carrying less weight in the subsequent
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reconstruction. Finally, the sparse reconstruction is re-optimized after all control points
have been marked. Out of the 30 control points, 25 were used for sparse reconstruction,
and 5 were selected to evaluate the accuracy of the final results.

Figure 2. (a) A key point close to the GCP is chosen for manually marking the GCP on images. The
orange arrow represents the selected key point, and the red arrow represents the measurement point
of the GCP, which is the endpoint of a bedrock fracture (b).

The final constructed models include point clouds, DSMs, and orthomosaics. The
following tests were conducted on multiple sets of parameter combinations:

• For point cloud generation (dense reconstruction): The image scale in the point cloud
densification was set to 1/2 and the multiscale was turned off to reduce noise. The
point density was set to high, with each point requiring at least 2 matches, which can
increase the detail and density of point cloud reconstruction.

• DSM and orthomosaicing: Triangulation was used instead of inverse distance weight-
ing, as it can improve clarity for the edges of the boulders. Since the resolution setting
is consistent with the GSD (2 cm), each boulder can be better identified.

3.4. Calculation of M3C2 Distance

The Multiscale Model to Model Cloud Comparison (M3C2) algorithm was applied to
calculate the distance distribution between two point clouds [21], which is a key step in
determining change, boulder volume, and c-axis length. Typically, the two clouds should
be aligned with each other before the M3C2 process, which causes a complete overlap of
most areas (i.e., unchanged areas) of the point cloud model. The open-source software,
CloudCompare, provides the tools used for point cloud alignment as well as access to
the M3C2 plugin. The intuition provided by the tools and the plugin for monitoring the
movement of coastal boulders has been tested and used in a previous study [2].

The core workflow using M3C2 is detailed as follows:

1. Importing the point cloud. Calculating the M3C2 distance requires two clouds, with
one for reference and the other for comparison. In this project, the point cloud of
the previous year was uniformly treated as the reference cloud; for example, the
point cloud of 2017 was used as the reference cloud in the comparison between
2017 and 2018.

2. Setting the core point. The distance distribution between two point clouds was
calculated based on several cell areas, which are usually divided from the original
point cloud. The centres of these cell areas are core points, which are usually the
reference point cloud itself or a subsample set. Here, the point cloud of the mid-
dle year (2018) was taken in this project as the core point to calculate the M3C2
distances of 2017–2018 and 2018–2019, thus reducing the systematic error of the
volume calculations.

3. Defining normal vectors. Since the M3C2 algorithm calculates the distance between
the reference cloud and the comparison cloud in terms of each core point, the normal
vector of each core point is critical and defines the direction in which the distance from
one cloud to another is calculated. Usually, a given value, D, is required to confirm
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the normal direction of the core point. Then, the M3C2 algorithm is applied to create
a sphere with the core point as the sphere centre and D/2 as the radius. The points
contained within the sphere are fitted to a plane, and the normal vector of this plane
is treated as the normal of this core point. However, any normal in a non-vertical
direction was meaningless here (see Section 3.5 for an explanation), and the vertical
direction was used directly.

4. Calculating the distance between two clouds. After the core point (i) and the normal
vector (N) were determined, another parameter d was set for the M3C2 algorithm to
make a circle with core point i as the centre and d/2 as the radius. Subsequently, a
cylinder was created along the axis of the normal vector that passed through the core
point i. The parts of the two point clouds located inside the cylinder were defined
as the n1 and n2 point cloud subsets. All the points in n1 and n2 were projected onto
the cylindrical axis, with core point i as the origin, thus determining their distance
distributions. The mean of these two distributions defined the average cloud positions,
i1 and i2, along the normal direction, while the distance between the two point clouds
(LM3C2) was defined by the distance between i1 and i2. In addition, it was necessary
to input the maximum length of the cylinder to speed up the calculation process. In
the cases of no corresponding point cloud data within the set length of the cylinder in
the comparison cloud, the distance was not calculated.

5. Outputting M3C2 distance. The M3C2 distance value, as calculated based on each
core point, was temporarily saved in a new point cloud composed of core points (the
2018 point cloud with RGB information removed herein). For the convenience of
editing and reading, the results of this project were exported as a CSV file.

3.5. Calculation of the M3C2 Volume of Moving Boulders and Determination of the Length of the
a-, b-, and c-Axes

The principle of differentiation was used to calculate the volume of the moving
boulders, each of which was divided into several polygonal columns parallel to the z-axis
of the coordinate system, as shown in Figure 3. The volume of the boulder was obtained by
summing the volumes of all polygonal columns. It was expressed as:

∑ ds·dh (1)

where ds and dh represent the cross-sectional area and height of the polygonal column,
respectively. This method involves the following steps:

1. Identifying moving boulders. In the M3C2 results, areas where values were signif-
icantly above or below 0 indicated boulder movement, keeping in mind that the
surrounding bedrock does not change. QGIS was used to visualize the M3C2 re-
sults, with two orthomosaics, corresponding to the year, combined to identify the
moving boulders.

2. Determining the edges of the boulder. Since accurate boulder edges are required
for volume calculation, this study generated boulder edges manually to eliminate
errors introduced by edge detection tools. The boulders whose volumes could not
be calculated were excluded. Based on the visualization in step 1, the edges of the
moving boulders were outlined using the orthomosaic of the study area and saved as
a polygonal vector file.

3. Boulder outline gridding. This step was a process of differentials, using GIS tools to
grid the boulder edges at set distances and calculate the area of each grid (which is
the cross-section of the polygonal column, ds). In this study, the grid was set to 2 cm,
which was the GSD of the UAS surveys.

4. Determining the height of the polygonal column. Since the two point clouds had been
finely aligned before the M3C2 algorithm was operated, the unchanged areas in the
study area tended to be zero in the M3C2 results. Therefore, when a single boulder
was moving, the M3C2 value (absolute value) of each core point in the area where
the boulder was located could represent the height of that boulder in the vicinity of
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the core point (Figure 4). In the grid generated in step 3, there may have been one
or more core points (M3C2 values) in some grids. In this situation, the maximum
value of M3C2 was taken as the height (dh) of the polygonal column. In the case of
no core point in the grid, the M3C2 value of the core point which was closest to the
grid centre was treated as the height (dh) of the polygonal column. The advantage of
using M3C2 core points to find the depth of boulders is reflected here. If two point
clouds are directly used to calculate the elevation difference, the closest points found
in the two point clouds may not be at the same position, which does not represent
the depth of the boulder at a specific position very well. It is worth noting that the
Z values of these core points are meaningless, as the grids only select core points in
the horizontal direction and read the M3C2 value. This explains why only the vertical
normal is selected in the M3C2 algorithm, as only the vertical dh is meaningful.

5. Calculating the boulder volume. The volume of each polygonal column was ex-
pressed as ds·dh (Equation (1)), and the sum of the volumes of all polygonal columns
represents the theoretical volume of the boulder. According to the principle of differ-
entiation, the smaller the grid scale and the higher the density of the core point, the
closer the calculated theoretical volume is to the real volume.

Figure 3. Illustration of the boulder gridding procedure.

It was relatively simple to obtain the length of the a-, b-, and c-axes of the boulder. The
a- and b-axes could be directly measured using QGIS (Figure 5), while the c-axis was the
maximum dh of all polygonal columns. In this section, the python code was used to go
through steps 3–5 and output the length of the c-axis.

3.6. Accuracy Verification of M3C2 Volumes and Boulder Axis Lengths

In order to verify the feasibility and theoretical accuracy of the above method
(Sections 3.1–3.5), the most straightforward solution is to compare the calculation results
with the real values by referencing some boulders with known real volume and axes length.
However, it is difficult to obtain the true volume and axes length of boulders in the field. As
an alternative, large, regular-shaped shipping boxes were used to simulate coastal boulders.
As shown in Figure 6, several boxes of the same specification were combined into three
box groups. Group 1 and Group 3 each consisted of 6 boxes arranged in different ways,
while Group 2 consisted of 2 boxes. The boxes in each group were strictly aligned without
gaps and placed on flat ground. The length of the a-, b-, and c-axes of the box were 1.054 m,
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0.248 m, and 0.742 m, respectively, as obtained through accurate measurement with a tape
measure. The volume of each box group is expressed as:

Vt = a·b·c·n (2)

where a, b, and c represent the length of the a-axis, b-axis, and c-axis (m), respectively, of
the original box; and n refers to the number of boxes in combination.

Figure 4. (a) M3C2 distance at different locations. Red and black circles represent the point clouds
of the same region for two different years. The M3C2 values in the boulder-moving areas were
significantly larger than those in unchanged areas. (b) The method used to determine the height (dh)
of the polygon column. This is a side view of the M3C2 output, which is a point cloud comprised
of core points (2018 point cloud with RGB information removed and M3C2 results added). The
red, blue, and black circles indicate the core points where the M3C2 values were significantly above
0 (boulder appears), far below 0 (boulder disappears), and approaching 0 (no change), respectively.

Figure 5. Measuring the length of the a-axis and b-axis in orthomosaics.
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Figure 6. Three box groups used to train the M3C2 model.

By using the same equipment, parameters, and analysis process followed for the
coastal boulder analysis, UAS surveys were conducted on a planar site with (simulating the
appearance of the boulder) and without (simulating the disappearance of a boulder) the
boxes. The accuracy of the method employed was determined by comparing the calculation
results with the measured dimensions.

4. Results

4.1. Results of Model Reconstruction

Figure 7 shows the 3-year point cloud models of the study area, as constructed by
Pix4DMapper. The point clouds extended landward and seaward of the shore platform,
so they were clipped to eliminate the vegetated hinterland, the sea, and areas not covered
by all three surveys. The point clouds were clipped using a common boundary: after
clipping, the number of points in 2017, 2018, and 2019 was 63,209,768, 107,638,302, and
138,540,087, respectively.

 

Figure 7. Point cloud models for the three-year span, where the top row shows the original clouds
outputted by Pix4DMapper, and the bottom row indicates the clipped clouds.

Orthomosaics and DSMs are generated using Pix4DMapper based on the point clouds,
the accuracy of which can directly represent the accuracy of the cloud. Given the difficulty
of visualizing the details of the boulder after the point cloud was enlarged and the computer
power required for loading the point cloud, most of the follow-up work was based on
orthomosaics, such as finding moving boulders, determining the boundaries of boulders,
measuring the length of the a- and b-axes, and determining the horizontal accuracy of
the point cloud. Although the DSMs were not used in the calculation of M3C2 volumes
and boulder axis lengths, they could be loaded into QGIS along with the orthomosaics to
determine the elevation accuracy of the point clouds.
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The accuracy of the models in 2017, 2018, and 2019 was determined using five uni-
formly distributed GCPs (Figure 8, Table 1) not used in the Pix4DMapper reconstruction.
The error near the northwest pier (id = 19, 46) was within 2 cm, which was clearly insignif-
icant. In comparison, the error in the middle part (id = 52, 64) was relatively significant,
reaching up to 36 cm. In addition, there were no GCPs in the southeastern corner of the
study area. Through the misalignment of the orthomosaics, it could be found that the
orthomosaic in 2019 had an overall horizontal misalignment in the southeastern corner,
with an error of about 20 cm. This is because the southeastern corner of the study area in
2019 was located at the edge of the UAS survey area; there are fewer UAS images in this
area, and the GCP correction is negligible.

Figure 8. Distribution of GCPs. The blue dots represent the 25 GCPs included in the Pix4DMapper
calculations. The yellow dots represent the 5 GCPs used to confirm the accuracy achieved by the
model, and the red range represents the research area.

Table 1. Error values for the 2017, 2018, and 2019 models at the positions of the 5 GCPs.

ID

2017 2018 2019

Vertical
Error (m)

Horizontal
Error (m)

Vertical
Error (m)

Horizontal
Error (m)

Vertical
Error (m)

Horizontal
Error (m)

19 0.004 0.026 0.010 0.026 0.002 0.015
46 0.039 0.034 0.006 0.021 0.010 0.048
52 0.361 0.061 0.111 0.077 0.325 0.038
64 0.193 0.041 0.286 0.061 0.209 0.083
73 0.009 0.045 0.041 0.068 0.023 0.051

4.2. M3C2 Results

The errors and misalignments, as described in Section 4.1, tend to have a substantial
impact on the accuracy of M3C2 results, to which the only solution is to align the point
clouds. According to the test results, the alignment of the full point cloud was ineffective
because of the long and narrow extent of the survey area, with unevenness shown in
the distribution of misalignment and error (Table 1). The scale of the unevenness was
about 300 m (about 1.8 × 104 m2), which was the largest theoretical scale for point cloud
alignment in this study area. However, QGIS is more prone to collapse when loading
point clouds (M3C2 results) at that size (approximately 200 million points), which is a
necessary step to determine the edges of the moving boulder later. To deal with this issue,
the area was divided into 18 sub-areas (the length range was 60–100 m, and the average
area was 4800 m2, Figure 9), within which the alignment and M3C2 algorithms were run
separately for each sub-area, thereby also significantly reducing the runtime. The alignment
algorithm relies on fine registration (iterative closest point (ICP)). To improve the outcome
of alignment, the root mean square (RMS) difference in the alignment algorithm was set
to 10−6 m, the final overlap was set to 100%, and the random sampling limit was set to
100,000 points.
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Figure 9. Sub-areas of the site used to improve point cloud alignment and computational efficiency.

The cylinder diameter, d, was set to 0.1 m in the M3C2 algorithm, which is conducive
to avoiding invalid M3C2 distances (i.e., no point in the comparison cloud can be found to
calculate the distance). The maximum length of the cylinder was set to 5 m, and only the
vertical normal vectors were used. After calculation, the core point with the added M3C2
result was maintained in its original 3D position and outputted as a temporary file. The
visualisation of the resulting M3C2 distances (Figure 10) clearly highlighted unchanged
regions, thus indicating successful alignment and boulder movement.

Figure 10. Visualization of M3C2 results in CloudCompare, where red (positive value) indicates the
appearance of the boulder, blue (negative value) indicates the disappearance of the boulder, and
green (value close to 0) indicates no change. To highlight boulder movements, the colour bar was
adjusted to display the core points with M3C2 values between −0.15 m and 0.15 m in green, and the
core points below −0.15 m and above 0.15 m in blue and red, respectively.

4.3. The Volume and Axial Lengths of the Boulder

The differential volume method based on the M3C2 distance is not suitable for volu-
metric calculations in all cases of moving boulders. If the moving distance is less than the
scale of the boulder itself, the M3C2 algorithm cannot output all the elevation changes of
the whole boulder unit. As shown in Figure 11, the M3C2 value of a part of this boulder
(the blank area between red and blue) is close to 0, which makes it impossible to calculate
the volume. Furthermore, if the area where the boulder contacts the surface changes, as
shown in Figure 12, the M3C2 value is unfit to represent the thickness of the boulder. The
stacking of boulders is common on this platform; again, this causes problems, as part of
a stacked boulder can be suspended with a void between it and the underlying surface
(Figure 13). Since the volume of the suspended part cannot be removed by the M3C2
distance, a considerable error arises.
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Figure 11. Example of a boulder moving less than the scale itself. (a,b) show the location of the
boulder in 2017 and 2018, respectively; (c) shows the M3C2 result of this boulder.

 

Figure 12. An example of surface changes, where boulders in 2017 (a) moved away and new
boulders moved in by 2018 (b), meaning that the surface beneath the boulders was not acquired in
either survey.

 

Figure 13. Partially suspended boulder, where (a,b) indicate the location of the boulder in 2017 and
2018 (disappeared), respectively.

Further issues arise when a boulder boundary is unrecognizable. Such cases in-
clude boulders with blurry borders, being shadowed, or being obscured by other boul-
ders. Finally, orthomosaic misalignment (which occurs in the southeastern corner of the
2019 image) leads to issues in capturing the appropriate surface relative to the boulder.
Boulder boundaries in sub-areas 16–18 in 2019 were not used for volume calculations.
These three sub-areas can only be used to calculate the volume of the boulders whose
boundaries were determined by the images from 2017 and 2018, and there is no way to
calculate the volume of the boulders photographed in 2019. Finally, if it is determined
that the same boulder appears twice in the M3C2 results (a boulder disappeared from one
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place in 2017 but appeared in another place in 2018, as shown in Figure 14), only the better
one, such as the one with a clearer boundary, is used to calculate its volume. In this study,
the same boulders corresponded with the same surface textures and edge shapes, which
could identify sliding or flipping boulders. Most of the larger boulders in the study area
are flattened, which helps them avoid complex rotational movements.

 

Figure 14. The movement path of a boulder. (a,b) indicate the location of the boulder in 2017 and
2018, respectively, while (c) shows the M3C2 results. The location in 2018 (red) was used to calculate
the boulder volume.

Comparing the change in shore platform point clouds between 2017 and
2018 (Figure 15a), 517 moving boulders, whose volume can be calculated, were iden-
tified in the study area. Among them, 202 boulders were located in the intertidal zone
and 315 in the supratidal zone. According to the comparison between 2018 and 2019, the
number of boulders whose volume could be calculated decreased to 378 (Figure 15b), of
which, 256 boulders were in the intertidal and 122 in the supratidal zone.

 
Figure 15. The distribution of volume-computable boulders, where (a) shows the comparison of
2017–2018, and (b) shows the comparison of 2018–2019. The red boundary represents the study area,
the blue boundaries represent the boulders, and the yellow line represents the boundary between the
intertidal and supratidal zones.

All volume-computable boulders used the code mentioned in Section 3.5 to determine
volume and c-axis length; then, the a- and b-axis lengths of the 20 largest boulders in both
comparisons were measured in QGIS, and the estimated volumes of these boulders were
calculated (Table 2). In conventional boulder volume estimates, the lengths of the a-, b-,
and c-axes are used, with the boulders assumed to be idealised geometries, such as cuboids
or ellipsoids. Some researchers use the correction factor VdGPS/Vabc to make the estimated
volumes (product of a, b, and c) more accurate, where the VdGPS is the boulder volume,
calculated using the coordinates of the boulder vertices and edges that were measured by
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dGPS [10,33,34]. According to previous studies [10,33,34], the value of the correction factor
is in the range of 0.5–0.8, and the rather cubic boulders have higher correction factors. The
standard ellipsoid volume was used to calculate the estimated volume in this study due
to the large number of boulders. The volume of the ellipsoid is expressed as V = πabc/6,
which corresponded to a correction factor of π/6 (0.524).

Table 2. The 20 largest boulders in the two comparisons, with the axial length, estimated volume
(Ve), M3C2 volume (VM), and error percentage (ep) calculated.

Years Sequence a-Axis (m) b-Axis (m) c-Axis (m) Ve(m3) VM(m3) ep

2017–2018

1 2.488 1.476 0.835 1.605 1.854 −13.4%
2 1.952 1.454 1.008 1.498 1.512 −1.0%
3 1.314 1.178 0.885 0.717 0.935 −23.3%
4 1.624 0.917 0.854 0.666 0.837 −20.5%
5 1.839 1.245 0.609 0.730 0.685 6.7%
6 1.548 1.077 0.852 0.744 0.640 16.2%
7 1.670 0.925 0.560 0.453 0.594 −23.8%
8 1.204 1.118 0.872 0.614 0.549 11.9%
9 1.598 0.830 0.713 0.495 0.498 −0.4%
10 1.554 0.786 0.663 0.424 0.474 −10.5%
11 1.405 0.814 0.776 0.465 0.471 −1.3%
12 1.389 0.962 0.721 0.504 0.468 7.7%
13 1.348 1.013 0.483 0345 0.429 −19.5%
14 1.644 1.207 0.476 0.495 0.427 16.0%
15 1.642 0.725 0.619 0.386 0.424 −9.1%
16 1.191 0.852 0.758 0.403 0.418 −3.7%
17 1.119 1.100 0.796 0.513 0.405 26.8%
18 1.151 0.827 0.637 0.318 0.404 21.4%
19 1.614 1.071 0.314 0.284 0.385 26.3%
20 1.559 1.094 0.365 0.326 0.378 13.9%

2018–2019

1 1.311 1.119 0.982 0.754 0.954 21.0%
2 1.305 1.088 0.663 0.493 0.582 15.3%
3 1.269 0.844 0.858 0.481 0.409 17.6%
4 1.869 0.867 0.490 0.416 0.390 6.6%
5 1.410 0.849 0.624 0.391 0.363 7.7%
6 1.219 0.815 0.643 0.335 0.356 −6.0%
7 1.316 0.892 0.561 0.345 0.340 1.5%
8 1.407 0.888 0.698 0.457 0.323 41.2%
9 1.281 0.548 0.665 0.244 0.309 −21.0%
10 0.895 0.892 0.904 0.378 0.303 24.8%
11 1.349 0.850 0.570 0.342 0.292 17.2%
12 1.080 0.780 0.602 0.266 0.291 −8.6%
13 1.286 0.773 0.441 0.230 0.286 −19.7%
14 1.429 0.791 0.503 0.298 0.278 7.2%
15 1.060 0.744 0.565 0.233 0.255 −8.4
16 1.329 0.697 0.513 0.249 0.249 0.0%
17 0.958 0.850 0.590 0.252 0.248 1.4%
18 1.302 0.843 0.483 0.278 0.238 16.7%
19 0.972 0.679 0.552 0.191 0.226 −15.7%
20 1.215 0.645 0.521 0.214 0.219 −2.2%

As revealed by the comparison between 2017 and 2018 (Table 2), 17 out of the 20 largest
boulders were in the intertidal zone. The M3C2 volume of these boulders ranged between
0.38 m3 and 1.85 m3, while the a-axis length varied between 1.12 m and 2.49 m. Com-
paratively, the conventional estimates of volume range from 0.28 m3 to 1.61 m3. The
estimated volumes are usually smaller than the M3C2 volumes, with their error between
0.43% and 26.75%. Of all the 517 boulders, 86.8% (449) had an M3C2 volume of less than
0.2 m3 (Figure 16).
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Figure 16. Volume distribution of moving boulders in different time periods. More than half of the
movable boulders were smaller than 0.1 m3, especially in the 2018–2019 period. The 2017–2018 period
saw a greater number of larger boulders being moved.

According to the comparison between 2018 and 2019 (Table 2), 18 out of the 20 largest
boulders were in the intertidal zone. Their M3C2 volume and a-axis length were lower
compared to the 2017–2018 period and were 0.22–0.95 m3 and 0.90–1.87 m, respectively.
The conventional estimate of volume ranges between 0.19 m3 and 0.75 m3, and their error
ranges from 0.03% to 41.19%. The M3C2 volume of all 378 boulders was less than 1 m3 and
was mostly below 0.2 m3 (94.2%, 356 boulders, Figure 16).

4.4. Accuracy Verification Results

The volumes and axial lengths of the three test box groups were calculated using the
same method as for the real boulders (Figure 17); the results of which are shown in Table 3.
For the volume of M3C2, the error of the three box groups was around 0.01 m3, which was
more favorable to the box group with a larger real volume. The error of the larger box
groups (groups 1 and 3) was around 1%, while it was 3.9% for the smaller box group (group
2). For the a-axis and b-axis, the error of measurement result was about 1 cm (the error was
less than 2%), while that of the c-axis ranged from 1.5 cm to 3 cm (the error percentage was
up to 4.4%).

Table 3. Theoretical accuracy of the M3C2 method.

ID

a-Axis b-Axis

Measured
Value (m)

True Value (m) ep
Measured
Value (m)

True Value (m) ep

1 1.504 1.488 1.1% 1.057 1.054 0.3%
2 1.053 1.054 −0.1% 0.506 0.496 2.0%
3 1.056 1.054 0.2% 0.754 0.742 1.6%

ID

c-Axis Volume

Computed
Value (m)

True Value (m) ep
Computed
Value (m3)

True Value (m3) ep

1 0.775 0.742 4.4% 1.151 1.164 −1.1%
2 0.773 0.742 4.2% 0.373 0.388 −3.9%
3 1.502 1.486 1.1% 1.176 1.164 1.0%
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Figure 17. Accuracy was verified using box groups. (a) The orthomosaic and the boundaries of box
groups 1 and 2. (b) The M3C2 results of box group 1, where the red dots indicate the values in excess
of 0.15 m (box height), and the white dots indicate the values close to 0 (unchanged area).

5. Discussion

5.1. Benefits of Differential Volume Calculation Based on M3C2 Distance

The theoretical accuracy that can be achieved using differential volume calculation
based on the M3C2 distance has been demonstrated here. The error of the volume calcula-
tion result was only 1–3.9%, which is much smaller than the error of the boulder volume
estimated using the conventional method of tape measuring (up to 36.9% [5]). In this study,
there remained a significant error in the boulder volume estimated using the conventional
method (up to 41.19%, Table 2) compared with the M3C2 volume, even though the accuracy
of axial length calculation in this study has been improved compared to the manual tape
measure [5,6]. The reduction of error in the M3C2 volume was attributed to the use of the
real boundary of the boulder and the gridded boulder thickness statistics, which reduce the
error caused by the conventional method of boulder volume estimation where the boulder
is assumed to have an ideal geometry. In addition, the M3C2 distance was treated as the
thickness of the boulder when the elevation change of the ground was taken into account,
which solved the error caused by simplifying the bottom of the boulder to a plain surface.
This is because other volume measurement methods are not applicable to obtaining the
bottom information of the boulder. In addition to reducing volume errors, there are other
advantages shown by the equipment and UAS survey parameters required for differential
volume calculations based on M3C2 distances, such as low cost, high efficiency, and excel-
lent safety performance. The cost of the UAS and dGPS systems are significantly lower
than that of the TLS system, with higher measurement accuracy. Further, it is needless for
researchers to perform dangerous measurement work on-site (such as climbing boulders,
handling equipment, etc.). In terms of efficiency, with only nadir photography required,
there will be more time saved for coastal boulder surveys in larger sites (e.g., a range of
several kilometres) compared with oblique photography. In future work, UAS survey pa-
rameters can be adjusted according to actual needs to change the balance between accuracy
and efficiency. For instance, given a confined research area, it is worthwhile to consider
reducing GSD (e.g., 1 cm) or adding oblique images, which can help improve the accuracy
of the 3D reconstruction model and volume calculation, despite the longer survey time.

5.2. Analysis of the Error between the M3C2 Volume and Real Volume of the Boulders

There remain errors between the M3C2 volumes and the real volumes of boulders,
which to a large extent, result from the measurement of boulders that are not located on the
rock platform surface but are suspended above it by resting on other boulders. Although
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all boulders were screened before the calculation of M3C2 volumes, and the evidently
suspended boulders have been removed, it is unavoidable to have hidden suspensions
that are not obvious from the orthomosaic. As indicated by the blue area in Figure 18,
this inconspicuous suspension is caused by the shape of the boulder itself rather than
other boulders. Located under the boulder, it can neither be displayed in the orthomosaic
nor inferred from the surrounding objects. Since the image taken, based on the nadir
photography, fails to provide sufficient detail required for the 3D reconstruction of the
suspension, the actual outcome of the point cloud model reconstruction is marked by
the red circles in Figure 18. The M3C2 value is ineffective at removing the height of the
suspended part, which makes the M3C2 volume slightly larger than the real volume.

Figure 18. Errors caused by differential volume calculation based on M3C2 distance. The blue areas
indicate the error area resulting from the suspension of the boulder. Red circles represent the point
cloud model.

5.3. The Relationship between Coastal Boulder Movement and Storm Intensity

Previous studies and measurements [6,35] have shown that the initiating wave height
of coastal boulders is proportional to the boulder size (axial length and volume). Ac-
cording to the results in Figure 16 and Table 2, the total number and maximum volume
of boulders moved in 2017–2018 (517, 1.854 m3) were significantly larger than those in
2018–2019 (378, 0.954 m3). Storm intensity and wave height in 2017–2018 were greater than
in 2018–2019, as confirmed by a review of storm observation data collected within the time
frame of this study (Table 4). The reduction in the intensity of the storms in 2018–2019 re-
sulted in lower boulder mobility, which allowed more boulders to remain in place without
moving or moving out of the study area.

Table 4. Storms affecting the northeast Atlantic between 18 September 2017 (survey in 2017) and 24
May 2019 (survey in 2019), with references to the maximum wave height and wind speed recorded in
each [36–38].

Years Name Appearance Time
Maximum Wind

Speed (mph)
Maximum Wave

Height (m)

2017–2018

Ophelia 16–20 October 2017 119 13.828
Brian 19–23 October 2017 85 15.938

Caroline 6–11 December 2017 93 11.25

Dylan 30 December 2017–3
January 2018 77 20.156

Eleanor 2–5 January 2018 140 20.156
Fionn 14–21 January 2018 147 20.625
David 17–21 January 2018 126 20.625

Georgina 23–27 January 2018 140 13.125
Emma 26 February–7 March 2018 142 No Data
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Table 4. Cont.

Years Name Appearance Time
Maximum Wind

Speed (mph)
Maximum Wave

Height (m)

2018–2019

Hector 13–17 June 2018 70 10.078
Helene 16–21 September 2018 78 9.375

Ali 17–22 September 2018 102 9.375
Bronagh 20–25 September 2018 96 8.438
Callum 10–16 October 2018 76 12.188
Diana 27–30 November 2018 110 15.703
Enk 7–14 February 2019 86 10.547

Gareth 11–14 March 2019 81 10.078
Hannah 25–28 April 2019 82 10.078

6. Conclusions

Through differential volume calculations based on M3C2 distances, the details of
moving boulder bottoms were identified through comparisons, at least between different
datasets obtained at different times, and the simplified treatment of boulder bottoms
used in previous studies was optimized. By using accurate boulder boundaries and cm-
scale gridded thickness statistics, this method improved the accuracy of boulder volume
calculations (as low as 1.0–3.9%) compared to assuming the boulder has an ideal geometry.
When only nadir photography was used, there was a considerable improvement in the
endurance time of the UAS, making it possible to survey greater lengths of the coast.
In addition, compared with the TLS system and the 5-lens oblique camera with higher
precision, the differential method based on M3C2 distance can significantly reduce the cost
of conducting a coastal survey while ensuring a relatively high level of accuracy, which is
conducive to the development of higher-accuracy boulder (as well as ecological) surveys in
the future.

In this study, volumes were calculated for 517 moving boulders along a rocky shoreline
in northwest Ireland, for the 2017–2018 period. However, the number of moving boulders
decreased to 378 in the 2018–2019 period.

In future research, the accuracy of boulder volume calculation can be further improved
by reducing the GSD or adding oblique images. UAS surveys of coastal boulders could also
be conducted before and after storms, and the model can be used to track the movement of
single boulders in response to this forcing.
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Abstract: The combination of the current sea level rise (SLR) and an increase in the frequency and
severity of sea storm events and surges, will have important environmental impacts on coastal
tourist areas located in oceanic islands that are often heavily dependent economically on tourism.
Importantly, coastal tourist resorts and their associated beaches are commonly located in the S-SW of
these islands where they are protected from the effects of the NE trade winds but exposed to these
storms. This study analyses the current and future conditions of SW sea storm events. Then, through
mapping using orthophotos, LiDAR data, and bathymetry with high spatial resolution, it studies the
environmental effects that these events are having now and will have in the future on tourist zones of
oceanic islands. This is of particular importance, as in the case of the Macaronesia islands, SW sea
storm events are occurring with ever greater frequency. The case study considers the SW sector of
the island of Gran Canaria (Canary Islands, Spain). Regarding the analysis of SW storms, the results
obtained show an increase in the frequency of events, especially since the 1990s, with 104 events
detected (67.5% between 1958 and 2018). The most affected areas during these storms are usually
beaches (severe erosive processes). Breakwaters and seafronts usually resist the impact of waves well,
however, as is discussed that in the future scenario, their implementation will mean a high economic
cost for local administrations.

Keywords: climate change; tourist beach; socio-environmental effects; SW sea storms;
Macaronesia; mapping

1. Introduction

Tsunamis and sea storm events around the world have highlighted the vulnerability
of many coastal populations, including those serving tourists (e.g., the 26 December 2004
tsunami around the Indian Ocean). In Kellman et al. (2008), four main themes were consid-
ered with relevance to disaster risk reduction: information and awareness, warning systems,
personal preparation, and local livelihoods [1]. The authors suggested three important
areas for further investigation: the connections between sustainable tourism and disaster
vulnerability, the role of tourists in disasters, and disaster risk reduction education.

As well as the potential impact of sea storm events, the vulnerability of coastal areas
increases when other stress-inducing factors come into play, including, for example, the
rise in human population, urbanisation processes, the sea level rise (SLR), and what has
been termed ‘coastal rigidity’ [2,3]. These stress-inducing factors produce the phenomenon
known as coastal squeeze [4], defined as “one form of coastal habitat loss, where intertidal
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habitat is lost due to the highwater mark being fixed by a defence or structure (i.e., the high
water mark residing against a hard structure such as a sea wall) and the low water mark
migrating landwards in response to SLR” [5]. This process is aggravated “in areas where
land claim or coastal defence has created a static, artificial margin between land and sea,
or where the land rises relative to the coastal plain, and habitats become squeezed into
a narrowing zone” between the ocean (with a rising level) and an inland obstruction [4].

Coastal scientists are currently predicting a higher incidence of storm surges and
a general SLR [6–8] based on the available climate data record. These data also reveal
an effect known as coastal narrowing, which has been defined as “decreases in coastal zone
width”, with one example being “saltmarsh erosion caused by increases in the wind/wave
climate or the migration of intertidal channels” [5]. Coastal narrowing, however, is not
related to SLR.

The importance of coastal areas for the tourism industry (the largest industry in the
world according to the World Tourism Organisation (2001) [9] is clear, as indeed is the
importance of the industry for coastal areas. The need to protect coastal resources in view
of the anticipated SLR is fundamental for the economy of many countries whose main
source of income is tourism [10]. This can present certain dilemmas at various spatial scales
for the coastal areas themselves [11–13], and especially island coastal areas [14–16]. Coastal
managers need to adopt tactics that function in a complementary way to natural processes
rather than simply implementing hard engineering solutions [11].

About three-quarters of small countries are islands of fewer than one million inhabi-
tants, and small island regions tend to suffer from economic limitations. At the same time,
these regions commonly specialise in tourism due to the availability of accessible natural
resources such as beaches, landscapes, and sunny weather. In many cases, this type of
region presents a comparative advantage for tourism, and therefore its economy is often
strongly dependent on this industry [15].

An evaluation of risks due to sea storm events on the coast requires knowledge about
and an understanding of their behaviour, evolution, and consequences (topics that will
be considered in this work). In this way, it is also possible to analyse the specific risk for
the population and their reaction capacity to adapt and, at the very least, reduce their
effects, especially when it comes to small, highly exposed spaces with tourism-based
economies [16,17]. For this, the most commonly applied method in the study of risk at
a local scale, which aims to explore both the risk and its relationship with exposure and
vulnerability, and on this basis estimate the possible economic and other costs [18].

A rise in the mean sea level is considered one of the main effects of climate change.
Its impact on coastal areas includes the danger of coastal floods, alterations to erosion
rates, and changes and/or losses of coastal ecosystems, among many others. Impacts are
also expected on, for example, land use, coastal population settlements, and ecosystem
services [19]. The consequences of an SLR in a specific coastal territory can be evaluated by
determining the flooding sea level in wave- and swell-exposed areas, and the mapping of
these floods is essential for land use planning, supporting engineering decisions regarding
flood control measures and the coordination of emergency responses [20]. The anticipated
SLR used for the purposes of the present work is taken from the Fifth Assessment Report
of the Intergovernmental Panel on Climate Change (IPCC) which, on the basis of the
Representative Concentration Pathway 8.5 (RCP 8.5), estimated a mean SLR of 0.74 m
(within a possible range of 0.53 to 0.98 m) for the time horizon of 2100 [21].

According to different groups of experts, in Spain, the coasts of the Canary Islands and
Galicia will be the most affected by processes linked to climate change [22]. Ocean-related
climate changes are especially worrying for the Canary coasts in general, and the Canary
beach-dune systems in particular. On the basis of a sea level rise of 0.35 m in the area
surrounding the islands, a coastline retreat of between 15 m and 35 m has been predicted,
although, due to changes in wave direction, this value could be as high as 70 m in southern
coastal stretches [22,23].
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The analysis carried out by Yánes-Luque (2021) [24] highlights the high degree of
exposure of the coastal tourist areas of the SW Canary Islands, especially Tenerife and S-SW
Gran Canaria, to the impacts of waves, due to their coastline having experienced incessant
urban growth, which favours the disturbance of these enclaves by destructive physical
processes (e.g., marine storms). The marine storms recorded in the study area occur with
defined atmospheric patterns, with up to 298 sea storms detected. These storms are the
result of fluctuations in the pressure gradient between the Icelandic depression cores and
the Azores anticyclone, especially during the winter. According to our research, which
assessed the effects of these storm events based on reports in the local press, sea storms
ultimately result in drownings, damage to street furniture and harbour infrastructure, and
loss of sand on beaches.

Gran Canaria is the second-largest island in the Canary archipelago (1560 km2). As
a result of its location in the Atlantic Ocean and an urbanisation process that has been
ongoing over the last few decades (since the 1960s), the coastal tourist resorts of the S-SW
of the island have a high degree of exposure to the impacts of waves [24]. Tourism is
the mainstay of the Canarian economy, responsible for more than 40% of employment
in the archipelago and over 35% of GDP [25,26]. In this area of the island, the density
of buildings parallel to the shore is high, further facilitating potential damage through
destructive processes such as sea storm events [24].

The study presented in this work is structured following the approach of Pontee
(2013) [5], considering and analysing coastal narrowing and coastal squeeze as separate
concepts and processes. In this context, the study also has the following specific aims: (i) to
analyse sea storm events in the S-SW of Gran Canaria (normally from a SW direction) since
1958 to 2018; (ii) to spatially quantify through mapping the impact of sea storm events
under present climate conditions on the coastal narrowing zone and to predict, on the
basis of the RCP 8.5 climate change scenario, their impact on the coastal squeeze zone, in
both cases on the basis of maps using flooding sea levels obtained from bidimensional
numerical models; and (iii) to spatially analyse an approximation of the effects on the study
area, both at the present time and in the context of the mean SLR according to RCP 8.5.
Furthermore, this work fulfils one of the main tasks to be carried out by the Member States
of the European Union in Directive (2007/60/EC) [25], adopted at the end of 2007, where it
is proposed that in order to comply with this Directive, the flood hazards and risks in the
territory of member states must be mapped.

2. Study Area

The Canary Islands are a typical example of a “sun, sand and sea” tourism destination.
The large number of visitors to the islands has resulted in the tourist industry playing
a vital role in the economic development of the archipelago. Tourism accounts for between
50% and 80% of its GDP (according to various authors) [26] and it was the second most-
visited Spanish regional tourist destination between 2016 and 2019, representing 17.6% of
all tourism in Spain [27]. Around 28% of the visitors to the archipelago come to Gran
Canaria (the island where the object of the case study presented in this paper is situated),
a percentage only surpassed by the island of Tenerife. More specifically, the municipality
of Mogán, the focus of this research), represents more than 6% of the tourism in the
archipelago, and more than 23% of the tourist visitors to Gran Canaria. It is surpassed
only by the municipality of San Bartolomé de Tirajana (south of Gran Canaria), where the
tourist activity that began in the 1960s is mainly associated with the natural resources of
the beaches and dunes of Maspalomas [28] (Figure 1).
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Figure 1. Tourist visits to the Canary Islands, Gran Canaria, and Mogán over a 10-year period
(2010–2019).

As a result of the emergence and rapid rise of the tourist industry, urban expansion
in Gran Canaria has taken place at a fast pace [24], with a more or less constant rate of
construction since the 1960s–1970s [29]. The urbanisation process progressed spatially from
the southeast and south (the case of San Bartolomé de Tirajana as explained above) to
the northwest and inland from the coast [24]. The area considered in the present study is
situated in the southwest of the island and is relatively sheltered from the most important
winds that affect the island, the so-called trade winds (known locally as Alisios) which
reach the islands through the Azores anticyclone with a predominantly N-NE direction.
This protection from these winds is due to mountainous regions of the island blocking their
path. The area is additionally protected against the effects of polar front disturbances [30].
These conditions of climatic comfort are an important tourist attraction [31] and have
led to considerable urban-tourist development in this area. This pattern is commonly
observed on islands in the Atlantic Ocean where the main tourist resorts are located in the
shadow that the island itself produces towards the south, southwest, and west in other
Macaronesia Islands, including São Miguel, Terceira, São Jorge, Faial and Flores in the
Azores archipelago, Madeira, Porto Santo, the islands of Maio, Santiago, Fogo, Boa Vista
and Sal (Cape Verde), and other Canary Islands such as Tenerife, La Gomera, Lanzarote,
and Fuerteventura.

In Gran Canaria, the area between the beaches of La Carrera and Amadores (13.63 km
of coastline) (Figure 2) is characterised by small embedded beaches with short coastal
drift and located around the mouths of dry ravines, therefore, with scarce or practically
nonexistent sediment supplies. This coastal stretch with seven beaches and five ports is
highly vulnerable when storms from the southwest occur, which are especially frequent in
winter [24]. The sea storm events recorded in the study area originate in an area with clearly
defined atmospheric patterns which are the result of fluctuations in the pressure gradient
between the Icelandic depressive nuclei and the Azores anticyclone, particularly during
winter. The greater or lesser intensification of this gradient in the North Atlantic translates
into a variable coastal impact as the result of increases in swell energy. This does so to the
point that the maximum significant wave height (Hs) can be 4 or 5 times higher than its
usual value [24]. The same behaviour has also been observed in the different Macaronesian
archipelagos, including the Azores [32] and Cape Verde [33], as well as in Madeira [34].
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Figure 2. Study area and infrastructure/coastal type used for modelling in the present research study
(see legend in the figure; left, down).

3. Materials and Methods

3.1. SW Storms in the Study Area. Estimation of Storm Frequency

A number of sources were used to obtain the data for the analysis of sea storm
events in the study area: (i) wind and wave data from the SIMAR-44 wave generation
and propagation mathematical models (Spanish State Ports Oceanographic Database).
Of these, the “4035005” for the S-SW of Gran Canaria (27.67◦N; 15.58◦W) was selected
(Figure 2). The data provided include 24 daily registers of Hs (m), peak period (Tp, s),
wind direction (degrees), and wind direction and speed (degrees; m/s). On the basis of the
first two parameters, the maximum wave height (Hmax, m) and wave length (L, m) can be
calculated. Using these data, it is possible to define the usual wave regime and extreme
events. The criterion for the extreme events identification is based on the application of
the cutoff threshold corresponding to the P99 of the mean daily height of the Hs (1.7 m
calculated for Mogán). Therefore, a marine storm event is considered to have occurred when
the established cutoff wave height threshold is equalled or exceeded for twelve consecutive
hours. In addition, the Peak Over Threshold method (Puertos del Estado, Spain) of extreme
values is applied, whereby storms are considered to be independent if five days elapse
between them; (ii) atmospheric conditions data on the basis of Wetterzentrale and AeMET
(the Spanish State Meteorological Agency) weather reports. These were used to determine
the synoptic situation that concurs in the origin and evolution of the storms; (iii) newspaper
articles which, given their role as a mass media communicator, tend to rapidly report on
natural disasters [35–37]. Information on the evolution of the sea storm events, the areas
affected by them, and the extent of any damage caused were obtained from the following

61



Remote Sens. 2023, 15, 1586

regional newspapers: Diario de Avisos, El Día, Diario de Las Palmas, La Provincia, and
Canarias 7. References to damage reported in previous studies were also included [38].

3.2. Flood Level Modelling Data

To determine the coastal flood sea level, the swell from deep waters was simulated
with the aid of bidimensional numerical models. The flood sea level is the sum of the
tidal level (meteorological and astronomical) and the runup, whose value—in the case
of projection for beaches—depends on the significant wave height at the shoreline, the
incident wave peak period, and the slope of the beach [39]. To determine the breakwater
overflow level, the wave height at the foot of the structure has to be determined. The
criterion used to extract the wave height at the foot of the structure is its depth calculated
using the equation Hs12×1.57 [40]. For the purposes of the present study, the Coastal
Modelling System was used together with the MOPLA tool, which is a Spanish-developed
beach wave propagation, current, and morphodynamic evolution model [41]. The spectral
wave propagation was performed in this tool using the OLUCA-SP module [42,43].

Propagation from deep waters requires a statistical characterisation of the swell in
order to select the sea state, defined by a wave height and peak period, with respect to
which it is intended to establish the flood sea level. The selected sea state for the study area
in question is that with a SW component, an Hs99% of 3.84 m, and Tp99% of 8.80 s. The Hs12
value for this directional component is 4.22 m. The study area is sheltered from the N and
NNE winds and swells, which are the most common type on the island, and is primarily
affected, in terms of storm floods and damage, by SW or WSW swells. On the basis of
the wave characterisation described above, wave propagation was studied in various sea
conditions: for the present-day scenario, half-tide and high tide values of 0 and 1.53 m,
respectively, were used and, in order to evaluate the effects under an RCP 8.5 scenario
change, a half-tide value of 0.74 m and a high tide value of 2.27 m were used. These ranges
were taken on the basis of the Las Palmas 2 tide gauge data series (the closest tide gauge to
the study area) and with a data series dating back to 1992. The Las Palmas 2 tide gauge is
located in Las Palmas Port (28.14◦N; 15.40◦W, Figure 2) and forms part of the Spanish State
Ports Tide Gauge Network [44].

The Coastal Modelling System employed requires the bathymetric and topographic
data of the terrain over which the swell is propagated. A continuous digital land-sea model
(topography and bathymetry) (Table 1, D L-S M) designed by SDI Canarias-Grafcan S.A
(Canary Islands Government) was used. This model has joined a corrected digital terrain
model (DTM) from a LiDAR flight (2015; RMSE ≤ 0.50 m) and the corrected bathymetry
from the eco-cartography of the Canary Islands carried out with an echo sounder (year
2000; RMSE ≤ 1 m), making a special analysis of the difference between the geographical
zero and the hydrological zero to fit both models (difference calculated for Gran Canaria:
1560 m) and the differences in the coastline between both dates so that both models also
coincide. The propagation is performed using a grid mesh, with wave heights obtained
for each node and with the specific coordinates of the coastal area of interest. To obtain
more precise results, the area was divided into seven zones (Figure 1) to enable modelling
with a higher mesh resolution. The resulting point clouds were processed in a GIS for
rasterisation (Figure 3(1)) (the Kriging interpolation method was employed) and the wave
height at the foot of the beach was subsequently determined. In the case of the Puerto Rico
coastal strip, this is at elevation −6.62 m. For evaluation of the breakwater overflow level,
the wave height at the base of the structure was used according to the bathymetric data of
the study area. After obtaining the wave height at the foot of the beach, it is possible to
determine the runup which, in the case of beaches, as explained above, also depends on the
slope and incident wave peak period [41]. For the breakwaters, the formula proposed by
McCartney and Ahrens (1975) [45] was used. The slope was determined using the digital
elevation model (DEM) of the Spanish National Geographic Institute. For the coastal strip
of 1700 m in the study area, the flood sea level was determined for a total of seven beaches
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and the breakwater overflow level for five ports, as well as some built-up areas along the
coast protected by rockfill.

Table 1. Digital surface models (DSMs) used in this research.

Type Year (Source) RMSE (m) Spatial Resolution (m)
x y z

D L-S M (from LiDAR and echosounder data) (a) LiDAR (December 2015) ≤0.5
2.5Echosounder (2000) ≤1 m

DSMs (2) (from LiDAR data, density: 0.5 (p/m2))
October 2009 (b) 0.3 0.3 0.4

2.5December 2015 (b) 0.3 0.3 0.2

(a). SDI Canarias-Grafcan S.A (Canary Islands Government); (b). Instituto Geográfico Nacional (IGN).

 

Figure 3. Example of the steps employed to calculate the flood sea level by SW sea storm events.
(1) Mesh to interpolate Hs. (2) Raster obtained through Hs interpolation. (3) (red polygon), extraction
of Hs values at elevation −2 (considered as beach foot).

3.3. Topographic Variables, Coastal Narrowing and Coastal Squeeze Zones Calculation, and Mapping

LiDAR data from flights in 2009 and 2015 were used for the spatial analyses of topo-
graphic variables such as erosion range (data from 2009 and 2015) and mean slope (data
from 2015). Digital Surface models (DSMs) were obtained (ground + buildings) that allowed
us to include built-up and non-built-up surfaces with flood risk (Table 1). By means of a
digital elevation model of difference (DoD), it was possible to gain an approximate knowl-
edge of the changes in coastal erosion. These two LiDAR flight datasets were the only ones
freely available from Spain’s National Geographic Institute through the National Aerial
Orthophotography Plan. Extraction of the erosion range and mean slope data, together
with the mean width of coastal narrowing and coastal squeeze (explained below), was done
using perpendicular transects to the coast (every 20 m) in all the modelled areas (Figure 2).

Coastal narrowing and coastal squeeze zones were calculated from the 2015 DSM.
For this, the raster reclassification tool, which can be found in any GIS software, was used
with the flood sea levels. Each zone was then reclassified before the GIS mask extraction
tool was used. Finally, GIS was used to vectorise the results of the reclassification and
the resulting polygon vectors were merged. In accordance with the distinction made by
Pontee (2013) [5], the coastal narrowing zone was determined as the difference between the
flood sea levels at half-tide and high-tide shown in Table 2 (current climate). Additionally,
in accordance with the distinction made by Pontee (2013), the coastal squeeze zone, which
is related to SLR predictions, was determined as the difference between the result of the
flood sea level at half-tide in Table 2 (current climate) and half-tide in Table 3 (RCP 8.5).
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Table 2. Data used to calculate the current flood sea level (last column) in the different zones
studied (beaches, grey), and with two situations (half-tide and high tide), when SW marine storms
occur (1958–2018).

CURRENT CLIMATE

Case Study (SW Sea Storm Events) 1 Hs 2 Slope
1 Breakwater
Foot Depth

1 Crest
Elevation

1 Runup
Significant

1 Half-
Tide

1 High
Tide

1 Flood Sea
Level

Zone 1. Amadores beach Half-tide 1.96 0.0575 - - 0.87 0 0 0.87
Zone 1. Amadores beach High tide 2.16 0.0575 - - 0.91 0 1.53 2.44
Zone 1. Breakwater zone Half-tide 2.74 2.21 - - 2.21 0 0 2.41
Zone 1. Breakwater zone High tide 2.84 2.31 - - 2.43 0 1.53 3.96
Zone 3. Puerto Rico beach Half-tide 2.05 0.036 - - 0.89 0 0 0.89
Zone 3. Puerto Rico beach High tide 2.84 0.036 - - 1.05 0 1.53 2.58
Zone 3. Breakwater zone 1 Half-tide 1.99 1.91 - 4 1.97 0 0 1.97
Zone 3. Breakwater zone 1 High tide 2.14 1.91 - 4 2.09 0 1.53 3.62
Zone 3. Breakwater zone 2 Half-tide 2.28 2.58 8 4 1.91 0 0 1.91
Zone 3. Breakwater zone 2 High tide 2.87 2.58 8 4 2.27 0 1.53 3.8
Zone 5. Balito beach Half-tide 2.32 0.174 - - 1.94 0 0 1.94
Zone 5. Balito beach High tide 3.01 0.174 - - 2.21 0 1.53 3.74
Zone 5. Anfi del Mar Half-tide 0.98 0.062 - - 0.62 0 0 0.62
Zone 5. Anfi del Mar High tide 1.03 0.062 - - 0.86 0 1.53 2.39
Zone 5. Breakwater zone 1 Half-tide 2.6 3.25 15.5 5 2.12 0 0 2.12
Zone 5. Breakwater zone 1 High tide 3.39 3.25 15.5 5 2.61 0 0.53 3.14
Zone 5. Breakwater zone 2 Half-tide 1.39 3.5 3.5 5 1.24 0 0 1.24
Zone 5. Breakwater zone 2 High tide 1.6 3.5 3.5 5 1.39 0 1.53 2.92
Zone 6. Patalavaca beach Half-tide 3.07 0.034 - - 1.09 0 0 1.09
Zone 6. Patalavaca beach High tide 3.16 0.034 - - 1.11 0 1.53 2.64
Zone 6. Breakwater zone Half-tide 2.48 1.33 −2 5.5 4.03 0 0 4.03
Zone 6. Breakwater zone High tide 2.75 1.33 −2 5.5 4.39 0 1.53 5.92
Zone 7. La Carrera beach Half-tide 2.33 0.104 - - 1.16 0 0 1.16
Zone 7. La Carrera beach High tide 2.5 0.104 - - 1.2 0 1.53 2.73
Zone 7. Resort and coast zone Half-tide 2 2.9 −1.5 4 1.79 0 0 1.79
Zone 7. Resort and coast zone High-tide 1.96 2.9 −1.5 4 1.76 0 1.53 3.29

1 meters; 2 degrees.

Table 3. Data used to calculate the flood sea levels projected in the RCP 8.5 scenario (last column) in
the different zones studied (beaches, grey), and with two situations (half-tide and high tide), when
SW sea storm events occur.

RCP 8.5

Case Study (SW Sea Storm Events) 1 Hs 2 Slope
1 Breakwater
Foot Depth

1 Crest
Elevation

1 Run-Up
Significant

1 Half-Tide
1 High
Tide

1 Flood
Sea Level

Zone 1. Amadores beach Half-tide 2.03 5.75 - - 0.89 0 0.74 1.63
Zone 1. Amadores beach High tide 2.24 5.75 - - 0.93 0 2.27 3.2
Zone 1. Breakwater zone Half-tide 2.73 2 - - 2.36 0 0.74 3.1
Zone 1. Breakwater zone High tide 2.8 2 - - 2.41 0 2.27 4.68
Zone 3. Puerto Rico beach Half-tide 2.76 0.036 - - 1.03 0 0.74 1.77
Zone 3. Puerto Rico beach High tide 0.036 - - 1.07 0 2.27 3.34
Zone 3. Breakwater zone 1 Half-tide 2.4 1.91 - 4 2.29 0 0.74 3.03
Zone 3. Breakwater zone 1 High tide 2.41 1.91 - 4 2.29 0 2.27 4.56
Zone 3. Breakwater zone 2 Half-tide 2.86 2.58 8 4 2.26 0 0.74 3
Zone 3. Breakwater zone 2 High tide 2.9 2.58 8 4 2.28 0 2.27 4.55
Zone 5. Balito beach Half-tide 2.87 0.174 - - 2.16 0 0.74 2.9
Zone 5. Balito beach High tide 2.93 0.174 - - 2.18 0 2.27 4.45
Zone 5. Anfi del Mar Half-tide 0.91 0.062 - - 0.59 0 0.74 1.33
Zone 5. Anfi del Mar High tide 0.92 0.062 - - 0.6 0 2.27 2.87
Zone 5. Breakwater zone 1 Half-tide 3.36 3.25 15.5 5 2.59 0 0.74 3.33
Zone 5. Breakwater zone 1 High tide 3.4 3.25 15.5 5 2.62 0 2.27 4.89
Zone 5. Breakwater zone 2 Half-tide 1.4 3.5 3.5 5 1.25 0 0.74 1.99
Zone 5. Breakwater zone 2 High tide 1.67 3.5 3.5 5 1.44 0 2.27 3.71
Zone 6. Patalavaca beach Half-tide 3.13 0.034 - - 1.1 0 0.74 1.84
Zone 6. Patalavaca beach High tide 3.17 0.034 - - 1.11 0 2.27 3.38
Zone 6. Breakwater zone Half-tide 2.62 1.33 −2 5.5 4.22 0 0.74 4.96
Zone 6. Breakwater zone High tide 2.81 1.33 −2 5.5 4.47 0 2.27 6.74
Zone 7. La Carrera beach Half-tide 2.36 0.104 - - 1.17 0 0.74 1.91
Zone 7. La Carrera beach High tide 2.7 0.104 - - 1.25 0 2.27 3.52
Zone 7. Resort and coast zone Half-tide 1.79 2.9 −1.5 4 1.63 0 0.74 2.37
Zone 7. Resort and coast zone High tide 2.14 2.9 −1.5 4 1.89 0 2.27 4.16

1 meters; 2 degrees.

3.4. Physical and Economic Impacts of the SW Sea Storm Events and Estimated Impacts in View of SLR
3.4.1. Fieldwork

A six-field campaign was conducted during April and May of 2021, right after winter
when more frequent storms are observed [24], to identify the environmental impacts of SW

64



Remote Sens. 2023, 15, 1586

storms in the study area. The work consisted of tracing the entire coastline observed in the
study area (Figure 2) in order to detect in particular three types of damage that may show
signs of wave effect: (i) damage to infrastructure; (ii) cliff slides; (iii) outcrops of volcanic
lava flows and pebbles on sandy beaches indicating the absence of sand. Using GPS to
situate all the affected sites, the dimensions of the affected areas were also characterised and
measured (major axis × minor axis = m2). The field campaign was conducted alternating
between weeks of low tide and weeks of high tide. In the former, it was possible to identify
all the impacts that high tide could cover, and in the latter to verify that the impact was
caused by wave intensity.

3.4.2. Economic Cost Calculation

A report (in Spanish with English title: Design of the seafront from Anfi del Mar to
Arguineguín) drawn up by Bolaños-Briganty and Martinez-Castellanos (2015) [46] was used
as a reference document for the calculation of the economic cost of SW storms in the study
area. This document was written with the construction in mind of a 1587 m long seafront
promenade over an already existing pathway that was unmaintained and lacked any type
of amenity due to strong surf. The report included specifications in accordance with the
maritime climate of the area in relation to protection against sea damage. The document
in question follows the same reasoning as is being applied throughout the study area of
the present research where proposals have been made for the reconstruction of beaches
and infrastructures such as seafront promenades and piers protected by breakwater walls.
According to the reference document, the estimated construction, infrastructure, health
and safety, and waste management costs for the proposed work amount to 19,274,540.91€.
This figure was extrapolated to the rest of the coast, taking into consideration the stretch
of seafront (in m) protected against storms in each of the areas used to generate the
aforementioned bidimensional models (Figure 3) (Equation (1)).

Ce = (SLm × SLp)/Cp (1)

where Ce is the cost incurred as the result of current SW sea storm effects, SLm is the length
of the seafront in the model zone, SLp is the length of the seafront in the reference project
(1587 m), and Cp is the total cost of the reference project (19,274,540.91 €).

With respect to the estimation of the SLR-related economic cost, the same extrapolation
was performed but with the addition of an adjustment factor (Equation (2)) due to the
anticipated flood area increase, which relates the mean width of the coastal squeeze zone in
each modelled area with the mean width of the proposals included in the reference project
(13.25 m). This adjustment factor was calculated through a GIS using the mean length
of the transects perpendicular to the coast (understood as the mean width of the coastal
squeeze zone by its orientation) traversed by the coastal squeeze zone (Table 4).

Ce = (SLm × SLp)/Cp × a (2)

where a is the adjustment factor (Equation (3)).

a = Wm/Wp (3)

where Wm is the mean width in each zone for modelling and Wp is the mean width of the
reference project, which behaves as a constant of 13.25 m.
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Table 4. Adjustment factor used to calculate the prediction of the SLR-related economic cost.

Study Case or Zone a

Zone 1. Amadores beach 2.43

Zone 1. Breakwater zone 2.19

Zone 3. Puerto Rico beach 4.40

Zone 3. Breakwater zone 1 0.39

Zone 3. Breakwater zone 2 0.31

Zone 5. Balito beach 7.43

Zone 5. Anfi del Mar 2.57

Zone 5. Breakwater zone 1 0.14

Zone 5. Breakwater zone 2 0.25

Zone 6. Patalavaca beach 1.06

Zone 6. Breakwater zone 1.02

Zone 7. La Carrera beach 0.60

Zone 7. Resort and coastal zone 0.18

4. Results and Discussion

Coastal planning and management require the use of risk assessment frameworks that
consider the combined effect of a variety of both climatic and non-climatic factors, as well
as associated uncertainties such as SLR, changes in the probability of occurrence of extreme
events, and socioeconomic trends that are difficult to predict [47]. The presentation below
of this variety of factors has the aim of helping in the management-related decision-making
process in tourist areas of oceanic islands that suffer the effects of sea storm events given
the anticipated SLR.

4.1. Current Sea Storm Conditions
4.1.1. Evolution of Sea Storm Events and Their Characteristics

An important issue in coastal studies is the frequency and magnitude of storm events
and their impacts [32]. In this regard, Yanes-Luque et al. (2021) [24] studied records of sea
storm events between 1958 and 2018 based on newspaper archives, verifying the occurrence
of 217 documented events and the resulting damage to coastal areas of Gran Canaria and
Tenerife. As can be seen in Figure 4, a total of 154 sea storm events were detected in the
study area of the present research over the last 60 years of the study period and, of these,
67.53% (104 events) took place in the last 30 years (Figure 4, left). That is, a polynomial
trend (R2: 0.5876) is observed in relation to the increase in storm events from 1958 to
2018. A similar trend has been observed throughout the North Atlantic zone [47,48], where
modelling also revealed an increase in the height of the most-damaging waves [47]. It is
also important to observe how, although the linear trend is low (R2: 0.1577) with a p-value
of 3.4155E-07, the duration of the wave tends to increase with wave height (Figure 4, right).
In view of all the above, it is concluded that, as well as a greater frequency of sea storm
events, the storms are becoming more severe as the highest waves are present over longer
periods of time.
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Figure 4. Evolution of the number of sea storm events between 1958 and 2018 (sixty years) (poly-
nomial trend) (left) and correlation between maximum wave height (Hs max) and storm duration
(linear trend) (right). M is the sample size and CC is the correlation coefficient.

4.1.2. Current Effects of SW Sea Storm Events

Table 2 shows the variables used to calculate the flood sea level (last column) on the
basis of bidimensional numerical models. The data are ordered by the modelled study
zones (1, 3, 5, 6, and 7), coastal type (beach or infrastructure), and half-tide or high tide
conditions when the SW storm events occur. It can be seen that, generally, beaches (shaded
areas in the table) have a lower flood sea level than infrastructures in both half-tide (range
0.62–1.94 m) and high tide (range 2.39–3.74 m) conditions. However, as can be seen in
Figure 5, which shows the calculated coastal narrowing zone, the beaches, normally the
main attraction of coastal tourist destinations [49], are subject to greater flooding.

In this sense, in the North Atlantic, there are indications that there is an increase in
the frequency of very powerful storms, especially at higher latitudes, at the same time that
coastal ecosystems (e.g., beaches) have decreased. The North Atlantic Oscillation (NAO)
phenomenon is associated with the frequency and monitoring of these ecosystems or the
loss of these ecosystems and their services. In addition, recent roughness in the sea seems to
be related to high values of the NAO index, which are also expected to increase with global
warming. Therefore, when coupled with the projected sea level rise, which is addressed in
this research, this trend is likely to lead to increased sediment loss resulting in widespread
coastal erosion [50–53].

4.1.3. Coastal Narrowing Calculation

Coastal narrowing is defined by Pontee (2013) [5] as “a general description for de-
creases in coastal zone width” and has no relationship to SLR. In this sense, in order to
analyse the current conditions of sea storm events (especially SW events) that take place
close to tourist areas and their socio-environmental impact, it is necessary to determine the
affected physical area. The coastal narrowing concept helps to achieve this goal. In the study
area, it has been estimated that SW sea storm events currently affect 38,460.04 m2 (half-tide)
and 93,072.26 m2 (high tide). However, in the RCP 8.5 scenario, the affected area rises to
68,035.66 m2 (half-tide) and 159,116.11 m2 (high tide), the equivalent of a 176.9% increase
under half-tide conditions and a 170.9% increase under high tide conditions. As mentioned
above, beaches are the coastal areas most affected by surface flooding. Rock outcrops have
been detected as the result of beach erosion, even in breakwater-protected artificial beaches
like Amadores beach [54], which has only been open to the public since 1998. Old beach
rocks, which were covered by imported sand 22 years ago, are currently resurfacing all
year round, as determined by fieldwork and as can be seen in the dates of the orthophotos
shown in Figure 6A,B (top)). Seasonal effects can thus be discarded.
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Figure 5. Study area zones affected by SW marine storms. Differences between half-tide and high tide.

In this sense, it is important to calculate not only the flood sea levels under the present
climate scenario when SW sea storm events take place but also the areas that are affected
(Figure 5). This type of map can be used in the management decision-making process
and the establishment of new regulations on the part of the authorities with respect to
coastal use and planning in island regions [55]. It additionally allows prioritisation in
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coastal classification by considering variables such as floodable surface area. In Zone 1
(Figure 5—Amadores beach), the half-tide flooded area when SW sea storm events occur
is 9607.38 m2 and the high tide value is 29,980.12 m2, resulting in a coastal narrowing
zone of 21,022.52 m2 (2.12 times larger than the area flooded under half-tide conditions).
In Zone 3 (Figure 5—Puerto Rico), half-tide and high-tide floods affect 6029.19 m2 and
26,109.50 m2, respectively, and the coastal narrowing zone is 20,080.31 m2 (3.33 times larger
than the area flooded under half-tide conditions). In Zone 5, half-tide and high-tide floods
affect 10,283.07 m2 and 18,412.13 m2, respectively, and coastal narrowing is 8129.06 m2

(79.05% of the area flooded under half-tide conditions). In Zone 6, half-tide and high-tide
floods affect 9794.20 m2 and 15,190.17 m2, respectively, and coastal narrowing is 5395.97 m2

(55.09% of the area flooded under half-tide conditions). Finally, in Zone 7, half-tide and
high-tide floods affect 10,746.20 m2 and 14,380.34 m2, respectively, and coastal narrowing is
3634.14 m2 (33.82% of the area flooded under half-tide conditions). The three most affected
zones in terms of surface area by SW sea storm events (Zones 1, 3, and 5) are principally
comprised of beaches and breakwaters (both for vessels and beach protection), whereas
the least affected (Zones 6 and 7) have no form of beach protection. It can thus be affirmed
that the breakwaters are no guarantee of beach stability (Figure 6). Similar results have
been reported by [56–58], among others. Two possible reasons for the erosion despite the
presence of breakwaters are that: (i) the breakwater itself is modifying the sand dynamics
and contributions to the beach, as reported in islands like Oahu (Hawaiian Islands) [59];
(ii) these are enclosed beaches with no longshore drift sediment contribution, a condition
very common in islands with limited sediment supplies [60].

 
Figure 6. Environmental effects by sea storm events. (A,B): Rock outcrops as the result of beach
erosion in Amadores between 1998 (flight carried out between October and December 1998) and
2020 (flight carried out between May 2020 and February 2021) (located in Figure 7; legend 4. Beach
erosion). Fieldwork photograph (top right) taken on 19 April 2021. Orthophoto source: SDI Canarias
(Canary Islands, GRAFCAN, S.A.). (C): seafront damage (located in Figure 7; legend 1. Seafront
damage only). (D): breakwater damage (located in Figure 7; legend 2. Breakwater damage only).
(E): affected seafront and breakwater located within 4 m of a tourist building (located in Figure 7;
legend 3. Seafront and breakwater damage).
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Figure 7. Distribution of the environmental effects identified through fieldwork.

4.2. Current Environmental Problems through the Coastal Narrowing Zone

It was found (Figure 4) that the frequency of SW sea storm events is increasing in the
study area and, through the bi-dimensional models to calculate the flood sea level and
map the floodable surfaces, that the coastal spaces are more easily flooded as the coastal
slope decreases (R2 = 0.5885) (Figure 8, right). This pattern has been widely reported
in the scientific literature, showing that zones of lower height and slope are the most
affected [61–65]. It was also found through the DoDs obtained from the LiDAR data (2009
and 2015) that the erosion range increases with flooded area measured through the length
of the transects explained in the methodology section (R2 = 0.6872) (Figure 8, left). The
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combination of these two topography-related variables allows the identification of coastal
zones at greater risk of flooding [63].

 
Figure 8. Correlation between coastal narrowing and erosion range (left, linear trend), and mean
slope (right, exponential trend). M = sample; CC = correlation coefficient.

Coastal Impacts by Marine Storms Identified through Fieldwork

Four main problems caused by coastal erosion in the study area were identified (and
measured) in situ during the field campaign (Figures 6 and 7): (i) seafront damage only;
(ii) breakwater damage only; (iii) seafront and breakwater damage; and (iv) beach erosion.
With respect to seafront damage only, it was calculated that 6,100.72 m2 of the study area is
affected. The highest and most significant impact was calculated with respect to breakwater
damage only, affecting 20,048.11 m2. Damage to both seafront and breakwater in the same
place affected a total of 391.61 m2, and the corresponding calculation for beach erosion was
604.43 m2. Practically all of the designated zones of the study area were found to be affected.
Beach erosion, however, was mostly in Zone 1 (Amadores), and damage to both seafront
and breakwater in Zone 5 (especially Balito beach) (Figure 7, third row). In addition, a total
of 49 registered plots situated in the coastal narrowing zone (Figure 7, blue) were found to
be affected as they overlie the coastal narrowing zone. These plots are mostly exploited to
offer tourist services (42.65%), including restaurants, marinas, and rental services. Tourist
hotels and apartments are constructed on a further 34.48% of the plots and residential
homes on 20.87%. The remaining 2% is presently unoccupied, but construction projects are
being proposed, for example in the case of Balito beach. Plans have been drawn up to build
on a surface area of 430,000 m2, and the necessary modifications to subsidiary regulations
of Mogán Council have been underway since 2019. It is expected that the forthcoming
General Urban Development Plan of the Council will include this project. The results
obtained in the present research strongly suggest that this type of project, whose main use
will be for touristic and residential purposes, is unadvisable, especially in view of the fact
that Balito beach is one of the zones most affected by SW sea storm events.

4.3. Effects of Sea Level Rise under the Current Scenario
4.3.1. Effects of Projected RCP 8.5 SW Sea Storm Events on Flood Sea Level

Table 3 shows the RCP 8.5 projected flood sea levels. Although the trend is linear
in relation to the results shown in Table 2 (R2 = 0.9648), this is not necessarily the case
in the breakwater zones (especially Zones 1 and 5). The results are difficult to interpret
as they will depend on the morphology of the structure, their state of conservation, and
the management practices carried out, as well as the success or otherwise in meeting the
challenges of ecological conservation [66–68].

4.3.2. Coastal Squeeze Calculation

The coastal squeeze phenomenon (see Section 1) is one of the main problems faced
in coastal management, as it affects practically all coastal strips around the world where
diverse socio-ecological systems coexist [69]. Such systems include beaches, the areas most
affected according to the results of the present study. In Zone 1 (Figure 9), Amadores beach,
the estimated flooded surface areas in an RCP 8.5 scenario when SW sea storm events occur
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during half-tide is 14,448.76 m2, and during high tide 44,428.90 m2. The corresponding
values in Zone 3 (Figure 9), Puerto Rico, are 14,718.42 m2 and 50,779.86 m2; in Zone 5
(Figure 9), they are 19,943.32 m2 and 35,079.31 m2; in Zone 6, 15,013.77 and 20,681.99 m2;
and, finally, in Zone 7 (Figure 9) the corresponding values are 3911.39 m2 and 8682.63 m2.
The coastal squeeze flooded surface areas in these five Zones are therefore (ordered by
Zone number) 50.39%, 144.11%, 93.94%, 53.29%, and 42.42% (with half-tide conditions) and
48.19%, 94.48%, 90.52%, 36.15%, and 156.85% (with high-tide conditions) higher than the
corresponding coastal narrowing calculations given in Section 4.1.3.

 

Figure 9. Coastal squeeze area. (Left): Coastal narrowing area (green) adding the flooded surface in
an RCP 8.5 scenario (red) under half-tide conditions and when SW sea storms occur. (Right): Coastal
narrowing area (green) adding the flooded surface in an RCP 8.5 scenario (red) under high-tide
conditions and when SW sea storms occur.
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There is some debate around the retreat capacity of some coastal ecosystems in the
face of SLR and the need for more precise remodelling than solely the use of the flood
sea level. With beach-dune systems, for example, certain limitations need to be taken into
consideration in the case of application of the Bruun rule (1962) [70], as this should strictly be
done in areas with environmental conditions similar to those of the original hypothesis [71].
It has been reported that erosion of these sedimentary systems can be overestimated by
10–60% [72]. Modifications to the Bruun rule to avoid such overestimations include adding
overwash and wind-driven onshore transport [73]. In the case of the present research,
the results obtained to date show that sections of the study area that could have retreat
capacity, like the beaches (rigid structures like the breakwaters have no such capacity), are
totally flooded. In addition, the studied beaches are sheltered inland by rigid structures
(buildings, etc.), which impede beach recovery [74].

4.3.3. Calculation of the Cost of the Effects of Sea Storm Events

The first studies that evaluated the potential cost of SLR using a cost-benefit model
weighed the cost of protecting a property with the value of the property at the time of
flooding [75–77]. This approach assumes or understands that property will be protected
if its value exceeds the cost of protection at the time of flooding. Certain limitations of
this approach have been pointed out. Firstly, modelling is done only of the damage that is
caused by the SLR, ignoring possible extreme storm events and the erosion exacerbated
by the SLR [78], as is the case in the present study; secondly, it is assumed that the owners
and those responsible for decision-making have undertaken perfect planning, whereas,
in reality, the envisaged protection structures may be for an SLR that may not occur [78];
and, thirdly, this approach only examines the net social cost of property and ignores other
economic impacts (e.g., interruptions to commerce) of SLR [79,80]. More recent studies have
taken into account the economic impact of sea storm events in the context of SLR [81,82].
For beaches, the most important direct economic use tends to be related to recreational and
leisure activities and there is general agreement among economists (within a reasonable
range) that the most appropriate unit to use in calculations in this respect is the so-called
beach day [83–85]. In this regard, Pendleton et al. (2011) [85] found that an increased
beach width had important benefits, increasing the value of coastal properties. Another
way to assess the value of beaches and their disappearance is through the use of hedonic
models [86]. The method employed in the present study quantifies the cost on the basis of
a coastal seafront renovation project that is required due to the effects of sea storm events
(see Section 3.4.2). The quantification considers breakwater zones, sand replacement in
affected areas, and sea surge protection. Figure 10 and Table 5 show the cost to maintain
the affected areas used for the modelling.

Table 5. Estimated costs in the current and future scenario (RCP 8.5).

Case Study (SW Sea Storm Events) Current Cost (€) RCP8.5 Cost (€)

Zone 1. Amadores beach 7,257,857.963 17,613,104.59
Zone 1. Breakwater zone 15,908,075.27 34,863,748.77
Zone 3. Puerto Rico beach 3,661,897.537 16,102,854.49
Zone 3. Breakwater zone 1 4,456,461.924 1,759,701.09
Zone 3. Breakwater zone 2 40,073,569.71 12,382,823.77
Zone 5. Balito beach 3,006,388.264 22,332,505.51
Zone 5. Anfi del Mar 2,789,652.754 7,181,615.099
Zone 5. Breakwater zone 1 13,018,031.7 1,866,736.62
Zone 5. Breakwater zone 2 13,177,390.01 3,359,775.978
Zone 6. Patalavaca beach 4,390,074.539 4,632,867.86
Zone 6. Breakwater zone 14,737,418.15 15,065,843.46
Zone 7. La Carrera beach 3,137,659.948 1,883,187.98
Zone 7. Resort and coast zone 2,744,628.301 491,131.0381
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Figure 10. Economic cost of infrastructures and beaches affected by SW sea storm events, with current
climate (left) and RCP 8.5 scenario (right) in the study area for the studied period.

Beaches are one of the principal assets of coastal tourist destinations [49], and their
disappearance will entail significant economic losses. The authors of [86] observed that
while coastal areas adapt to climate change, the long-term net value of coastal residential
properties can fall by as much as 52% when the beach erosion rate triples and the cost of
replacement sand quadruples. The present research has focused on an initial approach for
the calculation of the repair costs of infrastructures and the recovery of mostly artificial
beaches. In future works, calculation of the hedonic price will be key to understanding the
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real cost that beach loss will entail, including the resulting loss of tourist visitors and hence
a vital source of revenue. In all the beach cases, the cost in the RCP 8.5 scenario would be
viable if in the future it was decided to eliminate the buildings and construction inland and
allow the beach to retreat; otherwise, the beach would completely disappear.

5. General Discussion

In view of the results of the present research, the importance of analysing the effects
of SLR through the approach proposed by Pontee (2013) [5] is highlighted, given the
conceptual differences between coastal narrowing (effects under current climate conditions)
and coastal squeeze (prediction of effects in view of climate change and especially SLR).
These conceptual differences also entail physical and environmental differences that allow
the corresponding authorities to take effective measures now, in the current scenario, that
take into consideration modelling for an RCP 8.5 scenario. Consideration of both scenarios
can facilitate territorial planning and recommendations that resolve current environmental
problems affecting coastal tourist zones (as considered in the present research) while
anticipating the long-term effects of SLR.

This research also highlights the importance of the effects of the SW sea storm events
that affect not only the case study area [24], but indeed practically all the archipelagos
of the Atlantic Ocean [32–34]. The fact that the frequency and severity of these SW sea
storm events have been increasing since the 1990s, affecting tourist areas situated in the
S-SW of Atlantic islands, is also highlighted [24]. In Gran Canaria, for example, these S-SW
areas are essentially unaffected by the trade winds whose access to the area is blocked by
mountainous regions inland, but they are exposed to the impact of SW sea storm events [30].

With respect to the results obtained through the spatialisation of the flood sea levels, it
was found that the zones occupied by both infrastructures and protected by breakwaters
will be the least affected, although there are exceptions such as Zone 3 (Puerto Rico) and its
second breakwater, where the inland entrance of seawater will be easier in some parts of
the structure. In general, the current engineering models being implemented in the study
area are taking into account the effects of climate change through repair and breakwater
reinforcement projects (2018). In this regard, the present research questions the economic
viability, especially for the relevant competent bodies, of this type of project as they are
likely to become more and more common in view of a phenomenon like climate change
that is so difficult to manage. The zones that will practically disappear, however, are the
beaches. They are already showing signs of vulnerability to erosive processes (Figure 6). In
addition, as explained previously, the beaches in this area have practically zero longshore
drift and instead behave like capsules situated in ravine mouths whose sediment/sand
supply through erosion processes is terrigenous through a non-river hydrographic basin to
which they are associated. Thus, the sediment supply of these beaches is limited and only
associated with occasional ravine run-off episodes that do not take place all year round as
is the case with river-associated longshore drift. Finally, the combination of beach sediment
loss, the SLR, and the complete urbanisation taking place around these systems means that
beach retreat inland is impossible and their disappearance is likely [74].

Finally, climate change, as well as causing the anticipated SLR that will affect coastal
areas, is causing temperate rises. A mean increase of 1 ◦C has been predicted by 2025 and
of 3 ◦C by the end of the century [87]. Climate change will result in changes in rain patterns,
with an increase in annual precipitation levels (especially in countries north of 50◦N) [87]
or a drastic reduction in arid and semiarid countries [88], but the most important impact
is probably the anticipated increase in rainfall intensity [89]. In this regard, future works
will tackle the overall aim of this work with the inclusion of a combination of the effects of
SLR and the risk of flooding due to higher flow rates in the water network, in this case of
coastal tourist zones situated in the mouths of ravines [54]. This double effect will increase
the vulnerability of these coastal spaces.
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6. Conclusions

The study presented in this paper analyses the environmental impact of SW sea storm
events in coastal tourist areas, including both the effects taking place at the present time
and those that are anticipated in view of climate change. For this purpose, a conceptual
approach was applied that incorporated the separation of coastal narrowing (current
climate) and coastal squeeze (projection of sea level rise) and modelling on the basis of
two tidal conditions (half-tide and high tide). The first results obtained offer a justification
for this type of research, especially as it was found that sea storm events, especially from
the SW, have been increasing in frequency. Such storms can have important impacts on
the tourist areas of oceanic islands which are commonly strategically situated in the SW
of Atlantic islands because of the optimal levels of comfort and environmental stability
that they offer. The calculation and mapping of the flood sea levels of the case study area
allowed us to determine the most affected zones at the present time and to predict what
would happen in an RCP 8.5 scenario. On the basis of this mapping, it was also possible
to determine seafront damage, breakwater damage, seafront and breakwater damage
together, and beach erosion. Although the infrastructures generally show a good level of
preparation for sea storm events, the beaches have a high level of risk because of the erosion
levels detected, including a strong possibility of their future disappearance as the tourist
buildings and general urbanisation of the surrounding area is blocking their retreat. As
far as infrastructure maintenance is concerned (with the need for constant and expensive
repair projects on the part of the local authorities and the need to replace sand to avoid
beach erosion), it has been calculated that just maintaining the current situation of the
study area would cost 128,359,106.10€ under present conditions and 139,535,896.20€ under
an RCP 8.5 scenario. Such amounts would be needed repeatedly and over a long period
of time.
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Abstract: Beach behaviour and evolution are controlled by a large number of factors, being susceptible
to human-derived pressures and the impacts of climate change. In order to understand beach
behaviour at different scales, systematic monitoring programs that assess shoreline and volumetric
changes are required. Video-monitoring systems are widely used in this regard, as they are cost-
effective and acquire data automatically and continuously, even in bad weather conditions. This
work presents a methodology to use the basic products of low-cost IP video cameras to identify
both the cross-shore and long-shore variability of tidal beaches. Shorelines were automatically
obtained, digital elevation models (DEMs) were generated and validated with real data, and the
outputs were combined to analyse beach behaviour from a morphodynamic perspective. The
proposed methodology was applied to La Victoria Beach (SW Spain) for the analysis of beach
variations over a 5-year period. The combination of shoreline position analysis and data from DEMs
facilitates understanding and provides a complete overview of beach behaviour, revealing alongshore
differences in an apparently homogeneous beach. Furthermore, the methods used allowed us to
inter-relate the different processes occurring on the beach, which is difficult to achieve with other
types of techniques.

Keywords: video-monitoring system; shoreline; digital elevation model; EOFs; beach variability

1. Introduction

Beaches are complex natural systems whose evolution and behaviour are conditioned
by a large number of factors. Beaches also concentrate population and economic activities,
which has led to large urban development in these areas [1]. In addition, beaches are
extremely vulnerable to the impacts associated with climate change, such as relative sea
level rises or changes in wave direction and/or storm frequency and intensity, as well as to
decrease in sediment supply and other human-induced modifications that often lead to
localised beach erosion [2]. About half of all sandy beaches in the world could be seriously
threatened by erosion by the end of the century because of sea level rise, especially where
landward transgression is restricted by infrastructure, although the response is dependent
on many local environmental factors [3,4]. Effective management strategies are, therefore,
needed for these areas, supported by morphodynamic studies that provide information on
local processes.
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The analysis of coastal processes and morphological responses is essential to under-
stand beach behaviour at different scales, from event responses to seasonal and interannual
changes. Beach evolution analyses of tidal areas add complexity to the study, as tidal cycles
shift the oceanographic influence along the beach profile [5]. Therefore, the continuous
monitoring of these zones is necessary to understand shoreline and volumetric changes and
quantify the morphodynamic processes controlling these systems. On the other hand, the
real-time monitoring of the rapid changes generated by high-energy events has traditionally
been challenging, making it difficult to understand the processes that actually occur under
storm conditions.

In beach-monitoring programs, the spatial and temporal resolution and the area and
duration of the survey that can be covered are key parameters, as they determine the type
of processes that can be observed, from storm-induced rapid changes to seasonal behaviour
or changes driven by global atmospheric circulation patterns [6–8]. In this regard, the
RTK-DGPS was an important breakthrough in systematic beach monitoring, making it
possible to cover larger areas faster and more accurately than previous techniques, such as
the theodolite and the total station [9] methods or low-cost techniques designed to reduce
the number of surveyors needed [10]. Terrestrial laser scanners, airborne LiDAR sensors,
and unmanned aerial vehicles are widely used for high-resolution surveys, as they are
relatively fast and simple [11], although their characteristics and the need for surveyors
compromise a temporal resolution. The use of satellite-based observations to study coastal
regions is becoming increasingly widespread. Satellites measure a variety of physical
parameters and enable the analysis of shorelines, sea levels, waves, and coastal currents,
among others [12]. However, a spatiotemporal resolution is still not enough for monitoring
some coastal processes in tidal beaches, where errors in satellite-derived shorelines can
exceed 30 m [13], with spatial changes close to the satellite pixel resolution and temporal
changes close to the satellite revisiting time. The spatial resolution has improved to 30 m
for Landsat 4–8 and 10 m for Sentinel-2, while the revisit time is 5 days for Sentinel-2 at the
equator, with shorter revisit intervals at higher latitudes [14].

Video-monitoring systems are commonly used to cover the spatiotemporal gap be-
tween the more traditional survey techniques and rapidly evolving satellite observations.
The use of video-monitoring systems for the study of coastal processes has developed since
Holman and Guza [15] applied video techniques to measure wave run-ups and Lippmann
and Holman [16] started using these systems to quantify the temporal and spatial vari-
ability of sand bar morphologies. Video-monitoring systems are relatively low-cost and
acquire data automatically, continuously, and periodically, even in bad weather conditions.
These techniques significantly reduce field efforts compared with traditional coastal moni-
toring systems and allow larger regions to be covered. They can also be used for a wide
range of purposes, including the analysis of rip currents [17,18], nearshore hydrodynam-
ics [19], the behaviour of anthropized beaches in storm conditions [20], mesoforms such
as bars [21–23] and beach cusps [24–26], run-up measurements [27,28], the estimation of
flood processes [29], and to obtain coastal bathymetry [30–32]. The spatial resolution of the
video monitoring depends on the system and its position with respect to the monitored
area. In low-resolution systems that work with compressed images, as occurs in most IP
camera systems, shoreline detection becomes complex, as data compression clusters pixels
together, which makes it difficult for algorithms to work properly, mainly in the furthest
areas of the system.

The collection of data with high frequency and spatial resolution, as provided by
video-monitoring systems, allows for the application of statistical techniques to analyse
the conditions controlling beach evolution. Among them, Empirical Orthogonal Function
(EOF) analysis is one of the most widely and extensively used methods for decomposing a
space–time field into spatial patterns and associated time indices. Winant et al. [33] applied
it to study the seasonal changes in cross-shore beach profiles. Since then, it has been used in
the analysis of beach morphodynamics (review in Larson et al. [34]). The method is purely
statistical and tries to represent the complex field of spatiotemporal variability through a
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number of basic spatial patterns coupled with time-dependent functions [35]. Although
the resulting patterns lack any direct physical meaning, they are often linked with coastal
processes and behaviour [36] or can be coupled with oceanographic or sediment transport
models to analyse beach changes [37].

The aim of this work is to present and validate a methodology based on the primary
video-monitoring products (timex images) using a low-cost IP camera system to calculate
morphological parameters that can be analysed to extract the interannual behaviour of
tidal beaches. For this purpose, automatic shoreline extraction and the generation of
intertidal digital elevation models (DEMs) were implemented. Furthermore, a tool was
developed to validate the DEMs with measured data (ground truth). The automatically
obtained shorelines were explored with Empirical Orthogonal Function (EOF) techniques
in order to identify the spatial and temporal information captured by the video-monitoring
station and identify both the cross-shore and long-shore variability of the system. The
proposed methodology was applied to La Victoria Beach (SW Spain) for the analysis of
beach variations over a 5-year period.

2. Study Zone

The method was developed and applied to a 750 m coastal stretch at La Victoria urban
beach, located in the city of Cádiz (SW Spain, Figure 1). The western part of the city, where
La Victoria is located, is mainly composed of sandy beaches exposed to the Atlantic Ocean.

 

Figure 1. (A) Location of the study area in SW Spain. (B) Position of the video-monitoring system
(VMS) in the city of Cadiz. (C) General view of the VMS. (D–F) Areas covered by each camera.

La Victoria Beach follows an NNW-SSE orientation and presents an intermediate–
dissipative profile composed of medium-to-fine sand [38]. Foreshore slope values range
between 0.025 and 0.02 with seasonal changes [39]. A wide rocky shore platform extends
along the coast, varying in width and depth, affecting the regular bathymetry in the
zone [40]. It discontinuously appears around the mean sea level in front of La Victoria,
which is considered a reef-supported beach [40]. Several nourishment works were carried
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out on the beach over the last two decades because of the reduction in the river sediment
supply [41,42] in order to prevent erosion and damage to tourism infrastructure.

Regarding the hydrodynamic conditions, storms affecting La Victoria Beach occur
mainly between November and March, associated with westerly winds. Easterly winds,
although more frequent and more intense, have little impact on wave generation in this area
because of their limited fetch [43]. The mean wave height is less than 1 m with associated
periods of 5–6 s, although wave height during storms can exceed 4 m [44] with associated
periods longer than 8 s. The dominant longshore drift is directed towards the southeast.
Tides in this area are semidiurnal and mesotidal. The mean tidal range oscillates between
3.07 m and 1.11 m in mean spring and neap tides, respectively, with a tidal range of 3.89 m
during the highest astronomical tide [45].

3. Methodology

The proposed methodology jointly analyses the cross-shore and the long-shore be-
haviour of the beach. For this purpose, two approaches were combined, namely, shoreline-
based 2D analysis, common in coastal studies, and DEM-based 3D analysis, often limited
because of the impossibility of obtaining such data with a high temporal resolution. Such a
combination of techniques facilitates the comprehension of processes that may be ignored
when cross- and longshore behaviours are analysed independently. An overview of the
workflow of the proposed analysis is presented in Figure 2.

 

Figure 2. Methodology used to analyse beach cross- and longshore evolution combining the automatic
extraction of shorelines and the generation of DEMs.

A coastal video-monitoring system composed of 3 IP cameras of 2 MegaPixel
(1600 × 1200 pixels) resolution was used in order to record beach images (Figure 1). The
system was installed on top of a residential building (~49 m above the mean sea level)
and covers approximately 750 m of shoreline. The system records the first 10 min of each
daylight hour with a frequency of 4 Hz [26], i.e., 2400 frames per burst. After recording,
three basic products are automatically obtained from each camera by using the ORASIS
software [31]: snap images (snapshot image), timex images (time average image of the
2400 frames), and Sigma images (greyscale variance image of the 2400 frames). The interval
of images analysed in the present work extends from September 2013 to March 2018, except
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for small periods in which the system was not operational for technical reasons. Cam-
era calibration, image rectification, and planview generation were undertaken using the
ULISES open-source software developed by Simarro et al. [46]. Planviews, both for timex
and Sigma images, were generated with a resolution of 0.5 m/pixel. For further details on
this video-monitoring system, the generation of basic products, the system calibrations,
and the production of planviews, the reader is also referred to Montes et al. [26].

3.1. Automatic Shoreline Detection

Shoreline analyses during the studied period were performed by extracting the shore-
line automatically from the planviews (Figure 3). System limitations, mainly derived
from the resolution and compression types of the images, constrained automatic shoreline
extraction, so different methods were tested to resolve this, and only timex images were
used in a similar approach to the one developed by Ribas et al. [47]. The use of Sigma
planviews, employed in similar studies [28,31], was discarded because of the poor results
obtained in this case. The timex planviews were transformed from Red–Green–Blue (RGB)
to Hue–Saturation–Value (HSV) in order to improve the results obtained when extracting
the shoreline [48,49]. Three different extraction forms were used: maximum gradient
in Saturation, maximum gradient in Value, and a combination of Saturation and Value
gradients. The quality of the results for each of the abovementioned procedures was highly
dependent on the existing conditions in each planview (sun height, luminosity, presence
of shadows, etc.). Therefore, the shorelines for all planviews were generated following
Ribas et al. [47] and then manually checked to ignore corrupt shorelines; those showing
the best results in each case were selected. To improve the automatic extraction process, a
mask was created on the zone of interest in the planview (Figure 3), and the extraction of
the shoreline was only conducted during high tide (including the previous and next hour)
during daylight conditions (~3 per day). This specific automatic extraction prevents the
presence of buildings, roads, people, and intertidal water-filled features that can produce,
in some cases, noise that could decrease the quality of the detection [48]. In order to assess
shoreline evolution, the land part of the mask was used as a baseline. Moreover, all the
obtained shorelines were corrected to their real Z since the planviews were generated with
a constant Z.

 

Figure 3. Example of shoreline extraction (green line) using a mask (yellow lines) to avoid features
of the beach that might decrease the quality of the extraction. The background planview is in
pixel coordinates.

The large number of automatically extracted shorelines obtained with this procedure,
approximately 1800, allows us to perform statistical analyses to study the interannual
behaviour of the beach. In this work, the spatial and temporal variability in the shoreline
position is studied through an analysis of Empirical Orthogonal Functions (EOFs), also
known as Principal Component Analysis [50]. Such an analysis can provide useful infor-
mation on the amount of data obtained with the video-monitoring technique [51]. The
EOF analysis can find a set of variables that explain data variability [52]. EOFs are the
eigenfunctions of the covariance data, and they represent the dominant spatial patterns, or
modes, of the variance, while their associated amplitudes represent the temporal variation,
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ordered by their absolute values. This method was applied in previous studies at La
Victoria Beach to analyse the variations in the beach profile [39,53,54].

3.2. DEM Generation

Intertidal topography was obtained from the coastal video-monitoring system. For
this purpose, shorelines of a complete tidal cycle were manually extracted once a month.
The digitization of shorelines was not conducted automatically as in Section 3.1 in order
to avoid problems in low-tide conditions and to ensure the quality of the extraction. This
simple approach has been used by other authors for similar purposes [48,49,55]. The steps
followed were (Figure 2) (i) manual digitisation of the shoreline; (ii) assignation to each
shoreline of its real height value through the tide level; (iii) decomposition of shorelines
into points with X, Y, Z coordinates; and (iv) generation of DEMs from XYZ points. Once
generated, the DEMs were validated using the ground truth, and slope and volume values
were obtained in different profiles distributed homogeneously over the DEMs (Figure 4).

 

Figure 4. RTK-DGPS profiles used for the validation (orange dashed lines), profiles employed to
extract slope and volume (blue lines), and an example of an extracted DEM.

The manually digitised shorelines were projected to their real coordinates via ULISES
routines. Subsequently, each shoreline was assigned its corresponding height by using
the sea level data from the Cádiz tide gauge [56] located in the city harbour (Figure 1).
The ∼6 shorelines of each tidal cycle were decomposed into points every 0.5 m, obtaining
around 9000 points with X, Y, Z coordinates for each DEM. Once these points were obtained,
they were used to generate the DEMs. Monthly DEMs were built when planviews were
available for spring tidal conditions. Low-wave-energy conditions were selected to avoid
possible errors in the assignment of a height to each shoreline, e.g., produced by wave
run-up. It must be noted that the sea level data obtained from the tide gauge include the
influence of atmospheric pressure.

Once DEMs were extracted for the entire study period, an extensive DEM validation
was performed using ground-truth data collected by RTK-DGPS. The topographic surveys
for the validation were conducted on dates equal to or close to (<4 days) the date chosen
to build the DEM in order to ensure a similar beach state (Table 1). The validation was
performed using two profiles located in the southern part of the study area (orange profiles
in Figure 4), where RTK-DGPS-surveyed profiles and DEM-extracted profiles were com-
pared. In this procedure, three types of variables were computed to carry out the validation:
XYZ-dependent variables, slope, and volume.

Table 1. Dates on which the RTK-DGPS profiles were carried out and DEMs were extracted.

Survey Index RTK-DGPS Survey Date DEM Date

1 23-09-2013 19-09-2013
2 03-10-2013 06-10-2013
3 03-12-2013 04-12-2013
4 31-01-2014 31-01-2014
5 18-06-2014 14-06-2014
6 09-10-2014 09-10-2014
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Table 1. Cont.

Survey Index RTK-DGPS Survey Date DEM Date

7 25-11-2014 24-11-2014
8 03-12-2014 06-12-2014
9 02-07-2015 04-07-2015

The XYZ-dependent variables analyse the profile geometry, based on Z, with a compar-
ison between the shape of the real (RTK-DGPS) profiles and those extracted from the DEMs.
Different parameters commonly employed for the estimation of errors in morphodynamic
models were used [57–61]: correlation coefficient (R2), scatter index (SCI), relative bias
(RelBias), and the Brier Skill Score (BSS), as well as the Root-Mean-Square Error (RMSE).
R2 and SCI provide information about data dispersion. RelBias is a normalised relative
measure of the bias. Lastly, BSS relates the variance in the difference between the real and
modelled data to the variance in the real data; a BSS of 1 means that both profiles are equal,
while 0 means a very bad coupling between the real and computed profiles. A detailed
explanation of the parameters can be found in Roelvink et al. [62]. Finally, the RMSE
(Equation (1)) estimates the vertical error (in metres), and it has been widely used in the
validation of DEMs, such as those generated by UAVs [63,64]. The RMSE was calculated
between the points from real surveys and points from DEMs:

RMSE =

√√√√√
n
∑

i=1
(RTKzi − DEMzi)

2

n
(1)

where RTKz is the elevation of a real point measured with the RTK-DGPS, DEMz is the
elevation of the DEM at the same coordinates, and n is the total number of RTKz points.

Slope and volume variables were calculated between the minimum and maximum
DEM heights in each profile, which is the equivalent of intertidal beach slope and volume.
After that, the relative errors were obtained for each one using Equations (2) and (3).

εs =

∣∣SlopeDEM − SlopeRTK
∣∣

SlopeRTK
(2)

εv =
|VolumeDEM − VolumeRTK|

VolumeRTK
(3)

where εs is the slope relative error, and εv is the volume relative error. Again, RTK refers to
ground truth values and DEM refers to values extracted from the DEMs in both equations.

Once DEMs were extracted and validated, slopes and volumes were calculated be-
tween September 2013 and March 2018 in 14 cross-shore profiles distributed along the
beach and spaced every 50 m (Figure 4). Slopes and volumes were extracted between
the minimum and maximum tide levels reached on the day of DEM generation. For each
parameter, the evolution in each profile during the study period was obtained, as well as
the longshore variation along the beach for each survey.

4. Results

4.1. Automatic Shoreline Extraction and Shoreline Analysis

Approximately 1800 high-tide shorelines were automatically extracted over the study
period, with a 46% success rate for all available planviews in high-tide conditions. Although
a minimum tidal threshold was established (above 3 m) to reduce the tide influence on
the results, certain oscillations directly related to the tidal range above the threshold were
observed, which is accentuated under spring tides or by the effect of storm surges. The
gaps correspond to periods when the system was not running properly or the shorelines
could not be extracted from the planviews.
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Regarding shoreline evolution based on the automatic shoreline extraction method
applied, it was observed that the dry beach changes (defined from the shoreline to the
baseline; see Figure 5A) showed seasonal behaviour, with clear differences between the
winter and summer periods (Figure 5B). The mean beach width ranged between 5 and
55 m during this period. Minimum values were observed in winter between October
and March, and values below 10 m were observed in January 2015, December 2016, and
February/March 2017. Maximum values were mostly recorded in summer. In September
2013 and March 2014, values higher than 50 m were also identified. March 2014 and 2016
were two exceptions to this seasonal behaviour, showing an early increase in the dry beach
area, although in both cases, it reduced afterwards, following the same trend observed in
other years.

Figure 5. Analysis of shoreline position. (A) Planview of La Victoria Beach with the baseline (yellow
line) used for the analysis. (B) Mean shoreline position with respect to the baseline. (C) Result of EOF
analysis. (D) Evolution of EOF amplitudes along the study period. (E) Evolution of mean shoreline
position along the study period.

Regarding the alongshore variations, Figure 5C shows the time-averaged beach width
with respect to the baseline during the study period. An alongshore differential behaviour
was observed and, based on this, the beach can be divided into three sectors: (1) the
northern sector, which extends along the first 250 m from the planview origin (N) and
presents an average beach width higher than 30 m, with a maximum value of 35 m; (2) the
central sector, between 250 and 500 m from the planview origin, which shows a reduction
in beach width reaching the minimum value, 25 m, with beach widths always below 30 m;
and (3) the southern zone, between 500 and 750 m from the planview origin, which was
always below a 30 m beach width like the central zone, although there is a slight increase
of 2–3 m, and it shows more homogeneous behaviour.

The results of the EOF analysis are also presented in Figure 5, including the spatial
patterns (Figure 5D) and their corresponding amplitudes (Figure 5E), calculated on the
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average shoreline position. The first three EOFs describe 98% of the total variability of
the beach during the study period. EOF1, explaining 89.5% of the variance, represents the
accretion/erosion of the beach, depending on the negative/positive amplitude values, and
in this case, its spatial mode has a constant negative sign. The values are slightly higher
in the northern sector, decreasing in the central zone until they become constant in the
southern sector. EOF2, which explains 5.5% of the total variance, represents beach rotation,
associated with sediment transport from the zone with positive spatial mode values to the
zone with negative spatial mode values, implying sediment transport from the north to
the south under specific conditions. Finally, EOF3 explains 3% of the total variance and
corresponds to a localised erosion/accretion process under certain conditions (recalling that
EOF modes are mathematically forced to be orthogonal). Almost the entire northern and
southern zones show negative values (accretion). Conversely, a small part of the northern
sector together with the central sector present positive values (erosion).

4.2. DEM Generation and Validation

A total of 48 DEMs were generated for the intertidal zone at La Victoria Beach for the
entire study period. All of them were located between the elevations +0.13 and +3.99 m
above the tidal datum (hydrographic zero, i.e., the lowest astronomical tide).

The validation results are shown in Tables 2 and 3 and in Figure 6. Regarding the
geometry of the beach profiles, all the analysed indexes of the morphodynamic models
show satisfactory values (Table 2). The R2 values for both profiles were higher than 97%
and in all cases over 95%, and the mean SCI values were lower than 0.13 in both profiles.
The relative BIAS parameters were close to zero in most of the validations; only in July
2015 were the values of this parameter higher than 0.10 for both validation profiles (0.13
and 0.16). The BSS parameter indicated a strong similarity between the RTK-DGPS profiles
and those generated by DEMs, as in all cases, the value of this parameter was over 0.90,
0.96 being the average for all the validations in both profiles. Finally, the mean RMSE in
both profiles was around 25 cm. Only in one case (July 2015) were the values obtained high,
greater than 45 cm, while in most cases, the vertical error was lower than 30 cm.

Table 2. Results of the DEM validation using the two RTK-DGPS profiles (P1 and P2, Figure 4) for
XYZ-dependent variables where profile geometry was analysed.

Survey
Index

Geometry Errors

R SCI RelBias BSS RMSE

P1 P2 P1 P2 P1 P2 P1 P2 P1 P2

1 0.98 0.97 0.08 0.09 0.04 0.02 0.97 0.94 0.23 0.26

2 0.98 0.99 0.08 0.1 0.03 −0.02 0.96 0.96 0.2 0.23

3 1 0.97 0.13 0.17 −0.09 −0.12 0.97 0.94 0.3 0.36

4 0.98 0.99 0.14 0.14 0.1 0.13 0.95 0.99 0.31 0.36

5 0.99 0.99 0.05 0.06 −0.02 −0.02 0.99 0.98 0.12 0.14

6 0.96 0.98 0.09 0.08 −0.06 −0.06 0.93 0.97 0.30 0.26

7 0.98 0.97 0.1 0.11 0.01 −0.02 0.96 0.95 0.22 0.23

8 0.99 0.99 0.05 0.04 −0.05 −0.03 0.99 0.99 0.10 0.08

9 0.97 0.97 0.17 0.19 0.13 0.16 0.95 0.96 0.48 0.47

Mean 0.98 0.98 0.12 0.13 0.05 0.05 0.96 0.96 0.25 0.26

Regarding the validation of beach slope and volume, low mean relative errors were
obtained (Table 3). The mean relative error in slope was 9.9% for profile 1 and 12.7% for
profile 2. The mean error for the volume was below 10% in both profiles. Considerably
higher error values were only found in the slope calculations for both profiles on the
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validation of 9 October 2014 (51.5% and 45.3%, respectively), while significantly higher
errors (more than 20%) for the volume were only found on the validation of the 4 July 2015
(19.7% and 24.5% for profile 1 and profile 2, respectively).

Table 3. Results of the DEM slope and volume validations using the two RTK-DGPS profiles for the
relative slope and volume error.

Survey Index
Relative Errors

Slope P1 Slope P2 Volume P1 Volume P2

1 0.01 0.05 0.05 0.02

2 0.02 0.22 0.04 0.02

3 0.02 0.05 0.13 0.19

4 0.13 0 0.12 0.16

5 0.01 0.13 0.05 0.04

6 0.52 0.45 0.12 0.07

7 0.18 0.22 0.04 0

8 0 0 0.08 0.05

9 0 0.02 0.2 0.25

Mean 0.1 0.13 0.09 0.09

Figure 6. Results of the DEM validation (XYZ-dependent parameters, slope, and volume) using the
two RTK-DGPS profiles.

4.3. Slope and Volume Evolution

The DEM-derived slope evolution (Figure 7) shows a seasonal pattern across the
entire beach. During winter months, the slope decreases and then increases later during
the summer months (upper panel, Figure 7). The variations recorded are small, ranging
between 0.02 and 0.07 over the study period. In addition, higher slopes in the northern
zone of the beach are observed in all surveys in a detailed profile analysis. In turn, the
seasonal oscillations described above are more pronounced in this area, with increased
disparities between the northern and southern slopes during the summer period. During
winter months, these differences are smaller. In fact, if the values of this parameter are
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analysed for the beach in each survey (lower panel Figure 7), a higher dispersion of data
is observed in the northern zone, while the data scattering is reduced in the southern
sector (between 0.025 and 0.055). Furthermore, the study of the average slope behaviour
also revealed higher values in the northern part that decrease towards the central zone
(profiles 7–8), and the slope remains constant until the southern sector.

 

Figure 7. Upper panel: evolution of beach slope in each profile of La Victoria Beach over the studied
period, where profile 1 is the northernmost one and profile 14 is the southernmost one. Lower panel:
variability in beach slope along the analysed profiles for each survey, where the red lines are the
median, the limits of the boxes are the 25th and 75th percentiles, and the markers are the outliers.

The beach volume (Figure 8), normalised according to the analysed profile extension,
is relatively homogeneous, as low dispersion is observed between the values of the different
profiles for each DEM (upper panel Figure 8). The volume ranges between 1 and 2.5 m3/m
in all profiles. A clear seasonal trend is not detected. Volume variability (lower panel,
Figure 8) is slightly lower in the northern area, while the average values per profile show
homogeneous behaviour along the beach.

 

Figure 8. Upper panel: evolution of the normalized volume in each profile of La Victoria Beach over
the studied period, where profile 1 is the northernmost one and profile 14 is the southernmost one.
Lower panel: variability in the volume along the analysed profiles for each survey, where the red
lines are the median, the limits of the boxes are the 25th and 75th percentiles, and the markers are
the outliers.
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5. Discussion

5.1. Methodological Considerations

The methodological approach developed in this work combines automatic shoreline
extraction and DEM generation, validation and extraction of slope and volume data from
them. The results demonstrate the validity of this approach, although a number of technical
considerations must be noted.

One of the main techniques applied to video-monitoring systems for the automatic ex-
traction of shorelines [65] is the use of Sigma images. This technique was discarded
in this work because of the low return rate, despite its widespread use for this pur-
pose [28,31]. Thus, an approximation of the Pixel Intensity Clustering (PIC) model described
by Aarninkhof and Roelvink [66] and Aarninkhof [67] was employed in order to improve
the success rate of the automatic extraction of the shoreline. The PIC model identifies colour
differences between wet and dry sand areas through the transformation of RGB images into
HSV images. This model works better on dissipative beaches than, for instance, the Shore
Line Intensity Maximum (SLIM) model [68], which is designed for relatively steep beaches
and fails in dissipative ones [69]. By applying the PIC model to La Victoria, the shoreline
extraction success rate reached 46%. In the future, this rate could be further increased
by using Artificial Neural Network systems (ANN) [31,51,69]. ANN systems are trained
with manual extractions of shorelines, improving the results for dissipative beaches with
complex geometries (i.e., sand bars, inlets, beach cusps, etc.) such as La Victoria Beach [26].

Another major application of video-monitoring systems is topo-bathymetric data ex-
traction, which has been widely studied and applied by different authors [30,31,48,55,70–74].
In this work, intertidal DEMs derived from the video-monitoring system were subjected to
extensive validation in order to check their quality by using nine RTK-DGPS topographic
surveys. Indexes concerning profile geometry also reveal good results in most of the cases,
showing a great similarity between the profiles obtained with RTK-DGPS and the profiles
obtained using the DEMs (Table 2 and Figure 6). In morphology, the BSS is considered
acceptable when the value is between 0.6–0.8 and excellent when it is higher than 0.8 [59]. In
this study, almost every extracted BSS is above 0.95, which indicates an excellent similarity
between the measured profiles and those extracted from the DEMs. This is supported
by the results of the R2, SCI, and relative bias, which, in both profiles, have values with
low scattering between the real and DEM data and a low vertical offset. It is important to
note that these parameters are typically used in morphodynamic models to understand
the relationship between the measured profiles and the resulting model profiles. Mor-
phodynamic models are complex and require a large amount of input data and a lot of
computational time [75], so usually there are processes that are not taken into account
and limit the model’s ability to estimate reality [76]. In this work, two real profiles were
compared, although the one obtained from DEMs was indirectly computed. Under this
premise, the threshold to accept the validation results as valid must be more demanding
than those considered acceptable for morphodynamic models. Even so, in the validations
carried out with these parameters, very satisfactory results were obtained.

For RMSE values, the average in both profiles was around 25 cm. These values are
similar to those obtained with other methodologies, often more expensive and with lower
temporal resolution. For instance, when using Unmanned Aerial Vehicles (UAVs) to build
DEMs, the errors obtained are between 5 and 15 cm [63,64,77]. For LiDAR, the nominal
accuracy is 15 cm, although it is only achieved on very flat areas and low flights [78]. In
the present study, in some cases, the error is close to the one obtained with DGPS for
this purpose, between 5 and 7 cm [79], with the advantage of faster and automated data
collection, allowing for higher temporal resolution.

The results obtained also show low relative errors in slope and volume values, as most
of the validations for both variables are significantly below a 10% error. These results can
be considered a good fit for real data since slope errors are generally greater than volume
errors given that integrated properties (volume) are less susceptible to error than derived
properties (slope). The high errors obtained in some validations, mainly in the estimation
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of slope and volume, are associated with errors in the detection of the shoreline position.
The presence of steep bars and troughs around the high tide level sometimes prevents the
correct tide height estimation of the shoreline (Figure 9) because of uneven flooding in
the trough.

Figure 9. Comparison of beach profiles from RTK-DGPS surveys (blue lines) and DEMs (yellow lines)
on different dates.

It must be noted that the effect of wave run-ups on the water level has not been
considered for the DEM extraction. The inclusion of this effect could improve the DEM
quality, but it would also increase the complexity of the used tool. Furthermore, empirical
estimations of wave run-ups could generate some inaccuracies [27], although this approach
is widely accepted in coastal engineering. The differential behaviour of the beach slope over
the study zone, along with the bathymetric complexity caused by the discontinuity in the
rocky platform, hampers the definition of a unique slope value for the whole beach. Finally,
low values of relative bias (Figure 6) indicate that the quality of the results is adequate
even without considering a wave run-up. This index provides information about vertical
variation between the model and measured profiles [62]. In this case, values near zero
indicate that shoreline heights are not underestimated for not including the waves.

5.2. Beach Behaviour Analysis Based on Video-Monitoring Tools

The development of a combined methodology for a comprehensive beach analysis and
its application to La Victoria Beach has allowed us to obtain results that reveal contrasting
behaviour patterns in an apparently homogeneous area. The combined methodology
used has made it possible to identify small changes and differential behaviours on both a
spatial and temporal scale. As shown in the previous section, the good agreement between
the results obtained by the monitoring system and the data obtained by the RTK-DGPS
facilitates the long-term analysis of these small variations. This allows us to demonstrate
the differential and seasonal behaviour of the beach in the medium term.

In this regard, La Victoria Beach was characterised by marked seasonal behaviour
during the study period, previously described in this beach and surrounding ones [38,44,80].
The seasonality was considered to be highly related to the hydrodynamic conditions in
the northern area of Cádiz Gulf, in which mean wave height and the peak period are
higher during the end of autumn and winter months. This results in two periods with
different behaviours: the storm season, between November and March, in which wave
energy is higher with more southerly wave directions, and the calm season, between April
and October [81]. During the storm period, the beach slope decreases to dissipate the
incident energy, in contrast to the calm period, in which the beach recovers and the slope
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increases [82]. This response was observed in both the shoreline position and the EOF
analysis (Figure 5), as was the slope evolution of the entire beach (Figure 7).

From the evolution of the slope in the different transects and the EOF analysis, an
alongshore differential behaviour was found in La Victoria Beach. Based on this, the
apparently homogeneous beach can be divided into three sectors, defined by using the
second and third spatial modes of the EOF analysis (Figure 5D): the northern or protected
sector, conditioned by the rocky shore platform supporting the beach profile; the southern
or exposed sector, a completely sandy zone; and the central sector or transition zone. The
exact position and extension of the transition zone are influenced by the angle of incidence
of storms, which can vary between the west and southwest. This results in a longer or
shorter extension of the area protected by the rocky platform. The varying angle of storm
incidence also has an impact on the presence of cusps and bars in this zone [26].

As demonstrated by several authors, the geological setting has an important role in the
shaping of beach profiles [83,84]. In fact, it has special relevance in alongshore differences
observed in La Victoria because of the presence of the rocky platform in the northern zone.
The recorded differences in slope and shoreline position between the northern and southern
sectors are in accordance with those found by Muñoz-Pérez and Medina [40]. The northern
zone is a type 1 perched beach according to the classification by Gallop et al. [85], in which
the structure or rocky platform is connected to the beach face. Beach response to the
presence of structures such as rocky platforms is still poorly understood [86], and it varies
based on the specific characteristics of the area (see Gallop et al. [85] for more information
and a detailed review). The rocky platform in La Victoria Beach dissipates wave energy,
making the slope and the average width of this zone higher than in the exposed one. The
protection not only reduces erosion but also the accretion rate [87]. As a consequence of
this, the slope shows more variability in the southern zone. This is due to the “locking”
effect of the rocky platform on the beach profile, which blocks the cross-shore sediment
transport between the lower and upper zone of the rocky platform [88]. Muñoz-Pérez and
Medina [40] found that the recovery rate of the exposed zone was three times faster than
the protected one. The difference between the erosion/accretion rates in both zones could
be responsible for the beach planform rotation observed in the EOF analysis.

Even though the average shoreline position did not suffer remarkable changes over
the studied period, there is a slightly decreasing trend in the beach slope. In addition to
this, the peak values of the slope during summer, which can be related to beach recovery
processes, decreased year after year during the study period. This trend could be amplified
in the context of climate change. The methodology used allows for a detailed analysis of
the most vulnerable areas in the face of long-term erosion, which will allow us to design
interventions to prevent or mitigate erosion in such a way that their effects are maximised
and expenses are minimised, as proposed by other authors [89]. Although it is commonly
accepted that perched beaches are more protected than exposed beaches, there are some
cases in which the effect is the opposite, producing an increase in erosion due to changes in
waves and currents generated by the rocky platform [85]. Future studies should analyse
the effect of the increasingly deep rocky platform caused by sea level rises and its incidence
in the evolution of La Victoria Beach.

6. Conclusions

In this work, specific tools were developed for the exploitation of a 5-year dataset from
a beach video-monitoring system. Automatic shoreline extraction and DEM generation,
validation and extraction of intertidal slope and volume allowed us to analyse the behaviour
of La Victoria Beach. The results show that the combination of shoreline position analysis
(2D) and data from DEMs (3D) facilitated the understanding and provided a complete
overview of the beach’s behaviour. Furthermore, the methods used allowed us to interrelate
the different processes occurring on the beach, which is difficult to achieve with other types
of techniques.
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The validation methodology developed for the generated DEMs is by itself a remark-
able output of this work. The combination of the different procedures used allowed us
to validate this tool by employing real data. It can provide geometric similarity; data
scattering; and vertical errors and associated offset, slope, and volume errors. Moreover,
it has wide potential applications, from LiDAR topographic data, UAVs, LaserScan data,
satellite-derived bathymetry, etc., to the results of 3D morphodynamic models.

This methodology allowed us to analyse the evolution of a large urban beach, showing
its spatial and temporal behaviour. The results reveal a seasonal pattern, with a marked
zonation due to the presence of a rocky shore platform. Beach behaviour is defined by three
processes that can explain almost all the obtained variability: erosion/accretion, alongshore
transport, and beach rotation.

The proposed methodology is cost-effective, obtains data in an automatic mode with
high spatiotemporal resolution, and can be easily extrapolated to other areas. This enables
the analysis of vulnerable areas and facilitates the management of investments in coastal
protection against climate change.
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Abstract: Previously, paired spits have been described at the mouths of bays, estuaries, and deltas.
This study analyzed the worldwide distribution and morphodynamic patterns of paired spits lo-
cated at the mouths of interdistributary bays of deltas (three systems) and within coastal channels
(24 systems). The methodology was based on the detailed analysis of satellite images, nautical charts,
and tidal-range databases. The paired spits found were mainly located on microtidal coasts at high
or mid latitudes. Waves were the main factor controlling convergent progradation and breaching
of the spits, while the hydraulic blockage for the development of these paired spits was mainly
due to tide-induced currents, as well as minor fluvial outlets in the interdistributary bays. Three
morphodynamic patterns were identified: (i) stable, with low progradation rates, generally without
breaching or degradation of any of the spits; (ii) stationary, with high progradation rates, alternating
degradation or breaching of any of the spits with the formation of new spits or closure of the breaches;
and (iii) instable or ephemeral, which included three subtypes, the severe erosion of one or both spits,
the joining of the head of the two spits forming a single barrier, and the merging of each with its
channel margin.

Keywords: geomorphology; baymouth spits; double spits; progradation; erosion; degradation; breaching

1. Introduction

Sandy and gravel spits are elongated barriers that extend laterally through the suc-
cessive construction of progradational beach ridges [1–3]. Wave-induced processes are
the main factor controlling spit development [4]. Bays and estuaries are often partially
enclosed by spits [5]. Intense littoral drift leads to the formation of spits in the outer parts
of the bays, which can evolve into systems of sand bars and coastal lagoons, with a mouth
maintained by tidal currents or rivers flowing into the bay [6,7]. Similarly, littoral drift
also forms barrier spits at estuarine river mouths, which can break up due to intense river
discharge events [8–11], storms [12–14], tsunami events [15], the temporal decrease of
sediment supply [16] or artificial breaching [17]. Spits also develop in asymmetric and
very asymmetric (deflected) wave-dominated deltas [18–21], where they can be extremely
dynamic [22].

On exceptional occasions, the bays, estuaries, and deltas are confined by systems of
paired spits (PS), i.e., two spits with a converging longshore drift that partially or almost
completely enclose the bay or river mouth. The formation of paired spits has been described
by five morphogenetic models: (i) coastal barrier break [23,24]; (ii) convergent longshore
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drift in a narrow bay [25]; (iii) bidirectional longshore drift with hydraulic blockage [26];
(iv) cutting a detached spit due to ebb-tidal currents [27] or by high energy events such
as storms [28], hurricanes [29] or high fluvial discharge [30]; and (v) the convergence of
two estuary mouths and the associated spits [30]. In previous studies about paired spits,
they are also referred to as baymouth spits, double spits or baymouth barriers. The term
paired spits is also used for gravel or sandy points growing within coastal lagoons [31],
with countless examples worldwide [32–36].

The formation and evolution of convergent baymouth spits is influenced by the
hydrodynamics of waves, tides, and river discharge. In narrow bays, the convergent
progradation of both spits may be due to unidirectional frontal waves, which generate a
convergent littoral drift from both ends of the bay [25]. On the other hand, on open coasts,
the paired convergent spits are related to a seasonal alternation of bidirectional waves.
At each time of the year, the waves favor the development of one of the spits, while the
hydraulic blockage, generated by tidal currents [29,37] or intense fluvial discharge [27,30,38],
favors the net progradation of the countercurrent spit, by preventing or at least minimizing
its erosion by the dominant waves. Usually, paired spits have been described at the
mouth of bays and rivers [39]. However, the development of paired spits constraining
the mouths of interdistributary bays of deltas has only been described for the Po River
delta (N Adriatic Sea) [40–44], and the development of paired spits within channels have
only been very briefly reported [45–47]. Therefore, determining the global distribution,
geomorphological characteristics and morphodynamic evolution of paired spits located
both at the interdistributary bays of deltas and within coastal channels was the main
objective of this study.

2. Materials and Methods

The analysis of open mean resolution of satellite LANDSAT imagery with worldwide
and five-decades historical coverage, supported by high performance platforms such as
Google Earth Pro, is a very useful tool to investigate coastal processes, such as shore-
line changes [48–50] and spit morphodynamics [12,38,51] on a planetary scale and in an
economical way. The identification of the global distribution and a description of the
four-decades geomorphological evolution of all the paired spits in the world found at the
mouths of interdistributary bays of deltas and within coastal channels were obtained by
analyzing annual series of LANDSAT satellite imagery (1984–2020), supported by Google
Earth™ [52]. Exceptionally, for a small system within the Safaga Strait (NW Red Sea), data
were analyzed using Satellite Quickbird imagery, with a higher spatial resolution; data
were only available since 2003 in Google Earth Pro. This platform does not provide access
to the original multispectral data and therefore a supervised shoreline extraction could not
be realized.

Initially, the shoreline of each spit was digitized using the Google Earth ruler tool. The
traced lines can be considered as representations of the mean littoral zone because tidal
variations are not taken into account in these images [53]. However, monitoring the length
of the shoreline from the root to the head is not useful when determining spit progradation,
because this length also increases due to small cuspate forelands, beach cusps or local
erosion, for instance at the neck of the spit. Therefore, a reference line was defined joining
the root of the two spits, along the axis of each spit up to the head (considering the head
of the spit for each year to follow its progradation), passing through the inlet between the
heads and following the longitudinal axis of the possible islands (Figure 1). This reference
line was defined following [29], but it is not straight now, because the morphology and head
progradation of the spits are not straight either. The 1984–2020 evolution of the distance,
on this reference line, from the root to the head of the spits, as well as to the ends of the
developed islands, were measured using the Google Earth ruler tool.
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Figure 1. Plot and measurement of annual axial lines (red lines) from the root to the head of each spit
for the period from 1984 (A) to 2020. The length of successive hooked ridges (B,E) was measured
in order to determine head progradation, but not the changes in neck curvature (C). Formation
of islands by spit breaching (D) and the new formation of spits (D–F) were also monitored. The
reference line considers the longest axial line for each spit and the distance (yellow line) between the
heads of the two spits (F). The minimum width of the inlet (white line) varied from year to year, but
the width at the entrance of the channel or at the mouth of the interdistributary bay (green line) was
considered constant throughout the study period.

The distances obtained were plotted using GrapherTM (Golden Software) and the
head progradation rates (m/yr) for the spits were determined on these graphs. In the
case of spit degradation, such as on the western margin of the Scardovari lagoon and
on the eastern margin of the Goro lagoon (both in the SW sector of the Po River delta),
they were monitored using the old spit before its partial degradation as the new spit that
developed afterwards.

The long-term scale decrease in width, due to constriction by the development of
paired spits, was defined as the ratio of the length of the main inlet to the length of the
original mouth of the interdistributary bay or of the original entrance to the channel without
considering the paired spits. The minimum width of the main inlet was measured on the
digitized shorelines of the spits, varying over the study period 1984–2020. The width of the
original baymouth or the channel entrance, which was considered constant for the study
period, was measured directly from satellite imagery.

The maximum depth of the inlet between the two spits, for each paired spits system,
was determined by analysis of online bathymetric charts supported by Navionics® Chart
Viewer [54], except for the Goro lagoon, which was obtained from [55]. Bathymetric data
supported by Google Earth, based on the bathymetric model of [56] and its updates, were
initially considered but later discarded, due to inconsistencies between these data and both
the nautical charts and the spits morphology observed in the satellite images.

The offshore data series near each paired spits system of the mean wave direction,
peak period (Tp) and significant height (Hs) of combined wind, waves, and swell were
obtained from the ERA5 reanalysis [57] for the period 2018–2021 (except for PS-17 which
were for the period 2010–2013). For each data series, the percentage of the year with data
(i.e., a proxy for the period free of ice sheet formation at high latitudes) was calculated,
and directional histograms (wave roses) were plotted by GrapherTM (Golden Software)
to identify the uni-, bi- or multi-directional wave regimes. Then, for the first and second
significant directions identified considering the wave approach and coastal orientation, the
mean annual and 95% percentile of Hs (m), and the predominance of wind sea (Tp < 6 s),
swell (Tp > 9 s) or intermediate peak periods (6 to 9 s) were determined. Offshore wave
propagation by numerical models was not carried out because high-resolution bathymetry
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is not available for many of the study sites, due to the fact that they are located in remote
areas and have very dynamic systems, and therefore bathymetric charts are not accurate.
Satellite-derived bathymetry can help solve this problem for future detailed research of
each study area, even though it also has limitations, such as turbidity or the short window
of opportunity for many of them due to ice-sheet formation [58].

Tidal range (m) was obtained using the free online software WXTIDE [59], except for
the paired spits located in Canada, where it was replaced by data available online from the
tidal data stations supported by the Canadian Hydrographic Service [60]. Each paired spits
system was then classified as micro- (0–2), meso- (2–4), macro- (4–6) or mega-tidal (>6 m),
according to criteria of [61,62]. The development of ice plates at high-latitude coastal
areas, which impedes the morphodynamic evolution of the paired spits, was confirmed
by observation of monthly LANDSAT-8 satellite imagery, supported by the USGS GloVis
online repository [63].

The presence of local human activities was obtained from the analysis of satellite
images and then cross-checked with bibliographic information. The spits were classified as
natural, rural, semi-urban, urban, or artificial coasts following [64]. The rural coast included
agricultural uses and small harbors for fishing activities, as well as spits on natural coast
with the presence of coastal defense structures.

In summary, the methodology applied in this study included: the extraction of the
shoreline of the paired spits by analyzing satellite images; the determination of the geo-
morphological characteristics of the spits; the plotting of the evolution of the head of the
spits and the ends of the islands; the calculation of both the rates of head progradation and
the decrease in width at the mouth of the interdistributary delta bays or at the entrance to
the channels; the determination of the maximum inlet depth and the tidal range for each
system; the description of morphodynamic events (spit breaching, development of spit
islands, closure of breaches, degradation of spits, and formation of new spits); the analysis
of hydrodynamic control, sediment availability and sedimentary interactions; the definition
of morphogenetic models and natural morphodynamic patterns; and the analysis of human
disturbances. It is summarized in the workflow (Figure 2).

Figure 2. Workflow. The main results are indicated in green boxes.
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3. Results

3.1. Global Distribution and Geomorphological Description

Twenty-seven systems of paired spits at the mouth of interdistributary bays of deltas
and within coastal channels were identified (Figures 3 and 4). They are mainly located on
microtidal coasts of high or mid latitudes, although they have also been found on mesotidal
coasts and at low latitudes (Table 1). All of them were found in the northern hemisphere,
except for one ephemeral system located on the southwest coast of Angola (PS-27). Three
paired spits systems were identified at the mouths of interdistributary bays of deltas. PS-1
is located at the mouth of Demarcation Bay (South of the Beaufort Sea), an interdistributary
bay between the Kongakut and Clarence River deltas. The western spit of PS-1 developed
from the barrier island off the Kongakut River delta, and the eastern spit is a barrier spit
developed from the Clarence River delta. PS-2 and PS3, are located, respectively, at the
mouth of the Scardovari and Goro lagoons, in two interdistributary bays of the Po River
delta,. The other twenty-four paired spits systems were identified at the entrance to coastal
channels, except for: PS-24, which is in the middle of the Safaga Strait (Red Sea); PS-10 in
the middle of the Litke Strait, between Karaginsky Island and the Kamchatka Peninsula
(Bering Sea); and PS-17 in the northern sector within the Strait of Canso (Northeastern
of the Nova Scotia Peninsula) (Table 1). PS-6 is located at the entrance to the channel
between Booth and Fiji Islands (South of the Beaufort Sea), and there is another spit in
the northern margin, within the channel. Similarly, eastward of PS-7 (West of the Parry
Peninsula, South of the Beaufort Sea), the nautical chart shows that there was also a second
spit within the channel, on the northern margin, but satellite imagery showed that it was
almost completely degraded before 1985. Another particular coastal configuration are
channels with paired spits at both entrances, which is the case for PS-12 and PS-13 in the
Tugidak Passage, between Tugidak and Sitkinak islands (West of Gulf of Alaska), and PS-25
and PS-26 in Almejas Bay, between Santa Margarita Island and the western coast of Baja
California Peninsula. In addition, three entrances to Nantucket Sound (Northwest Atlantic
Ocean) are limited by the development of paired spits, one of them between Monomoy
and Nantucket islands (PS-20), and two others in the Muskeget Channel (PS-21 between
Tuckernuck and Muskeget islands, and PS-22 between Nantucket and Tuckernuck islands).

Figure 3. Global distribution of paired spits at the mouths of interdistributary bays of deltas (PS-1 to
PS-3) and within coastal channels (PS-4 to PS-27). Detailed locations are shown for (A) NW North
America, (B) E North America, and (C) SW North America.
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Figure 4. Cont.
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Figure 4. Paired spits (PS) located at the mouths of interdistributary bays of deltas (PS-1 to PS-3) and
within coastal channels (PS-4 to PS-27). (Source of the images: ESRI Satellite, Google Satellite, and
Bing Satellite). (A) PS-1, (B) PS-2, (C) PS-3, (D) PS-4, (E) PS-5, (F) PS-6, (G) PS-7, (H) PS-8, (I) PS-9,
(J) PS-10, (K) PS-11, (L) PS-12 and PS-13, (M) PS-14, (N) PS-15, (O) PS-16, (P) PS-17, (Q) PS-18,
(R) PS-19, (S) PS-20, (T) PS-21 and PS-22, (U) PS-23, (V) PS-24, (W) PS-25 and PS-26, (X) PS-27.
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Table 1. Location, tidal range, and morphological characteristics (1984–2020) of the paired spits
identified at the mouth of the interdistributary bays of deltas (PS-1 to PS-3) and within coastal
channels (PS-4 to PS-27). Their morphology of the paired spits is parameterized by the maximum
length (m) of the longest and the shortest spit, the ratio between them, the maximum depth (m) of
the inlet between the head of both spits, and the decrease in width, i.e., the ratio of the width of the
main inlet to the original width of the mouth of the interdistributary bay or channel.

Paired
Spits

Latitude Longitude Place Region
Tidal
Range

Longest
Spit

Shortest
Spit

Length
Ratio

Inlet
Depth

Width
Decrease

PS-1 69.68◦N 141.34◦W Demarcation Bay Beaufort Sea micro– 5965 5647 1.06 5.2 0.02–0.14

PS-2 44.82◦N 12.43◦E Scardovari lagoon
Adriatic Sea

micro– 2393 2188 1.09 2.2 0.21–0.41

PS-3 44.80◦N 12.30◦E Goro lagoon micro– 8313 6741 1.23 3.5 0.17–0.42

PS-4 74.84◦N 85.95◦E NW Poluostrov
Severnyy Peninsula Kara Sea

micro– 3978 3460 1.15 <5 0.05–0.18

PS-5 72.98◦N 69.92◦E Malygina Strait micro– 31,329 6466 4.85 <5 0.35

PS-6 70.16◦N 125.07◦W Channel between
Booth and Fiji islands

Beaufort Sea

micro– 1181 379 3.12 13.5 0.40

PS-7 69.70◦N 125.36◦W W of Parry Peninsula micro– 2435 361 6.75 0.3 0.71–0.72

PS-8 69.51◦N 139.11◦W Workboat Passage micro– 5626 1472 3.82 6.4 0.19–0.44

PS-9 59.38◦N 153.52◦W Augustine Island Gulf of Alaska meso– 487 182 2.68 0.3 0.33

PS-10 59.10◦N 163.50◦E Litke Strait
Bering Sea

micro– 16,831 9272 1.82 5 0.77

PS-11 58.68◦N 161.23◦W Hagemeister Strait meso– 8990 5131 1.75 20.1 0.42

PS-12 56.58◦N 154.49◦W
Tugidak Passage Gulf of Alaska

meso– 17,941 2326 7.71 31 0.15–0.16

PS-13 56.52◦N 154.40◦W meso– 15,934 5780 2.77 31 0.289

PS-14 55.05◦N 163.44◦W NW Bechevin Bay Bering Sea micro– 11,860 6119 1.94 23.8 0.17

PS-15 54.41◦N 10.99◦E Fehmarn Sound Baltic Sea micro– 4931 2624 1.88 12.3 0.74–0.75

PS-16 48.59◦N 123.36◦W Cordova Channel Salish Sea meso– 1177 1083 1.09 32 0.62

PS-17 45.65◦N 61.43◦W Strait of Canso Gulf of St.
Lawrence micro– 2640 582 4.53 40 0.58

PS-18 45.24◦N 36.54◦E Kerch Strait Black Sea micro– 4795 2186 2.19 6.7 0.46

PS-19 43.61◦N 145.44◦E Nemuro Strait Sea of
Okhotsk micro– 24,613 1810 13.60 20 0.68

PS-20 41.47◦N 70.03◦W Main Channel Nantucket
Sound,

NW Atlantic
Ocean

micro– 15,443 8282 1.86 17.0 0.46–0.47

PS-21 41.32◦N 70.29◦W
Muskeget Channel

micro– 2047 887 2.31 1.2 0.72–1

PS-22 41.28◦N 70.24◦W micro– 2765 1444 1.91 7.3 0.53–0.67

PS-23 28.97◦N 112.18◦W Infiernillo Channel Gulf of
California micro– 4797 3585 1.34 13.4 0.19

PS-24 26.75◦N 33.96◦E Safaga Strait Red Sea micro– 887 340 2.61 0.5 0.59–0.89

PS-25 24.51◦N 111.83◦W
Almejas Bay

NE Pacific
Ocean

micro– 15,231 1149 13.25 26.6 0.09–0.10

PS-26 24.37◦N 111.67◦W micro– 11,408 3339 10.66 13.2 0.08

PS-27 16.73◦S 11.75◦E Tigres Strait SE Atlantic
Ocean micro– 15,346 2961 5.18 9.7 ——–

The maximum length along the shore of the spits, from root to head, ranges from
31,359 m for the southern spit of PS-5 in the Malygina Strait, which separates Bely Island
from the Yamal Peninsula (Northwest of Siberia), to 182 m for the western spit of PS-9,
located in a small channel cutting through the volcanic Augustine Island (West of Gulf of
Alaska). The maximum length of both spits is similar in the interdistributary bays, but the
length of the longest spit within channels varies from the same order to more than thirteen
times the length of the shortest spit (Table 1).

The formation of paired spits reduces the width at the mouth of the interdistributary
bays or channels. Maximum closure is identified for PS-1, in Demarcation Bay, and for PS-4,
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in a channel between Tsirkul Island and the Poluostrov Severnyy Peninsula (E Kara Sea),
remaining around 2–5% of the original width. It was not possible to determine the decrease
in width for PS-27 because the width of the channel progressively increased due to high
erosion at the southern end of the Tigres island.

The maximum depth between the head of the paired spits ranges from less than 1 m
to 40 m (Table 1). In some systems, the local depth increases significantly just between
the two spits, along the entire inlet, as is the case on the Hagemeister Strait (PS-11), the
Tugidak Passage (PS-12, PS-13), and the Infiernillo Channel (PS-23), or only right next to
one of the spits, as is the case of the eastern spit of PS-14 in the NW entrance to Bechevin
Bay, and the Notsukezaki spit (PS-19), in the western margin of the southern entrance to
the Nemuro Strait.

3.2. Natural Morphodynamics

Most of the paired spits are very dynamic, with high progradation rates reaching up to
156.93 m/yr (PS-20). In some paired spits, the longest spits show higher progradation rates
that the shortest ones, but in others, the opposite is true. Progradation in some recurved
spits is not identified from the head, but from the middle of the spit, allowing new hooked
ridges to develop. The eastern recurved spit of PS-19 shows progradation from the middle
and the head of the spit. In contrast, other paired spits show very low progradation rates,
which cannot be measured due to the resolution of the satellite images used, without other
significant geomorphological changes; these progradation rates must be lower than 1 m/yr,
i.e., below the detection threshold of the analysis carried out (Table 2). The the migration of
some of the spits from the surrounding coast to the mouth of the channel (northern spit
of PS-20), or alongside of the channel towards the central sector (southern spit of PS-7,
western spit of PS-22, eastern spit of PS-24, and western spit of PS-25), has been observed,
as well as a rotation of the spits from the root (both spits of PS-21, western spits of PS-24
and PS-26).

Progradation is usually combined with erosion, which results in the degradation or
breaching of some of the spits, developing minor inlets and spit islands. Subsequently,
some of these spit islands eroded completely (PS-3, PS-8), but in other cases the breaches
closed, and they joined the previous spit (PS-22, PS-25), or continued as islands by their
natural evolution (PS-26) or because the limits of the spit islands and the head of the
spit was fixed by coastal defense structures (PS-2; PS-18). It is also possible that the spit
islands migrated to the mainland, developing new spits (PS-20). Extreme erosion due to
the development of new inlets reaches a shoreline retreat of up to −167.65 m/yr, for the
head of the northern spit of PS-27, and has even led to total degradation of one of the spits
(northern spit of PS-20, western spit of PS-21, and northern spit of PS-27) or severe root
retreat of the northern spit of PS-27 (Figure 5). Cannibalization of the root of the western
spit of PS-12 was also identified, while coastal defenses were built close to the root of other
spits (e.g., the southern spit of PS-15, the two spits of PS-17, western spit of PS-19) to avoid
their erosion.

The development of the paired spits constrains the interdistributary bay or channel
(Figure 4; Table 1). Positive progradation rates of the spits were observed in the study
period (Table 2) as well as a decrease in the width of the main inlet (Figure 5), although
in several cases, this decrease was very small compared to the overall dimensions of the
system (PS-20, PS-26). However, in one exceptional case (PS-24), there was an increase
in the width of the main inlet, due to the 40◦ clockwise rotation of the western spit, i.e.,
towards its channel margin. At PS-27, similar rates of progradation of the southern spit and
erosion of the northern spit (Table 2) resulted in a northward migration of the inlet with a
slight increase in its width (Figure 5L). The main inlet of PS-22 also showed a westward
migration, combined with an alternately decreasing, increasing, and again decreasing
width (Figure 5I).
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Table 2. Natural morphodynamic processes of the paired spits located at the mouths of interdistribu-
tary bays of deltas (PS-1 to PS-3) and within coastal channels (PS-4 to PS-27): average progradation
rate (m/yr; negative values for erosion), presence of hooked ridges, breaching of the spit developing
a spit island or degradation of the spit by erosion, merging of the island with the rest of the spit or
formation of a new spit, and classification of the natural morphodynamic pattern.

Paired
Spits

Progradation Rate
Hooked
Ridges

Spit Breaching
or Degradation

Spits Merging
or Formation
of a New Spit

Morphodynamic
PatternStudy

Period
Longer

Spit
Shorter

Spit

PS-1 1984–2020 10.88 16.83 Yes Yes Yes Ephemeral

PS-2 1984–1989 104.54 106.88 Yes Yes Yes Stationary

PS-3 1984–2020 75.26 Very low Yes Yes Yes Stationary

PS-4 1984–2020 3.74 8.25 Yes No No Ephemeral

PS-5 1984–2020 Very low No No No Stable

PS-6 1984–2020 Very low No No No Stable

PS-7 1984–2020 12.48 Very low Yes Yes Yes Stationary

PS-8
1984–2004

6.16
11.24

Yes Yes Yes Stationary
2005–2020 17.42

PS-9 1984–2020 Very low No No No Stable

PS-10 1984–2020 Very low No No No Stable

PS-11 1984–2020 Very low No No No Stable

PS-12 1984–2020 63.65 Very low Yes No No Stationary

PS-13 1984–2020 31.98 6.44 Yes No No Stationary

PS-14 1984–2020 Very low Yes No No Stable

PS-15 1984–2020 9.46 17.69 Yes No No Stationary

PS-16 1984–2020 Very low No No No Stable

PS-17 1985–2019 2.68 Very low No Yes No Ephemeral

PS-18
1984–2003 17.90

Yes Yes Yes Stationary
1984–2020 3.29

PS-19 1984–2020 10.46 15.13 Yes No No Stationary

PS-20

1992–2006 156.93

Yes Yes Yes Stationary
2007–2012 −13.29

2013–2016 −135.30

1984–2020 1.92

PS-21 1984–1991 51.99 21.69 Yes Yes Yes Ephemeral

PS-22

1986–2006 55.72

−17.70 Yes Yes Yes Stationary2007–2014 −79.98

2015–2020 42.06

PS-23 1984–2020 Very low No No No Stable

PS-24 2003–2020 3.08 −9.27 No Yes Yes Ephemeral

PS-25
1984–2012

35.49
3.58

Yes Yes Yes Stationary
2012–2020 6.91

PS-26 1984–2020 1.13 1.67 Yes Yes Yes Stationary

PS-27 1984–2020 134.92 −167.65 Yes Yes No Ephemeral
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Figure 5. Geomorphological evolution (1984–2020) of some of the paired spits identified at the
mouths of interdistributary bays of deltas (PS-1 to PS-3) and within channels (PS-4 to PS-27). Annual
distances (m) for the head of the spits and ends of island are plotted on a reference line defined
from the root of the two spits. (A) PS-1, (B) PS-2, (C) PS-3, (D) PS-4, (E) PS-8, (F) PS-15, (G) PS-18,
(H) PS-20, (I) PS-22, (J) PS-25, (K) PS-26, (L) PS-27.
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Three morphodynamic patterns for paired spits can be defined following the geomor-
phological evolution in the last decades of the twenty-seven systems analyzed (Table 2 and
Figure 6). The first pattern corresponds to the stable systems, which are the eight systems
of paired spits with very low progradation rates, and imperceptible geomorphological
changes in the study period. Among them, PS-6 shows evidence of previous breaching
and degradation of the central sector of the southern spit, but its progradation during the
study period is very low. Another set of thirteen paired spits can be classified as stationary
systems, with higher progradation rates and successive processes within a few decades of
breaching or degradation of some spit, followed by the formation of new spits. PS-7 shows
evidence of a previous degradation of the northern spit and the formation of the new spit
in this margin of the channel is very slow. PS-6 can be considered an intermediate case
between stable and stationary, as it shows evidence of previous breaching of the southern
spit in its central sector, but the present progradation rate are very low.

Figure 6. Morphodynamic patterns. Left: classification of stable, stationary, or ephemeral mor-
phodynamic patterns of paired spits at the mouths of interdistributary bays of deltas (PS-1 to PS-3,
green font) and within coastal channels (PS-4 to PS-27, blue font). Right: Synoptic description of the
evolution for each morphodynamic pattern; the ephemeral (i.e., unstable) morphodynamic pattern
includes three subtypes.

The third morphodynamic pattern corresponds to six unstable systems. They include
PS-1 and PS-4, because the progradation of their heads will determine the near merging of
the two spits and, consequently, these paired spits are ephemeral (Table 2, Figure 5A,D).
Another type of unstable configuration occurs when the heads of the paired spits join to
the respective sides of the channel. Thus, the two small spits observed in 1984 between
Tuckernuck and Muskeget islands (PS-21) progressively rotated, erosion broke the western
spit in 1991, and the heads of both spits merged their respective islands in 1994. Thus,
the paired spits configuration of PS-21 disappeared. Similarly, the progradation of the
two spits of PS-17 trended towards their respective margins, in the interior of the Strait
of Canso. The progradation of the western spit towards the mainland of the Nova Scotia
Peninsula was closing the lagoon entrance, decreasing its width to only about 4 m in 2019,
while the head progradation of the eastern spit was towards the mainland of Cape Breton
Island, with a lagoon entrance in 2020 of only 22 m in width (Figure 4P). The third type of
unstable morphodynamic is due to high and continuous erosion, ultimately leading to the
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permanent disappearance of one of the spits. The neck of the Tigres spit was breached in
March 1962. Later, converging paired spits PS-27 developed on both sides of the inlet, and
the southern spit tied to the mainland. However, the northern spit progressively eroded
(negative progradation rate, Table 2) until it disappeared completely in 1993. Subsequently,
since 2003, an incipient and very narrow spit started to develop, but disappeared again
in 2019 due to severe erosion (Figure 5L). Therefore, the paired spits system has become
ephemeral, while two other spits are developing northward in the mainland. Similarly,
the length of the western spit of PS-24 within the Safaga Strait is decreasing; it virtually
disappeared in 2011 and thereafter does not reach its previous size.

3.3. Hydrodynamics

The paired spits analyzed are located in a wide range of tide and wave regimes. Most
of them (81.48%) are on microtidal coasts, except PS-9, PS-11, PS-12, PS-13 and PS-16, which
are on mesotidal ones (Table 1). The wave regimes affecting the paired spits, considering
their offshore wave pattern and shoreline orientation, includes unidirectional (51.85%),
bidirectional (37.04%) and even multi-directional (11.11%) cases. The mean annual offshore
Hs for the dominant component ranges between 0.45 and 1.84 m, and between 0.44 and
2.08 m for the second component. Peak periods include wind waves (53.84%), swell (28.21%)
and intermediate (17.95%) waves (Table 3). Most of them are located on wave-dominated
coasts, but there are also some others on mixed-energy or tide-dominated coasts.

PS-16, located in the sheltered Salish Sea, presents a mesotidal range (2.26 m) and
offshore unidirectional wind waves with mean offshore Hs of 0.51 m from the SE; therefore,
it can be classified as a tide-dominated environment. Progradation rates of the two spits are
very low and the morphodynamic pattern is stable, without spit degradation or breaching.
The remaining paired spits on mesotidal coasts (Table 1) are located in SW Alaska and are
either tide-dominated (PS-9) or mixed-energy environments (PS-11, PS-12, PS-13). Offshore
Hs are lower than 1.2 m for PS-9 and PS-11, which show a stable morphodynamic pattern.
In contrast, the swell in PS-12 and PS-13, with a mean offshore Hs above 1.5 from the SSW
(and above 2 m for the second component from the NW for PS-12), determine that the
progradation rates are very high for the western spits of both systems, developed eastward
from Tugidak Island, but low and very low for the eastern spits, developed westward from
Sitkinak Island (Table 2 and Figure 4L).

Another important factor, along with waves and tides, is the formation of ice sheets
in winter near the coast, as well as coastal snowfall and freezing, which were observed
in satellite imagery and confirmed by gaps in ERAS5 wave data series for 51.85% of the
paired spits analyzed in this study. This factor is most relevant for paired spits located in
the Beaufort Sea (PS-1, PS-7 and PS-8) and the Kara Sea (PS-4 to PS-6), which are under
wave attack for only 30–40% of the year, but was also identified for paired spits located
in the Bering Sea (PS-10, PS-11 and PS-14), Gulf of Alaska (PS-9, PS-12 and PS-13), Gulf of
St. Lawrence (PS-17) and the Sea of Okhotsk (PS-19), where exposure to wave influence
is greater. The progradation rates of this set of paired spits range from very low to very
high (Table 2, Figure 6), implying that they show stable (PS-5, PS-6, PS-9, PS-10, PS-11,
PS-14), stationary (PS-7, PS-8, PS-12, PS-13, PS-19) and even ephemeral (PS-1, PS-4, PS-17)
morphodynamic patterns. Wave and tide action in the period of the year free of ice sheets
and coastal freeze-up determines the morphodynamic pattern.

Six other paired spits are located in sheltered seas with microtidal range and unidirec-
tional or bidirectional wind waves of mean annual offshore Hs of 0.77 m or less (Table 3),
as is the case of the paired spits found in the Adriatic Sea (PS-2, PS-3), Baltic Sea (PS-15),
Black Sea (PS-18), Red Sea (PS-24) and Gulf of California (PS-21). Their progradation rates
vary from low to very high and they are characterized by a stationary or ephemeral (ero-
sional) morphodynamic pattern, with alternating erosion (degradation, breaching) and spit
accretion (closure of inlets, formation of new spits), except in the Gulf of California where
low energy waves explain that PS-21 shows low progradation rates, without significant
morphological changes, and consequently a stable pattern (Table 2).

110



Remote Sens. 2023, 15, 2713

Table 3. Offshore wave (2018–2021): Percentage of the year free of ice-sheet formation; unidirectional,
bidirectional, or multi-directional wave regime; frequency (%), mean annual and 95% percentile of Hs
(m), approach direction and Tp (s) of the first and second component. The Tp includes wind waves
(w), swell (sw) and intermediate (i) types.

Paired
Spit

Wave Data Point
% Year

Wave
Regime

1st Component 2nd Component

Latitude Longitude Freq Hs P95 Dir Tp Freq Hs P95 Dir Tp

PS-1 69.71◦N 141.3◦W 33.21 Bi 21.71 0.85 2.12 ENE w 11.34 0.80 1.77 NW w

PS-2 44.75◦N 12.28◦E 100.00 Uni- 37.45 0.45 1.23 SE w

PS-3 44.79◦N 12.47◦E 100.00 Bi- 45.77 0.57 1.66 ENE w 37.09 0.44 1.15 SE w

PS-4 74.94◦N 86.05◦E 31.76 Bi- 9.27 0.74 1.67 NNE w 9.04 0.79 1.98 NW i

PS-5 73.09◦N 69.50◦E 40.93 Uni’- 18.71 1.03 2.47 WSW w

PS-6 70.16◦N 125.31◦W 31.07 Bi- 14.00 0.83 1.85 NW w 10.01 0.72 1.56 ENE

PS-7 69.69◦N 125.37◦W 31.07 Uni- 14.51 0.66 1.54 NNW w

PS-8 69.50◦N 138.98◦W 37.98 Uni- 17.72 0.53 1.07 ENE w

PS-9 59.45◦N 153.50◦W 100.00 Bi- 25.06 1.11 2.49 WNW w 21.59 1.42 2.88 NE w

PS-10 59.38◦N 164.57◦E 79.36 Uni- 29.20 1.64 3.75 E sw

PS-11 58.59◦N 161.24◦W 91.51 Bi- 40.41 1.06 2.35 SW sw 15.76 1.31 2.69 ESE w

PS-12 56.64◦N 154.33◦W 100 Bí- 57.22 1.55 3.13 SSW sw 15.41 2.05 3.88 NW i

PS-13 56.41◦N 154.43◦W 100 Uni- 57.68 1.77 3.57 SSW sw

PS-14 55.14◦N 163.48◦W 100 Uni- 65.79 1.42 3.10 W sw

PS-15 54.43◦N 10.94◦E 100 Bi- 34.47 0.68 1.54 WNW w 18.07 0.76 1.61 SW w

PS-16 48.52◦N 123.28◦W 100 Uni- 15.63 0.51 1.12 SE w

PS-17 45.74◦N 61.53◦W 96.44 Uni- 38.54 1.07 2.60 NNW w

PS-18 45.05◦N 36.56◦E 100 Bi- 40.11 0.77 1.79 NNE w 36.73 0.68 2.60 SW w

PS-19 43.69◦N 145.32◦E 92.13 Bi- 37.48 0.78 1.54 SE sw 21.93 1.13 2.20 NNW sw

PS-20 41.45◦N 70.01◦W 100 Multi- 26.91 0.89 1.86 SSE i 18.95 1.35 2.99 ENE sw

PS-21 41.32◦N 70.27◦W 100 Multi- 47.45 1.35 2.26 SSW i 12.69 0.97 1.90 ESE i

PS-22 41.25◦N 70.26◦W 100 Multi- 47.60 1.18 2.43 SSW i 12.86 1.04 2.01 ESE i

PS-23 28.80◦N 112.16◦W 100 Uni- 29.31 0.48 0.99 SSE w

PS-24 27.00◦N 34.20◦E 100 Uni- 100 0.68 1.31 NN w

PS-25 24.55◦N 111.87◦W 100 Uni- 44.06 1.19 1.60 SW sw

PS-26 24.30◦N 111.66◦W 100 Uni- 45.81 1.16 1.57 SW sw

PS-27 16.77◦S 11.68◦E 100.00 Uni- 100 1.84 2.80 SSW sw

The rest of the paired spits are located on microtidal open coasts of the Pacific and
Atlantic oceans, under influence of swell or intermediate (6 to 9 s) waves with mean
annual Hs varying from higher than 1.15 m to 2.8 m (Table 3), i.e., they are the paired spits
under the most energetic waves, and consequently they are highly dynamic systems, with
stationary or ephemeral morphodynamic patterns. The paired spits in Nantucket Sound
(PS-20, PS-21, PS-22) are the only ones below an offshore multi-directional wave regime,
but their different coastal orientation determines that PS-20 is mainly affected by ENE swell
and SSE intermediate waves, while PS-21 and PS-22 are more influenced by SSW and ESE
intermediate waves. Paired spits in Almejas Bay (PS-25, PS-26; Figure 4W) are below the
influence of SW swell waves, with similar offshore Hs for both systems, but very high
progradation rates for El Cisne spit, and low rates for the other three spits (Table 2). Finally,
PS-27 lies under the strongest waves, with a unidirectional approach direction from the
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SSW swell and annual offshore Hs of 2.8 m (Table 3), which determines the intense erosion
of this ephemeral system (Figure 5L).

3.4. Anthropization of the Paired Spits

Most of the paired spits identified in this study are found in natural coasts, with no
direct anthropogenic disturbance. In fact, some of them are nature reserves. Thus, for
example, Demarcation Bay (PS-1), as well as Tugidak and Sitkinak islands, where are
located PS-12 and PS-13, are Alaska National Wildlife Refuges, and for the PS-15, the
Krummsteert spit and the outer half of the Graswarder–Heiligenhafen spit are two nature
reserves. However, other paired spits analyzed in this study show the impact of local
human activities (Table 4).

Table 4. Local human impacts and consequent classification of the paired spits at the mouth of
interdistributary bays of deltas (PS-1 to PS-3) and within coastal channels (PS-4 to PS-27) from natural,
to rural, semi-urban, urban, or artificial coasts.

Paired Spits
Longer Spit Shorter Spit

Houses & Roads Bridges Seawalls Type Houses & Roads Bridges Seawalls Type

PS-1 No No No Natural No No No Natural

PS-2 No No Yes Rural No No Yes Rural

PS-3 No No No Rural Yes No No Semi-urban

PS-4 No No No Natural No No No Natural

PS-5 No No No Natural No No No Natural

PS-6 No No No Natural No No No Natural

PS-7 No No No Natural No No No Natural

PS-8 No No No Natural No No No Natural

PS-9 No No No Natural No No No Natural

PS-10 No No No Natural No No No Natural

PS-11 No No No Natural No No No Natural

PS-12 No No No Natural No No No Natural

PS-13 No No No Natural No No No Natural

PS-14 No No No Natural No No No Natural

PS-15 Yes No Yes Semi-urban No No No Natural

PS-16 Yes No No Rural Yes No Yes Rural

PS-17 No Yes Yes Rural Yes No Yes Semi-urban

PS-18 Yes No No Urban Yes Yes Yes Urban

PS-19 Yes No Yes Semi-urban No No No Natural

PS-20 No No No Natural No No No Natural

PS-21 No No No Natural No No No Natural

PS-22 Yes No No Semi-urban No No No Natural

PS-23 No No No Natural No No No Natural

PS-24 Yes No No Natural No No No Natural

PS-25 No No No Natural Yes No No Semi-urban

PS-26 No No No Natural No No No Natural

PS-27 No No No Natural No No No Natural
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The Scardovari lagoon, in the Po delta, presented in 1985 natural paired spits (PS-2) at
the mouth, with a stationary morphodynamic pattern including breaching of the eastern
spit and formation of a baymouth barrier island. However, since 1995 several stone reefs
have progressively fixed the shoreline of the two spits and the central island; the channel
trough the eastern spit was also fixed to keep this lagoon open (Figure 5B).

The Goro lagoon (PS-3) is located to the west of the Scardovari lagoon. On the eastern
side, a small bridge and some other minor structures were built in the head of the oldest
spit, which remains stable after previous high erosion from 1989 to 1995, while a new
spit developed seaward (Figure 5C). The western spit is occupied in the middle sector by
buildings for tourist activity.

The Graswarder–Heiligenhafen spit (PS-15) shows high human occupation on the
neck, including buildings, a marina on the inner side and coastal defense structures on the
seaward side to prevent erosion. On the other side of the channel, human occupation of the
Krummsteert spit (S of Fehmarn Island) is very low, with the only presence of a lighthouse,
a few houses, and some agricultural land close to the beginning of the spit.

The James spit (PS-16), in the eastern margin of Cordova Channel, contains a road,
a small marina in the inland, close to the head, while a stone seawall was constructed to
avoid erosion of the neck. On the opposite side, Cordova spit shows no significant human
occupation, but only a dirt road and isolated house.

In the Strait of Canso, the neck and some other areas near the head of the eastern spit
of PS-17 are secured by boulders to prevent shore erosion. However, in 2007, a small breach
opened in the middle of the spit. There is also a small bridge from the head of this eastern
spit to the mainland of Cape Breton Island. The western spit, developed from the Ontario
Peninsula, contains only a few buildings and a large electricity tower at the neck of the spit.

The western spit of PS-18, in the Kerch Strait, shows high human occupation with an
axial road, buildings and tourism infrastructures by the seaside, as well as an industrial
harbor in the inner part. In the northern sector of the Tuzla spit island, there was, from
before 1984, a small harbor and a village that grew progressively, while the southern end
of the island was attached by coastal defense structures since 2007. The Tuzla spit, on the
eastern margin of the Kerch Strait, showed no local human alterations until 2003, when it
was lengthened by artificial nourishment, the northern end was fixed by the construction
of two stone-filled blocks in 2004, and construction of a motorway began on it. In 2015,
the motorway and a railway linked the Tuzla spit to Tuzla Island by a bridge and another
bridge linked the island to the eastern margin of the Kerch Peninsula. Therefore, both spits
and the central spit island currently show high human disturbance.

At the southern end of the Nemuro Strait (also named Notsuke Strait or Kunashirsky
Strait) is located PS-19. On the western margin, the Notsukezaki spit, from Hokkaido
Island, is the largest sand spit in Japan, and shows strong human interventions, including
an axial road, scattered buildings, several groins, and a seawall that is virtually continuous
along its entire length, strongly fixing the shoreline except at the far end of the head. On
the opposite side, two spits at the southern end of Kunashir Island (Kuril Archipelago)
show no human disturbance, the smaller of which is also at the southern entrance to the
Nemuro Strait.

The western spit of PS-24, in the Safaga Strait (Red Sea) developed from the head of a
cuspate foreland with high human occupation related to the expansion of the urbanization
of the city of Safaga in recent decades, prevents sediment input to the western margin of the
strait. This cuspate foreland includes a small marina to the north, which is locally trapping
sediments, and an industrial harbor to the south. On the root of the western spit, there is a
house and a small marina. In contrast, the eastern spit of PS-24, on Safaga Island, is free of
local human disturbance, except a dirt road.

At the northern entrance to Almejas Bay, near the head of the western spit of PS-25
there are remains of some abandoned buildings and a deserted small harbor. In contrast,
the eastern spit of PS-25 and the two spits of PS-26 at the southern entrance to Almejas Bay
are pristine coasts.
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4. Discussion

4.1. Hydrodynamic Control

Wave-induced currents and associated littoral drift are the main factors controlling spit
morphodynamics [7,65,66]; however, tidal currents can be decisive for megatidal coasts [16].
The paired spits identified in this study were more frequent on microtidal coasts but can
also be found on mesotidal coasts (Table 1). This distribution is similar to that of paired spits
at the mouths of bays, estuaries and deltas, which mainly correspond to microtidal coasts,
while only a few studies refer to paired spits on the mesotidal coasts of England [62–72],
Ireland [37,73] and Spain [74], on the macrotidal coasts of England [23,24,75] or the megati-
dal coasts of France [16,76]. Considering the relative energy of waves versus tides, it was
deduced that the formation of paired spits mainly occurs on wave-dominated coasts, but
also on tide-dominated (PS-9, PS-16) and mixed-energy (PS-11, PS-12, PS-13) coasts. This
is probably because spits are like other coastal barriers, which develop best in microtidal
environments with intermediate conditions between wave-dominated and river-dominated
coasts [77].

The formation of paired spits has been previously described for unidirectional [25,37]
and bidirectional [27,30,38] wave regimes. In this study, convergent longshore drift leading
to progradation of the two spits was identified under uni-, bi- and multidirectional offshore
wave regimes (Table 3). In the case of deltas, the intense refraction due to their prominent
morphology may explain that offshore bidirectional wave regimes give rise to unidirectional
wave regimes for paired spits in interdistributary bays, as in the case of the Goro lagoon
(PS-3) in the Po delta [78]. In other interdistributary bays of deltas, such as Demarcation
Bay, the offshore bidirectional wave regime [79] explains the convergent progradation of
the paired spits (PS-1).

The development of spits in the mouths of deltas is typical of wave-dominated deltas,
and these spits tend to evolve rapidly [80], as is also the case of the paired spits analyzed in
the interdistributary bays of deltas (PS-1, PS-2, and PS-3). Fluvial discharge is primarily
responsible for sediment supply and the formation of successive delta lobes and interdis-
tributary bays [81,82]. The natural tendency for sedimentary filling of the interdistributary
bay by fine-grained organic-rich and clastic sediments [83–85], together with the high con-
vergent progradation of the paired spits in the mouths of interdistributary bays (Table 2),
suggest that these systems are rare because they are ephemeral under natural conditions
(PS-1) and the inlet only remains open in the deltas because of high human intervention
(PS-2 and PS-3). In fact, the breaching of the eastern spit of PS-1 was observed ot the
beginning of the study period, as well as plotted in the nautical chart, but this minor inlet
closed in 2000 and the convergent progradation continued (Figure 5A). The final closure or
not of this interdistributary bay will be determined by the hydraulic blockage between the
two spits due to tidal currents or minor Clarence River outfalls that flow directly into the
interdistributary bay.

Accumulative features, such as spits and barriers, are common along many Arctic
coasts [86], which explains why some of the paired spits identified in this study are also
found on the Arctic coast (Figure 1 and Table 1). The development of ice shelves limits the
effects of winds, waves, tides, and river outflows for nine months of an average year on
Arctic coasts, i.e., except for the open-water season, typically from July to September [87,88],
and similarly for other high-latitude regions. Analysis of monthly LANDSAT images and
offshore-wave data series (Table 3) has shown that ice-sheet development and coastal freez-
ing impede or delay the morphodynamic evolution of the paired spits in the Arctic Ocean,
the Bering Sea, the Gulf of Alaska, the Kamchatka Peninsula, the Gulf of St. Lawrence, and
the Sea of Okhotsk (PS-1, PS-4 to PS-11, PS-14, PS-17 and PS-19). This is a new factor not
previously considered in the scientific literature on the hydrodynamic agents controlling
the morphodynamics of paired spits.

The hydraulic blockages that allow the entrance between the convergent paired spits
within channels to remain open, and even the degradation and development of new spits
on behalf of their connection into a single barrier, is due to tidal currents flowing through
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the channels [45,89]. The increase in local depth observed on the nautical charts of some
study sites (Table 1), just between the two spits, is evidence of these strong currents through
the channels. Most of the paired spits located at the entrance to the channels are oriented
inwards of the channel, indicating the incoming dominance of the longshore drift, with the
only exception being the Nemuro Strait (S Sea of Okhotsk), where the paired spits PS-19 are
oriented outwards, i.e., related to the outgoing currents of the channel. In the Safaga Strait
(Figure 4V), the paired spits SP-20 developed in the middle of the channel; the morphology,
orientation and morphodynamics of these paired spits show that they are clearly related to
a southward current flowing through the channel [90].

With regard to long-term evolution, sea-level oscillations will determine the evolution
of these paired spits. The Holocene transgression favored the occurrence of offshore islands
and, consequently, the development within the channels of tombolos [91] and paired spits.
Similarly, on the Arctic coast, the Holocene transgression induced the formation of coastal
bays, due to breaching of thermokarst lakes, and consequently favored the subsequent
formation of barrier islands and spits [92], including paired spits. However, the present
sea-level rise due to the impact of the anthropogenic climate change is a clear hazard for
the future evolution of Arctic coasts [93] and the Po River delta [94], which include erosion
risks for the paired spits developed at their interdistributary bays, as well as for the spits
and paired spits developed within coastal channels [95].

4.2. Sediment Availability and Sedimentary Interactions

Good sediment availability is also necessary for the development of spits [29,87,96]
and paired spits [97]. The dimensions of the spits (Figure 4 and Table 1), the intensity of
shoreline progradation and the ability to develop new spits or regenerate old ones after
degradation or breaching (Figure 5 and Table 2) are evidence of this sediment availability.
Dimensions are similar in the mouths of the interdistributary bays of deltas, but usually very
different at the entrance and within the channels, which indicate the different intensities of
the longshore drift and sediment inputs in the latter.

In the interdistributary bays of deltas, the fluvial source of sediments for the paired
spits can be from different rivers (PS-1, PS-3) or from the same river (PS-2). In fact, the
sediment source for the development of the two spits of the Scardovari lagoon (PS-2), as
well as the Scanno of Goro spit, in the eastern flank of the Goro lagoon (PS-3) are related
to the modern Po River delta [40,42,98]. Progradation rates are similar for these three
spits (Table 2), which is consistent with a similar fluvial discharge supply for the southern
mouths of the delta [99,100]. The two paired spits constraining the Goro lagoon show
similar lengths (Table 1, Figures 4C and 5C, but the sediment input for the Scanno of Volano
spit, on the western flank, is lower and mainly due to littoral drift from the south [42,78],
which is consistent with its very low progradation rate (Table 2).

In the medium-term temporal scale, another factor determining the evolution of deltas
is subsidence, which allows for the erosion of the abandoned delta lobes, including their
distal spits and islands [101]. The Scardovari and Goro lagoons are not related to the
abandoned lobes of Po River delta, quite the contrary; however, these lobes have shown the
highest subsidence rates of the entire Po River delta from 1967 to 2017. The zone of highest
subsidence in the delta has been shifting from north to south since at least 1957 [102],
implying an erosion risk for PS-2 and PS-3.

In coastal channels with good sediment availability, the development of cuspate fore-
lands and tombolos in the wave-shadow central sector is common [103–106], whereas
sediment scarcity favors the formation of long, narrow, and deep coastal channels [107],
even though the channel morphology predicts the presence of cuspate forelands or tombo-
los [105,106,108]. Tombolos and cuspate forelands have developed as a result of sediment
inputs from both channel entrances [4,25,104]. Paired spits within channels are also cuspate
bedforms but are related to convergent longshore drift and sediment input toward a single
channel entrance. Sediment supply for progradation of paired spits constraining chan-
nels can be due to cliff erosion upstream, as in the case of the Graswarder–Heiligenhafen
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spit [109,110] of PS-15, at the western entrance to the Fehmarn Sound (Baltic Sea), or
to littoral drift from spits, beaches, and dunes upstream [45,111]. Nevertheless, many
times, sediment supply for spit progradation is also due to cannibalization of its own
neck [112–114] as can be observed in the western spit of PS-12, or material scoured from
the inlet can be the dominant source for spit accretion, as shown by [115] for the northern
spit of PS-20.

Paired spits within coastal channels are, in general, of different lengths (Table 1). The
high sediment availability in the Magdalena coastal plain (W coast of the Baja California
Peninsula) is related to the development of large Pleistocene coastal dune sheets [116] and
large Holocene spits constrain both entrances to Almejas Bay, i.e., the El Cisne spit (PS-25) at
the northern entrance, as well as the Flor de Malva spit and the Creciente spit island (PS-26)
at the southern entrance [117]. The dimensions and average progradation rates (1984–2020)
of the El Cisne spit are higher than those for Creciente Island (Table 2), indicating a greater
littoral drift at the northern spit. On the other hand, the small inlet between Creciente
Island and the Flor de Malva spit is not closing and it shows a migration rate of 44.50 m/yr
(1984–2020) to the southeast. This implies that the dominant longshore drift at the root of
the spit is also to the southeast, i.e., similar to the direction of the inlet migration [2,118,119],
because updrift migration of inlets only occurs for shorter periods, lasting months or
years [115,120]. Therefore, this suggests the current existence of a divergent littoral drift
from the middle of the Flor de Malva spit, as the progradation of the head of the Creciente
spit island is westward (Figure 5K and Table 2). On the opposite channel margin, the
western spits of PS-25 and PS-26, linked to Santa Margarita Island, are very short (Table 1),
likely due to low sediment availability from the island, and progradation rates are also low
(Table 2).

Spit migration has been described for single spits [19,22] and paired spits [121,122]. In
this study, obtained by analysis of satellite images from 1984 to 2022, spit migration was
identified in some paired spits systems (PS-7, PS-20, PS-22, PS-24, PS-25), but may also
have occurred in others before the start of the study period. Therefore, spit migration is a
possible process for sediment input and the development of paired spits at the entrance to
channels or within them, due to the breaching of nearby spits and their migration along
the shore towards the channel.

In any case, the source area of sediments for paired spit bounding interdistributary
bays of deltas or channels is usually different for each spit, i.e., sediment supply is due
to longshore drift from different coastal fringes for each margin of the bay or channel.
However, sedimentary interactions between them can be expected when they are located
on shallow coasts, the channel width is low and the development of the paired spits implies
a significant decrease on the width of the interdistributary bay (PS-1) or channel (PS-4)
(Table 1, Figure 4A,D,I), favoring sediment bypass through the inlet by several possible
mechanisms [27]. On the other hand, the increase in depth in some of the inlets between the
two paired spits is evidence of local intensification of the hydrodynamics due to constriction
of the channel entrance (PS-11, PS-12, PS-13, PS-23). These currents and increased depth
prevent the two spits from merging, but may generate increased head progradation rates,
and consequently cannibalization of the neck of the spits.

Sedimentary interactions due to channel constriction can also be identified between
nearby paired spits systems, such as PS-20, PS-21 and PS-22, located in different entrances
of Nantucket Sound (NW Atlantic Ocean). The largest entrance to Nantucket Sound is
located to the east, between Cape Cod and Nantucket Island. Outer Cape Cod is composed
of two divergent spits, the Provincetown spit northward and the Nauset spit southward,
due to Holocene reworking of glacial outcrop sediments by divergent longshore drift [123].
A historic inlet near the northern end of the Nauset spit is migrating downward, i.e., south-
ward, even though it has temporarily migrated updrift developing paired spits [115,124].
The nodal point for the divergence of the longshore drift between the Provincetown and
Nauset spits is also migrating southward [125,126], and, consequently, sediment input to
the Nauset spit decreased. An extratropical storm in 1987 allows formation of a new inlet in
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the Nauset spit off Chatham Light [127–129] and a spit island that subsequently migrated
and elongated southward. In 1992, the northern end of the island elongated updrift and
connected to the mainland, becoming a new spit (the northern spit of Figure 5H). In 2007,
the southern end of this new spit merged with Monomoy Island [130], located at the north-
ern margin of the main entrance to Nantucket Sound. Thus, this new spit together with
the northern spit (named Great Point) of Nantucket Island are paired spits (PS-20), which
bound the main entrance to Nantucket Sound (Figure 4S).

The northern spit of PS-20 breached in 2013 to become an island and was subsequently
completely degraded by wave erosion (Figure 5H). Nevertheless, since 2007, a new inlet and
spit island developed again by breaching of the Nauset spit off Minister’s Point (Figure 5H);
therefore, this island will probably join the mainland and/or Monomoy Island in the
coming decades. A graphical reconstruction of the 1984–2020 morphodynamic evolution
of the Nauset spit, the new spit southward, and Monomoy Island was reported by the
NASA [131]. The reconstruction of the coastal evolution since 1846 has shown that this
process of extension of the Nauset Spit to connect to Monomoy Island and the subsequent
break-up is cyclical, repeats approximately every 150 years, and therefore, Monomoy
Island is related to former spits and spit islands formed from the breaching of the Nauset
spit [111,132]. The southward progradation rate of Monomoy Island is much lower than
that for the southern spit developed from the breaching of the Nauset spit (Table 2), with
values of 7.64 (1984–2006), 13.29 (2007–2012), and 6.36 m/yr (2013–2021). In 1971, a decrease
of southward progradation of Monomoy Island was predicted, due to encroachment of
the southern end of the island into two deep basins to the northeast and southeast [133].
However, this was not identified in the study period, and the increase of the progradation
rate between 2007 and 2012, when Monomoy Island merged with the new spit developed
from breaching of the Nauset spit, is remarkable. Perhaps, the decrease in southward
progradation will occur in the near future.

On the southern margin of Nantucket Sound, two other paired spits (PS-21 and PS-22)
were identified in Muskeget Channel, westward of Nantucket Island (Figure 4T), with
recurved spits and the development of flood- and ebb-tidal deltas, denoting that they are
controlled by both wave and tidal currents. The maximum narrowing of the main entrance
to Nantucket Sound occurred from 2007 to 2012 (Figure 5H), when the new spit joined
Monomoy Island (PS-20). This basically corresponds to the period when the head of the
two spits of PS-22 eroded (2007–2014) and even developed a small inlet (2007–2009) from
the breach of the eastern spit (Figure 5I). Water circulation on Nantucket Sound is tidally
dominated [89]. Therefore, narrowing of the main entrance by the development of PS-20
generated the intensification of tidal currents through Muskeget Channel, where PS-21 and
PS-22 are located. Subsequently, when the northern spit of PS-20 became an island again
and was progressively eroded away (Figure 5H), widening the inlet between Monomoy
Island and the Cape Cod mainland, the hydrodynamic outflow through the Muskeget
Channel decreased and the paired spits of PS-22 again showed convergent progradation
(Figure 5I). Contrary to the erosion of PS-22, the eastern spit of PS-21 developed a new
ridge from 2007 to 2012, due to sediment input from the degradation of PS-22, but later
eroded drastically when PS-22 progressively regained its convergent progradation. The
western spit of PS-21 only developed in the first decades of the study period, but in the
1990s it migrated, rotated, and merged with its island, which has shown severe erosion and
remodeling throughout the study period. Therefore, the combined analysis of PS-20, PS-21
and PS-20 shows that hydrodynamic and sedimentary interactions occur not only between
the two paired spits of the same system, but even with other closer paired spits in the same
channel. This provides evidence that they are not independent spits, but a complex system
including several paired spits.

In contrast, in the case of channels with deep and very wide inlets between the paired
spits, there is no evidence of sedimentary interactions between the two paired spits, such
as PS-19 in the Nemuro Strait, where they are far apart and bathymetry only shows an
intensification of currents very close to the western spit. Similarly, sedimentary interactions
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are not clear between the two spits of PS-15, at the entrance to Fehmarn Sound. The
Graswarder–Heiligenhafen spit, located in the north of the Peninsula of Wagria, has grown
eastward by longshore transport for about 3000 years, with the addition of successive
hooked ridges developed in intervals of about 150 years [134,135]. It shows a current
progradation rate of 9.46 m/yr (1984–2022, Table 2), which is significantly higher than
previous rates of 3.5 m/yr (1950–1985) after [109] or 2–3 m/yr suggested by [110]. In the
same PS-15, the Krummsteert spit (S of Fehmarn Island) shows an even higher progradation
rate (Table 2). However, both spits developed almost parallel to the channel margins, so
that a merging of the two spits in the near future, or any other sedimentary interaction,
is unlikely. All the same, the development of both spits implies a decrease to 75% of the
original width at the mouth of the Fehmarn Sound, and consequently an intensification of
the currents through it.

4.3. Morphogenetic Models and Morphodynamic Patterns of Paired Spits

Five conceptual models for the formation of paired spits were previously described at
the mouth of bays and rivers (Figure 7): (i) the break of a coastal barrier, not necessarily a
spit, by new fluvial outlets [68,74], hurricanes [23] or tsunamis [136,137]; (ii) convergent
longshore drift in a narrow bay [25]; (iii) bidirectional longshore drift with hydraulic
blockage by tidal currents or river flow in a bay or river mouth [26,120]; (iv) cutting of
an estuarine detached spit by high-energy events [27–30]; and (v) convergence of two
estuarine mouths and the associated spits [30]. In addition, previous studies in the Po River
delta have already defined the presence of two spits in the mouths of both the Goro and
the Scardovari lagoons [40–44], although none of these studies consider them as paired
spits or relate their development to other baymouth spits. The presence of paired spits
within channels has been succinctly reported [45–47]. Therefore, in this study, two new
environments and conceptual models for the formation of convergent paired spits were
described in detail and monitored, at the mouths of the interdistributary bays between two
delta lobes of the same or different rivers (Figure 7F), and at the two margins of a channel,
in the entrance or within it, usually for incoming, or exceptionally for outgoing, longshore
drift (Figure 7G).

The development of paired spits in the interdistributary bays of deltas and within
coastal channels was described for uni-, bi- and multidirectional wave regimes (Table 3).
Therefore, they are under similar hydrodynamic patterns to conceptual models ii and iii
but are located in different coastal environments. In fact, conceptual models i, iv, and v
have only been reported in a few places [23,27–30,68,74,136,137]; therefore, they can be
considered as unusual.

In addition to the new morphogenetic models for paired spits (Figure 7F,G), three mor-
phodynamic patterns (stable, stationary and ephemeral) were defined for the subsequent
geomorphological evolution of paired spits (Figure 6, Table 2). For stationary systems,
the degradation and development of new spits is the key that allows them to maintain
the paired spit configuration, i.e., to achieve a stationary equilibrium, oscillating between
eroded to accretionary states, which resembles seasonal beach morphodynamics [138]. A
stationary pattern was described for single spits, due to high erosion after breaching and
subsequent closure of the inlet e.g., [14,139] or even total and fast degradation by tsunamis
followed by the formation of a new spit [140]. Similarly, the eastern spit of PS-3 has un-
dergone intense morphodynamics changes, including phases of rapid longshore growth,
hooked ridges development, cannibalization, overwash, and breaching [98]. There are also
intermediate cases between stable and stationary systems. For instance, a historical analysis
of nautical charts shows a minor inlet developed in PS-14 from 1949 until before 1974 [47],
but can currently be considered stable because average migration rates in recent decades
(1984–2020) are very low (Figure 6). Some other paired spits show an unstable or ephemeral
morphodynamic pattern. The filling of the interdistributary bay on the backshore of PS-1
and the disappearance of this coastal configuration with paired spits should be expected
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on a medium-term scale, similar to the closure in previous centuries of the Sinoe lagoon, an
interdis tributary bay in the southwest of the Danube delta [141,142].

Figure 7. Conceptual models for formation of paired spits: (A) coastal barrier break; (B) convergent
longshore drift in a narrow bay; (C) bidirectional longshore drift with hydraulic blockage; (D) cutting
of a estuarine detached spit by high energy events; (E) convergence of two estuarine mouths and the
associated spits; (F) convergent progradation from two delta lobes to the interdistributary bay (PS-1
to PS-3); and (G) convergent longshore drift from both margins to a channel entrance (PS-4 to PS-27)
(Modified from [36]).

The three morphodynamic patterns adescribed above can also be applied to char-
acterize the morphodynamics of paired spits at the mouths of bays and rivers. Most of
them correspond to systems with a stable geomorphological configuration, while only a
few studies have referred to spit breaching or degradation and the development of new
spits [29,30,74,122,143]. The paired spits at the mouth of the Guadalquivir estuary (SW
Spain), showed an initial stationary pattern, with degradation and the new formation of
the southern spit (6900 to 2300 BP); subsequent intense progradation of the northern spit
(2300 to 1000 BP) evolved to a stable pattern, where currently the southern spit is fixed
by the sedimentary fill of the estuary mouth [74]. Another interesting case is that of the
paired spit PS-17, in the Strait of Canso, because in the late 19th century there was an inlet
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in the middle of the western spit (Church, 1878; in [144]), but nowadays this inlet does not
exist, and the head of the spit is very close to the western margin of the channel. Therefore,
it evolved from a stationary to an ephemeral pattern. Some other studies have described
paired spits at river mouths that later disappeared, i.e., were ephemeral [28–30,145]. In
summary, it can be deduced that paired spits can evolve from stationary to ephemeral or
stable morphodynamic patterns and can even become relict bedforms from a stable pattern.

4.4. Anthropization of the Paired Spits

Most of the paired spits identified at the mouths of interdistributary bays of deltas and
within channels have shown processes of degradation and the development of new spits;
some other paired spits tended to develop a continuous sand barrier, or even to disappear
(Table 2, Figure 6). Their intense sedimentary dynamics and geomorphological evolution,
together with the remote location of many of them, explain why they have not been
described before, whereas paired spits at the mouth of bays, estuaries and deltas have been
described more extensively for the anthropized coast of England [23,24,67–72,75,146,147],
Ireland [73,148,149], France [16,76], Spain [74], Russia [25], India [26,34,38], China [121,122],
United States of America [29], Egypt [143], Senegal [150], Colombia [151], Brazil [30,39,152],
and New Zealand [28,145]. Nevertheless, paired spits have also been described in natural
coasts, at the mouths of bays in the Kamchatka Peninsula [25], and at the mouth of the
Volta River delta, although the latter is heavily affected by the Akosombo dam [150,153].

The morphodynamics of many single spits are affected by natural climatic oscilla-
tions, such as ENSO [36,154–156] and NAO [76,157], as well as by human disturbances,
ranging from global climate change, including sea-level rise and ice melting between other
effects [158–161], to local impacts. Coastal defense structures have been built in many spits
to avoid erosion, usually on the seashore [10], and more rarely on the bayside [162]. At
other times, the artificial opening of channels for fishermen’s navigation [163] or to prevent
flooding [17] has generated severe erosion of the spits.

Similarly, paired spits at the mouths of bays, estuaries and deltas are often affected
by local human activities, such as urbanization, dam construction, coastal defense struc-
tures, and dredging to keep channels open for navigation [143,147,149,150,153,164,165].
Elsewhere, degradation of baymouth spits by harbor development or other human dis-
turbances is even more severe [122]. In contrast, most of the paired spits identified in
this study are found on natural coasts (Table 4), with no direct anthropogenic disturbance.
Therefore, they are ideal locations for environmental conservation plans. They are also very
interesting places for the analysis of the impact of both natural climatic oscillations such as
ENSO [30,121] and climate change, since in these paired spits ice melting, coastal erosion
and flooding due to sea-level rise are not affected by interactions with other regional or
local anthropogenic factors that may mask the impact of natural climatic oscillations and
global climate change.

Other paired spits analyzed in this study show local human disturbances of very
different intensities (Table 4). The paired spits with a higher human influence on their
morphodynamics are PS-2 and PS-3, the two interdistributary bays located in the SW of
the Po River delta. In fact, the historical and current evolution of the delta is strongly
conditioned by human activities [40,166]. The modern delta was induced 400 years ago
by the excavation of an artificial channel [167]. In the southern part of the delta, the
development of the paired spits at the mouth of the Scardovari lagoon (PS-2) is relatively
recent. The lagoon developed in the early 19th century, without paired spits at the mouth,
and acquired its present shape in 1955 [168]. Later, the construction of reef stones after 1985
not only protected the coast from erosion, but even generated high sedimentation [169],
keeping the lagoon open by artificial inlets. The Goro lagoon has progressively migrated
southwards since the 16th century. The nautical charts show the presence of paired spits on
the mouth of the Goro lagoon since the late 19th century [41]. The human impact on these
paired spits (PS-3) is lower than those for the Scardovari lagoon (PS-2), despite the mouth
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of the outlets has been also fixed by stone reefs. However, the bathymetry near the main
entrance to the lagoon is very shallow [99] and dredging has been suggested [55].

The fixation of the spits by coastal defense structures, roads, railways, and big bridges
are strong human disturbances on the geomorphology of the paired spits. Coastal defense
structures are usually located on the neck of the spits (southern spit of PS-15, eastern spit
of PS-16, both spits of PS-17) but sometimes they are almost along the whole seaside of the
spits, as is the case with the Tuzla spit (PS-18) in the eastern margin of the Kerch Strait [170]
and the Notsukezaki spit (PS-19) in the western margin of Nemuro Strait [171,172]. Fixing
of the shoreline avoids breaching and the formation of spit islands. While head progra-
dation of the spits can continue (PS-19), it can be drastically reduced due to the lack of
sediment inputs from the neck (PS-18), or it can even increase, as indicated above for
PS-2 [169]. Therefore, some paired spits with natural stationary morphodynamic patterns
have evolved into a human-induced stable morphodynamic pattern (PS-18) or a human-
induced ephemeral pattern by joining each spit with its margin of the channel (PS-17).
Tuzla Island was formed due to breaching of the Tuzla spit (PS-18) in 1925 [173], which is
characteristic of a stationary pattern. However, the shoreline of both Tuzla Island and the
Tuzla spit has been progressively fixed since 2004 (Figure 5G) [170]. In other cases, there
are only small villages or a few houses, which implies a change from natural to rural or
semi-urban coast, but these human activities do not affect the natural morphodynamic
pattern (eastern spit of PS-22, western spit of PS-25).

In an exceptional case, the coastal region has changed from high human occupation
to a natural or nearly natural environment. Tigres Island was initially a 40-km long spit,
with a well-established fishing village to the northeast. However, when the neck of the spit
broke in 1962 and became an island, the village was abandoned [45], and currently is only
visited by tourist excursions. The ephemeral (erosive) morphodynamic pattern of PS-27
has not been influenced by the previous urban development or any other human activity.

Coastal management, including implementation of coastal conservation areas and
coastal defense structures, are usually only focused on one spit of the paired spits sys-
tems [147,165,174]. However, analysis of the hydrodynamics and sedimentary interactions,
and models of the formation and morphodynamic patterns show that, rather than inde-
pendent spits, the paired spits constitute a system, which should be taken into account
for future coastal management plans. Mitigation measures, such as the construction of
sand barriers and sediment replenishment, can help protect these vulnerable areas [14].
Nevertheless, at present, certain management approaches involve the removal of hard
coastal defense structures that were previously used [162,175]

Spits are important coastal formations that protect coastal areas. However, the dy-
namics of these formations are extremely complex and can be influenced by multiple
factors. To understand this complexity, it is essential for researchers and coastal managers
to be aware of the different behaviors of spits. This may include analyzing their geometry,
studying sedimentation and erosion on their surfaces, and identifying sediment transport
processes, among other aspects. By emphasizing the complexities of these behaviors, these
professionals can be equipped with the necessary tools to properly manage these coastal
barriers. This will enable them to better decide how best to protect coastal areas and the
communities living in them.

In the future, high-resolution monitoring will be integrated with operational wave
models to create accurate systems for predicting coastal evolution at various temporal
and spatial scales. In addition, combining advances in satellite monitoring with machine
learning and data-assimilated modeling will help to resolve questions about the causes and
effects of coastal erosion at large scales [176].

5. Conclusions

This study presented the first analysis of the global distribution and geomorphological
description of paired spits developed both at the mouths of interdistributary bays of
deltas (three systems) and within channels (24 systems). Two new environments and
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conceptual models for the formation of paired spits were presented, in addition to the five
morphogenetic models described in previous studies. The identified paired spits were
mainly located at high or mid latitudes, and on microtidal coasts, although they have also
been found at low latitudes and on mesotidal coasts. Longshore drift and wave erosion are
the main control factors in their formation and development. Paired spits can be generated
under multidirectional to unidirectional approach waves. The hydraulic blockage necessary
for the development of these paired spits is mainly due to tide-induced currents, as well as
minor fluvial outlets in the interdistributary bays. However, the formation of ice sheets at
high latitudes prevents wave action and, therefore, delays the morphodynamic evolution of
paired spits. The sediment source for the paired spits at the mouths of the interdistributary
bays can be from the same river or from different rivers. The sediment source for the spit at
each channel margin is from different coastal strips. Nevertheless, sedimentary interactions
between the two paired spits can be identified, particularly when they are located on
shallow coasts and when the heads of the spits are close together. These hydrodynamic and
sedimentary interactions make clear that paired spits are a system, rather than independent
spits. Hydrodynamic and sedimentary interactions were also identified between systems
of paired spits located at different entrances of the same channel, which therefore constitute
a complex system of paired spits.

The main morphodynamic processes that characterized the evolution of the paired
spit analyzed were: convergent progradation from the head and/or from the middle of
the spits, developing new hooked ridges; possible migration of the spits to the entrance
or within the channel, as well possible rotation of the spits and even joining of the spits
to their margin of the channel; spit erosion by degradation of the spits or the formation of
breaches on the spits, where subsequently the spit islands can be degraded or the breach
closed. As a result of convergent progradation, the width of the inlet between the heads
of the two spits usually decreases, but sometimes it only migrates and sometimes it even
increases. Three morphodynamic patterns were defined as a function of these processes:
(i) a stable pattern, which corresponds to systems with average progradation rates below
1 m/yr, generally without breaching or the degradation of any of the spits; (ii) a stationary
pattern, for systems with higher average progradation rates and alternating degradation
or breaching of one of the spits with formation of new spits or closure of the breaches;
and (iii) an unstable or ephemeral pattern, which includes three subtypes, the first due to
severe erosion of one or both spits, the second due to the joining of the head of the two spits
forming a single barrier, and the third when each spit merges with its channel margin.
These three morphodynamic patterns can also be applied to paired spits in the mouths of
bays or rivers. Furthermore, the morphodynamic pattern identified for each paired spits
system in the decadal scale analysis may evolve in the medium and long term, as evidence
historical charts and stratigraphic studies indicates.

Most of the paired spits are located on natural coasts. The geological uniqueness, wide
geographical distribution, good ecologic conservation, and low human occupation of many
of the paired spits analyzed allow them to be defined as sites of high scientific interest
which are suitable as field laboratories for the analysis of the effect of natural climatic
oscillations and climate change, as well as potential nature reserve areas. In other cases,
anthropization of the spits ranges from agricultural and fishing activities to semi-urban and
even urban development. Human actions also include the construction of coastal defense
structures to avoid erosion in several of the spits.
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Abstract: An intertidal sandstone reef, named barra de Las Canteras, protects the western coast of
Las Palmas de Gran Canaria city (Canary Islands, Spain). The beach-reef system of Las Canteras
constitutes one of the most valuable coastal geomorphological sites in the archipelago. Stratigraphic
studies have identified the formation of the reef in the Last Interglacial (MIS 5e) in a coastal sedi-
mentary paleo-environment. The rock structure is highly exposed to the Atlantic swell and consists
mainly of a sandstone beachrock with a medium resistance to erosional processes. However, the
historical and current erosion rates and the original extent of the reef are not known to date. This
paper explores the geomorphological structure of the reef by combining a topo-bathymetric analysis
(obtained by differential GPS, multibeam echosounder and hyperspectral sensor) and the analysis
of geomorphological features on high-resolution images, obtained with a hyperspectral camera
mounted on a UAV. The results provide a comprehensive, high-resolution image of the subaerial and
submerged morphology of the reef. The structure reflects the distribution of erosional fronts and the
existence of collapsing submarine blockfields and nearshore, uneroded, remnant reliefs. Detailed
analysis of these features allows to estimate the probable original extent of the sandstone reef and to
relate the erosional retreat processes to the sea-level dynamics during the Holocene.

Keywords: sandstone reef; beachrock; coastal erosion; Las Canteras; Canary Islands

1. Introduction

Sandstone reefs are important paleoenvironmental markers and natural protectors
against erosion in tropical coastal regions [1]. Despite their ecological importance,
they have received much less scientific attention than other similar formations, such
as coral reefs [2]. The intertidal sandstone reefs of northeastern Brazil are probably
the best known and most studied in the world [1,3,4]. In the State of Pernanmuco,
intertidal beachrocks crops out parallel to the coast for tens of kilometers. They are
mostly composed of parallel stratified layers of calcarenites with 4–5◦ seaward dips,
to which a Holocene age is attributed [4,5]. Their unusual development in this part
of the world has motivated their valuation as important geoheritage and geotourism
elements [1,6,7]. A remarkable subtropical sandstone reef also occurs in the Canary
Islands. The sandstone reef of Las Canteras is up to six meters thick and has sub-
horizontal parallel laminations that dip gently seaward, so it has been identified as
a beachrock formation [8,9]. The sandy grains are strongly compacted by carbonate
cement and contain abundant remains of marine organisms, mainly mollusks, algae
and foraminifera [10]. Due to its stratigraphic similarity with other sandstone outcrops
and marine conglomerates of the eastern Canaries, it has traditionally been consid-
ered part of a larger sedimentary unit called Terraza Baja de Las Palmas [11] or Rasa
Jandiense [12], dated to the Last Interglacial MIS 5e.
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In many coasts, natural reefs are interposed offshore, safeguarding the sedimentary
stability of the sandy beaches [13,14]. Rocky and erosional coastal environments support
sedimentary deposits and beaches of very diverse characteristics, controlled by complex
geological structures and their erosion-deposition dynamics [15]. According to Gallop
et al. [16], the existence of rock controls, rather than being infrequent, is the rule on
sandy beaches on coasts worldwide. Several studies have pointed out the determinant
influence of hard rock structures, such as reefs, headlands or underlying outcrops, on
the morphodynamics of sandy beaches [16–20]. They act as protectors against coastal
erosion, generating strong energy gradients between exposed and protected sectors [18,21].
Inherited geological structures introduce complexity into wave-breaking patterns, currents
and sedimentary dynamics, cross-shore and alongshore, causing mismatches between
theoretical morphodynamic models and the actual beach morphologies observed in the
environments [22].

A complete understanding of the morphodynamic behavior of rock-controlled coastal
systems requires a simultaneous examination of subaerial and subaqueous geomorphic
transformations. Topo-bathymetric studies have become frequent, especially in the mon-
itoring of rapid response sedimentary systems, such as beaches [20]. The monitoring of
the submerged surfaces presents a greater technical challenge than the monitoring of land
surfaces. Traditional techniques have used boat-borne echosounders [23,24], but high costs
often do not allow for high-recurrence surveys and they are not operational in shallow
intertidal areas. The need for more versatile and less expensive alternative techniques has
led to the development of bathymetric procedures, such as video monitoring [20,25] or
hyperspectral sensing [26,27]. The results of these new techniques have generally proved
to be reliable and represent new tools for research.

Reefs can dissipate much of the incident wave energy on coasts [28,29], which triggers
erosion on reef structures, especially during storm events. The progressive erosion of tropi-
cal and subtropical sandstone reefs can produce a chain of very negative socio-ecological
consequences. From the loss of the ecosystem services linked to the natural protection of
the reefs, a drastic alteration of the hydrodynamic regime and a serious impact on beach
morphology and marine ecosystems can be expected. Despite the important geodynamic
implications, especially for the configuration and geomorphological stability of many
sedimentary coasts, the erosion of highly exposed rocky reefs is a poorly investigated
phenomenon to date. From the knowledge of the morphodynamics of rocky shores, we
know that coastal rock platforms are dynamic and eroded by mechanical and abrasive wave
action, as well as by other physical, chemical and biological weathering processes [30,31].
Shore platforms are primarily eroded in two ways: by a progressive micro-erosional low-
ering [32–35] and by sporadic, larger block detachments usually deposited on the upper
platform and reworked by storm waves [36–38]. Moreover, although the movement of
non-cohesive sediments can occur at greater depths, erosion of solid rock by waves is
strongly concentrated in the break zone, near the still waters and intertidal zone [39–42].

The planning of conservation actions to avoid the future degradation of relevant natu-
ral elements such as sandstone reefs, requires a better understanding of the magnitude and
forms of past and present erosional processes. In order to contribute to this knowledge, the
aim of this work was to obtain, through a combination of different instruments and remote
sensing techniques, a high-resolution topo-bathymetric model of the largest sandstone
reef of the Canary Islands (the reef of Las Canteras), which provides new insights into
its possible original configuration and spatio-temporal evolution. The article contains the
area description and the acquisition methodology of a high-resolution topo-bathymetric
model of the reef of Las Canteras, combining GPS, echosounder and hyperspectral sensing.
The results include a comprehensive analysis of morphometric features, geomorphological
units and active processes on the reef. The discussion finally provides an evolutionary and
contextualized interpretation of the reef of Las Canteras based on the observations.
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2. Study Area

The sandstone reef of Las Canteras is located in the city of Las Palmas de Gran Canaria
(Canary Islands, Spain), at a subtropical latitude of the eastern Atlantic Ocean (~28◦N and
~15◦W), off the coast of Africa (Figure 1a). The reef is popularly known as la barra (‘the
bar’) and is divided into six sections [43]. La barra grande is the largest fragment and the
most relevant in respect to coastal hydrodynamics and sediment transport [44]. It runs
parallel to the beach at a distance from the shore of about 200 m, has an approximate length
of 850 m and an average intertidal width of 50 m (Figure 1b). La barra protects Las Canteras
beach from the North Atlantic swell, which in this sector has an average significant height
of 1.5 m and a peak period of more than 10 s. The storm waves reach significant heights
of more than 4 m [21,45]. The morphodynamics of the different sectors of Las Canteras
beach and its sedimentary stability is highly conditioned by the natural protection of
la barra [21,45–50]. In the most protected coastal sector, normal wave overtopping barely
exceeds the reef at low tide, generating an intermediate semi-enclosed coastal lagoon with
high-marine biodiversity [51,52]. Likewise, during storm surges, la barra prevents the
cross-shore transport of sediments offshore, converting the intermediate shallow seabed
into a sand reservoir for the beach.

 

Figure 1. (a) Geographical location of la barra de Las Canteras, in the Canary Islands (LPGC stands
for the city of Las Palmas de Gran Canaria). NT, Northern Tropic, EQ, Ecuator, ST, Southern
Tropic. (b) Distribution of the main fragments of the reef (barra grande and barra amarilla) on digital
orthophoto at low tide (IDE Canarias, GRAFCAN). (c) Zonation of the technological systems used for
the acquisition of the digital topo-bathymetric model of la barra grande.

It can be assumed that the stratified sandstone reef of la barra has average levels of
resistance to coastal erosion. However, as no empirical data exist, we do not know the
patterns, magnitudes and rates of erosion to which it is subjected to in the short, medium
and long term. The degradation of the sandstone reef of Las Canteras may lead to the
degradation of the beach it protects, which in turn is one of the most important tourist
elements of Las Palmas de Gran Canaria city, that is, of the main economic and demographic
center of the Canary Islands.
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3. Materials and Methods

3.1. GPS Topography

The topographic surfaces of the upper part of la barra, from 0 m above mean sea level
(m asl), were obtained in 2019, by carrying on foot, at low tide, a differential GPS configured
in kinematic mode to receive altimetry data every 50 cm (Figure 1c). The topographic in-
strument is a Topcon HiperV model, which receives positions from the GPS and GLONASS
satellite constellations, and received real-time kinematic (RTK) corrections, via internet
(mobile telephony), through NTRIP protocol from the GRAFCAN Permanent Stations ser-
vice (https://www.grafcan.es/red-de-estaciones, accessed on 15 January 2019). The device
manufacturer defines a spatial accuracy for RTK in kinematic mode of 10 mm + 1 ppm
in the horizontal dimension and 15 mm + 1 ppm in the vertical dimension. More than
70,000 altimetry values with xyz coordinates of the upper part of la barra grande were
obtained from the GPS topography.

3.2. Multibeam Bathymetry

Seabed surfaces around la barra, below −1.5 m asl, were obtained in 2019 (simulta-
neous to GPS topography) by on-board multibeam echosounder, at 3 knots maximum
speed at high tide (Figure 1c). The system consists of a NORBIT iWBMS echosounder
that emits 256 fan-shaped beams covering an angle of 160◦. The direct measurement of
sound speed was calculated using data collected by a Valeport Swift-plus profiler. The
system was completed by integrated Applanix Wavemaster inertial motion sensors and
an Applanix navigation system using Trimble technology. An eight-core, high-capacity
computer with HYSWEEP software, synchronized and integrated the data received from
all system components: multibeam echosounder, positioning system, heading, motion, tide
and sound speed sensors. Post-processing by Patch test calibration, velocity profiling and
denoising was performed using Hypack’s MBMAX software. After post-processing steps,
a regular grid of xyz bathymetric points of the underwater surrounding environment was
obtained every 50 cm.

3.3. Hyperspectral Altimetry

High-resolution aerial images were obtained in 2020 using a RESONON Pika L hyper-
spectral camera attached to a drone with a gimbal system and irradiance sensor (Figure 1c).
The camera has a spectral range of 400–1000 nm and a maximum spectral resolution of
2.1 nm. The flights were performed at an altitude of 120 m, following zig-zag trajectories
with a spacing of 25 m. Radiometric and geometric correction was performed with Spec-
trononPro software, using calibration files to convert digital values. The orthophotos were
mosaicked using the OrfeoToolbox. The specular reflections of the water were corrected
using a deglinting algorithm [53] and the anomalous effects generated by the wave foam
were corrected using an inpainting algorithm [54]. The subaerial part of the image was
obtained at a final resolution of 10 cm, while a resolution of 30 cm in the submerged part
was adopted to reduce the high-computational expense of solving the equations of the
coastal water inversion involved in obtaining the bathymetry.

Bathymetry was obtained using radiative-transfer modelling of seawater in coastal
environments. The inherent radiative effects of water, such as absorption and backscattering
and the effects of light reflection at the bottom, were modelled in each of the hyperspectral
bands, considering the different benthic covers. The model follows the semi-analytical form
of the radiative transfer equations (RTE) [55], where the modelled reflectivity in a channel
is obtained from the sum of the above factors. Calculating the surface reflectivity involves
systems of non-linear equations that are impossible to solve analytically, so we used the
Levenberg–Marquardt optimization algorithm [56]. It makes it possible to find the most
suitable result by iteratively minimizing the error in respect to the reflectivity obtained by
the sensor, applying cost function and minimal epsilon error. This algorithm provides very
adequate results for this complex problem and uses moderate computational resources
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compared to other algorithms. The resulting terrain model had a horizontal resolution of
1 m.

3.4. Detection of Active Processes

The detection of active erosional processes from 1954 to 2022 was carried through an
exhaustive examination of historical aerial images of the extensive photo library of the
Spatial Data Infrastructure (SDI) of the Canary Islands (GRAFCAN S.A., Canary Islands
Government, https://www.idecanarias.es/, accessed on 10 February 2023). It contains
22 photograms between 1954 and 2000, with an almost biannual frequency, and 18 or-
thophotos between 2000 and 2022, with an almost annual frequency. Conventional aerial
photographs from the 1950s to the 1990s have scales between 1:5000 and 1:25,000, and were
georeferenced in the WGS84 UTM28N coordinate system. The digital orthophotos from
the 2000s have resolutions varying between 12.5 and 50 cm/pixel and are available for GIS
viewing via the Web Map Service. The detection of active processes was completed with
field surveys at the outer edge of the reef.

3.5. Data Integration and Interpretation

GPS altimetry, composed of more than 70 thousand topographic point coordinates,
and echosounder altimetry, composed of more than 1 million bathymetric point coordinates,
were integrated into ArcGIS software under a WGS84 UTM28N reference system. The
point cloud was used to construct an interpolation grid based on a triangle irregular
network (TIN) and its subsequent conversion into a 50 cm resolution raster digital terrain
model (DTM). Intertidal areas with no GPS or echosounder data were covered by the 1 m
resolution hyperspectral sensor-derived DTM. The resulting digital model covers an area
of interest of 380,000 m2 including la barra grande and its nearby underwater environment
up to 200 m away (Figure 2).

Figure 2. Workflow for the acquisition of topo-bathymetric data, integration into a digital topo-
bathymetric model and the geomorphological interpretation of the rocky structure of la barra grande
(Las Palmas de Gran Canaria, Canary Islands).

The concluding analysis of the digital topo-bathymetric model included two levels
(Figure 2). At the first level, the morphometric structure was analyzed through GIS geopro-
cessing algorithms in order to examine the spatial distribution of altimetric ranges, terrain
slopes and surface roughness. Terrain irregularity was calculated using the Vector Rugged-
ness Measure (VRM) [57,58]. This method measures terrain irregularity as the dispersion
of the orthogonal vectors orientation of the grid cells within a raster neighborhood. At
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the second level of analysis, geomorphological features were recognized combining the
morphometric variables with the active processes detected on aerial photographs and the
field recognition. Finally, geomorphological units were established to interpret evolutionary
processes in the reef.

4. Results

4.1. Morphometric Structure

The morphometric structure entails a strictly morphological description of the surface
features based on measured variables. The morphometric of la barra has been determined
by analyzing the distribution of terrain altimetry, slopes and roughness.

The hypsometric structure (Figure 3a) of la barra grande comprises intertidal and
subtidal sections. The surface of the main sandstone bank lies entirely in the regional tidal
range of the Canary Islands, between −1.5 m asl at maximum low-spring tide, and 1.5 m
asl at maximum high-spring tide. However, most of this area, approximately 60,730 m2, is
in the middle to lower intertidal zone, between −1 and 0 m asl. Only a few inner sectors of
the sandstone surface, totaling a small extension of 2665 m2, are developed above 0 m asl,
and only in two small topographic outcrops of 12 m2 each, which are located further inland,
the elevations exceed 0.5 m asl. One of them reaches 0.68 m asl, which is the maximum
altitude of the topo-bathymetric model. In between, there is a relatively extensive intertidal
rocky surface of 14,425 m2, whose elevations of between −0.5 and 0 m asl determine that it
is slightly depressed in respect to the two previous surface bands.

Figure 3. Morphometric variables derived from the digital topo-bathymetric model of la barra grande
de Las Canteras (maps in metric units of the WGS84-UTM28N system) (a) distribution of altimetry
and depths (meters); (b) distribution of terrain slopes (degrees); (c) distribution of terrain roughness
(VRM = 0, completely smooth; VRM = 0.7, very rough).

At the seaward outer edge of the reef, the surface changes from intertidal depths of 0
to −1 m, to mean subtidal depths of −5 m. From the subtidal depths, towards offshore, a
shallow underwater surface develops, reaching on average a depth of 12 m at a distance
of 200 m from the outer edge of the reef. Above it, at least three small subtidal surfaces
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are clearly distinguishable with prominences of 2 to 3 m in relation to their underwater
surroundings (Figure 4). The first is 45 m from the outer nearest edge of the reef, has a top
surface at a mean depth of −3.5 m and is surrounded by seabed surfaces of −5 to −6 m
depth. The second is 50 m from the nearest outer edge, has a top surface at a mean depth
of −2.8 m and is surrounded by submarine surfaces of −6 m depth. Additionally, the third
is 100 m from the nearest reef edge, has a top surface at a mean depth of −4.5 m and is
surrounded by average depths of −7 m.

 
Figure 4. Topographic outcrops on the surrounding offshore seabeds, visible in the digital topo-
bathymetric high-resolution model, and the surface roughness profiles of Figure 5 in dashed lines
and letters (units in meters of the WGS84-UTM28N system).

The clinometric structure of the topo-bathymetric model of la barra grande shows
significant zone differentiation (Figure 3b). Above −0.5 m asl, the surfaces are practically
flat, although slightly trending NW (i.e., towards offshore) across planes with an average
slope of less than 2 degrees. From the intertidal level of −0.5 m asl, the reef slope increases
seaward. In some sectors, from −0.5 m asl, planes of variable cross-shore width between 25
and 50 m are observable, with slopes of up to 5 degrees to NW gradually penetrating the
lower intertidal and subtidal zone of the water column and connecting the upper surface
of the reef with the outer shallow subtidal seabed through small escarps of 1 to 2 m. In the
sectors where these gently sloping surfaces are not developed, the almost flat surface of
the reef top ends abruptly in the outer edge, in vertical 5–6 m cliffs which fall directly to
the subtidal seabed. From here seaward, the outer seabed develops as a wide, low-slope
surface, lying 1 to 2 degrees to the NW. In short, the topo-bathymetric model is dominated
by flat or slightly sloping surfaces to the NW, except a line of steep slopes in the form of
vertical escarpments of 1 to 6 m in height developed along the entire outer seaward-edge
of the reef.
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According to the observation of the topo-bathymetric model at a scale of 5 m, the
surface irregularity, estimated using the VRM indicator, also marks significant spatial
zonation in the surfaces of la barra grande and its submarine surroundings (Figure 3c).
The upper intertidal surface of the reef is essentially smooth at this scale, with values
very close to 0.0, that is the minimum roughness value of the VRM index. Additionally,
essentially smooth are the inner subtidal seabeds, which lie between the sandstone reef and
the present-day beach, at an average depth of −3 m. However, surface roughness increases
dramatically on the outer subtidal-marine bottoms, starting from maximum values in
the area adjacent to the outer edge of la barra and progressively decreasing (Figure 5).
Maximum values occur in the areas adjacent to the outer reef escarpments, where values
of up to 0.7 are reached (being 1.0 the theoretical maximum roughness value of the VRM
index). The irregularity of the seabed decreases progressively towards the outside, as we
move away from the edge of la barra, until, at a maximum distance of 150 m and −10 m
depth, the high values of irregularity at an observation scale of 5 m practically disappear.

Figure 5. Vector Roughness Measure profiles showing the essentially smooth character of the
intertidal zone, the very high surface irregularity of the subtidal zone adjacent to the outer seaward
reef edge and the decreasing roughness towards offshore. The profile locations for letters a–e and
a’–e’ can be found in Figure 4.

4.2. Geomorphological Units

Geomorphological units are morphometrically similar features linked to a common
forming processes. The morphometric results and subsequent field reconnaissance has
made it possible to distinguish seven main geomorphological units in la barra grande of Las
Canteras (Figure 6). The morphogenetic character of these units provides a spatio-temporal
evolutionary interpretation, in which erosion processes play a primordial role.

Firstly, the reef currently shows a top platform of 50 m average width (U1, Figure 6),
with abundant development of microerosional landforms (rills, potholes, ridges, etc.), as a
product of the intense daily physical, chemical and biological weathering in the middle and
upper intertidal zone (Figure 7). However, according to the roughness values, this platform
is essentially smooth at the metric scale of the topo-bathymetric model. It develops from the
lower limit of the middle intertidal zone to the upper intertidal zone at its inner landward
edge. A drop of approximately 1 m between the inner and outer edge of the top platform
determines the existence of a gentle slope towards the NW of between 1 and 2 degrees.
However, it also declines in a NNE direction of less than 1 degree, determining the gradual
lowering of la barra grande to subtidal depths at its northern end. An inner fringe of this top
platform is topographically discordant with the rest of the surface, being sunk between 0.5
and 1 m from its natural level (Figure 7). This is due to the extraction, throughout the 18th
and 19th century, of the calcareous sandstones of la barra for different urban uses in the city
of Las Palmas de Gran Canaria (U2, Figure 6). However, three preserved remnants of the
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mining activities (U3, Figure 6) show that the elevation of the inner edge was naturally at
about 0.5 m asl, allowing the original pre-mining surface to be projected and reconstructed.

 

Figure 6. Geomorphological map with transverse (1a–1b to 4a–4b) and longitudinal (5 to 8) topo-
bathymetric profiles (units in meters of the WGS84-UTM28N system). Geomorphological units:
U1; intertidal top platform; U2, extractive depression surfaces; U3, preserved rocky outcrops; U4,
intertidal ramps; U5, frontal escarpments; U6, submarine blockfields; U7, erosional remnants. The
dotted lines represent the seaward projection of the intertidal ramps (U4) with 2–3 degrees of
inclination, showing their theoretical connection with the erosional remnants (U7).

The outer edge of the top platform is planimetrically sinuous. The headlands are
intertidal ramps (U4, Figure 6) of variable widths of between 25 and 50 m, with average
slopes of approximately 5 degrees to the NW. On its surface, there are abundant parallel
erosional rills visible in the field as a result of the mechanical action of the waves run-up
at low tide (Figure 7). The intertidal ramps gradually penetrate the water table, ending in
small subtidal escarpments (Figures 7 and 8). Between headlands, the inlets are incipient
erosional corridors as a result of the retreat of the intertidal ramps by wave action. Instead
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of ramps, we observe receding concavities in the inlets (Figure 7), where the outer edge
of the top platform ends in vertical cliffs of greater height. Ultimately, the outer edge
of the reef is steep, but the height of the frontal escarpments (U5, Figure 6) varies from
2 to 6 m depending on the intensity or magnitude of marine erosional retreat, which is
deduced from the degree of planview penetration in the concavities (erosion) or the degree
of prominence of the intertidal ramp-like headlands (preservation).

 

Figure 7. Photographs of intertidal geomorphological units: (a,b) intertidal top platform (U1, Figure 6)
and ramps (U4, Figure 6) with erosional micromorphologies of weathering and parallel rill erosion;
(c) extractive depressions (U2, Figure 6); (d) erosional edge and top of frontal escarpments (U5,
Figure 6). Photographs are north-facing, except for (b), which is south-facing.

 

Figure 8. Photographs of subtidal geomorphological units: (a) outer section of an intertidal ramp
(U2, Figure 6) ending in a frontal escarpment (U4, Figure 6); (b) collapsing blocks on the frontal walls
of the intertidal ramp; (c,d) metric-sized blocks on the seabed adjacent to the outer reef edge (U6a,
Figure 6). Scale of the photographs (c,d) is approximate.

At subtidal depths towards open water, the submarine platform is shallow with
a gentle slope to offshore and very high surface roughness at the scale of the digital
topo-bathymetric model. The analysis of the hyperspectral images together with the field
inspections allowed to verify that this roughness corresponds to the presence of an extensive
field of large sandstone blocks (U6). It extends up to a distance of approximately 150 m
and up to −10 m in depth from the outer edge of the intertidal top platform (Figure 8). As
can be deduced from their spatial distribution and composition, the blocks are the product
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of detachments from the outer reef front (Figure 8). In other words, they result from the
successive collapses and rockfalls that have taken place in the sandstone wall during the
retreat caused by mechanical wave erosion.

The size of the rock fragments in the blockfield decreases with distance from the outer
edge of the intertidal platform (Figure 5). A first submarine zone of width of 50 m (U6a,
Figure 6) of more modern and larger rockfalls, runs parallel to the outer edge, and can
be distinguished from a second submarine zone of 100 m width (U6b, Figure 6) of older
and smaller collapsing blocks. The detection of seabed features in the high-resolution
hyperspectral images allowed to establish a statistical estimate of the size of the blocks
in the shallow submarine blockfield adjacent to the edge of the intertidal platform (U6a)
(Figure 9). According to these results, about 60% of the blocks have surface sizes between 5
and 25 m2; almost 20% have sizes between 25 and 125 m2; and some blocks are larger than
125 m2.

Figure 9. Blockfield on the near seabeds adjacent to the outer reef edge (WGS84-UTM28N units in
meters) (a) High-resolution hyperspectral RGB image. (b) Blocks detection by light slicing in the
green RGB band (brown) compared to the recognition by direct photo-interpretation at 590 random
points (red contours). (c) Block detection by maximum likelihood algorithm from 822 RGB signature
samples (brown) compared to direct photo-interpretation at 590 random points (red contours). The
histograms show the distribution of the surface size of the blocks according to the three detection
methods, considering 100%, 99% and 95% of the size distribution obtained.

In the middle of the blockfield originated by the marine erosional dismantling of the
reef, the topo-bathymetric model showed the existence of topographic outcrops (Figure 4)
interpretable as erosional remnants of la barra de Las Canteras (U7, Figure 6). The morpho-
metric structure of these three rocky remnants allows to assimilate them with non-eroded
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surfaces of la barra, which would have been separated from the main calcareous sandstone
mass during its dismantling and erosional retreat over time. Therefore, the erosional rem-
nants can be considered as key geomorphological indicators of the original extension of la
barra and of the total longitudinal magnitude of its erosional retreat. The first is located
100 m from the outer edge of la barra (X.456825, Y.3113020, in UTM28N) and has a flat
surface of 270 m2; the second is located 50 m from the outer edge (X.457015, Y.3113220)
and has a flat, more fragmented surface of 220 m2; and the third is located ~40 m away
(X.456935, Y.3113060) and has a flat surface of 130 m2 (Figure 4).

4.3. Active Erosional Processes

Examination of the extensive series of aerial photograms and historical orthoimages
available for this area in the SDI-Canarias (GRAFCAN S.A., Canary Islands Government),
revealed the occurrence of at least five decametric detachments on the sidewalls of la barra
in the last 68 years, from 1954 to 2022 (Figure 10). They add up to a rock loss of 698.5 m2,
with 43.1 m of cumulative retreat along 116 m. Between 1963 and 1975, a rockfall event
occurred (UTM X.456990, Y.3113010), in which 150 m2 of rock was detached, leading to a
maximum linear retreat of 8.8 m over a north-facing ramp sidewall. The frame from 1974 is
the first in which this rockfall was clearly visible. Between 1987 and 1998, two rockfalls also
occurred on north-facing ramp sidewalls. The larger of these (UTM X.457105, Y.3113240),
measuring 214 m2, had a maximum linear retreat of 9.2 m; and the smaller (UTM X.4567042,
Y.3113075), measuring 115 m2, had a maximum linear retreat of 9.3 m. The frames from 1989
and 1996 are, respectively, the first in the series in which they were clearly visible. The last
two rockfalls occurred on west-facing erosional walls. The first (UTM X.457150, Y.3113270)
occurred between 2004 and 2007 and affected 70 m2 of rock mass with a maximum retreat
of 6.8 m; and the second (UTM X.457010, Y.3113020) occurred between 2017 and 2019, and
affected 145 m2 of rock mass, leading to a linear retreat of 9.0 m. These collapses were first
observed in the frames from 2007 and 2019, respectively.

 

Figure 10. Rock areas eroded over the last 68 years (1954–2022) on the sidewalls of la barra, identified
from the 22 historical aerial photographs and 18 digital orthophotos of the SDI-Canarias (GRAFCAN
S.A., Canary Islands Government). The central column displays the first frames of the historical series
in which the rock detachment is clearly visible. The red lines show the contours of the rocky edges.
X,Y coordinates are metric units of the WGS84-UTM28N system.
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5. Discussion

According to the geomorphological indicators found in the topo-bathymetric digital
model and in the verifications carried out in situ, the current configuration of la barra must
be interpreted as a rocky structure partially dismantled by natural and anthropic erosive
processes. The interpretation of the results also leads to an estimation of the probable
magnitude, patterns and rates of this disintegration over time.

While the natural erosional processes have mainly taken place at the front of the rocky
structure, due to marine erosion, the erosional processes of human origin linked to the
mining activities that took place centuries ago, are evident on its inner margin. According
to Pérez-Torrado et al. [59], the extracted stone was mainly used as filters to remove water
impurities thanks to the purification capacity of this sandstone rock. The reconstruction
of the surface, according to high-resolution topo-bathymetry, had allowed to calculate
the volume of calcarenite extraction at approximately 14,290 m3; a value very close to the
15,000 m3 estimated in previous field measurements [60].

The geomorphological configuration of the outer edge of the reef and the adjacent
seabed provides new data to determine the spatio-temporal magnitude and mechanisms of
marine erosion acting on la barra. The height of the bordering escarpment along the entire
outer reef correlates with its planview morphology: the rocky headlands end in smaller
escarpments than the rocky inlets, which form steep concavities where the highest falls are
found. This difference in height-morphology is indicative of differential erosion processes
and contrasting degrees of current retreat along the erosional frontal wall of the reef. In
addition, the existence of an extensive submarine blockfield, extending up to 150 m from
the outer edge of la barra (Figure 3c), more strongly supports the course of an extensive
process of rock leveling due to prolonged marine erosion.

In this sector of the coastline of the island of Gran Canaria known as Confital Bay, the
island shelf is approximately 4 km wide and has maximum depths below −100 m [61].
The blockfield of la barra de Las Canteras is mainly developed on a nearshore seabed
of −5 to −10 m depth. It therefore extends over the inner sector of the island shelf
that has been subjected to repeated flooding and emersion over geological time, due to
Quaternary marine sea-level oscillations [62,63]. The sandstone blocks covering this surface
are chaotically arranged and are of medium and large size, especially those covering the
seabed adjacent to the intertidal rocky reef (Figures 5, 8 and 9).

Direct observation of historical rockfalls on the reef front, places the origin of the
submarine blockfield by analogy to the present day in the disintegration of la barra by
prolonged wave action, and the successive and numerous collapses of the outer wall. Exam-
ination of the historical series of aerial images available reinforces this position (Figure 10).
The present day observations are consistent with the geomorphological indicators found
in the topo-bathymetric digital model and shows that the erosion of la barra is mainly
produced by large episodic rockfalls. Most of the detached blocks distributed on the closest
outer seabeds are between 5 and 125 m2 (Figure 9), while the five detachments detected
in the historical period, since the middle of the 20th century, involve the uprooting of
surfaces of more than 100 m2, 20 m longitudinal wall lengths, and retreats of up to 9 m
(Figure 10). They have occurred at north-facing points of ramps sidewalls or at west-facing
points of inner walls of the erosive concavities. The frequency of this events over the last
68 years allows us to estimate an approximate return period of almost 14 years. However,
this calculation may be underestimating the actual mean recurrence of smaller rockfalls,
as observations are limited in time and constrained by the resolution and georeferencing
quality of aerial imagery. Considering the total intertidal surface above −1 m depth, except
for terrains degraded by extractions, the total detachment of 698.5 m2 represents a loss over
the last 68 years of 1.6% of the reef; an annual a rate of 0.02%/year.

The results indicate that rockfalls triggered by storm-wave impact are the primary
erosion mode on la barra. Chemical and biological weathering processes are expected to
act secondarily at a micro-scale, weakening the rocks and preparing them for mechanical
wave erosion. The presence of small sandbanks in the nearshore blockfield enables wave
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abrasion and may explain the development of rill-erosion morphologies on the intertidal
reef ramps (Figure 7b).

The wave exposure and the pattern of discontinuities in the calcareous sandstone
strata must determine the spatial distribution of the erosion in la barra, as is usual in these
types of rocky coasts [38,64,65]. The distribution of historical rockfalls is consistent with
the morphologies of the erosional front, as they occurred preferentially in pre-existing
concavities (Figure 10). The concavities must be interpreted as incipient cross-shore ero-
sional corridors that will ultimately fragment the reef longitudinally. Up to five in-progress
erosional corridors can be observed today on la barra grande (Figures 6 and 10). Considering
the strong influence of discontinuities on the patterns of coastal erosion in sedimentary
rocks [38,64,65], the formation of these corridors may reflect the structural control of a set of
discontinuities of NW–SE direction, which is also consistent with the dominant swell in this
coastal sector. In turn, the northern orientation of some of the rockfalls suggests another
direction of retreat, according to a possible NNE–SSW pattern of structural discontinuities,
parallel to the planview layout of the reef and orthogonal to the NW–SE set of discontinu-
ities. The topo-bathymetric model shows alignments consistent with this NNE–SSW retreat
pattern in the disposition of the erosional submarine remnants (Figure 4).

The slight general NW tilt of the surface of la barra de Las Canteras is the topographic
reflection of a seaward-dipping stratification, resulting from its paleo-coastal sedimentary
origin [8,9,59]. These slopes, which are approximately 5º in the intertidal ramps, would
have an essentially structural nature as a result of the cementation of an ancient beach
formation (beachrock). The offshore projection of the slopes of the intertidal ramps in the
topo-bathymetric digital model, links coherently with the series of submarine pinnacles
detected at distances of between 50 and 100 m from the outer edge of la barra. They
have flat surfaces of more than 100 m2, also slightly tilted to the NW. This reinforces the
interpretation of these submarine pinnacles as preserved erosional remnants of la barra (as
‘sea stacks’ on rocky cliffed coasts), which indicate former positions of the erosional front
(see topo-bathymetric profiles 1, 2 and 3 in Figure 6). Together with the blockfield identified,
the existence of these preserved remnants allows projection of the original extension of
la barra up to an average distance of 150 m from the current outer edge. Bearing in mind
that, at present, the average intertidal width of la barra grande is between 50 m and 100 m,
depending on sectors, we currently witness a retreating of about 1/3 to 2/3 of the original
rocky structure.

Stratigraphic studies have traditionally suggested that la barra was formed in the
Last Interglacial period (MIS5e), approximately 110 ka ago, in an intertidal or subtidal
coastal sedimentary environment [10]. Further cementation and consolidation of la barra
into a calcarenite rock would probably have occurred during the marine regression. In
the Last Glacial Period, the sea level dropped to the edge of the island shelf to more than
−100 m depth [66]. Paleontological evidences indicate that the sea level remained up to
two meters above present-day sea level in much of the Middle and Upper Holocene in the
low-latitude Northeastern Atlantic region [67–69]. Considering that the erosional extension
observed in the high-resolution topo-bathymetry is mostly between −5 and −10 m depth,
the erosive capacity of waves on the subtidal sandstones would have been very limited
since the positioning of the sea level at or above present-day levels 6500 years ago. As
the most likely hypothesis, we would date the erosion of most of the subtidal structure
of la barra in an earlier period, between 9000 and 6500 years B.P. (Lower and Middle
Holocene), when the rising sea level transited from depths of −10 m to the present level.
Since then (6500 years ago to the present), with different degrees of effectiveness depending
on the metric variability of the Holocene mean sea levels [69], the erosion of the current
intertidal rocks would have begun, observable as an active process at present (Figure 10).
However, this interpretation should be cautiously considered, as recent studies dated
similar beachrocks outcrops at Las Canteras beach to the Holocene transgression [9,70],
which would place the formation and erosion processes of la barra much closer together
in time.
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6. Conclusions

Sandstone reefs are highly effective protective barriers against coastal erosion and
safeguard the sedimentary stability of many sandy beaches. For this reason, la barra de
Las Canteras is a natural coastal sandstone reef of great social and ecological value for the
Canary Islands. Due to the apparent resistance of the rocks to the force of the waves and
the relative slowness of the erosive processes, insufficient efforts have been made so far to
know the magnitude, rate and form of the past and present erosion in la barra.

By means of high-resolution topo-bathymetry, obtained by combining different remote
sensing technologies (echosounder, GPS and hyperspectral sensor), this work has provided
new data to interpret features of its original configuration and its spatio-temporal evolution.

According to the geomorphological evidence provided in this paper, the original width
of that sedimentary formation, which today is between ~50 and ~100 m (depending on the
degree of erosion by sectors), could have been up to 200 m. The main hypothesis is that
the erosional retreat of the sandstone reef occurred during the Holocene sea level rise. The
erosion of the subtidal rocky structure of la barra, converted into a field of rockfall blocks
below −5 m asl, together with the erosional semi-preserved remnants visible in the present
topo-bathymetry, could be attributed to the transient eustatic rise from the Lower to the
Middle Holocene. The erosion of the intertidal rocky masses (i.e., the intertidal platforms
and ramps on whose walls active erosions are observed at present) would have occurred
since the positioning of the sea at the present level, or up to 2 m above it in some time
phases, about 6500 years ago.

The underwater and subaerial geomorphology of the reef shows how erosion follows
preferential lines conditioned by wave exposure and, most probably, the geometry of
an orthogonal fracture system. Differential erosion on the transverse fractures leads to
the formation of concavities, the development of transverse erosional corridors (NW-SE)
and, ultimately, the longitudinal fragmentation of la barra grande. Therefore, the erosive
disintegration of the reef is marked by a process of fragmentation into pieces, as can be
seen today in the different fragments of la barra along Las Canteras beach (barra grande and
barra amarilla). At the same time, the likely exploitation of the longitudinal fracture lines
produces a parallel retreat vector (NNE–SSW) which is concentrated on the north-facing
walls of the intertidal rocky ramps. This can be seen in the present-day rockfalls and as
is coherently attested to by the marked NNE–SSW dispositions of the subtidal erosional
remnants found in the topo-bathymetric model.

At present, the erosion of la barra is a slow process marked by episodic collapses with
an average frequency of almost 14 years, with up to 100 m2 of rock mass losses and sudden
retreats of 10 m on the outer edge of the reef. Over the past 68 years, 1.6% of the reef’s
preserved surface has been eroded; a low rate of 0.02%/year. However, it can be expected
that the development of erosional corridors and the gradual loss of volume in la barra
grande may lead to significant modifications of the waves and sea currents regime in the
near future, even before its complete disintegration. It is therefore necessary to further
investigate the erosional processes of la barra de Las Canteras, combining geomorphological
monitoring techniques with hydrodynamic modelling, in order to project likely future
scenarios and predict their ecological, cultural and economic consequences.
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Abstract: Coastal dunes that transgress typically move landward, while their reverse movement
is not well understood. The article discusses the study of barchan and barchanoid dunes in the
Lagoa do Peixe National Park in the coastal plain of Rio Grande do Sul, Brazil. The aim of the study
is to analyze seasonal patterns and long-term trends in the direction and migration rates of these
dunes, which can pose a threat to the lagoon if they invade its space. The crest migration of 12 dunes
was monitored by satellite images between July 2003 and December 2018, and DGPS topographic
surveys were performed on five dunes between 2010 and 2018. The migration rates obtained were
combined with an analysis of the meteorological data and calculations of the drift potential for eolian
sediment transport. The wind regime in the study area shows a multidirectional pattern, with the
predominant wind direction being from the NE, followed by the ENE direction. The wind direction
also exhibits a seasonal behavior, with the winds from the first quadrant being dominant during
spring and summer months and a gradual increase in winds from the second and third quadrants
from the end of summer to winter. The dune crest migration rates in the Lagoa do Peixe National
Park show an average of 16.55 m·yr−1 towards WSW–W, mainly controlled by the direction of the
effective winds. However, intense SSW–WSW winds caused by cold fronts in the past generate the
reverse migration of dunes towards ENE–E. The reverse migration of dunes explains the steadiness
of the dune fields at CPRGS and is a factor controlling dune stabilization and the geomorphological
evolution of transgressive coastal dune fields. The article highlights the importance of monitoring
dune movement to understand their responses to natural and anthropogenic stressors and to protect
sensitive ecosystems.

Keywords: coastal dune; barchan dune; sediment transport; drift potential; migration rate

1. Introduction

Coastal dunes are naturally developed on sandy beaches, from tropical to arctic
conditions [1,2]. They constitute large sediment accumulations of which form, size, and
orientation vary according to the beach profile, coast orientation, direction and speed of the
wind, particle size, and type of vegetation of each location [3–5].

Coastal dunes are dynamic environments that develop and evolve as the result of
a complex interaction between sand, wind, vegetation, and external pressures [6]. They
form when sediment deposited over the beach dries, and then it is blown by the wind
landward [7]. Their occurrence is, therefore, directly related to sand supply and favorable
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wind patterns [8]. Coastal dunes tend to develop in beaches where there is a large sediment
supply, enough wind to move this sediment landward, and a backshore space to accumulate
this sediment [9]. The sediment availability depends on both the volume of sediments and
its grain size [10,11]. The beach profile also controls the development of dunes; usually, the
development of dunes is favored in dissipative beaches better than in reflective ones [6].

The geomorphological evolution and stabilization of coastal dune fields can be primar-
ily related to either climate variations or human interferences, which are able to transform
active dunes into stable ones and vice-versa. Changes in vegetation cover, due to both
climate variations and human activities, contribute to dune stabilization [12–14]. The model
developed by [15] predicts that long droughts with strong winds might result in the reacti-
vation of dunes. Even relatively small changes in climatological parameters can generate
changes in both vegetal cover and geomorphological configurations [15–17]. Monitoring
the dune movement is essential in this scenario; dune migration rates can provide essential
information about the dunes’ responses to natural (wind and rain regimes, vegetation
cover) and anthropogenic stressors [18].

The monitoring of dune systems is being conducted in several regions, using different
techniques after the spatial and temporal scales of the study, such as drones. Thus, aerial
photographs and/or satellite images are often used to evaluate changes in the dunes’
position and morphology, particularly for long-term studies, i.e., ten years or more [18–26]
By contrast, short-term studies and fieldwork measurements with GPS were initially
the most usual method for mapping and measurements of the dunes’ slip faces [27–29].
However, nowadays, LiDAR and drone systems are more frequently used [30–33].

Most of the dune fields in the coastal plain of Rio Grande do Sul (CPRGS) are currently
located in the Middle and South regions. These dune fields have a history of stabilization
and vegetation growth, which are related to high precipitation levels, reduced wind speed,
and large sediment supply [34], as well as alterations in the regional hydrology that
influence groundwater levels [35]. The objective of this study is to analyze the normal and
reverse migration of the transgressive dunes, related to the typical annual wind patterns
and the occurrence of cold fronts, respectively, and their implications for the stabilization
of the dune field of the Lago do Peixe Natural Park.

2. Study Area

The study area is located on the dune field close to the Peixe lagoon (middle region of
the CPRGS). This dune field and coastal lagoon form the Lagoa do Peixe National Park,
designated as a Ramsar site, but the lagoon is at risk of being invaded by the transgressive
barchan and barchanoid dunes.

2.1. Regional Setting and Study Area—Relevance of Dune Fields in Rio Grande do Sul

The relief adjacent to the coast of Rio Grande do Sul varies abruptly. The North
region is formed by the high mountains of the Serra Geral escarpment; in the South,
the escarpment ends, and a large alluvial coastal plain prevails with a flat and open
surface. The CPRGS was reworked during the transgressive and regressive cycles of the
Quaternary. Initially, deposits of coalescing alluvial fans developed at the end of the
Tertiary because of the transport processes of terrigenous clastic sediments associated with
upland environments. Afterwards, these deposits were laterally overlapped by four barrier-
lagoon depositional systems, whose formation was controlled by the sea level fluctuations
during the Quaternary (Barriers I, II, and III, from the Pleistocene, and Barrier IV, from the
Holocene), creating a succession of marine and lagoon terraces [36–38]. Consequently, this
alluvial plain has a complex system of sandy barriers that protect a large lagoon system
(Patos lagoon and Mirim lake) and a series of other waterbodies, isolated or interconnected
with the sea through narrow and shallow channels [36].

The coast of Rio Grande do Sul has several factors that favors the formation and
evolution of one of the most extensive systems of the coastal dunes of Brazil, with low
roughness topography (coastal plain), appropriate wind regimes, and a large supply of fine
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quartz sand [39]. In these sectors, transgressive dune fields are formed. These are broad,
eolian sand deposits formed by the downwind movement of sand sheets and free dunes
over vegetated to semi-vegetated terrain [40]. They range from small sheets to large-scale
sand seas, typically bordered by precipitation ridges and often fronted by deflation basins
and plains [41]. Barchan dunes and barchanoid ridges are common features along the
southern Brazilian coastal dunes [34,42–44]. In some sectors with larger dune fields (such
as the middle of RS), transverse dunes can also be identified. In the marginal portions of
the dune fields, places with less sand and a more abundant presence of vegetation, there
are predominant parabolic sand dunes [45]. In fact, in Rio Grande do Sul, the dunes are
located along the entire coast, being drastically reduced in sectors where urbanization is
more developed [46]; in such cases, only frontal dunes are formed [45,47–50].

The Lagoa do Peixe National Park (LPNP) is in the Middle region of the CPRGS,
between the Patos lagoon and the Atlantic Ocean (Figure 1). The Park includes several
ecosystems that are representative of the region, such as beaches, dunes, salt marshes,
saline swamps, and the lagoon.

The Peixe lagoon is 35 km long, 1 m wide, and approximately 30 cm deep. The
origin of the Peixe lagoon is related to the formation of a marine and eolian sediment
barrier during the Holocene transgression. In fact, it corresponds to the lagoon portion of
the Barrier-Lagoon System IV. Moreover, there is a direct connection with the sea in the
southern sector of the lagoon; it happens through an artificial opening of the barrier during
winter months that persists until the beginning of summer, when the prevailing winds
deposit marine sediments, blocking the opening [51].

The dunes cover approximately 45% of the LPNP area [52], forming a continuous
band alongshore. They are mainly composed of unconsolidated quartz sand with grain
size (mean sediment grain size 0.215 mm) [53]. The dunes are very prominent, and they
are better represented at the northern area, where the higher dunes with heights over 15 m
and perpendicularly orientated in relation to the NE wind direction are located [51]. The
width of the dune field varies alongshore of the national park, reaching a maximum of
5.15 km in the north and a minimum of 0.70 km in the south. The speed and direction of
dune migration on the east side of the LPNP are currently among the discussion topics
regarding management practices. Given the low depth of the lagoon, changes in these
patterns could greatly affect the input of sediment to the lagoon system, causing high-
impact environmental changes.

2.2. Climate Control of Dune Fields in Rio Grande do Sul

The regional winds blowing in the study area are connected to the atmospheric flow
over Rio Grande do Sul. This flow is generated by the interaction among the Atlantic
Subtropical Anticyclone, the intermittent movements of polar masses, and the barometric
depression of northeastern Argentina [54]. The variations on this atmospheric system result
in wind seasonal patterns. During spring and summer, the weather in the coastal plain
is usually warm and windy, particularly with winds from NE and E; during fall–winter,
the area is dominated by cold fronts coming from SW–NE, oftentimes regularly [55]. The
winds intensity varies along the coast, with a positive speed gradient from North to South.
In response to the prevailing winds, the free dunes migrate towards SW [29,47,54,56].

The dimensions of the coastal dune fields in CPRGS are associated with wind patterns
but also with the rainfall regime of each sector. The dune fields at the northern littoral
are narrower (1300 to 1400 m wide) due to the local higher precipitation, lower wind drift
potential (DP), and smaller sand supply. Southwards, the dune fields increase their width
(reaching 6900 m) as the precipitation decreases, and the wind DP and the sand supply
increases in the area [34].
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2.3. Coastal Barrier Stratigraphy

According to several studies, the stratigraphy of the study area shows thick eolian
deposits [57,58]. The GPR surveys conducted at the Peixe lagoon exhibited up to 15 m
of thickness [59,60]. This is a result of both the coastline orientation relative to the NE
winds [61] and the high sediment supply rate resulting from a jam in the longshore trans-
port [62]. The silting of back-barrier lagoons by the transgression of dune sands provides a
platform for barrier translation during the post-glacial marine transgression (PMT). Proba-
bly, such processes were operating since before the sea level maximum of the mid-Holocene
(~6 ka ago) [57,58]. Thus, the eolian component plays a crucial role in the development of
this barrier system during the mid- to late Holocene [57,58,61,63]. Overall, the middle coast
of Rio Grande do Sul shows a transgressive stratigraphy with recent evidence of progra-
dation in a few stretches [61,63]. Figures 2 and 3 shows a 500 m long processed (A) and
interpreted (B) 80-MHz GPR profile perpendicular to the coast (in the vicinity of the Peixe
lagoon) [60]. This interpreted stratigraphic cross section is supported by sedimentological
and geochronological data [58].

Figure 2. 2-D GPR Profile 1 from Balneário Mostardense, (A) processed and (B) interpreted. Key:
I—undifferentiated deposits, corresponding to the Pleistocene substrate, II—lagoonal, III—eolian,
and IV—beach (including post-beach, tidal flat, and foreshore). The dotted line marks a reversal in
reflection patterns. See location in Figure 1. (Adapted from [60]).
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Figure 3. 2-D GPR Profile 2 from North Lagoa do Peixe, (A) processed and (B) interpreted Key:
I—pre-Holocene substrate; II—lagoon margin clinoforms, and III—eolian capping. Landward to NW.
See location in Figure 1. (Adapted of [60]).

3. Materials and Methods

3.1. Meteorological Data Analysis

The wind (speed and direction) and precipitation data for the study period were
obtained from the Mostardas-INMET A834 meteorological station (altitude: 4 m) and
provided by the Brazilian National Meteorological Institute—INMET (see location in
Figure 1). This station has been operating since 13 March 2008, to 2018.

The wind data were analyzed and the rose diagram was plotted by the software
GRAFER® 8.0, considering five speed classes (0–3; 3–6; 6–9; 9–12, and >12 m·s−1) and the
sixteen main directions of wind (N, NEN, NE, ENE, E, ESE, SE, SES, S, SWS, SW, WSW, W,
WNW, NW, and NWN). They were five defined study periods for wind data analysis, in
accordance with the dates of the topographic surveys: P1 (12 December 2010–7 December
2014), P2 (8 December 2014–1 April 2015), P3 (2 April 2015–20 April 2016), P4 (21 April
2016–9 December 2016), and P5 (10 December 2016–31 December 2018), with TP being
(12 December 2010–31 December 2018) the total study period for the meteorological data.

For a better understanding and discussion of the results, the wind directions were
subdivided into 4 quadrants: Q1 (N, NNE, NE, ENE); Q2 (E, ESSE, SE, SSE); Q3 (S, SSW,
SW, WSW); and Q4 (W, WNW, NW, NNW). Furthermore, the wind directions were also
classified based on their relation to the input or output of sediments in the dune system.
Wind directions towards the land include NE, ENE, E, ESE, SE, SSE, S, and SSW, while wind
directions towards the sea are NNE, N, NNW, WNW, W, WSW, and SW. This segmentation
allows for a more precise analysis of the specific influences of these wind directions on the
input or removal of sediment s in the dune field.

Monthly average rainfall and directional rainfall histograms were computed from the
database of the same meteorological station. In addition, the directional histograms for
the above periods were plotted considering wind direction, which allowed for identifying
wind directions.
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3.2. Computation of Potential Eolian Sand Transport

The first set of wind roses, for each period of dune migration analysis P1 to P5 and
the total period TP, were plotted after the determination of drift potential (DP), real drift
potential (RDP), and directional drift potential (DDP) according to Fryberger and Dean [64].
In these wind roses, the sand drift (SD) for each wind direction is expressed in vector
units (V.U.).

Furthermore, the sand roses were computed considering the equation of Bagnold [65]
for the prediction of bed load eolian sand transport, i.e., considering sediment character-
istics and surface roughness too, instead of only wind characteristics as in Fryberger and
Dean [64], according to Alcántara-Carrió and Alonso [66].

The empirical equation of Bagnold [65] for the prediction of eolian sand transport was
utilized to calculate the potential eolian sand transport, because previous calibrations with
sediment traps in the study area showed that this equation is the one that provides the best
agreement with the sand transport in the area [48]. This equation considers the average
grain size of sediment, the average sediment density, and the saturated air density, as well
as the wind speed and direction.

The wind data were transformed to a 10 m height according to Bagnold [65]; however,
the meteorological station was placed at a 4 m height. The wind values during precipitation
events were considered zero, i.e., without the ability to cause eolian sand transport. The
threshold wind speed used to define a transport event was defined based on the equation
by Bagnold [65] to isolate the periods where there was potential for transport and exclude
the remaining data. Thus, the minimum wind speed for the initiation of motion was defined
as 5 m·s−1, which is the minimum velocity required for sediment saltation. Therefore, only
wind speeds above this velocity were considered for the sediment transport calculations.
The value obtained by the equation expresses the relative amount of sand potentially
transported by the wind during the time that wind was blowing. The results were compared
with the previous studies in the study area and region.

3.3. Topographic Surveys

The detailed morphology and topographic evolution of five dunes from the central
sectors 2 and 3 were monitored by DGPS. In sector 2, D3 and D4 correspond to barchanoid
dunes; in sector 3, D5 corresponds to a barchanoid dune, while D6 and D7 are two barchan
dunes (Figure 1). Six topographic surveys were carried out in December 2010 (only dunes
D3 and D4), December 2014, April 2015, April 2016, December 2016, and December 2018.
These surveys were performed with DGPS equipment in cinematic mode with real-time
correction (RTK—real time kinematic), using a post-processed GNSS. The data were ac-
quired using a Topcon RTK-S86T GNSS unit with the GLONASS option (datum: WGS84),
having both a planar metric precision and a planar altimetric precision smaller than 1 cm.

The data processing was performed in a geographic information system using ArcMap®

10.8 software. To generate the digital terrain models (DTM), the inverse distance weighted
(IDW) interpolation method was used. This method was selected for its capacity to in-
corporate geostatistical analyses. These analyses showed a good correlation between the
measured and interpolated data, making it possible to estimate the quality of the elevation
points predicted in terms of a variance estimate. The DTMs obtained through the IDW
interpolation presented a very low error indicated by the distribution, even considering the
differences in the number of points sampled in different years.

3.4. Remote Sensing

The satellite images were also analyzed to determine the migration of the dune crest,
considering a set of 12 dunes from the four sectors of the LPNP. Thus, this remote sensing
analysis was performed for the same dunes D3 to D7 from central sectors 2 and 3, monitored
by DGPS topographic measurements, and seven additional dune crests: D1 and D2 from
sector 1 and D8 to D12 from sector 4, in the northern and southern margin of the study
area, respectively (Figure 1).
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Google Earth images were employed from the available dates (July 2003; July 2005;
October 2005; December 2014; December 2018). The initial images up to the year 2014
are considered interval 1, and between 2014 and 2018, they are considered interval 2.
All the remote sensing products were reprojected to the UTM projection (zone 22S) and
WGS84 datum. A minimum of 10 control points per image were used in the georeferencing
process, and the mean squared error was less than 1.0 m. The satellite images were also
georeferenced using the same control points. The use of images from Google Earth is a
technique already established in several publications [67–73]. The dune slip faces and
crests were used to map the dunes by photointerpretation. These morphologies correspond
to light or dark linear ridges in the images, depending on the relationship between the
lighting configuration (subsolar azimuth) and the trends and types of dunes [74]. Each
dune was analyzed and vectorized considering these characteristics. These features were
mapped using a line segment (vector data).

3.5. Determination of Dune Migration Rates

Digital terrain models (DTMs) were created based on the topographical survey data.
The methodology developed by Xia and Dong [75] was utilized to determine the dune
migration rates. Thus, the dune crest lines were traced over the surfaces as the lines with the
highest elevation and with the greatest slip face slopes. Then, these lines were divided into
points where the vectorial distance to each point was measured. The vectorial average of
the points was used to obtain the average movement of the crests, as well as the migration
direction. All the processing and calculations were performed in ArcMap® 10.8.

4. Results

4.1. Climate
4.1.1. Wind

The wind regime shows a multidirectional pattern with the predominance of the NE
wind direction, being the secondary direction from the ENE. The landward winds are more
dominant than the seaward winds, and therefore, there is an eolian sediment input blowing
from the beaches to the dune fields (Figure 4 and Table 1).

 

Figure 4. Wind roses by speed classes (m·s−1) for the periods P1, P2, P3, P4, P5, and TP. See
methodology for the temporal limits of the periods.
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Table 1. The wind frequency data (%) for each direction and study period.

Wind Frequency
N NNE NE ENE E ESE SE SSE S SSW SW WSW W WNW NW NNW LandwardSeaward

P1 3.7 7.9 17.5 11.5 7.9 5.3 5.2 5.2 7.3 5.5 4.7 4.5 3.8 2.9 3.4 3.6 65.4 34.6

P2 3.2 6.5 15.7 15.3 14.1 6.2 7.0 6.1 6.6 4.9 3.7 2.5 1.5 1.8 2.4 2.7 75.8 24.2

P3 4.4 7.0 15.4 10.5 8.6 7.2 7.4 5.6 7.2 5.9 4.1 3.5 2.6 2.6 3.6 4.6 67.6 32.4

P4 2.9 5.3 14.1 8.5 6.4 4.0 4.4 4.0 6.8 9.8 7.6 10.7 6.0 4.0 2.6 2.9 57.9 42.1

P5 4.0 7.9 17.9 12.6 7.9 4.9 4.8 5.0 6.9 5.4 4.6 4.5 3.6 3.0 3.2 3.8 65.4 34.6

TP 3.8 7.5 17.0 11.6 8.1 5.4 5.4 5.1 7.1 5.8 4.8 4.8 3.7 2.9 3.3 3.7 65.5 34.5

For all periods, the landward wind directions were predominant (NE; ENE; E; ESE;
SE; SSE; S; SSW), with the lowest percentage identified in P4 with 57.90% and the highest
frequency of occurrence in P2 with 75.8%. The frequency of occurrence for the predominant
NE wind direction ranged between 17.90% in P5 and 14.10% in P4, considering that the
latter period does not include the summer season, between the months of January to March.
Furthermore, this period was the only one that presented the secondary direction in WSW,
with a frequency of 10.73%; in the other study periods, the secondary direction was ENE,
oscillating between 15.34% and 10.47% for P2 and P3, respectively. (Figure 4 and Table 1).

The wind direction shows seasonal behavior, with the predominance of winds coming
from the first quadrant (i.e., N, NNE, NE, and ENE) during the spring (October, November,
December) and summer months (January, February, March). The frequencies of the winds
from the third and fourth quadrants are low, with the exception of the winds from the
South in October. From the end of the summer, in March, there is a gradual increase in
winds from the second and third quadrants and a decrease in the frequency of winds from
the first quadrant, mainly from the NE. By contrast, with the beginning of the winter, in
June, the predominance of the wind’s provenance is from the third quadrant Q3, with the
highest frequencies from the WWS (Figure 5).

 

Figure 5. Wind roses by speed classes (m·s−1) by months during the period 2008–2018.
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The wind speed intensity also varies with the seasons, with the highest speeds from
the NE between August and December, the highest speeds from the WWS direction in May
and June, and the highest speeds from the S and SSW are in July and August.

4.1.2. Rainfall

The frequency and volume of the rainfall during the study period showed great
variability (Figure 6). The total annual precipitation values ranged between 966.2 (2011)
and 1757.2 mm (2015), with an average of 1268.2 mm. The rainiest year was 2015, with
17% of the total precipitation of the whole study period, while the other years presented
percentages between 9.5 and 12.7%.

Figure 6. Tha rainfall data by month for the years between 2011 and 2018 (blue bars), compared to
the average for the entire analyzed period from 2008–2018 (orange bars).
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The highest precipitation volumes were associated with the winter and early spring
period (June–September) and the lowest averages with the fall (March–June). The volume
of precipitation showed a seasonal behavior, presenting few anomalous values to the
monthly average for the entire period. In this interval of analysis, October was the month
that presented the highest average precipitation (170.5 mm), with maximum values in 2015
(295.6 mm) and minimum values in 2012 (65.8 mm). The month with the highest volume of
precipitation was July 2015 (313.8 mm), well above the average of 135.0 mm for this month
(Figure 6). The frequency of hours with rainfall, after the wind approach direction, shows
that NE winds present the highest frequency of rain, but for period P3, they were from the
second quadrant (Figure 7).

 

Figure 7. The frequency of rainfall hours by wind direction for the analyzed periods for each analyzed
period (P1 to P5) and the total period (TP).

4.2. Eolian Sediment Drift Potential (Fryberger and Dean’ Method)

Sand roses for each period of dune migration analysis show that the sand drift potential
values are characterized by important variability. The most active period in terms of SD
was P5, with values of 98.1 v.u., which is demarcating a high-energy environment. The
lowest values (68.8 v.u.) were observed for period P2 (Figure 8).

The RDD for periods P1 to P3 and P5, as well as for the total study period (TP), was
toward the W/WNW (Figure 8). However, the wind pattern in the fall–winter period
P4 presented a significant change, with the predominance of SSW and WSW winds, and,
therefore, the RDD was towards the NNE. The RDP values ranged from 16.8 (P4) to
59.8 (P3).

The wind directional variability measured through the RDP/DP ratio ranged from 0.22
(P4) to 0.65 (P2). The RDP/DP values near one indicated a unidirectional drift potential,
and values near zero indicated a multidirectional drift potential. Only period P4 can be
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considered low according to Fryberger and Deans’ Index, indicating a high directional
variability of the winds in this period. The other periods are considered intermediate.
The relatively high value of 0.65 v.u. for P2 suggests that winds in this period blow
predominantly from the NE/ENE quadrant, moving the sand towards the SW.

 

Figure 8. Potential sand transport roses for each analyzed period (P1 to P5) and the total period (TP),
determined after the classical method of Fryberger and Dean (1979).

4.3. Prediction of Eolian Sediment Transport (Bagnold’ Equation)

The sediment transport during the dune monitoring periods, predicted by Bagnold’s
equation (1941) and considering the sediment transported during rainfall events as null,
shows a significant variability with a resultant direction towards W for all periods, except
for P4. Thus, a very characteristic pattern is observed in periods P1–P3 and P5, where there
was almost no transport associated with seaward (N–SW) winds, and most of the transport
was associated with NNE/NE winds. The period P4 shows the resultant transport towards
NNE/NE, i.e., an inversion in the resulting transport component. Finally, the resultant for
the full period (TP) was also towards the W. The estimated values of sediment transported
for the total period (TP) was 300.639 Kg·m−1, the NNE/NE wind being responsible for the
largest volume (maximum of 207.428) of estimated sediment transport (Figure 9).

4.4. Dune’s Morphology and Migration

The morphological features of the dune system of the Lagoa do Peixe National Park
present a complexity regarding the dunes dimensions. Several factors influence these fea-
tures, from the sediment supply (interrupted in some sectors by anthropic activities—sector 2);
the presence of vegetation, both natural and introduced; the antecedent topography of
the dune system (wetlands, wind deflation zones, and blowouts); and the seasonal wind
direction variation.
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Figure 9. Modified Sand rose diagrams for the periods P1, P2, P3, P4, P5, and TP considering Bagnold’
equation (1941). For each period, the prediction of the bed load sediment transport (Kg·m−1) per
direction is in orange and the resulting sediment transport in red.

The dune system of the LPNP is very dynamic with the continuous movement of
sands, which provides constant variations in the dune dimensions. Table 2 shows the main
characteristics of each dune at the beginning and at the end of the analyzed period. The
maximum dune height was obtained only from the dunes monitored by DGPS. Three of
these were classified as barchanoid ridges (D3, D4 and D5) and two as isolated barchan
dunes (D6 and D7). As an example, the digital elevation model of dune D3 in April 2016 is
shown (Figure 10).

Table 2. Morphological characteristics of the dunes at the beginning and at the end of the analyzed
period. The types of the dunes were classified as isolated barchan (IB) and barchanoid ridges (BR).

Sector 1 Sector 2 Sector 3 Sector 4

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12

D
u

n
e
s

fe
a
tu

re
s

Type IB IB BR BR BR IB IB IB IB IB IB IB

Initial distance from the beach (m) 1459 1453 1260 1237 810 771 675 901 774 741 727 721

Final distance from the beach (m) 1555 1650 1439 1262 915 782 870 928 917 925 861 843

Initial width(m) 44 51 116 75 89 30 83 82 92 117 171 95

Final width(m) 60 54 72 85 68 69 53 130 75 71 113 66

Initial crest length(m) 325 240 453 255 297 114 216 146 184 304 268 92

Final crest length(m) 288 162 426 239 143 150 93 196 173 168 223 118

Maximum initial height (m) --- --- 7.1 5.0 5.5 6.5 7.5 --- --- --- --- ---

Maximum final height (m) --- --- 6.7 6.7 5.3 7.5 5.0 --- --- --- --- ---
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Figure 10. Example of the digital elevation model to obtain the morphological characteristics (dune
D3 in April 2016). (Scale in meters above sea level; vertical exaggeration 5×).

In general, the barchanoid ridges and isolated barchan dunes showed inland migration
during the sampling period, as evidenced by the increasing distances from the beach. The
isolated barchan dunes showed a tendency to become narrower and shorter, whereas the
barchanoid ridges showed a tendency to become narrower but with varying crest lengths
(Table 2).

In sector 1, in the northern area of the PNNL, the dunes showed an increase in width
and a decrease in crest length, whereas in sector 2 in the northern-central area, dune D3
reduced its width and D7 increased, with both dunes slightly decreasing their crest length,
and dune D4 showed the highest growth in height, with an increment of 34%.

However, in sector 3 in the southern-central area, dune D5 (BC) was one of the dunes
that showed the greatest reduction (≈50%) in crest length, while keeping its height almost
stable. Furthermore, in sector 3, the two IB dunes, D6 and D7, presented the greatest
discrepancies in their initial and final morphology. While dune D6 showed an increase in
all parameters (width, crest length, height), dune D7 was the opposite, with decreases in
all parameters. The largest increase in dune width was in D6, and the largest decrease in
crest length was measured in D7. In Sector 4 in the southern area, there was a different
behavior among the dunes, in which D8, located further north in this sector, showed an
increase in width and crest length but, however, a smaller distance from the coast. On the
other hand, the D10 dune showed the greatest reduction in crest width and length in this
sector (Table 2).

The dune migration rates in sector 1 showed an important variation among the
analyzed intervals of satellite images (Figure 11 and Table 3). The highest rate for dune
migration was identified in the northern region of the PNNL for dune D2, with rates of
2.18 m/month (2005–2014/Interval 1), followed by 1.67 m/month (2014–2018/Interval 2).
The resulting migration direction was 231◦ for dune crest D1 and 259◦ for dune crest D2.
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Figure 11. The migration of dunes D1 and D2 in the northern sector 1. The initial location of the dune
crests in 2005 (A), the location of both dune crests in 2014 (B), and the image of 2018 with the overlay
of the dune crest migration from 2005 to 2018 (C).

Table 3. The migration of the dune crests between interval satellite image: migration rate (m·month)
and direction (◦N).

Sector 1 Sector 2 Sector 3 Sector 4

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12

Interval 1 1.67 231◦ 2.18 259◦ 1.87 263◦ 1.1 241◦ 1.31 232◦ 1.21 269◦ 1.4 270◦ 1.44 274◦ 1.88 275◦ 1.44 276◦

Interval 2 1.38 236◦ 1.67 267◦ 1.22 284◦ 0.67 301◦ 1.00 260◦ 1.63 276◦ 1.59 262◦ 0.75 280◦ 0.73 283◦

In the north central sector, both dunes (D3 and D4) presented similar initial distances
from the coastline (1260 and 1237 m). However, the two dunes presented different sizes
with a reasonable contrast between the initial crest widths (116 and 75 m). Similarly, the
initial lengths of the crest were also different (426 and 255 m) (Table 2). During the period
analyzed, the behaviors of the dunes’ geomorphological changes were opposite; while D3
reduced its dimensions, D4 increased its dimensions, even with respect to the crest height
(Table 2).

On the other hand, the direction and rates of migration were relatively similar, as can
be seen in Figure 12 and Table 3.

However, if we analyze separately the directions and migration rates (Table 4), we will
see that the crests move with some difference, especially in the periods P2 and P4. This fact
may be associated with the presence of the urbanization of Mostardas beach (Figure 12).

Further south, in southern-central sector (Figure 13), D5 it was a Barchanoid Ridges
(BR), demonstrated a small reduction in crest width (from 89 to 68 m) and a significant re-
duction in crest length, with a 50% reduction (297 to 143 m), keeping the crest height stable.
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Figure 12. The migration of dunes D3 and D4 in the northern-central sector 2. (A) The initial location
of the dune crests in 2005, and images of 2018 with the overlay of the crest migration from 2005 to
2018 of dunes D3 (B) and D4 (C), respectively.

Table 4. The migration of the dune crests between five monitoring periods: migration rate (m·month)
and direction (◦N).

Sector 2 Sector 3

D3 D4 D5 D6 D7

P1 0.74 221◦ 0.81 277◦

P2 0.58 207◦ 0.9 268◦ 1.76 253◦ 1.88 256◦ 1.38 290◦

P3 1.36 240◦ 0.84 255◦ 1.02 267◦ 1.08 267◦ 1.42 282◦

P4 1.35 61◦ 1.34 91◦ 1.10 78◦ 2.18 77◦ 2.54 63◦

P5 1.02 241◦ 1.01 271◦ 0.96 260◦ 0.73 272◦ 1.17 270◦

D6 and D7 are very close to each other geographically, with mutual influence on the
variations of the morphological characteristics. D7 showed the biggest changes with a
drastic reduction in its dimensions. It exhibited an initial distance of 675 m from the beach
and a final distance of 870 m. Its initial and final widths were 83 m and 53 m, respectively.
The initial ridge length was 216 m, which decreased to 93 m at the end of the sampling
period. It had a maximum initial height of 7.5 m and a maximum final height of 5.0 m.

In contrast, D6 showed the greatest increments, more than doubling the crest width
(from 30 m to 69 m) and increasing the crest length by 31.5% (from 114 to 150 m), as well as
an increase in crest height by 1 m during the period analyzed (Table 2).

In Sector 4, south of the mouth of the Peixe lagoon, the set of 5 IB dunes behaves as an
almost homogeneous set with punctual variations between each one. The morphological
variations of the dune cluster are subjected to the sedimentary supply from the deflation
plains between the dune cluster and the mouth of the Peixe lagoon (Figure 14). In addition,
each of the dunes also provides sediment to the adjacent dunes. The direction and migration
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rates of the dune cluster can be observed in Table 2, and in Figure 14, we can see the design
of the dune crests at the different intervals of the satellite images.

 

Figure 13. Migration of the dunes D5, D6, and D7 in sector 3. The initial location of the monitored
ridges in 2005 (A) and the images of 2008 with the overlay of the dune crest D5 (B), D6, and D7 (C) in
seven stages from 2005 to 2018.

 

Figure 14. The migration of dunes D8 to D12 in sector 4. The initial location of the dune crests in 2003
(A), location in 2014 (B), and the image of 2018 with the overlay of the migration of dune crests from
2003 to 2018 (C).
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The isolated barchan and barchanoid ridges dunes evidenced a complex migration
pattern, with no exact parallel migration of their crests. In general, for the total study
period, a westward migration was observed, showing the isolated barchanoid dunes larger
displacement distances and migration rates than the barchanoid crests, while migration
directions were similar, towards WSW–W (Figures 11–14).

5. Discussion

5.1. Normal Dunes Migration and Seasonal Reversion

Reverse bedforms migration is usual in bidirectional flows, i.e., waves and tides
and seasonally reverse winds [76]. The reverse migration of dunes can be deduced from
seasonal topographic monitoring [77] and numerical modeling [78].

The coastal plain of Rio Grande do Sul presents a high-energy wind regime (DP > 400
UV), according to the classification of Fryberger and Dean [64]. Regarding the directional
variability, the low RDP/DP ratios (Table 5) reflect the obtuse bimodal characteristics of the
wind regime [29], with predominant winds coming from the NE (Figure 4). The direction
of the potential eolian sediment transport also evidences a high variability. The shoreline
orientation of the study area is such that the NE winds transport the sediment parallel to
the coast. Nevertheless, considering the direction of all the effective winds, the net eolian
sediment transport in an annual scale is toward the WNW–W (Figures 8 and 9).

Field monitoring in the study area facilitated the observation of a reversal in the
direction of dune migration. The direction of the migration of the dune crests during
the entire study period (December 2010–December 2018) was towards WSW–W, which is
consistent with the regional dune dynamics (RDD), morphological configuration, and the
overall migration of the dune field, as depicted in Figure 4 and Table 4. This trend was
also observed during periods P1, P2, P3, and P5. However, from April to December 2016,
the dune crests migrated towards ENE–E, as shown in Figure 4 and Table 4, and the RDD
changed to NNE (Figures 8 and 9). Therefore, there was a significant change in both the
potential eolian sediment transport and the actual dune migration during period P4, albeit
not in the same direction.

The normal dune migration and seasonal reversion are a phenomenon observed
in various regions worldwide. Reversing transverse dune migration is associated with
bimodal seasonal wind regimes [77–81] and so are relatively rare eolian bedforms [78].
Reversing migration has been described for transverse dunes oriented normal to the
shoreline [78], desert linear dunes [82], continental barchan dunes [83], and linear coastal
dunes [10].

Similar to the coastal plain of Rio Grande do Sul, reversing dune migration was
reported at the Mpekweni site in South Africa [78]. The study used 3D computational
fluid dynamic modeling to examine the behavior of the near surface airflow traveling over
transverse (reversing) dunes on a beach system. When the wind direction is reversed, the
dune morphology is rapidly modified, particularly at the dune crests, where rounding and
aerodynamic smoothing takes place. The study provides detailed insights into how 3D
airflow behavior is modified according to the incident flow direction of reversing dune
ridges and the resulting implications for their topographical modification.

The Itapeva dune field, situated in Brazil, presents inverted dunes characterized by
major and minor slip faces oriented in opposing directions. This research emphasizes
the significance of regional geomorphology in altering local wind patterns and its con-
sequent influence on dune dynamics. Continued monitoring of the dunes has revealed
the occurrence of simultaneous slip faces oriented in different directions within the dune
field [84].

The reversion of the dune migration direction during P4 reveals the contribution of
the effective SSW–WSW winds for the sediment transport. The presence of cold fronts,
more frequently in winter, generates extreme SSW–WSW winds [85,86], and therefore, the
cold fronts can be considered responsible for the reversion of the migration direction of the
transgressive barchan and barchanoid dunes. As reported by Machado and Calliari [86],
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between 1948 and 2013, there was an increase in extreme wind events coming from the
SW quadrant. Therefore, this increase can result in a decreasing trend of the net migration
rates for the transgressive dunes and, consequently, an apparent stabilization. Coastal
dune stabilization is related to an increase in climate changes or human activities and
the consequent increase in vegetal cover [13,87,88]. On the other hand, Costas and co-
workers [89] suggest that vegetation plays a passive role with respect to topography, and
external agents: sediment supply, beach width, and wind intensity, are much more effective.
However, several environmental factors may lead to periods of dune field stabilization,
such as climatic variations in precipitation (including the role of groundwater fluctuations),
changes in the wave and wind regime, sea level variations, shoreline erosion, grazing
activities, and sediment supply, as well as the influence of exotic flora and fauna [90].This
study shows that the increase in reversing migration, due to changes in seasonal wind
patterns, i.e., the increase in polar fronts in the study area, is another factor that can
contribute to coastal dune stabilization. Conceptual models of the evolution of transgressive
dune field systems [91] might also include this reverse migration.

Wind energy is frequently considered one of the main controlling factors over dune
activity in areas where there is low human activity [92]. In the Peixe lagoon dune field, given
the lack of urbanization, the dunes migrate according to the influence of the prevailing winds.

Rain precipitation is another factor that controls the dune migration, due to humidity
avoidance or difficult sediment transport [93]. The different direction between the potential
eolian sediment transport and the effective dune migration can be an effect of precipitation
associated with cold fronts. Theoretically, the sediment transport should be considered
negligible during rainfall events [94]. However, the intensity of SSW–WSW winds suggests
that during precipitation events (Figure 7) or after a fast desiccation of sand, due to the
absence of grass or other vegetation in the dunes, the eolian sediment transport can be
produced, in accordance with the studies of Logie [95] and Sarre [96].

The dune field is wider in the northern sector of the study area, the barchanoid dunes
are more abundant and the barchan dunes present higher dimensions. Therefore, a higher
availability of sediments for the northern sector can be deduced, in accordance with a higher
volume of eolian sediments [11]. The net annual eolian sediment transport is landward
and, therefore, the eolian flux of sediments between both sectors is negligible. It implies
that this higher availability of sediments in the northern sector must be only related to the
input of sediments from the beaches. The shoreline orientation shows a small progradation
or cuspate morphology in the northern sector, if compared with the general shoreline
orientation in the region (Figure 1). Therefore, it can imply a higher concentration of wave
energy in the northern sector of the study area, inducing a more dissipative stage of the
beach, which favors a higher input of eolian sediments and the better development of
dunes, according to the criteria of Short and Hesp [6]. The little changes in the shoreline
orientation control the local variability in the eolian sediment availability and, consequently,
the distribution and height of barchan and barchanoid dune types, as well as the location
of the Peixe lagoon in the southern sector.

5.2. Dune’s Migration Trends for the Coastal Plain of Rio Grande do Sul

Several studies have described the eolian potential drift (RDP, RDD) and migration
rates of dunes in the coastal plain of Rio Grande do Sul (Table 4), despite only two of
them [29,97] conducting direct field measurements.

Tomazelli [29] analyzed the wind regime and the dune migration rates in the northern
region of the CPRGS. In total, the wind data series comprised 13 years, from January 1970 to
December 1982. This study suggests a resultant drift direction (RDD) to SW (220◦N) due to
the large predominance of NE and E winds, associated with the edge of the South Atlantic
Anticyclone. The analysis of the drift potential data revealed a large seasonal variation,
which is a result of changes in the wind regime of this coastal region. According to the
author, during fall and winter (i.e., from April to August), there is a reduction in the drift
potential and a significant change in the drift direction, which, due to the predominance of

166



Remote Sens. 2023, 15, 3470

winds coming from W and SW, practically reverses its direction. During spring–summer,
drift potential increases (average November value: 203.9 UV) and the drift direction returns
to its regular orientation, towards SW. The analysis of aerial photographs and satellite
images, for a total period of 27 years, was conducted on different dune morphological
types and revealed annual average rates between 10 and 38 m·yr−1 (Table 4). Direct field
measurements conducted on a barchanoid dune with an average height of 8 m over three
years showed an average migration rate of approximately 26 m·yr−1 in the SW direction
(230◦N) [29].

Table 5. The comparative table for real potential drift (RDP), resultant drift direction (RDD), migration
rates (m/year) and kind of dunes for several dune fields in the coastal plain of Rio Grande do Sul.

Region Period of Study RDP (UV) RDD
Migration

Rate (m·yr−1)
Type of Dune Author

Torres 1970–1982 800 WSW - - [29]
Torres 1970–1982 ±23 NW - - [58]
Torres 2008–2015 4.65 - - - [98]

Tramandaí 2003–2005 ±55 SW - - [58]
Tramandaí 2008–2015 50.85 - - - [98]

Imbé 1970–1982 1442 SW - - [29]
Imbé 1948–2003 ±44 SW - - [58]

Magisterio,
Pinhal 1986–1989 - SW 26 Barchanoid [29]

Magisterio,
Pinhal 1974–1987 - SW 14.7 Parabolic [34]N

or
th

er
n

C
oa

st

Magisterio,
Pinhal 1974–1987 - SW 24 Barchan [34]

North/middle
Coast 1948–1967 - SW 14.0 Barchan [29]

North/middle
Coast 1967–1974 - SW 11.0–32.0 Barchanoid [29]

Dunas Altas,
Palmares do Sul 1987–1999 - SW 22.5 Parabolic [34]

Dunas Altas,
Palmares do Sul 1987–1999 - SW 28.0 Barchanoid [34]

Mostardas 1957–2000 ±45 W - - [58]
Peixe lagoon 2010–2018 99.4 WSW-W 16.55 Barchan/BarchanoidPresent study

M
id

dl
e

co
as

t

Rio Grande 1970–1982 409 W - - [29]
Taim 2003 57.57 ENE 0 Barchan [97]
Taim 2004 103 N 0 Barchan [97]
Taim 2005 105.2 NW 20 Barchan [97]

So
ut

he
rn

co
as

t

Chuí 2003–2006 ±90 NWN - - [34]

Guimarães [97] studied the migration of a barchan dune on the southern sector of
CPRGS between 2003 and 2005. During 2003, the direction remained between E–NE, while
between 2004 and 2005, it changed to NNE. Significant dune migration was not registered
between 2003 and 2004, only variations in volume, orientation, and height. However,
during 2005, the dune migrated 20 m to the NW and W. According to the author, there is
larger wind direction variability in this sector region when compared to other areas of the
CPRGS. The author highlights that the years of 2004 and 2005 were atypical, including the
Catarina Hurricane (the only hurricane registered in the state).

Another important study in regional scale was conducted by Martinho [34]. DP
and RDP variations were analyzed on the northern and middle sectors of CPRGS. Dune
migration analyses were also conducted using aerial photographs (1948, 1974, and 1989)
and LANDSAT satellite images (1980, 1987, and 1999, with resolutions of 60, 30, and 15 m,
respectively). This study identified dune migration rates ranging from 14.7 to 28 m·yr−1,
with a direction between 214 and 234◦N (Table 3).

When comparing the real drift potential (RDP) between studies, it is possible to see
a large discrepancy of results, even though the same method of Fryberger and Dean [64]
was used. On the other hand, the resultant drift direction (RDD) results are very similar.
Overall, all authors emphasize an RDP reduction from the southern and middle sectors
to the northern sector, the last one represented by the Torres dune field. According to
Martinho [34], the winds on the northern sector are less strong when compared to the
middle sector of the CPRGS, resulting in smaller values of RDP. The NE winds blow
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parallel to the coast, with its corridor limited by the Serra Geral escarpments. On the other
hand, in the middle sector, the winds are stronger and present larger RDP values; in this
sector the winds reach the coast at an oblique angle and have a larger wind corridor due
to the gentle topography of the coastal plain. In the middle sector, the RDD ranges from
SW to W. This sector presents a larger range of wind directions, even though the winds
from NE and S are stronger and more important. The south sector has a larger variability
in wind direction, presenting an annual average toward WSW but also periods with eolian
sediment transport to the north. As demonstrated by Guimarães [97] and the present study,
a short-term analysis demonstrates that the migration rates are not constant over the years
and can result in null or reverse migrations because of the seasonal wind variations.

The RDP values must be interpreted as representative of the wind energy for each
sector. The efficiency of the eolian sand transport depends also on the local characteristics
of the surface over which the wind acts. Therefore, the RDP values are not necessarily
equal to the real drift, since local characteristics inherent to the terrain surface (topographic
variations, humidity levels, grain sizes, and presence of vegetation) over where the wind
blows can affect the amount of sand that is effectively transported [29,64].

Considering the effective winds for the dunes formation and their migration rates,
a reduction in wind speed and prevailing direction can result in reduced transport and
stabilization of the dune field. The analysis of the Imbé meteorological station shows
interdecadal variations on the RDP: it decreased between 1948 and 1955, significantly
increased between 1955 and 1964, continually decreased from 1964 to 1988, and a short
increase occurred from 1988 to 2003 [58]. Similarly, the historical series of meteorological
data show a decrease in the monthly average wind speed and an increase in precipitation
since 1961 at the extreme north of the CPRGS [99].

The dune migration rates presented by [29,34], obtained from satellite images between
1948 and 1987, can be considered relevant on a large-scale context of dune field changes.
However, these results no longer reflect the current migration rates, given that these fields
have suffered significant changes and stabilization processes. By contrast, in 1948, for
example, the Torres and Mostardas dune fields were completely active without vegetation
or deflation areas.

6. Conclusions

The climate data were analyzed to depict trends in dune behavior. The SW–NE
shoreline orientation of the study area generates NE winds, which are the most frequent
and carry sediments parallel to the coast. Nevertheless, considering the multidirectional
wind directions during the year, the resultant drift direction is WSW–W, which generates a
net annual input of sediments landward.

The slightly cuspate shoreline of the northern sector induces a more dissipative stage
of the beaches and a higher input of sediments to the dune field. Consequently, there
is a higher availability of sediments, evidenced by a higher development of barchanoid
and barchan dunes with higher dimensions and a wider extension of the dune field in the
northern sector. Altogether, this determines the location of the Peixe lagoon in the southern
sector of the study area.

The annual average dune migration rates ranged from xx–xx (Barchan) and xx–xx
(Barchanoid). The dune crest migrations in the dune field close to the Peixe lagoon show
average rates of 16.55 m·year−1 for dunes. The predominant direction of migration for both
types of dunes is towards WSW–W. This dune crest migration is mainly controlled by the
direction of the effective winds due to the absence of vegetation in the dune field and the
lack of urbanization in the national park. These dune migration patterns are in agreement
with both the sediment transport calculations and the geomorphological configuration of
the transgressive dune field.

The seasonal reversion of dune migration occurs during occasional periods. The
seasonal analysis shows the relevance of the effective SSW–WSW winds for the sediment
transport, dune migration, and dune field stabilization. The past cold fronts closest to Rio
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Grande do Sul generate these intense winds and, consequently, a reversion in the migration
direction of the barchan and barchanoid dunes, changing it to migrate towards the NNE.
This reversion is coherent with the reversion in the direction of the eolian sediment transport
indicated by the previous studies, based on the calculation of wind drift potential. This
result warns of the possibility of a reduction in the migration rates of the transgressive
dunes, due to both the tendency to increase the occurrence of extreme events and the
greater entry of cold fronts in this sector of the RS coast.

Consequently, the identified reverse migration of dunes explains the stabilization
of the dune fields at CPRGS. The decrease in both speed and frequency of prevailing
winds results in reduced transport and stabilization of the dune field. Therefore, reverse
dune migration results in a factor controlling dune stabilization and the geomorphological
evolution of transgressive coastal dune fields.

The implications of our research extend beyond the local level and have wider interna-
tional implications. The coastal dune fields are valuable ecosystems around the world that
serve as natural barriers against coastal erosion, protect coastal communities, and provide
critical habitats for numerous plant and animal species. Understanding the dynamics of
dune behavior and the factors influencing their migration and stability is critical for effec-
tive coastal management and adaptation strategies in the face of ongoing climate change.
By elucidating the complex interplay between wind patterns, sediment transport, and dune
morphology, our findings contribute to a better understanding of coastal systems and may
inform decision-making processes for the conservation and sustainable management of
these fragile coastal environments.
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Abstract: Coastal erosion occurs due to different processes involving physical and ecological systems.
One of these factors is the degree of water stress experienced by dune vegetation. While healthy dune
vegetation can help to stabilize the dune systems, water-stressed vegetation can instead enhance
dune erosion. In this study, remote sensing techniques were used to monitor the water stress affecting
the dune vegetation in dune systems along the alluvial plain of the Chiatona coast (Apulia, Southern
Italy) located on the Ionian Arc. Multispectral satellite data from Landsat 8/9 and Sentinel-2 were
used to assess the water stress at different spatial scales over a 4-year monitoring period from 2019 to
2023. The normalized difference vegetation index (NDVI) and the normalized difference moisture
index (NDMI) were used to identify dune surfaces that were experiencing water stress. Furthermore,
a terrestrial laser scanner and LiDAR data were acquired at different temporal ranges in areas affected
by water stress to highlight coastal changes in areas associated with unhealthy dune vegetation. A
large drop in NDVI values was observed in May 2020 due to the occurrence of coastal fires in some
parts of the Chiatona coast. Geoelectrical surveys were conducted to investigate if coastal fires were
capable of saline groundwater contamination, potentially enhancing dune erosion in these areas.
The joint analysis of remote sensing, topographical, and geoelectric data showed that water stress
reduced the amount of healthy dune vegetation, triggering dune deflation processes that resulted in
increased coastal erosion rates, while also leading to the saline contamination of groundwater.

Keywords: water stress; vegetation; foredune; multispectral images; coastal erosion; groundwater
saline contamination

1. Introduction

Coastal environments are important and complex ecosystems that require modern
monitoring techniques for the development of reliable intervention strategies. Remote
sensing technologies allow for the collection of large amounts of data at high temporal and
spatial frequencies, which are useful for the detection and monitoring of the vegetation
cover of coastal dunes [1,2]. The spectral signature of healthy, green vegetation exhibits
a “peak-and-valley” curve that is exclusively related to the chlorophyll absorption band
centered at wavelengths of approximately 450 and 670 nm [3,4]. The reflectance of healthy
vegetation increases in the near-infrared portion of the electromagnetic spectrum at a
spectral range of approximately 680–750 nm, depending on the species and environmental
conditions [5]. In particular, chlorophyll production may decrease or even cease if the
vegetation is stressed. Optical satellite data are frequently used for the analysis of vegeta-
tional cover and long-term changes in vegetation indices, such as the normalized difference
vegetation index (NDVI) [6,7]. The NDVI is the most common method for evaluating the
health of vegetation in coastal habitats [8] and provides the necessary phenological profiles
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used for the identification of the different types of vegetation [1]. NDVI time series data
has been frequently used to monitor the productivity of seasonal vegetation, providing
information that allows researchers to estimate the seasonal and inter-annual responses
recorded by vegetation on coastal dune ecosystems [9]. Most studies reporting on the
linear relation between rainfall events and NDVI have been carried out in arid or semi-arid
areas [10,11]. Furthermore, an NDVI-based study carried out in Poland [12] confirms the
suitability of NDVI in areas with sufficient water supplies. Relationships between NDVI
and hydrological values have also been used to evaluate the response of forest ecosystems
to changes in groundwater [13] as well as to evaluate groundwater runoff in wetland
ecosystems to model environmental degradation [14]. NDVI has also been highlighted as
a promising method for identifying groundwater-dependent vegetation [15], and there is
an established relationship between NDVI and climate, surface water, and groundwater
levels [7].

This study utilized a multidisciplinary approach comprising remote sensing and
morpho-topographic and geophysical surveys to characterize water stress along the coastal
dunes of the Chiatona coast (Apulia, Southern Italy). The aim of this study is to highlight the
physical processes that could enhance coastal erosion. Remote sensing technologies, such
as multispectral satellite images, integrated with morpho-topographic and geophysical
data could represent a useful tool to automatically map coastal areas subjected to erosion
processes and water stress. Evidence was collected directly from the study area, where, in
recent years, both the shrubs and herbaceous vegetation of the foredunes and the arboreal
vegetation of the secondary dunes have been observed to be suffering from a lack of water.
To map the areas affected by water stress, we used multispectral satellite images across a
4-year time window (2019–2023) to analyze the study area in both the visible and infrared
spectral ranges using optical satellite images. The analysis of multispectral optical satellite
images allowed for the estimation of normalized vegetation indices, including the NDVI
and the normalized difference moisture index (NDMI), which are particularly useful for
characterizing the status of vegetative health with respect to water stress. Coastal changes
were highlighted by conducting morpho-topographic surveys using terrestrial laser scanner
(TLS) systems [16–20] as well as the analysis of LiDAR data [21–24] across different time
periods. Geoelectrical surveys were also used to show the influence of groundwater flow
on the root systems of the dune vegetation and were eventually used to highlight seawater
intrusions in the study area. A drop in the NDVI observed in the study area was due to a
coastal fire that occurred in the same period, resulting in a water deficit that affected the
health of the dune vegetation. The NDMI was used to map the areas affected by the water
deficit. At present, the dune vegetation is experiencing a slow natural recovery; however,
dune erosion processes can still be observed in the present day.

2. Study Area: Chiatona Coastline, Apulia, Southern Italy

This study area is located in the southwestern sector of the Apulia region (southern
Italy), about 1.2 km east of the Chiatona settlement, a seaside district of the municipality of
Palagiano (TA), located on the coastal plain of the Gulf of Taranto (Figure 1).

The sediment cover on the coastal plain is the result of a long sedimentary accumula-
tion and progradation process that began about 7000 years BP [25,26]. The sediments are
primarily derived from siliciclastic deposits carried by the main Lucanian rivers (Bradano,
Basento, Agri, Cavone, and Sinni). These siliciclastic sediments are redistributed by littoral
drift trending SSW to NNE for the entire coastal stretch of the plain [27–29]. The small
watercourses (Lato, Lenne, Patemisco, and Tara) that cross the sandy coast close to Pala-
gianello and the surrounding towns do not have sufficient extension and flow rates to
supply beaches [26]. There are different orders of dune ridges present along the mobile
coastal system, with some extending more than 1 km inland and reaching elevations be-
tween 8 m and 17 m above sea level; these dunes are primarily stabilized by the presence of
macchia mediterranea vegetation [28,30]. The beaches continued to accrete until the mid-20th
century; later, however, they were subjected to erosion driven by a negative sediment
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balance due to the construction of dams and water collection facilities as well as the con-
struction of tourist resorts, which led to the leveling of the foredunes [29,31]. It is clear
that the erosive influence of coastal dynamics was amplified by anthropogenic influences,
especially in the area of Chiatona and Castellaneta Marina. The current morphology of
the coastal area is thus the consequence of intense anthropogenic modification [32] as well
as wave-driven erosional phenomena, resulting in the retreat of the dune body due to the
weakening of the foot of the dune, which can lead to blowouts; consequently, more and
more secondary and tertiary dunes are affected by erosional processes [33–35].

 

Figure 1. The study area is located on the coastal plain of the Gulf of Taranto. (a) Orthophoto of the
coastal plain as acquired from Google Satellite images taken in 2023. (b) Evidence of dune erosion
on the sandy coast of Pino di Lenne. (c) Dry vegetation in the Chiatona coastal area. (d) Foredune
erosion and naturally open areas on Lido Azzurro.

Additional vegetation analysis allowed for the identification of the different types of
vegetation present in the area. The significant environmental diversity observed in the
study area is mainly a result of the geomorphological and microclimatic characteristics of
the gravine formed by the erosional furrows. The current vegetation is of biogeographic
interest because the Mediterranean-Eastern (Balkan) floristic component is associated with
a moderate Western component [36]. The vegetation of the embryonic dunes is primarily
represented by an agro-prairie ecosystem, composed of vegetation dominated by beach
crabgrass (Agropyron junceum), a perennial plant that uses its high stoloniferous capacity
to spread and avoid burial. A. junceum exhibits root lengths that range between 10.5 cm
and 16.5 cm and heights ranging from 100.7 cm to 102.4 cm [37]. The pioneer plants
are followed by massive vegetation colonization; here, sand begins to accumulate due to
the cohesion provided by the stems of plants, with small deposits of embryonic dunes
reaching elevations that are a few centimeters high. The development of the foredune
occurs simultaneously with the appearance of European beachgrass (Ammophila littoralis),
a perennial psammophilous grass with erect culms up to 1.5 m tall. These plants exhibit
dense leaves that form thick and tall tufts; this is unlike A. junceum, which is characterized
by isolated culms and well-spaced leaves. A. littoralis grows on dunes far above the
water table, with most possessing roots that extend to about 1 m in depth; in some cases,
however, the roots of this plant can be found at depths of 2 m and even up to 5 m [38].

176



Remote Sens. 2023, 15, 4415

The secondary and tertiary dunes are mainly covered by Pinus halepensis. Root length
of Pinus halepensis ranges between 8 m and 5 m [39]. In the Chiatona area the saline
groundwater contamination can influence the concentration of nitrogen, useful for root and
shoot growth [39].

3. Materials and Methods

Analysis on the dune vegetation was followed after considering the areas affected
by water stress detected through satellite data and an in-situ survey (Figure 2). The
areas greatly affected by water stress have been surveyed through morpho-topographic
techniques, using Terrestrial Laser Scanner and LiDAR data. The morpho-topographic and
geophysical data allowed us to assess the coastal changes that occurred from 2009 to 2023
and to determine the entity of the sediment loss in the foredune area.

 

Figure 2. Flowchart of the work process followed to assess the coastal changes and dune erosion in
the areas affected by water stress.

3.1. Satellite Data

The spectral data collected by satellite sensors provide a significant amount of infor-
mation about the physical features of the landscape. The two main datasets used in this
work were acquired from Landsat 8/9 and Sentinel-2.

These satellites are equipped with both optical and thermal sensors. The Operational
Land Imager optical sensor (OLI; Ball Aerospace & Technologies Corporation, Broomfield,
CO, USA) produces images across a total of nine spectral bands that encompass the visible,
near-infrared, and microwave ranges, with a spectral resolution ranging from 443 nm to
2200.5 nm. In contrast, the Thermal Infrared Sensor (TIRS; NASA Goddard Space Flight
Center) consists of two thermal bands that record ground surface temperatures, with a
spectral resolution ranging from 10,895 nm to 12,005 nm. The Landsat 8/9 Level 1 missions
provide panchromatic images at a 15-m spatial resolution and multispectral images at a
30-m spatial resolution along a 185 km swath, while the thermal bands provide 100 m
resolution images at an acquisition frequency of 16 days.

The Sentinel-2 mission is a constellation of two polar-orbiting satellites, Sentinel-2A
and Sentinel-2B, placed along the same sun-synchronous orbit with a phase offset of 180◦.
The optical sensors on these satellites were built by Astrium SAS (Paris, France) and have
13 spectral bands: four bands at a 10 m spatial resolution (with a spectral resolution ranging
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from 490 nm to 842 nm), six bands at a 20 m spatial resolution (with a spectral resolution
ranging from 705 nm to 2190 nm), and three bands at a 60 m spatial resolution (with a
spectral resolution ranging from 443 nm to 1375 nm). The orbital swath is 290 km with an
acquisition frequency of 5 days.

The temporal ranges of the different satellite images are reported in Table S1. Cloud-
free scenes were selected to minimize uncertainties due to heterogeneous atmospheric
conditions; radiometric calibration and atmospheric correction were also applied [40].

The spectral contents of the datasets were analyzed to highlight the typical spectral
signature of chlorophyll absorption. The spectral signatures of dune vegetation were
extracted using semi-automatic classification algorithms in QGIS, a geospatial analysis
software [41]. The spectral separability of signatures was assessed in the primary, secondary,
and tertiary dunes in 500 m2 squares.

Application of the Normalized Difference Vegetation Index (NDVI) in ecological
studies has enabled the quantification and mapping of green vegetation and estimating
the health vegetation status. NDVI is based on differences in reflectance in the red bands
of visible spectra (due to vegetation pigment absorption) and maximum reflectance in the
near infrared (NIR) bands (caused by cellular structure) [13,42]. In order to assess the soil
moisture connected to the health vegetation status, the Normalized Difference Moisture
Index was used. The NDMI is based on NIR and SWIR bands to display moisture. The
SWIR band reflects changes in both the vegetation water content and the spongy mesophyll
structure in vegetation canopies, while the NIR reflectance is affected by leaf internal
structure and leaf dry matter content but not by water content [43–45].

The NDVI was calculated from satellite images without cloud cover to assess the
health of the dune vegetation (Appendix A). The NDVI analysis allowed us to map the
areas of the dune ridges that were influenced by water stress as well as extract time series
data on the health of the vegetation. The NDMI was calculated from Sentinel 2 images to
assess the water content of the vegetation (Appendix B).

3.2. Morpho-Topographic Data

Ground-based TLS and Airborne Laser Scanner (ALS) systems were used to obtain
morpho-topographic data on the areas affected by water stress. ALS data were acquired for
the inland areas from the former Italian Environmental Ministry (Ministero dell’Ambiente)
between 2008 and 2009; these data had a vertical accuracy of 0.15 m and spatial resolution
of 4 points/m2 over inland areas and were georeferenced in the WGS84/UTM zone 33N
coordinate reference system. The TLS surveys were performed in 2022 and 2023 using a
Faro Focus X130 TLS and covered the littoral area of the emerged beach, ranging from the
foreshore to the tertiary dunes. An outside acquisition setting was configured with a reso-
lution of 28.9 × 106 points, an accuracy of 2 mm, an acquisition speed of 976,000 points/s,
and a point distance of 3.068 mm/10 m.

The TLS point cloud was georeferenced using the GPS-Real Time Kinematic mode of
the ITALPOS GNSS stations [46,47]. TLS data were filtered to remove vegetation and were
interpolated using a natural neighbor algorithm to obtain digital terrain models (DTMs)
that were representative of the coastal changes over time, with a cell width of 1 m. The main
geomorphological features (e.g., shorelines, dune scarps, and dune ridges) were mapped
and exported to a GIS environment. Furthermore, a difference of the DTMs was performed
through a raster calculator in order to highlight the areas that experienced variations in the
landforms and sediment loss.

3.3. Geoelectrical Surveys

The electrical resistivity tomography (ERT) methodology allows for the reconstruction
of the distribution of electrical resistivity in the subsoil. Resistivity values depend on
several factors, such as the porosity, the degree of saturation of the rocks, the nature of the
fluids, and the mineralogy of the media being assessed. Consequently, ERT surveys are
capable of acquiring key information in scenarios where significant resistivity contrasts are
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expected. They have been particularly successful in the detection of karst-related cavities
and in the characterization of hydrogeological settings in coastal environments [48–51].

To investigate the subsoil in the study area, a single land–marine survey was conducted
using a Syscal Pro 48 ch. (IRIS instruments, Orléans, France) connected to a 24-channel
multielectrode land cable and a 13-channel multielectrode marine cable with an electrode
spacing of 5 m. The total length of the surveys was 185 m (land: 115 m; marine: 70 m).
The electrical connection between cables and ground was established through the use of
integrated stainless steel and graphite electrodes on the land and marine cables, respectively.
Where necessary, the contact resistance of the land cables was lowered through the use of
salty water. Different electrode configurations were adopted to highlight the resistivity
distribution patterns within the subsoil [52].

Specifically, data were acquired using the following configurations:

1. The Wenner–Schlumberger (WS) configuration due to its high signal-to-noise ratio as
well as its moderate to high sensitivity to variations in vertical resistivity;

2. The dipole–dipole (DD) configuration (both in direct and reverse mode) due to its
high sensitivity to lateral resistivity variations as well as to avoid experimental errors
during the inversion procedure;

3. Multi gradient (GR) configuration due to its high spatial coverage in the shallower
portions of the subsoil.

Topographical information was also included in the datasets; these were inverted
using the RES2DINV program (Geotomo Software ver. 3.71.118; Loke and Barker, [53]).
Resistivity models were produced by following the methods described by [53]; they were
obtained using an L2-norm inversion while directly inverting the apparent resistivity values
that better converged. Water column characteristics were also included in the inversion
procedure by adding a stratum of 0.3 Ω ·m of resistivity (mean resistivity of the seawater
in general conditions) to the marine section of the ERT survey with a vertical extension
calculated from the topographic information.

4. Results

4.1. Spectral Signature and Water Stress

The analysis of the spectral signature of dune vegetation revealed the presence of
the characteristic “peak-and-valley” curve before the occurrence of coastal fires in the
Chiatona area on 26 and 27 May 2020 (Figure 3a,b). Following the occurrence of these
coastal fires, an area of water stress was observed, extending from the foredune to the
tertiary dunes; this resulted in a drastic change in the typical spectral signature of dune
vegetation, with a significant reflectance loss in the red and NIR bands (Figure 3c). The
health of the vegetation appeared to be recovering slowly over the past year, evidenced by
the restoration of the spectral signature associated with dune vegetation (Figure 3d).

Coastal fires occurred due to the aridity of the dune vegetation in some areas of the
sandy Chiatona coast. An analysis of the NDVI values of these areas revealed seasonal
variations from 2019 to May 2020 (Figure 4a,b), with values ranging between 0.4 and
0.8, which are consistent with chlorophyll absorption associated with healthy vegetation.
Between May and June 2020, there was a significant drop in NDVI to values lower than
0.2 (Figure 4c). This drop was detected in the Landsat 8/9 images between 22 May 2020
and 7 June 2020 and in the Sentinel-2 images between 24 May 2020 and 13 June 2020. The
coastal fires affected a surface area of approximately 300,750 m2; these fires caused the
vegetation in the region, primarily composed of Pinus spp., A. junceum, and A. littoralis, to
be subjected to significant amounts of water stress (Figure 4). NDMI values lower than
−0.25 were recorded during this time; these values usually represent areas with low canopy
cover with high water stress or very low canopy cover with low water stress (Appendix B).
It should be noted that the NDVI time series data revealed a positive trend that could be
associated with an improvement in the health of the dune vegetation.
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(b) 

 
(c) 

 
(d) 

Figure 3. The spectral signatures of the dune vegetation in the study area: (a) sampling points used
to assess the spectral signature of the dune vegetation; (b) spectral signature of the dune vegetation
before the occurrence of coastal fires; (c) spectral signature of the dune vegetation after the occurrence
of coastal fires; (d) restoration of vegetative health as highlighted by the changes in the spectral
signature of the dune vegetation.

Figure 4. Map of NDVI values as calculated from Sentinel-2 images along the Chiatona coast:
(a) NDVI map extracted before the coastal fire; (b) NDVI map after the coastal fires; (c) NDVI values
over time. There is a clear drop in NDVI values associated with the coastal fire event.
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4.2. Coastal Changes and Dune Erosion

The analysis of the morpho-topographic data revealed that dune erosion generally in-
creased between 2020 and 2023. LiDAR data from 2009 revealed lower foredune elevations
(Figure 5) compared to data from 2020, highlighting the general accretion experienced by
the coastal system. However, TLS data acquired from 2022 to 2023 highlighted the extent
of erosional processes on the foredunes at a present rate of −0.38 ± 0.1 m/year. DTMs
were comparatively analyzed to calculate the sediment loss as a function of dune erosion.
The loss in sediment resulted in the migration of the foredune scarp at a rate of 9 m3/year
(Figure 6).

 
(a) (b) 

Figure 5. Dune erosion as identified using TLS and LiDAR data: (a) dune scarps mapped along the
Chiatona coast; (b) change in topographic profiles of the foredunes over time.

Figure 6. Coastal and dune erosion as highlighted by the difference in DTMs from 2022 and 2023.
The red pixels in the raster image highlight the areas most affected by the loss of sediment.
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Data from the ERT surveys revealed resistivity values that were consistent with
the lithology of the study area as well as saltwater intrusion in the dune systems. The
overall quality of the collected data was good, and no particular filtering procedures
were adopted except for the removal of a few data points with negative resistivity values.
The inversion of the geoelectrical data, which were acquired through the use of different
electrode configurations (WS, DD, and GR), produced similar models. This was consistent
with the rather simple geological setting of the study area, where resistivity variations are
primarily due to the different degrees of saturation in the sediments. Figure 7a,b present
the resistivity model obtained from the WS configuration and one possible interpretation
of the model involving saltwater intrusion, respectively. This interpretation assumes that
dry sands are characterized by high resistivities due to their high air content, while the
resistivity of the saturated sands is strongly dependent on the nature of the pore-filling
fluids. Consequently, more conductive areas are associated with seawater-saturated sands,
while other parts of the model, which exhibit intermediate resistivity values, could represent
areas saturated by fresh or brackish waters.

 
Figure 7. ERT profile: (a) the trace of the ERT survey; (b) the ERT model obtained from the inversion
of the WS dataset (final r.m.s. = 7.8%); (c) a possible simplified interpretation of the ERT model in
terms of saltwater intrusion.

The upper limit of saline wedge intrusion does not affect the roots of the dune vegeta-
tion (Figure 7).

5. Discussion

Dune vegetation water stress is a major factor that drives the destabilization of dune
bodies, resulting in enhanced erosional processes [54,55]. Morpho-topographic data and
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in situ observations of the Chiatona coast revealed that portions of the foredunes were
affected by deflation processes and sometimes even exhibited dune levelling (Figure 8) [26].
The deflation and erosional processes appeared to be enhanced in areas where the health
of the dune vegetation was poor. Furthermore, the water stress experienced by the dune
vegetation decreases the mechanical strength of the non-cohesive sediments [56]. Geotech-
nical tests have shown that vegetated dune systems are better at counteracting erosional
processes driven by wave and surge impacts compared to dunes without vegetation [56].

 

Figure 8. A diagram describing the erosional features on the sandy coast of the Ionian Arc. Erosional
processes are primarily expressed in the form of deflation basins and erosion on the dunes affected
by water stress and dry vegetation.

The relationship between the resilience of dunes and vegetation can be expressed
in two main interactions: above-ground and below-ground interactions. Above-ground
interactions involve the relationship between wave energy and surge impacts and plant
height, flexibility, and the extent of the vegetated area [57,58]. Below-ground interactions
involve the contribution of root density, depth, and size as well as mycorrhizal colonization
to the mechanical strength of the dunes [56,59,60]. In this study area, Pinus halepensis and
A. littoralis are the main species that contribute to the stabilization of the dune due to the
below-ground interactions associated with their root system. In contrast, A. littoralis and A.
junceum contribute to above-ground interactions by increasing the hydrodynamic drag and
decreasing the energy imparted by wave impacts (Figure 9). Consequently, the poor health
of dune vegetation decreases the ability of these vegetated dune systems to counteract the
impact of storm events.

NDVI and NDMI analyses revealed that dune vegetation showed a slow recovery
after the coastal fire occurred on 26 May 2020. However, LiDAR and TLS data revealed the
presence of significant amounts of ongoing coastal erosion, with a shoreline erosion rate of
−0.36 ± 0.18 m/year [26], consistent with the erosion rates observed on the primary dune
scarp. The apparent contradiction between the rapid erosion rate and the slow restoration
of dune vegetation is due to the different elastic responses of mobile coastal systems, which
describes the resilience response of the dune system [61].

Multispectral satellite images were found to be better at describing the extent of vege-
tation compared to an orthomosaic RGB image (Figure 10). The red and NIR spectral bands
of the Sentinel-2 and Landsat 8/9 data were much better at highlighting the distribution of
vegetation characterized by low chlorophyll absorption (Figure 10b).
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Figure 9. Coastal erosion and water stress in a vegetated dune system: (a) a steady-state mobile
coastal system with low hydrodynamism; (b) dune erosion due to storm events and the limited
contribution of dry vegetation to the shear strength of the dunes (red rectangles are referred to the
areas affected by water stress on the vegetation); (c) dry vegetation on the tertiary and secondary
dunes in Chiatona; (d) erosion of the primary dune scarp in Palagiano. Clear evidence of dry
vegetation can also be observed.

Figure 10. A comparison between an RGB orthomosaic and Landsat 8: (a) an orthomosaic image
taken on June 2022; (b) Landsat 8 image taken on June 2022 with RGB channels highlighting the
difference in spectral bands for the areas affected by coastal fires.

Multispectral images are widely used in vegetation-monitoring applications, especially
in coastal environments [6,62]. Satellite images provide reliable records of the NDVI values
of coastal vegetation due to their characteristic spectral signature [7]. Many studies have

184



Remote Sens. 2023, 15, 4415

attempted to identify a correlation between the NDVI values of the dune vegetation and the
height of the groundwater table [14,55,63], while other studies have attempted to integrate
geophysical methods to correlate the height of the groundwater table with the health of
the dune vegetation [64–67]. Many studies have also used satellite data to identify the
different types of vegetation present in coastal dune systems through an analysis of NDVI
and multispectral satellite imagery [22,68,69]. The height of the groundwater table is an
important aspect that strongly influences vegetative health [9,15,70–72]. Many coastal
management authorities are currently considering the use of dune vegetation as an eco-
sustainable means of protecting coastlines against erosional processes triggered by climate
change [55,73–77].

6. Conclusions

Mobile coastal systems are greatly affected by changes in climate. Among the many
consequences of climate change, deficits in sediment balances are reflected in the erosion of
coastal dunes. Dune vegetation can stabilize these dune systems, offsetting some of the
effects of negative sedimentary balances. This study analyzed the extent of water stress
in the dune systems of Chiatona (Apulia, Southern Italy). The main results obtained are
the following:

- NDVI and NDMI analyses of multispectral satellite images revealed that the total
surface area affected by water stress was approximately 300,750 m2. This water stress
was primarily due to a coastal fire event that occurred on 26 May 2020.

- Morpho-topographic and geoelectrical surveys were used to provide insights into the
coastal dynamics of this stretch of coastline, as well as examine the response of the
coastline to water stress, showing a rate of foredune erosion equal to −0.38 ± 0.1 m/year.

Furthermore, the following phenomena were observed:

- Coastal dune accretion occurred along the Chiatona coast from 2009 to 2020.
- On 26 May 2020—14:18 h UTC, coastal fires occurred on the Chiatona and Palagiano coasts.
- From June 2020 to February 2023, the Chiatona coast was subjected to significant

erosional processes, primarily expressed by the retreat of the foredune scarp.

The multidisciplinary approach described in this work allowed us to assess the specific
responses of this mobile coastal system in terms of its coastal resilience. In particular, the
NDVI and NDMI analyses revealed that the health of the dune vegetation has been slowly
recovering following the coastal fire event. However, this restoration has not been able
to sufficiently stabilize the dune system, which is still subject to significant erosion. The
remote sensing techniques described in this study can also be applied to coastal dune
management to highlight the areas affected by water stress due to coastal fires.
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Appendix A

Some studies have used the normalized difference vegetation index (NDVI) as an
indicator for vegetative health [78–80] (Caturegli et al., 2015; 2016; Volterrani et al., 2017).
The NDVI is the ratio between the difference and the sum of reflected near-infrared and
visible red radiation and describes the vigor of the vegetation being analyzed. The NDVI
index was applied to multispectral satellite images using the following equation:

NDVI =
RNIR − RRED
RNIR + RRED

(A1)

where RNIR represents the reflectance value in the near-infrared (NIR) band and RRED
represents the reflectance value in the visible red band. The NDVI was calculated using the
NIR and visible red bands from Landsat 8 and Sentinel-2 images in QGIS. Different NDVI
values represent different degrees of vegetative vigor (Table A1).

Table A1. The relationship between NDVI values and the vigor of the vegetation.

NDVI Type of Vegetation Vigor

<0.1 Bare ground or clouds

0.1–0.2 Almost no plant cover

0.2–0.3 Very low plant cover

0.3–0.4 Low canopy cover with low vigor or very low canopy cover with high vigor

0.4–0.5 Medium-low canopy cover with low vigor or very low canopy cover with high vigor

0.5–0.6 Medium canopy cover with low vigor or medium-low canopy cover with high vigor

0.6–0.7 Medium-high canopy cover with low vigor or medium canopy cover with high vigor

0.7–0.8 High plant cover with high vigor

0.8–0.9 Very high canopy cover with very high vigor

0.9–1.0 Total vegetative cover with very high vigor

Appendix B

The Normalized Difference Moisture Index (NDMI) [81] was used to evaluate the water
stress experienced by the vegetation. The NDMI is the ratio between the difference and the
sum of the reflected radiations in the NIR and in the short-wave infrared (SWIR) spectra:

NDMI =
RNIR − RSWIR
RNIR + RSWIR

(A2)

where RNIR represents the reflectance value in the NIR band and RSWIR represents the
reflectance value in the SWIR band. The NDMI was calculated using the NIR and SWIR
bands from Landsat 8 and Sentinel-2 images in QGIS. NDMI values are representative of
the degree of water stress and the type of vegetation (Table A2).
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Table A2. The relationship between NDMI values and the degree of water stress and the type
of vegetation.

NDMI Type of Water Stress

−1–−0.8 Bare ground

−0.8–−0.6 Almost no plant cover

−0.6–−0.4 Very low plant cover

−0.4–−0.2 Low canopy cover with high water stress or very low canopy cover with low
water stress

−0.2–0 Medium-low canopy cover with high water stress or low canopy cover with low
water stress

0–0.2 Medium canopy cover with high water stress or medium-low canopy cover with
low water stress

0.2–0.4 Medium-high canopy cover with high water stress or medium canopy cover
with low water stress

0.4–0.6 High plant cover and no water stress

0.6–0.8 Very high plant cover and no water stress

0.8–1.0 Total plant cover and no water stress or stagnant water or clouds
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Abstract: High-resolution coastline detection and monitoring are challenging on a global scale,
especially in flat areas where natural events, sea level rise, and anthropic activities constantly modify
the coastal environment. While the coastline related to the 0-level contour line can be extracted
from accurate Digital Terrain Models (DTMs), the detection of the real-time, instantaneous coastline,
especially at low tide, is a challenge that warrants further study and evaluation. In order to investigate
an efficient combination of methods that allows to contribute to the knowledge in this field, this
work uses topographic total station measurements, Global Navigation Satellite System Real-Time
Kinematic (GNSS RTK) technique, and the Structure from Motion (SfM) approach (using a low-cost
drone equipped with optical and thermal cameras). All the data were acquired at the beginning of
2022 and refer to the areas of Boccasette and Barricata, in the Po River Delta (Northeastern of Italy).
The real-time coastline obtained from the GNSS data was validated using the topographic total station
measurements; the correspondent polylines obtained from the photogrammetric data (using both
automatic extraction and manual restitutions by visual inspection of orhophotos) were compared
with the GNSS data to evaluate the performances of the different techniques. The results provided
good agreement between the real-time coastlines obtained from different approaches. However,
using the optical images, the accuracy was strictly connected with the radiometric changes in the
photos and using thermal images, both manual and automatic polylines provided differences in the
order of 1–2 m. Multi-temporal comparison of the 0-level coastline with those obtained from a LiDAR
survey performed in 2018 provided the detection of the erosion and accretion areas in the period
2018–2022. The investigation on the two case studies showed a better accuracy of the GNSS RTK
method in the real-time coastline detection. It can be considered as reliable ground-truth reference for
the evaluation of the photogrammetric coastlines. While GNSS RTK proved to be more productive
and efficient, optical and thermal SfM provided better results in terms of morphological completeness
of the data.

Keywords: GNSS RTK; optical and thermal images; SfM photogrammetry; real-time coastline; Po
River Delta; automatic extraction; multi-temporal comparison

1. Introduction

Coastal areas are a highly dynamic and complex environment, hosting approximately
10% and 44% of the Earth’s population at elevations of 0–10 m and up to 150 km from
the coast, respectively. The population density in these areas is expected to increase by
25% by 2050 [1]. These areas, characterized by significant socio-economic activities, are
continuously exposed to natural risks (storms, storm surges, cyclones, hurricanes, extreme
precipitation, and flooding) and sea level rise generated by climate change [2–4]. In many
areas, mainly in river deltas, these effects are exacerbated by land subsidence [5–7].
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These challenging environments are characterized by large topographic changes, dif-
ferences in bed cover (rough surfaces alternating with textureless and reflective surfaces),
the presence of water as channels, thin patches and deeper puddles, variations in the
coastline due to the combined effects of human activities on land and sea, regional en-
vironmental modification, and climate change. All these effects can represent important
challenging aspects for the monitoring of these areas [8].

Many studies were conducted by different researchers in the field of high-resolution
deformations monitoring in coastal areas due to erosion and accretion phenomena. Struc-
ture from Motion (SfM) photogrammetry, LiDAR (Light Detection And Ranging), and
Global Navigation Satellite System (GNSS) techniques were used to extract high-resolution
and high-precision digital terrain models (DTMs). The comparison between these data
acquired at different times and co-registered in the same reference system provided the
areas and volumes involved in the deformation processes. In particular, for coastal areas,
erosion and/or accretion can be measured by comparing the 0-level contour lines extracted
from the DTMs [9–11].

In this context, the high-resolution coastline identification becomes a crucial challenge
when analyzing flat areas. Reconstructing past coastlines can be achieved by using archival
data: cartographies, aerial photogrammetry, and satellite imagery [12,13]. In many cases,
more so for historical data, georeferenced digital models cannot be obtained due to the
absence of Ground Control Points (GCPs) coeval with the past surveys and/or the lack of
information about the tidal level when images were acquired. In these cases, the restitution
can be performed directly on 2D orthophotomaps where the unknown tide level, with the
water that can cover large portions when flat areas are involved, can have a very negative
impact on the result of the real coastline [14].

The extraction of coastline from optical images can be performed automatically by
means of various methods developed in recent decades. Supervised [15] and unsuper-
vised [16,17] image classification methods, specific tools (Automatic Coastal Extraction
Tool [18]) and suitable indices [19] can be used. In the latter approach, many indices are
available to detect the coastline in an easy way using satellite images [20–25].

Furthermore, drones equipped with optical and thermal cameras are increasingly used
in environmental surveys. The applications of these sensors on drones are available for
the detection of peat fires [26], wildlife detections and monitoring [27,28], building audits,
forest monitoring [29], agriculture parameters estimations [30], etc. Due to the general low
resolution of thermal images, thermal and optical images can be combined to generate
higher-resolution and high-quality thermal mapping models [31,32]. These data, easily
acquired by low-cost drones, can also find applications in the definition and monitoring of
the coastline.

Several researchers conducted studies for the coastline detection and monitoring using
different methods. Zanutta et al. [33] performed 3-D surveys of the coast in the Emilia
Romagna region (Northern Italy) using the photogrammetric SfM by drone equipped with
optical camera and GNSS (PPK, post-processed kinematics). They demonstrated the ability
of these methodologies for coastline monitoring by using 3D digital models extracted from
the surveys. However, the authors refer to the 0-level coastline extracted from digital
models, but do not investigate the applicability of these methods in the real-time coastline
detection. Michałowska et al. [34] used aerial photographs and orthophotomaps over a
65-year time interval for the coastline monitoring of the southern coast of the Baltic Sea
(Slowinski National Park) in order to study the erosion and accumulation phenomena. They
took advantage of the absence of anthropogenic impact and non-tidal sea with periodic sea
level fluctuations. In this case, the authors compared the foredune toe line, the natural line
formed by vegetation on the beach obtained on the basis of the visual interpretation of the
orthophotomaps. However, with this approach they did not detect the real ground–water
separation. Romagnoli et al. [35] analyzed the evolution of the long-term patterns of coastal
change of Lipari (Aeolian Islands, Italy) in the last 60 to 70 years using a multidisciplinary
approach, which includes aerial photogrammetric images, drone surveys, and satellite
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data, high-resolution multi-beam bathymetry and field observations. The authors digitized
the coastline from orthomosaics for the multi-temporal comparison without analyzing the
aspects linked to the tide level, since the study was focused on the long-term scale.

In the above-mentioned works, the authors focused their analyses on the restitution
and comparison of the 0-level coastline, but the real-time ground–water separation was
not investigated.

Typically, the restitution of the 0-level contour line can be performed by acquiring
high-resolution data (from aerial optical images, LiDAR, GNSS, classical topography, etc.)
of the area under investigation in low tide. In this way, after the generation of the 3D model
(point cloud) and the Digital Terrain Model (DTM), the automatic 0-level contour line is
assumed to represent the estimation of the coastline. On the contrary, the detection of the
real-time coastline is a challenge due to several reasons: (i) high tide and low tide real-time
contour levels can be extracted from DTMs covering areas below the mean sea level, which
may not be available in many cases; (ii) the tidal stations, which provide the tidal elevation,
can be far from the area under investigation, making the information related to the tidal
data less accurate in the study area or with delays or advances compared to the forecasts. In
this context, while the above-mentioned works focused on estimating and monitoring the
coastline related to the 0-level contour line, the real-time coastline detection has received
limited attention.

This work focuses on the identification of the real-time (instantaneous) coastline, in
low tide elevation using high-resolution geomatics techniques. For this aim, the main
objective is to analyze the performances of the different techniques in terms of coverage,
resolution, and accuracy. In addition to the more commonly used techniques, the extraction
of the real-time coastline from thermal imagery by means of a supervised classification
method is performed. Data related to the instantaneous coastline are used for the definition
of the involved transition surfaces from land to sea, taking advantage of several aims:
(i) accurate definition of the free beach area; (ii) boundaries detection of the areas assigned
to bathing facilities and/or for fishing-related activities; (iii) strip of surface interested by
the periodic water fluctuation (periodically flooded, from low tide to high tide and vice
versa) that can be used in the multi-temporal comparisons, etc.

In detail, the real-time detection of the coastline was investigated by means of GNSS
RTK (Real-Time Kinematic) measurements, topographic total station, and SfM photogram-
metric surveys using a low-cost drone acquiring both optical and thermal images. The
test sites were located in the flat area of the Po River Delta (PRD) (an area subject to the
phenomenon of land subsidence in northern Italy) [6]. The Boccasette and Barricata beaches
were investigated at the beginning of 2022 (Figure 1).

In both cases, the coastline in low tide conditions was surveyed simultaneously
with the different techniques, reducing the field work to one hour to avoid different tide
elevations in the acquired data. Thermal images were acquired only for a portion of
Barricata Beach.

The comparison between the different techniques applied in these sample sites was
used to evaluate the accuracy and reliability of the methods. This approach could rep-
resent a valid tool for analyzing the multi-temporal evolution of the coastline, which is
fundamental for long-term monitoring and risk-mitigation activities in the area.

The procedure followed the subsequent phases (Figure 2):

1. Validation of the GNSS RTK real-time coastlines using the polylines measured with
the total station;

2. Extraction of the DTMs and orthophotos from optical and thermal photogrammetric
data;

3. Georeferencing and validation of the photogrammetric data;
4. Restitution of the real-time coastlines on the optical and thermal orthophotos;
5. Extraction of the automatic real-time coastline from the thermal orthophoto;
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6. Comparison between the reference GNSS RTK polylines with those obtained from the
photogrammetric orthophotos, both in terms of distances and surfaces generated by
polyline intersections;

7. Evaluation of accuracies and performances of the different techniques;
8. Extraction of the 0-level contour lines from the DTMs;
9. Extraction of the 0-level contour lines from the DTM generated using an ALS (Airborne

Laser Scanning) LiDAR survey conducted in 2018;
10. Comparison between the obtained 0-level contour lines to evaluate modifications of

the coastlines in terms of erosion and/or accretion in the 2018–2022 period.

 

Figure 1. (a) Location of the Po River Delta (PRD) in northern Italy; (b) location of the studied areas;
Boccasette beach (c) in the Barbamarco lagoon and Barricata beach (d) in the Bonelli Levante basin.

This work is organized as follows. Section 2 introduces the two study areas in the PRD.
Section 3 describes the surveys performed using the different techniques, the available
LiDAR data collected in 2018, the procedures adopted in the processing, and the approaches
used in the coastline comparisons. Section 4 provides the experimental results focusing
on real-time and 0-level coastlines multi-temporal comparisons. Section 5 discusses the
obtained results, and Section 6 summarizes the work and provides some conclusions.
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Figure 2. Flowchart of the methodology proposed in this work.

2. The Study Areas

The coastal areas under investigation, the Boccasette and Barricata beaches, are located
in the PRD. It is the last portion of the Po River basin, subdivided into seven branches that
flow into the Adriatic Sea. In the past, PRD was affected by high values of land subsidence
rates ([14,36,37] and references therein). Currently, the phenomenon, even strongly reduced,
is still ongoing [38–40], and most of the area lies below the mean sea level (in the order of
2–3 m), protected by earthen levees for hydraulic safety [41–43].

The Boccasette beach is a flat coastal portion in the northern part of the main branch
of the Po River (Po di Venezia). It is characterized by fine sand and extends for about
4.4 km in the southeast-northwest direction, from the northern mouth of the Barbamarco
lagoon to the Po di Maistra mouth (Figure 1). Similarly, Barricata beach is a flat coastal
portion in the southern part of the Po di Venezia branch: it is characterized by fine sand and
extends for about 3.2 km in the north-south direction, from the mouth in the center of the
Bonelli Levante basin to the Po di Tolle mouth (Figure 1). Both areas are located outside the
embankments, on islets connected to the earthen levees with two bridges. That of Barricata
is only open in the summer. Additionally, bathing establishments are active in both areas
during the summer, which occupy about 200 m of the beaches around the access bridges.

3. Materials and Methods

3.1. The Surveys
3.1.1. GNSS RTK and Classical Topographic Measurements

The surveys of the coastline were carried out under low tide conditions to reconstruct
the morphology of the studied areas below the mean sea level. Information about tide
elevation was provided by the Forecasting and Tide Reporting Centre (Centro Previsioni
e Segnalazioni Maree) service of the Venice Municipality [44]. Based on these data and
considering the delay reported in the PRD, the survey was conducted on 27 January and 25
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February 2022 for the Boccasette and Barricata beaches, respectively. Measurements were
carried out in winter to avoid interferences with (i) bathing establishments and (ii) other
anthropic activities (fishing, and similar) that are mainly active in summer. In addition, due
to fact that the motion of waves on flat areas greatly complicate the estimation of the ground–
water separation by the operator, the measurements were performed during minimum wind
speed, which minimizes the sea waves motion on the beaches, simplifying the operator’s
choices. The surveys start far from bathing establishments, from the southeastern corner
and from the northern corner in the Boccasette and Barricata areas, respectively (Figure 1).

In both cases, taking into account the minimum tide level (−0.5 m at 13:55 for Boc-
casette and −0.3 m at 13:35 for Barricata), the measurements started half an hour earlier
and ended half an hour later (from 13:25 to 14:25 for Boccasette and from 13:05 to 14:05 for
Barricata), in order to carry out the survey with the three different techniques in the same
tide conditions.

In the GNSS RTK survey a Leica Viva GS 15 GNSS receiver was used. The GNSS
antenna was fixed to the operator’s backpack by measuring the height from the phase center
to the ground (Figure 3a). The sampling rate was set to one second and the operator walked
along the ground–sea transition estimating the real-time coastline in the planned hour. A
total of 3600 and 3035 points were acquired and distances of 4.78 and 3.99 km were traveled
for the Boccasette and Barricata beaches, respectively, with average distance between points
of 1.3 m (in the Barricata the survey finished early due to the minor length of the beach).
Data were registered in the UTM reference system (EPSG:6876 RDN2008/Zone 12, N-E). At
the same time, a total station Leica TCR1201 was used. The station was stationed on a GCP
(used for the low-cost drone survey) and oriented to a second GCP for the co-registration of
the topographic data in the same reference system of the photogrammetric and GNSS RTK
surveys. The measurements were made with a second operator equipped with a prism
that walked along the ground–sea border, estimating the real-time coastline and acquiring
a point every two steps (Figure 3b). After about 1 h, 278 points were acquired covering
0.644 km in Boccasette and 230 points covering 0.568 km in Barricata (average distance
between points of 2.4 m). Subsequently, the ellipsoidal elevations obtained with the GNSS
measurements were converted to orthometric elevations using parameters provided by the
IGMI (Istituto Geografico Militare Italiano).

 

Figure 3. Acquisition of (a) real-time kinematic and (b) topographic points in the Boccasette area. The
photographs highlight the cloudy day, which makes colors uniform (resulting in poor radiometric
changes in the optical images) and presents in the ground–water estimation.

3.1.2. The 3D Photogrammetric Survey Using a Low-Cost Drone

During the survey period, a low-cost drone, Parrot Anafi, equipped with an optical
camera (Sony IMX230) with a CMOS sensor of 1/2,4” and diagonal of 7.83 mm, resolu-
tion of 21 MP, focal length of 4 mm (equivalent focal of 23 mm, 4608 × 3456 pixels in
the image plane), and low-resolution thermal imaging (FLIR camera Lepton 3.5) with
3224 × 2448 pixels in the image plane was used. Before the measurement time, GCPs were
uniformly distributed along the investigated areas (Figure 4a); their location was measured
using the Leica Viva GS 15 GNSS receiver by applying the RTK approach, co-registering
the photogrammetric data in the same reference system of the data acquired with the
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other techniques. In detail, 32 and 29 GCPs were measured in Boccasette and Barricata,
respectively. In the hour of the measurements, for each investigated area, 4 optical pho-
togrammetric surveys longitudinal to the coast were carried out with an overlap greater
than 15% (Figure 4c); each flight was set with an elevation of 60 m, acquiring 6 strips, with
each covering 420 m of the longitudinal coast in about 15 min (the runtime of a single
battery) and with an overlap between the subsequent images greater than 60% (Figure 4).

 

Figure 4. (a) SfM (Structure from Motion) photogrammetric targets used during the surveys; (b) im-
ages acquisition by the low-cost drone; (c) covered surface by the four photogrammetric flights in the
Barricata area; the image (b) highlights the better weather conditions compared to the Boccasette one
(Figure 3), featuring a sunny day that improves the colors brightness (resulting in good radiometric
changes in the optical images).

Finally, 960 optical images were acquired, covering a surface of about 1.68 × 0.21 km,
longitudinal and transversal to the coastline of the Boccasette area. The experience de-
veloped on Boccasette beach allowed us to optimize the time in the acquisition of optical
images in the Barricata area: for this reason, in addition to 1065 optical images (covering
1.58 × 0.21 km) of the ground–water transition area, a new flight was performed only
for Barricata beach during the same hour of survey using the thermal camera. A total
of 55 images were acquired in a strip, setting a flight altitude of 110 m and covering an
area of about 0.32 × 0.07 km of ground–water separation. The thermal camera on the
low-cost drone provided RGB images where the radiometry of each pixel is linked to a
scale of temperature (Figure 5). In this way, the performances of the coastline extraction
from thermal images can be evaluated.
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Figure 5. Optical (a) and thermal (b) images acquired with the low-cost drone, representing the
same portion of the Barricata coastal area (around the GCP 8); the acquired coastal portion can be
subdivided into three main classes. From left to right: the dry sand, the wet sand, and the sea water.
In terms of radiometric changes of the RGB images, the ground–water border is more evident in the
thermal image.

3.2. The 2018 LiDAR Data

An ALS LiDAR survey was carried out in the PRD coastal area, outside the levees,
on 14 April 2018, using the Optech ALTM Galaxy sensor. These data were available at
the Veneto Region (Direzione Pianificazione Territoriale and Unità Organizzativa Genio
Civile di Rovigo) and the Local Authority of “Parco Regionale Veneto del Delta del Po”.
The survey was included in the monitoring activities of the sand islets (where Boccasette
and Barricata beaches are located), considerable storm surge barriers that protect the levees
from the erosive action generated by the motion of the sea waves. The 3D points were
acquired together with ortho-images characterized by GSD (Ground Sample Distance) of
20 cm. Measurements were performed using an integrated GNSS/INS (Inertial Navigation
System) system for georeferencing the data during the low tide elevation, so as to cover
as much as possible of the ground–sea transition area (using a flight altitude of about
1500 m). Finally, orthometric elevations of the acquired 3D points were obtained from the
ellipsoidal one by using the geoid model grids provided by the IGMI. In this way, these
data were co-registered in the same reference system of the surveys previously described
(Section 3.1.1). In a previous work [14], the 0-level coastline was extracted for the PRD area,
including the Boccasette and Barricata case studies (for more details, see Ref. [14]).

3.3. Processing and Comparisons
3.3.1. SfM Photogrammetric Images Processing

The SfM photogrammetric technique was used to generate the 3D point cloud for
both Boccasette and Barricata beaches. Agisoft Metashape software version 1.8.4 [45,46]
was applied together with the coordinates of the available GCPs to georeference the data.
In detail, the GCPs were subdivided in Control Points (CPs, 24 and 22 for Boccasette
and Barricata, respectively) used in the processing, and Check Points (ChPs, 8 and 7 for
Boccasette and Barricata, respectively) used to evaluate the accuracy of the extracted 3D
point clouds [47] (Figure 6).

Subsequently, a DTM and the corresponding orthophoto were generated for both
study areas to extract the 0-level contour line, which is assumed to be the real coastline that
can be used in the multi-temporal comparisons. The survey in low tide elevation provided
clear advantages in the reconstruction of the ground morphology below the mean sea level.
Furthermore, the orthophotos were used to generate the temporary coastline (real-time)
during the surveys, corresponding to a tide elevation of −0.5 m and −0.3 m in Boccasette
and Barricata, respectively. In this case, the restitution of the polylines was performed by
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the operator using the visual estimation of the ground–sea boundary, due to the high noise
of the automatic contour levels extracted from the DTMs in the ground–water transition.

 

Figure 6. Location of Control Points (CPs) (used in the processing) and Check Points (ChPs) (used to
evaluate the accuracy of the extracted 3D models) in the Boccasette (a) and Barricata (b) beaches.

3.3.2. Automatic Real-Time Coastline Extraction from Thermal Images

In the first phase, because the low-cost drone used in the survey provides the thermal
images only in terms of RGB bands, they were used in Agisoft Metashape software version
1.8.4 to extract the orthophoto of the acquired area, which was georeferenced using the
available GCPs detectable on the thermal images.

The obtained data were used in the QGIS software version 3.18 to extract the automatic
polyline representing the real-time coastline. In this way, a pixel-based classification
technique, which includes supervised and unsupervised approaches, was used. In general,
supervised classification provides more accurate results, but is time-consuming and requires
greater use of resources due to the identification of training samples [48]. On the other hand,
supervised classification is commonly adopted in coastline extraction, especially when
high-resolution images are used [49]. For this reason, in this work supervised classification
was applied to estimate land–water separation. This approach subdivides the spectral range
of an image into regions that are linked to a type of land cover. The method requires a priori
knowledge of the land cover type to be classified to correctly choose the training samples.

Using the extracted thermal orthophoto, 10 training samples, equally subdivided in
terms of the number of pixels, were defined to separate water and ground regions (this
procedure was also applied to the optical orthophotos). This way, the orthophotos were
transformed into black and white raster images, and the real-time coastlines were extracted
based on the separation polyline between the pixels belonging to the two regions.

Subsequently, the polylines were optimized by simplifying the form and eliminating
pixel irregularities by introducing new points along the geometry with a step of 2 m
(points-to-path algorithm). This value was chosen to align with the order of the coastline
estimation, resulting in more regular polylines.

From the thermal orthophoto, the restitution of the real-time coastline was performed
by the operator by visual inspection of the land–water boundary.
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3.3.3. Coastline Comparisons

The obtained real-time coastlines were compared to each other, both in terms of
distances and surfaces generated by polyline intersections. This allowed us to evaluate
the following: (i) performances, including accuracies, of the different real-time coastlines
generated using the GNSS RTK, total station, manual and automatic restitution on optical
and thermal orthophotos with the same tide elevation, in both study areas; (ii) multi-
temporal changes using the 0-level contour line derived from the DTMs extracted using
the SfM approach (drone DTM 2022) and the ALS LiDAR survey performed in 2018.

In the first series of comparisons, the GNSS RTK coastline was assumed as the ground
truth due to the accuracy of this technique and the spatial coverage, which is greater than
that of the polylines obtained with the other methods. However, to evaluate the accuracies
linked to the land–water estimation by the operator (depending on the sensitivity of the
operator in the identification of the coastline), which can be very complex on flat areas
influenced by the sea waves motion, the GNSS RTK coastline was compared with the
topographic coastline surveyed by other operators in the overlapped areas, in order to
validate the GNSS RTK data.

Subsequently, the ground truth GNSS RTK coastline was compared with the following:
(i) the restitution on the visible orthophotos; (ii) the restitution on the thermal ortophoto;
(iii) the automatic polyline extracted from the thermal orthophoto.

The comparisons were performed by calculating the 2D distances between the obtained
polylines in the overlapped areas, providing averages and standard deviations. However,
due to the complexity of several portions, which are difficult to evaluate with distances
perpendicular to the polylines, the comparisons between the different coastlines were
performed by calculating the positive/negative areas of the polygons generated by the
polyline intersections. In this study, taking into account the reference GNSS RTK polyline,
positive values were obtained in the sea direction, while negative values were attributed
in the land direction, both for distances and areas. In the comparison of GNSS RTK and
total station polylines using QGIS software version 3.18, perpendicular distances were
calculated from the measured topographic points to the GNSS RTK polyline. Areas were
calculated considering the polygons generated by the intersection between the GNSS RTK
and topographic polylines. The same approach was used when manual and automatic
restitutions were involved.

In this case, the uncertainties derived from the comparison between the reference
polylines with those obtained by the total station and manual and automatic restitutions
were evaluated using the Ratio Index (RI) and the Distributed Ratio Index (DRI) [50]. The
first is obtained by dividing the total areas of the generated polygons with the length of the
reference GNSS RTK polyline. The latter is calculated by taking into account each obtained
polygon, dividing the i-area with the length of the related polyline. This way, statistical
parameters such as average and standard deviation can be calculated in order to provide
the degree of accuracy.

3.3.4. Accretion/Erosion in the 2018–2022 Period

The multi-temporal comparison involved the contour line of 0-level obtained from
the DTMs extracted using the ALS LiDAR measurements performed in 2018 and the
photogrammetric surveys carried out with the low-cost drone in 2022. In the first phase, the
LiDAR data (in the EPSG: 32632 WGS 84/UTM Zone 32N reference system) were converted
into the reference system used in this work.

Similarly to the procedure previously described (Section 3.3.2), starting with the 2018
survey, which is assumed as reference, the comparison was carried out by calculating
areas of the polygons generated by the intersection between the multi-temporal coastlines.
Accretion (positive) and erosion (negative) were linked to the location of the 2022 coastline
compared to the 2018 coastline.
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4. Results

4.1. Photogrammetric 3D Models and Orthophotos

Three-dimensional models were generated by means of the SfM approach for Boc-
casette and Barricata beaches using optical images and the Agisoft Metashape software
version 1.8.4. CPs were used in the processing and ChPs were used to validate the
3D models.

Table 1 summarizes the accuracies in terms of RMSE (Root Mean Square Error). The
obtained values, in the order of a few centimeters, are in agreement with those reported by
Vecchi et al. [9] and Zanutta et al. [33], who worked in similar environmental contexts and
with similar settings of photogrammetric surveys using drones.

Table 1. Number of CPs used in processing, available ChPs (see Figure 6), and comparisons between
the 3D coordinates and the extracted 3D photogrammetric SfM models in terms of RMSE.

3D Model N. CPs N. ChPs
RMSE (cm)

CPs ChPs

Boccasette 24 8 4.1 4.9
Barricata 22 7 3.5 3.8

Subsequently, dense clouds were generated and orthophotos were extracted
(Figures 7 and 8).

Figure 7. (a) Polylines representing the real-time coastlines obtained from the GNSS RTK and
topographic surveys and the manual restitution by visual inspection of the optical orthophoto. The
background is the same orthophoto of the Boccasette beach; (b–d) show the three details (A), (B), and
(C) respectively.

For a portion of the Barricata beach, a different othophoto was generated using the
thermal images. Six CPs were used in the processing based on the available visible targets.
The 3D model was extracted with RMSE on CPs of 0.11 m. After the generation of the dense
cloud, the corresponding orthophoto was obtained.
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Figure 8. (a) Polylines representing the real-time coastlines obtained from the GNSS RTK and
topographic surveys and the manual restitution by visual inspection of the optical orthophoto. The
background is the same orthophoto of the Barricata beach; (b–d) show the three details (A), (B), and
(C) respectively.

4.2. Restitution of Real-Time Coastlines by Visual Inspection

The restitution of the ground–water polyline separation was performed by the op-
erator using visual inspection. This operation was carried out using both optical (for
Boccasette and Barricata) and thermal (only for Barricata) orthophotos. Figures 7 and 8
show the obtained polylines overlapped with the optical orthophotos together with the
real-time coastlines obtained with the GNSS RTK and topographic surveys for Boccasette
and Barricata, respectively.

Details (A) and (B) of Figure 7b,c show the difficulties of the operator in the interpre-
tation of the ground–water separation from the optical orthophoto with little variation in
radiometry of the aerial images (see Figure 3). In these cases, large errors can be performed.
On the contrary, details (A), (B), and (C) of Figure 8b–d show that manual restitution of the
real-time coastline can provide better results when the bands of the aerial images cover a
wide spectrum of the radiometric range.

4.3. Automatic Real-Time Coastline Extraction

Since the low-cost drone used here the thermal imagery from the drone was provided
in terms of RGB bands and the land–water separation is radiometrically clearer compared
to the optical images (Figure 5), we explored a procedure based on supervised classification
to automatically extract the real-time coastline. The availability of only three bands did not
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allow us to apply commonly used indexes (for example NDWI, NDVI, etc.) developed for
satellite images when other bands are available [20,21].

Figure 9 shows the optical and thermal orthophotos of the Barricata beach overlapped
with the polylines generated by means of the following: (i) the GNSS RTK survey; (ii) the
manual restitution using visual inspection on both optical and thermal orthophotos; (iii) the
automatic polyline extracted from the supervised classification.

 

Figure 9. (a) Polylines representing the real-time coastlines obtained from the GNSS RTK (i), the
manual restitution by visual inspection of the optical (ii) and thermal (iii) orthophotos, the automatic
polyline obtained from the supervised classification of the thermal orthophoto (iv). The location of
the thermal data on the optical orthophoto of the Barricata beach is also reported; (b) detail of the
thermal orthophoto; (c,d) show the two details (A) and (B).

Details (A) and (B) of Figure 9c,d show that all the obtained polylines representing the
real-time coastline are very closed, with maximum distances in the order of a few meters.

4.4. Real-Time Coastlines Comparisons

Real-time coastline comparisons were made in terms of distances and surfaces gen-
erated by polyline intersections. Figure 10 shows the distance comparisons between the
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polylines surveyed with the GNSS RTK technique and the total station topographic instru-
ment, both for the Boccasette and Barricata case studies.

Figure 10. Comparison between GNSS RTK and the total station surveyed polylines representing
the real-time coastline both for Boccasette and Barricata beaches: (a) distances assuming the GNSS
polyline as reference in Boccasette; (b) distances assuming the GNSS polyline as reference in Barricata;
(c) distribution of the calculated distances.

The calculated differences were classified into three groups: (i) less than 1 m; (ii) be-
tween 1 and 3 m; and (iii) greater than 3 m. These values were chosen based on the type
of the analyzed surfaces (in this case flat areas) and the difficulties in the definition of the
real-time coastline due to the motion of waves on the beach. While differences less than
1 m are not significant within the accuracy of the estimation, values between 1 and 3 m can
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be acceptable. On the contrary, differences greater than 3 m highlight errors in the detection
of the real-time coastline.

The same approach was used in the comparison between the GNSS RTK technique
and the polyline extracted by the visual inspection on the orthophotos. Figure 11 shows
the obtained results together with the distribution of the distances in the three groups
previously defined.

Figure 11. Comparison between GNSS RTK and photogrammetric polyline obtained from visual
inspection of the optical orthophoto, representing the real-time coastline both for Boccasette and
Barricata beaches: (a) distances assuming the GNSS polyline as reference in Boccasette; (b) distances
assuming the GNSS polyline as reference in Barricata; (c) distribution of the calculated distances.

Figure 10a,b show a substantial equilibrium between generated positive and negative
distances when the GNSS RTK and the polylines surveyed by the total station are compared,
both on the beaches of Boccasette and Barricata. On the contrary, Figure 11a,b show
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significant positive distances obtained in Boccasette and negative distances in Barricata,
highlighting that the photogrammetric restitution was very different compared to the GNSS
RTK measurements.

In addition, in Boccasette 25.7% of the differences provided values greater than 10 m,
while in Barricata only 0.01% of the distances provided values greater than 5 m, showing
that the SfM technique, together with the restitution by visual inspection on the orthophoto,
provided very different results in the two studied areas.

The accuracy of the comparison in terms of surfaces generated by the polyline inter-
sections can be evaluated using the RI and DRI indexes. Tables 2 and 3 show the results
obtained for the Boccasette and Barricata case studies.

Table 2. Length, RI, and DRI values derived from the comparison between the GNSS RTK reference
polyline with: (i) the survey performed using the total station; (ii) the restitution by visual inspection
of the optical orthophoto considering the overlap length with the total station polyline; (iii) the
restitution by visual inspection of the optical orthophoto considering the whole dataset for the
Boccasette case study.

Comparisons Length (m) RI
DRI

Min (m) Max (m) Average (m) St. Dev. (m)

GNSS – Total station (i) 635.73 0.47 0.00 0.78 0.21 0.21
GNSS – Restitution (optical) (ii) 635.73 4.67 0.03 6.08 2.63 2.77
GNSS – Restitution (optical) (iii) 2628.52 8.81 0.03 10.60 4.09 3.75

Table 3. Length, RI, and DRI values derived from the comparison between the GNSS RTK reference
polyline with: (i) the survey performed using the total station; (ii) the restitution by visual inspection
of the optical orthophoto considering the overlap length with the total station polyline; (iii) the
restitution by visual inspection of the optical orthophoto considering the whole dataset; (iv) the
restitution by visual inspection of the optical orthophoto considering the overlap length with the
thermal data; (v) the restitution by visual inspection of the thermal orthophoto; (vi) the automatic
polyline extracted from the thermal orthophoto for the Barricata case study.

Comparisons Length (m) RI
DRI

Min (m) Max (m) Average (m) St. Dev. (m)

GNSS – Total station (i) 563.79 0.52 0.01 0.99 0.22 0.22
GNSS – Restitution (optical) (ii) 563.80 0.93 0.02 1.43 0.46 0.38
GNSS – Restitution (optical) (iii) 1649.78 1.63 0.02 2.41 0.52 0.55
GNSS – Restitution (optical) (iv) 281.30 2.90 - - - -
GNSS – Restitution (thermal) (v) 281.30 1.29 0.22 1.49 0.89 0.56
GNSS – Automatic (thermal) (vi) 281.30 2.76 0.08 3.53 1.18 1.36

4.5. Multi-Temporal Coastlines Comparisons

The comparisons between the 0-level coastline extracted from the ALS LiDAR survey
performed in 2018 and the 0-level coastlines extracted using the DTMs obtained from
surveys carried out with the low-cost drone in 2022, both for Boccasette and Barricata
beaches, are shown in Figure 12.

Polygons generated by the intersection of polylines were classified as erosion (red,
when the 2022 drone-based coastline falls in the land direction compared to the 2018 ALS-
based coastline) and accretion (green, when the 2022 drone-based coastline falls in the sea
direction compared to the 2018 ALS-based coastline).

On Boccasette beach, accretion of 13,751 m2 was mainly located in the south of the
analyzed area where the Barbamarco lagoon opens in the Adriatic Sea. On the contrary,
erosion (14,551 m2) was evident in the northern portion (Figure 12a).
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Figure 12. Multi-temporal comparison between the 0-level coastlines obtained from: (i) the survey
performed in 2018 (ALS LiDAR); (ii) the DTMs generated using the surveys carried out in 2022 with
the low-cost drone applying the SfM approach: (a) Boccasette and (b) Barricata study areas. The
background are the optical orthophotos extracted using the data acquired in 2022.

For Barricata beach, accretion of 21,783 m2 was detected almost completely in the
central portion of the study area, while erosion (14,223 m2) was located exclusively in the
south and, mainly, in the north of the beach, where the Bonelli Levante basin opens into the
sea (Figure 12b).

5. Discussion

5.1. Analysis of the Results

The detection of the real-time coastline performed by two operators and using the
ground-based GNSS RTK and the total station was very similar, both for Boccasette and
Barricata beaches (Figure 10). The differences provided average values of less than 10
cm and standard deviation in the order of 60–70 cm in very challenging areas (Figure 3).
For 90% of the points, the differences were less than 1 m in both cases. However, while
the GNSS RTK allowed the coverage of 4.78 km for Boccasette and 3.99 km for Barricata
within the survey time, the total station had a more limited spatial coverage of 0.64 km and
0.57 km, respectively. For this reason, the GNSS RTK polyline, validated using the total
station in the overlapped area, was assumed as the ground truth of the real-time coastline
for both study areas.

Involving the restitution performed using visual inspection of the optical orthophotos,
the results of the comparison with the GNSS RTK polyline for Boccasette and Barricata
were very different. While for Barricata the differences provided an average of 1.5 m and a
standard deviation of 1.4 m, these values in Boccasette drastically increased up to 9.1 m and
11.4 m, respectively. Moreover, the points with distances greater than 3 m increased from
15% in Barricata to about 60% in Boccasette (Figure 11). The difficulty in interpreting the
land–water boundary by the operator is evident when the radiometry of the optical images
presents very small variations (Figure 3). On the contrary, the perception of the land–sea
separation is much clearer on sunny days (Figure 4b), where the radiometric changes of
the optical images cover a wide range of the spectrum. However, the automatic real-time
coastline extracted using the radiometric approach and the supervised classification of the
optical orthophotos failed both for Boccasette and Barricata case studies. The radiometric
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changes along the ground–water separation were not enough for the automatic detection.
This result is in agreement with previous studies conducted in the same areas using aerial
photographs. The poor quality of the images increases the errors of manual and automatic
restitution of the coastlines [11,14].

In addition, the ground-based GNSS RTK approach is preferable, compared to the
drone-based SfM approach, also in terms of costs and spatial coverage, since in the hour of
survey with the low-cost drone only 50% of the GNSS RTK polyline was covered.

Similar considerations can be developed by analyzing the RI and DRI indices, when
surfaces generated by polyline intersections were generated (Tables 2 and 3). In particular,
Table 3 (Barricata case study) shows that the comparison between the GNSS RTK polyline
and the restitution by visual inspection on the optical orthophoto related to the same spatial
coverage provided RI and DRI values of distance about two times greater than the GNSS
RTK and total station comparison. Considering the problems related to the ground–water
estimation in these areas, the deterioration of the results was still limited and acceptable
for many applications, when the survey was performed in good weather conditions that
provided significant radiometric changes of the optical images. On the other hand, the
aerial images acquired in bad weather conditions were characterized by poor radiometric
changes that provided unacceptable estimation of the coastline (Table 2).

The polyline obtained from the thermal orthophoto provided better results (Table 3).
In the overlapped area the RI index was reduced from 2.9 m (GNSS RTK and restitution
by visual inspection on the optical orthophoto) to 1.29 m (GNSS RT and restitution by
visual inspection on the thermal orthophoto), due to the better radiometric separation of
the ground–water boundary on thermal images (Figure 5). The automatic extraction of the
real-time coastline slightly improves the results obtained with the optical orthophoto, but
with clear advantages of the automatic approach when wide areas must be analyzed.

Considering the promising results of the supervised classification, in future develop-
ments the automatic real-time coastline extraction from thermal images will be analyzed
more in detail by also using suitable indices developed for multispectral satellite images
and adapted to RGB thermal images.

Multi-temporal comparisons of the 0-level contour line in the 2018–2022 period pro-
vided general erosion in Boccasette and accretion in Barricata. However, while the cal-
culated erosion in Boccasette was very limited (the average retreat of the coastline was
about 0.5 m), in Barricata the accretion was more evident (the average advancement of
the coastline was about 4.7 m). The modifications in the analyzed period could be due
to several factors such as the dynamics of the nearshore, the morphology of the lagoon
behind the two studied beaches, the effects of the storm surges that occurred in the two
areas, etc. However, these values are also strongly influenced by both the accuracies of the
3D models and seasonal changes (the ALS LiDAR survey was performed in April 2018 and
the photogrammetric SfM surveys were performed in January and February 2022).

5.2. Comparison with Previous Research Works

The results of this work were compared with some others research studies conducted
in a similar coastal environment with analogue aims.

Lee et al. [51] performed accuracy and efficiency tests using a total station and a
GPS RTK for the measurements of spot points and continuous walking data by means
of a backpack system at the Gosapo macro-tidal sand beach (Republic of Korea). They
found accuracies of the data in the order of a few centimeters, in agreement with the
results obtained in this work regarding the comparison between total station and the GNSS
RTK data.

On the other hand, the accuracies of the coastlines obtained from optic and thermal or-
thophoto were also compared with those estimated by using multispectral satellite images.

Marchel and Specht [52] extracted the coastline at the public beach in Gdynia (Poland)
using a DJI Matrice 300 RTK UAV. They generated the Digital Surface Model (DSM) and
the orthophotomosaic of the studied area from which the ground–water separation was
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extracted. In addition, the authors marked out the coastline course using high-resolution
Pléiades Neo satellite imagery (resolution 0.5 m) and Hexagon Europe satellite images
(resolution 0.3 m). They calculated the accuracy of the obtained coastlines using a reference
polyline measured with a GNSS RTK receiver. The results provided differences of less than 1
m between the UAV and GNSS RTK coastlines. However, this value, which is slightly better
than the one obtained in this work, is strongly influenced by the radiometric characteristics
of the optic images, depending mostly on the weather conditions and, consequently, the
quality of visual inspection.

El Kafrawy et al. [53] compared and evaluated six coastline extraction methods applied
to a Landsat8 2015 image related to the Ras El-Hekma (Egypt) coastal zone. They used the
reference 2015 coastline extracted from high-resolution imagery of Pléiades B1 (resolution
0.50 m). The results of the comparisons provided by the authors showed 90% of shifting
distances in 1 pixel (30 m), highlighting a close correlation between accuracy and pixel size
of the satellite images.

Alcaras et al. [50] extracted the coastline of a coastal area close to the delta of the
Nestos River, in the Northern Aegean Sea (Easter Macedonia and Thrace, Greece) from very
high-resolution (VHR) Pléiades imagery. They extracted the coastline using the Normalized
Difference Water Index (NDWI) obtained and processed from both initial images and pan-
sharpened images. The authors compared the extracted polyline with the reference one,
manually achieved from the panchromatic image. Results of the comparisons provided RI
and DRI values comparable with those obtained in this study.

In these last works, the automatic extraction of the coastline was facilitated by the
use of multiband satellite images and limited by the ground pixel size [23,50]. On the
other hand, with low-cost thermal cameras on drones, the advantage was the acquisition of
images with higher resolution, allowing the authors to obtain good results in the automatic
coastline extraction—even with only three bands.

6. Conclusions

In this work the detection of the real-time coastline in the flat areas of Boccasette and
Barricata beaches (PRD, northern Italy) was investigated. Performances of the GNSS RTK
technique, total station topographic instrument, and the photogrammetric SfM approach,
using both optical and thermal images acquired with a low-cost drone, were analyzed.

According to the comparisons, the best performances in the detection of the real-time
coastline in terms of costs, accuracies, and spatial coverage were obtained using the GNSS
RTK technique. Nevertheless, drone-based survey by means of optical and thermal cameras
allows for the following: (i) the production of the 3D model of the study area using the
optical images, with the extraction of the 0-level contour line, useful in the multi-temporal
comparisons; (ii) the real-time coastline detection using automatic procedures based on
supervised classification of the thermal images. However, the drone-based survey cannot
cover the length of the GNSS RTK measurements in the same working time.

Finally, the ground truth real-time coastline obtained from images using visual inspec-
tion or the automatic approach can provide significant errors. This work demonstrated
the advantages of the ground-based GNSS RTK survey of the real-time coastline as a
reliable ground truth. It can be used as a high-accuracy reference to evaluate the perfor-
mances of polylines extracted from optical and/or thermal images and acquired from
different platforms.
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Abstract: The Balearic coastline presents an environmental and biological heterogeneity, which
confers great complexity on the marine environment and treasures important biodiversity, both at
the level of species and marine communities. The endemic phanerogam of the Mediterranean Sea,
Posidonia oceanica, holds a pivotal role in maintaining high biodiversity, warranting protection as
stipulated in the Posidonia Decree 25/2018. The purpose of this study is to provide quantitative
criteria that will allow the delimitation of areas with Posidonia oceanica for conservation and to aid
planning and management of this species, contributing to the reduction of biodiversity loss caused by
anthropogenic impacts and global change. Utilizing a comprehensive approach, the study employs
photo interpretation of aerial photographs taken at depths between 0 and 5 m, data from Side-Scan
Sonar (SSS) campaigns, reprocessing information from the LIFE Posidonia project at depths between
20 and 30 m, and targeted sampling using Remote Operated Vehicles (ROV) and ocular recognition
at strategic points. The research not only seeks to assess the present state of the phanerogam but
also analyzes its evolution, establishing a technological database for consultation and integrated
analysis. This database facilitates effective management by tracking habitat changes, representing a
significant contribution to the understanding of the impact of global change on ecosystems through
Geographical Information Technologies (TIGs).

Keywords: Posidonia oceanica; Balearic Sea; TIG; SSS

1. Introduction

Posidonia oceanica, an endemic phanerogam of the Mediterranean Sea [1], forms exten-
sive meadows around the Balearic Islands, known as submarine forests. These meadows
are essential for the ecosystem as they host a diverse range of species and provide crucial
benefits. They serve as shelters for numerous organisms, produce oxygen daily while ab-
sorbing carbon dioxide, and generate a significant amount of biomass annually. Moreover,
they can form long-lasting barrier reefs or seagrass. Additionally, these meadows play a
vital role in defining and protecting beaches. During winter, the accumulation of leaves on
the beach, known as banquettes, stabilizes the seafloor and mitigates the impact of waves
on the coast. Furthermore, the shells of the epiphytic calcareous organisms on P. oceanica
leaves contribute to the formation of whiter beaches [2–4].

P. oceanica is the dominant seagrass species in the Mediterranean, where this endemic
species covers about 50,000 km2 above 45 m depth (estimated by [5]). This species develops
extensive meadows, which are structurally and topographically complex, as the growth
of the vertical rhizomes of the plant, acting along millenary time scales [6], develops reefs.
These meadows represent one of the most productive ecosystems in the Mediterranean
Sea, with a net primary production of about 1000 g DW m’ year-1 [7]. The clear waters and
shallow slopes characteristic of the Balearic Islands allow the development of extensive
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P. oceanica beds, which probably represent the dominant marine ecosystem on the coast
of the Balearic Islands. Yet, our knowledge on the extent, status, ecology, and functions
of these important ecosystems in the Balearic Islands is still meager. Moreover, the body
of knowledge from before the 21st century on the ecology of these meadows, including
information on their presence in the Cabrera island [8] and the Bay of Palma [9], the
impacts of aquaculture operations at Fornells Bay (Menorca [10]), carbonate production
in Pollença Bay [11], and some aspects of their palaeodynamics [12], is scarce. Seagrass
ecosystems are under pressure worldwide [13], including the Balearic Islands (e.g., [14]), so
the conservation of these important ecosystems calls for increased efforts to understand
their ecology and role in the ecosystem, as well as to formulate effective conservation
strategies [15].

P. oceanica is highly sensitive to environmental changes, which makes it an excellent
indicator of water quality. Recognizing its significance, it has been designated a habitat of
priority interest for the EU since 1992 [16]. Various regulations, such as Decree 25/2018 [17],
have been put in place to protect and conserve P. oceanica. However, despite these pro-
tective measures, this vital community faces threats due to an increase in activities in the
Balearic waters, endangering its conservation status. Anchoring, uncontrolled mooting
of boats, trawling, beach regeneration, desalination plants, and other direct impacts pose
significant risks.

In some parts of the Balearic Islands, up to 40% of them have disappeared, mainly due
to the damage caused by the anchors of recreational boats. According to the results of a
study carried out by researchers, the extent of Posidonia has been reduced by between 13%
and 38% since 1960, and since the 1990s, the density of Posidonia bundles has decreased by
50 %. That is why it is very important to have an updated, detailed cartography [18].

To address this situation, the Balearic government approved Decree 25/2018 [17],
aiming to ensure the compatibility of human activities with the protection of P. oceanica and
its habitat. In order to achieve this, it is necessary to conduct a comprehensive, continuous,
and high-quality cartography of P. oceanica surrounding the Balearic Islands, utilizing the
latest and most advanced technologies available. This includes photo interpretation of
aerial photographs in shallow areas (0–5 m), SSS (Side-Scan Sonar) campaigns, sampling
using ROVs, and others. The initial contribution, presented in “Mapping of the Marine
Habitats of the Balearic Islands: Compilation of Layers and Benthic Communities [19],”
underscores the imperative to enhance and expand current cartography. This pertains not
only to the broader spectrum of bionomic considerations but also to the comprehensive
evaluation of habitat conservation statuses. The present study emphasizes the lack of
cartography information on the Serra de Tramuntana coastline and the necessity to enhance
and update knowledge about habitat conservation in vulnerable areas such as the Bays of
Pollença, Alcúdia, and Fornells, among others.

One of the first results obtained with this project is the continuous mapping of the
seabed of the entire Balearic Islands and the approximation of the state of conservation of
this seabed based on bibliographic information. Secondly, this work has allowed us to detect
information gaps and discriminate information that is outdated, both at a cartographic and
biological level.

The final map of the Balearic Islands includes a total of 55 habitats mapped over an
area of 5067.67 km2 of seabed, ranging from 0 to 50 m of practically all the seabed that
surrounds the islands, up to 400 m in the channel of Menorca and up to 100 m in the
Mallorca canal. This surface represents 22% of the surface of the Balearic Sea (up to 700 m
deep) and 40% of the continental shelf of the Balearic Islands (up to 200 m). Partial results
were also published for the island of Mallorca [20].

In this first global approximation, the predominant marine habitat is P. oceanica, with
an area of 459.77 km2. However, large areas continued without data mapping (for example,
Serra de Tramuntana region).

Therefore, the primary objective of this work is to accurately determine the precise
location of P. oceanica in the Balearic Sea, specifically between 0 and 35 m, including
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the Serra de Tramuntana region. This research also aims to evaluate the evolution and
conservation status of P. oceanica meadows, ultimately leading to the development of an
effective management plan.

Study Area

The Balearic Sea is a subdivision of the western basin of the Mediterranean Sea,
located between the Balearic Islands (Mallorca, Menorca, Eivissa, and Formentera) and the
Spanish coast (Figure 1). It is limited in the southwest by the cape of Sant Antoni (38◦50′N–
0◦12′E) and extends to the cape of Barbaria in the extreme southwest of Formentera. In the
southeast of Formentera coast, it extends from Punta Roja, the eastern end, to the southern
Cabrera (39◦7′N–2◦54′E) and the islet of l’Aire at the extreme south of Menorca, and from
the northwest of the east coast of Menorca to cape Favàritx (40◦0′N–4◦14′E) until the San
Sebastián cape (14◦54′N–3◦10′E).

 
Figure 1. Location of the Balearic Islands. Red frame, location of the Balearic Islands in the western
mediterranean.

The study area of the Balearic Sea includes the marine platform that surrounds the
Balearic Islands from 0 to 35 m deep, including the islets. When P. oceanica is observed, this
marine phanerogam is included in the List of Wild Species under the Special Protection
Regime of the Balearic Islands [21] and the Spanish Catalog of Endangered Species [22]. It
is also listed in Annex I of the Berne Convention [23], Annex II of the Barcelona Conven-
tion [24], and Annex I of Directive 92/43/EEC on the conservation of natural habitats and
wild fauna and flora (as a habitat) [16].

P. oceanica is an endemic marine phanerogam of the Mediterranean, similar to terrestrial
plants with leaves, flowers, and fruits, but it lives permanently submerged between the
surface and 30 m deep, where there is still enough light to allow it to perform photosynthesis.
In places where the transparency of the waters is greater, such as the Balearic Archipelago
or the Eastern Mediterranean, the distribution of this species can reach depths of up to
40–45 m [25,26].

2. Methods

The P. oceanica cartography of all the Balearic Islands presented in this study is the
result of the use of different techniques (Figure 2).
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Figure 2. Methods flowchart.

Photo interpretation of aerial photographs between 0 to 5 m deep; digitalization and
photo interpretation based on the orthophotos of the National Aerial Orthophotography
Plan 2018/19, supported by all previous coverages available.

Side-Scan Sonar campaign (SSS) between 0 to 35 m: through 2 sonar models with
a frequency range between 100–500 kHz and 500–900 kHz, and the use of SonarWiz v7
software for data acquisition.

Reprocessing of available information from the LIFE Posidonia project between 20 and
30 m deep: bionomic cartography carried out in the LIFE Posidonia project of the Balearic
Islands (LIFE00/NAT/E/7303).

In the case of the islands of Eivissa and Formentera, a new cartography was also
prepared based on the following works: collection and analysis of the information available
in the study area of the Socioenvironmental Observatory of Menorca and Natural History
Society of the Balearic Islands [19], Consell de Eivissa (Calas de Ibiza, 2018), OCEANSNELL
(reference cartography in Formentera, 2016), LIFE Posidonia Project (2010) and Ecocartog-
raphy (Ministerio de Agricultura, Pesca y Alimentación, 2008).

Finally, the government of the Balearic Islands carried out a punctual sampling cam-
paign to check the correct identification of marine habitats in the priority areas for inconsis-
tencies, etc., with a ROV (underwater Drone) and a bathyscope.

Therefore, an inventory and compilation of the existing cartography were carried out;
photo interpretation between 0 and 5 m deep, a program of specific sampling, a Side-Scan
Sonar campaign on the island of Majorca between 0 and 30 m deep (detailed information
on the typology of the funds and the limits determined with a resolution of 1 m, carried by
different companies contracted by the government of the Balearic Islands to carry out field
work [27]); the reprocessing of the information available from the LIFE Posidonia Project in
Mallorca, between 20 and 30 m deep and processing and integration of the cartography.

For prospecting work with Side-Scan Sonar, a DGPS was used. It is an optimal
differential positioning receiver for bathymetric and geophysical surveys, thanks to its high
resolution and 20 kHz position update. The SBAS, BEACON and OMNISTAR differential
corrections are applied to this receiver. At the same time, it supports RTK corrections
up to 50 cm. Navigation for plotting the campaign line plan was carried out using the
Hypack 2018 v1.18.1.0 Software. This software provides position and route details on
high-resolution color screens. The operator enters track indication details, seabed features
and risk areas, which can also be recorded and viewed on screen to aid in vessel positioning.
Navigation and positioning data are reviewed and evaluated before positions are calculated
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and quality indicators are generated. Said navigation was executed on a plan of lines of
work generated in the office, which were distributed throughout the field of study to
cover the greatest possible extension. It is of great importance to emphasize that this
extension was carried out being aware of the limitations that work at sea entails, such as
the maneuverability of the vessel, unforeseen underwater events (shoals or submerged
rocks), lack of space in coves and bays, etc.

For the acquisition of indirect data, two 500–900 kHz dual-frequency Side-Scan Sonar
(SSS) units were used to appreciate the different types of bottom and the limits between
them with a high degree of detail and thus achieve a mosaic with resolution of pixels of the
order of 0.1 × 0.1 m (Figure 3).

A
B

C D

Figure 3. (A) Side-Scan Sonar Campaign Plan—Detail Example. (B) Image acquisition with SonarWiz
7 software. (C,D) Examples of the interpretation of geomorphological maps from SSS.

During field work, the SSS was coupled to a “fish” towed by a boat. In order for the
geopositioning of the transects to correspond as closely as possible to reality, a correction
was applied to suppress the distance between the “fish” and the boat, which is where the
GPS system is located.

The sonar is composed of a torpedo-shaped underwater vehicle with two transducers,
a Transceiver and Processing Unit (TPU) from which the acoustic pulses are generated and
a Kevlar cable that tows the equipment and transmits the data. The records are sent to a PC
for viewing and storage using the appropriate software. The reflection of the signal coming
from the bottom is captured by the same transducers, amplified and transmitted through
the towline to the recorder, where the corresponding signal is digitized and sent to the PC
where the appropriate software processes and stores it.

The data acquisition was carried out with the specific software, SonarWiz 7, which
allows the data to be acquired in real time and the data files to be recorded every minute
for subsequent processing. While observing the computer screen with real-time acquisition,
both lengths and heights of objects can be measured with great precision, while complex
areas can be magnified for further study. For the correct use and geographical orientation
of the sedimentary forms and other types of bottom, as well as other objects found, a post
processing of the image was carried out. The depth of the SSS with respect to the bottom
was regulated so that the maximum sweep range was 75 m per band, and it was ensured
that there was only a 10–15% overlap between adjacent transects.
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2.1. Side-Scan Sonar Data Processing

Once the raw Side-Scan Sonar files were obtained by the field teams in XTF (eXtended
Triton Format) format, they were processed with the SonarWiz7 software. This software
allows the visualization, edition and treatment of these files, therefore it was used to
eliminate the sheet of water from all the data (Bottom track), correct and smooth navigation,
apply image filters, and export of the data in the form of a georeferenced mosaic. The
post processing was carried out with the SonarWiz7 software from Chesapeake, with the
correction of the range, correction of the navigation, application of filters and finally, the
composition of the mosaics (reflectivity map in photographic form of the background).

The integration of all the previously mentioned raw information was carried out with
the specific software ArcGis 10.4. This software allows the superimposition of different
sources of georeferenced information, which is necessary for the digitization of the different
morphologies of the seabed. The digitization of the limits of the seagrass meadows was
carried out with the highest possible precision and at a minimum spatial scale of 1:800.
All bald spots, voids and channels of relevant size within the identified meadows were
represented. When digitizing marine phanerogams observed as discrete spots, a minimum
area of 100 m2 was considered. However, in the majority of instances, the entire entity was
meticulously represented, distinctly delineated from its surroundings, and characterized
according to one of the established categories.

2.2. Reprocessing Methodology

In order to process and analyze the information correctly, the layers were projected
to the ETRS89 UTM Zone 31 projection system, applying the transformation “ED50 to
WGS84 NTv2 Baleares”. Subsequently, the original topology was reviewed and corrected
in all complete layers, covering the entire surface. In each layer, the original information
was preserved, and the following fields were created in their corresponding attribute
tables. All the geometry errors that the original layers had, such as overlaps and gaps
between polygons, were debugged. Processing and integration of the cartography: All the
cartography was integrated in a single layer by grids.

3. Results

3.1. Cartography of Posidonia oceanica

The final product is the generation of homogeneous, continuous, and high-quality
cartography of marine habitats, especially P. oceanica, which surrounds the Islands of
Mallorca, Menorca, Eivissa, and Formentera, ranging from the coastline to approximately
35 m deep (Figure 4A–D). In addition, the data obtained by SSS have a resolution of the
order of 0.2 m, allowing differentiation of the different types of funds and the precise
determination of their limits.

The results are shown in Table 1.
The total area of the habitats containing P. oceanica in the study area is 592.82 km2,

surpassing [27] the suggested area of 375 km2 by 93.40%. The final cartography, a result
of diverse methods, including SSS techniques, photo interpretation, and GIS corrections,
reveals a mapped P. oceanica area of 553.68 km2 between 0 and 35 m deep in the Balearic
Sea around the Balearic Islands (Table 1). Especially, an area of 135.40 km2 was mapped in
the islands of Eivissa and Formentera (Figure 4A,B), 338.92 km2 in Mallorca (Figure 4C),
and 79.37 km2 in Menorca (Figure 4D).

Figure 5 illustrates a substantial shift in the Alcanada area, previously dominated by P.
oceanica, now characterized by a prevalence of photophilic algae. Numerous voids, notably
elongated and some ellipsoid in shape, between 1 and 3 m by 2 and 3 m, are evident.

In the western Bay of Palma (Figure 6), a 2 km long by 1 km wide area of dead P.
oceanica rhizome (03051203) is observed, surrounded by meadows on dead plants (rhizome)
covering 3 by 3 km, indicative of degradation.
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Figure 4. (A) Map of the habitats containing P. oceanica in Eivissa. (B) Map of the habitats containing
P. oceanica in Formentera. (C) Map of the habitats containing P. oceanica in Mallorca. (D) Map of the
habitats containing P. oceanica in Menorca.

Table 1. Summary table of the surface of the habitats containing P. oceanica in the Balearic Islands,
from 0 to 35 m deep (in km2).

Area (km2)

Atlas Posidonia Ibiza/Formentera Mallorca Menorca Total

Photophilic algae on stone with Posidonia oceanica (0301C) 2.2465 6.1898 3.3025 11.7388

Posidonia oceanica barrier reef (03051202) 0.0897 0.3048 0.1089 0.5034

Dead plant of Posidonia oceanica (03051203) 0.0026 0.3535 0.1375 0.4936

Posidonia oceanica (030512) 135.4006 338.9158 79.3673 553.6837

Posidonia oceanica on stone with sand (0304D) 0.7505 20.0409 0.2852 21.0765

Posidonia oceanica meadows on dead plant (rhizome)
(03051201) 0.0964 5.2298 0.0015 5.3278

Total 138.5863 371.0346 83.2030 592.8238

The cartography in Cala Pudent unveils a distinct 1.17 km long and 1 m wide line and
voids parallel to the coast in the western sector of the Bay of Palma, about 2 km long and
2 m wide.

For the first time, a detailed mapping of the Serra de Tramuntana marine platform
between 0 and 35 m depth was conducted (Figures 7 and 8). Figure 7 displays the P. oceanica
map in Pollença Bay and part of the Serra de Tramuntana, showcasing metric-sized holes
within the mapped area. Notably, there are 4 km-sized voids with very rectilinear shapes.
The cartography also identifies areas where Posidonia returns to colonize on top of dead
rhizomes (03051201). The cartography of the Serra de Tramuntana reveals a significant
presence of photophilic seaweed on rocks with P. oceanica (0301C), and P. oceanica (030512)
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is observed in isolated spots or continuous meadows on stone with sand (0304D). Notably,
P. oceanica (030512) presence is low in the Port of Sóller.

Figure 5. Map of the habitats containing P. oceanica in Alcanada, specifically the northwest area
of Mallorca.

Figure 6. Map of the habitats containing P. oceanica in Palma Bay, especially the southwest area
of Mallorca.
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Figure 7. Map of the habitats containing P. oceanica in Pollença Bay, especially the north area
of Mallorca.

Figure 8. Map of the habitats containing P. oceanica in the Sóller Port, especially the north area
of Mallorca.

3.2. Conservation of Posidonia oceanica

An evaluation of the conservation status of P. oceanica was conducted based on the
sampling program results for dead bushes (Figure 9A–D). The presence of dead bushes or
areas of dead rhizome without foliar apparatus indicates meadow regression, providing
crucial information about conservation and evolution.
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A B 

C D 

Figure 9. (A). Location of the sampling stations with the presence of dead plant in Eivissa Island.
1 Cala Llonga, 2 Santa Eulària Bay, 3 Es Canar, 4 Cala san Vicent, 5 Portinatx, 6 Cala Xarraca, 7 Cala
Porcs, 8 Cala Bassa, 9 Cala Vedella, 10 Platja d’en Bossa and 11 Cala Talamanca. (B) Location of the
sampling stations with the presence of dead plants in Formentera, 1 Platja de Migjorn and 2 Cala
en Baster. (C) Location of sampling stations with presence of dead plant in Mallorca, 1 Sóller Port,
2 Palma Nova, 3 Illetes, 4 South Palma, 5 Es Caló, 6 North Alcúdia (Alcanada), 7 Pollença Port and
8 Platja de Formentor. (D) Location of sampling stations with presence of dead plants in Menorca,
1 Cala Pregonda, 2 Cala Mica, 3 Cala Rotja, 4 Cala en Tusqueta, 5 Na Xeringa and 6 Es Grau Bay.

In Eivissa, the Sant Antonio Bay reflects a highly degraded bottom with no P. oceanica
presence. Formentera exhibits a well-preserved P. oceanica meadow, with dead plants
identified only in Platja d’es Mitjorn and Cala en Baster (Figure 9A).

Mallorca, along with Eivissa, exhibits the worst P. oceanica meadow conservation.
Eight zones, including the Pollença Bay and Alcanada area, show the presence of dead
plants (Figure 5). The Pollença Port area has a degraded background, making cartography
challenging. The Formentor Beach displays medium-low P. oceanica conservation, with
identified patches of dead plants (Figure 7). In Sóller Port (Figure 8), some patches of dead
plants were identified, though more grassland was found than initially thought.

Along the north coast of Menorca (Figure 9D), various locations with dead plants were
identified, with Cala en Tusqueta being the most impacted. The presence of Cymodocea
nodosa competing for space is notable. The importance of preserving areas of dead plants
for P. oceanica regeneration is observed on this island.

4. Discussion

The comprehensive mapping of P. oceanica meadows through remote sensing has
been the focus of various studies across the Mediterranean [28–32]. However, none have
achieved the level of coverage and precision demonstrated in this research. The marine
habitats of Spain, as outlined in the interpretive guide [33], exhibit significant environmental
and biological heterogeneity, particularly evident in the Balearic Islands. These islands
showcase diverse features, such as maërl beds, expansive seagrass meadows, underwater
canyons such as Son Bou, and sedimentary bottoms of coves such as s’Estany des Peix,
Fornells, or Addaia [34], hosting formations practically unique in the Mediterranean.
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The susceptibility of coastal environments to threats such as climate change, marine
pollution, overfishing, and anthropogenic activities leads to dynamic changes, resulting
in habitat loss, introduction of non-native species, and degradation of coastlines [33].
Subsequent evaluations will play a crucial role in quantifying the impact of anthropogenic
activities and global changes on biodiversity.

The historical backdrop reveals that oceanographic efforts along the Balearic coasts
commenced in the 18th century, gaining momentum in the 20th century with comprehen-
sive descriptions of benthic ecosystems [35]. Notably, the commitment to seabed studies
was underscored by the Balearic Islands government commissioning the CEAB-CSIC for
studies in protected areas [36–38]. Throughout all these centuries, a multitude of studies
have been carried out that have allowed us to synthesize and describe the different types
of habitats that we find in the entire Balearic Archipelago [39–43]. Despite centuries of
research, the precision achieved in the cartography of P. oceanica in the Balearic Sea, totaling
553.68 km2, is unparalleled.

The mapped areas reveal P. oceanica as disseminated spots with varying sizes and
shapes, often exhibiting elongated or ellipsoid forms. Notably, areas with multiple voids
in close proximity suggest potential damage from indiscriminate anchorage or illegal
activities, prevalent in regions with high anthropic pressure.

Boat anchorages pose significant threats to P. oceanica meadows due to anchor move-
ments and chain interactions. A notable case is the 1170 m long outfall line in Cala Pudent,
Mallorca, corresponding to the Torrent Gros submarine outfall [44,45]. The eastern coast
of Palma, particularly from the Old Dock to Arenal de Llucmajor, has been extensively
modified and impacted by tourism development, affecting coastal dynamics and leading to
beach erosion [46].

Regeneration projects, such as the one in Alcanada, further contribute to sediment dy-
namics that can adversely affect P. oceanica. Conservation status varies across islands, with
Pollença Bay and Alcanada in Mallorca facing higher anthropic impact and competition
from habitats with lower ecological requirements.

In Palma Bay, the P. oceanica community faces challenges in areas prone to sediment
dynamics, impacting health and coverage. Photophilous zones on dead P. oceanica plants,
influenced by Halimeda incrassata, exhibit compromised health, often characterized by
necrosis. The continuous influence of fine sediment dynamics further jeopardizes these
photophilic organisms. The easternmost part of Palma Bay hosts P. oceanica communities in
less shallow areas, struggling against sediment dynamics. The deterioration in coverage
and state of conservation may result from various factors, including anthropic impacts,
changes in sediment dynamics, and competition with opportunistic species such as Halimeda
incrassata.

Marine pollution, coastal infrastructure, and the expansion of invasive algae species
contribute to the regression of P. oceanica meadows. The biological properties of marine
phanerogams, such as slow growth and limited recovery capacity, make them particularly
vulnerable to human-induced disturbances [45].

5. Conclusions

In conclusion, this study successfully achieved its primary objective of generating a
homogeneous, continuous, and high-resolution cartography of Posidonia oceanica across the
Balearic Islands within the 0 to 35 m depth range. The utilization of various data sources,
including aerial photographs, Side-Scan Sonar (SSS) campaigns, and specific sampling
using ROV and bathyscope, has resulted in a comprehensive visualization of the precise
location and conservation status of P. oceanica meadows. The mapped surface area of P.
oceanica in the Balearic Islands, totaling 553.68 km2, provides a detailed breakdown with
135.40 km2 corresponding to the islands of Eivissa and Formentera, 338.92 km2 to Mallorca,
and 79.37 km2 to Menorca. This comprehensive mapping effort extends to the Serra
de Tramuntana region, marking the first-time inclusion of this area, enhancing existing
bionomic cartography through Side-Scan Sonar studies and point sampling.
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Evaluating the state of conservation reveals significant variations among islands, with
Formentera displaying the best-preserved meadows, followed by Menorca. Conversely, the
meadows of Eivissa and Mallorca exhibit concerning levels of degradation. Specific areas,
such as Sant Antoni Bay in Eivissa and Palma Bay and Pollença Bay in Mallorca, highlight
the substantial anthropic pressure and various contributing factors leading to the highly
degraded P. oceanica meadows. The identified variations and degradation underscore the
urgent need for thorough analysis, planning, and management. Furthermore, the data
collected emphasize the necessity to expand and enhance existing cartography, not only
at a bionomic level but also for the ongoing assessment of habitat conservation status.
This study has filled a critical gap by including the Sa Serra de Tramuntana coast in its
cartographic scope. It is also evident that there is a compelling need to improve and update
our understanding of habitat conservation in vulnerable areas such as the Bays of Pollença
and Alcúdia or the Port of Fornells.

Considering these findings, the study concludes with a strong call to action for ongoing
research, conservation initiatives, and the development of effective management plans. By
addressing the identified challenges and refining our understanding of vulnerable areas, we
can actively contribute to the preservation and sustainable management of Posidonia oceanica
meadows in the Balearic Sea. In this sense, we underscore the urgent need for targeted
conservation efforts, considering the diverse challenges posed by anthropogenic activities,
climate change, and invasive species. Future research should focus on monitoring the
impact of ongoing anthropogenic activities and developing effective conservation strategies
to ensure the long-term sustainability of these vital marine ecosystems.
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Abstract: This study employs a multimethod approach to investigate the sediment distribution in
two pocket beaches, Ramla Beach and Mellieha S Beach, in Malta. Both study sites were digitally
reconstructed using unmanned aerial vehicle (UAV) photogrammetry. For each case, an ERT and a
dense network of ambient seismic noise measurements processed through a horizontal-to-vertical
spectral ratio (HVSR) technique were acquired. Electrical resistivity tomography (ERT) analysis
enables the estimation of sediment thickness in each beach. HVSR analysis revealed peaks related to
beach sediments overlying limestone rocks in both sites and also indicated a deeper stratigraphic
contact in Mellieha S Beach. Based on ERT measurements, sediment thickness is calculated for
each HVSR measurement. Interpolation of results allows for bedrock surface modelling in each
case study, and when combined with digital terrain models (DTMs) derived from photogrammetric
models, sediment volumes are estimated for each site. The geometry of this surface is analyzed
from a geological perspective, showing structural control of sediment distribution due to a normal
fault in Mellieha S Beach and stratigraphic control facilitated by a highly erodible surface in Ramla
Beach. The results emphasize the importance of adopting a three-dimensional perspective in coastal
studies for precise sediment volume characterization and a deeper understanding of pocket beach
dynamics. This practical multimethod approach presented here offers valuable tools for future coastal
research and effective coastal management, facilitating informed decision making amidst the growing
vulnerability of coastal zones to climate change impacts.

Keywords: horizontal-to-vertical spectral ratio; seismic ambient noise; pocket beach; Malta;
near-surface geophysics; electrical resistivity tomography; photogrammetry

1. Introduction

Estimating the thickness of shallow, non-consolidated sedimentary deposits is a com-
mon challenge in geology, engineering, and environmental sciences in general. Particularly,
understanding sediment thickness in beaches is crucial for scientific research, modelling of
erosional and depositional processes, and informed decision making for coastal protection
infrastructure. Accurate estimation of sediment volumes in coastal areas is important
for a comprehensive understanding of littoral processes, sediment budget studies and
geomorphological evolution [1]. However, in these studies, the lower boundary of beach
sedimentary deposits is rarely estimated (e.g., [2]) due to the difficulty of data acquisition.

While coring or trenching offers direct measurements of sediment thickness, these
methods can be costly, labor-intensive, limited in spatial coverage, and may even, in some
cases, be restricted due to ecological or normative reasons that hamper their acquisition.
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To address these limitations, geophysical approaches have emerged as promising meth-
ods [3]. Nevertheless, the non-uniqueness of results in the inversion process, inherent to
the geophysical method, is a limitation to determining the exact sediment thickness solely
based on one technique. To ensure the reliability of the results, calibration and validation
of sediment thickness estimates by using independent approaches, such as geological data
or other geophysical techniques, are necessary.

In this study, we aim to reconstruct the 3D sediment distribution in a dynamic envi-
ronment by combining surface and subsurface information, utilizing horizontal-to-vertical
spectral ratio (HVSR) of ambient seismic noise, supported by electrical resistivity tomog-
raphy (ERT) and structure from motion (SfM) photogrammetry from unmanned aerial
systems (UAV).

The HVSR [4] method is a passive seismic technique that utilizes a three-component
seismometer to measure the vertical and horizontal components of ambient seismic noise.
The noise from approximately 0.1 to 1 Hz is generated by sources such as ocean waves,
extensive regional storms and tectonic activity, while frequencies above 1 Hz typically
originate from closer sources, including local storms, wind and human-made activities [5].
HVSR has been widely applied in sediment thickness estimation-related studies in different
environments due to its simplicity in field acquisition and processing [6–9], including some
applications on beaches [3,10,11]. Its complementarity with ERT, which utilizes active
electrical input to model the sub-surface resistivities in 2D or 3D, has been highlighted in
several works [12–18]. However, although ERT has also been applied in coastal studies
(e.g., [19]), there seems to be a limited number of examples of combined applications of
HVSR and ERT in sandy beach environments.

In the last decade, SfM- UAV photogrammetry has emerged as an essential technique
in medium-scale geological and geomorphological investigations [20–22] due to the possi-
bility of obtaining high-resolution 3D models, orthomosaics and digital elevation models,
complemented by its versatility, cost-effectiveness and rapid data acquisition times.

We selected two pocket beaches in Malta as case studies. Pocket beaches are a common
and important feature in the Maltese archipelago, with great ecological and economic
significance to the country. A pocket beach is a beach, usually of small dimensions, which
is isolated between two headlands [23]. Generally, these are semi-restricted systems, as
there is little connection between pocket beaches and headlands tend to regulate and store
sediment transport within the beach [24]. However, even if their headlands provide them
with some protection, they may be extremely sensitive to low-frequency, high-energy storm
events [25] that repeatedly hit the Maltese coasts.

While some works have been carried out concerning coastal studies on the Maltese
sandy beaches [26–32], there is a lack of studies that consider a three-dimensional per-
spective including volumetric computation. In a context where the coastal zone will be
among the environments worst affected by projected climate change [33], a precise char-
acterization of those environments is essential to better manage these extremely fragile
natural resources.

2. Area of Study

2.1. The Maltese Archipelago

The Maltese archipelago is located in the central Mediterranean area, approximately
100 km south of Sicily. It consists of three main islands: Malta, Comino and Gozo (Figure 1).
These islands represent the emerged portion of a wide shallow-water platform. The
geology of Malta [34–36] is characterized by a sedimentary sequence comprising four
major geological formations (Figure 1). Starting from the oldest formation (Fm), the
Lower Coralline Limestone Fm (LCL) is a hard and compact pale grey limestone of the
Oligocene age. Globigerina Limestone Fm (GL) is a fine-grained yellowish limestone
of the Aquitanian–Langhian age (Lower Miocene). The Blue Clay Fm (BC), consisting
of bluish or greyish pelagic clay and limestone, belongs to the Serravallian age (Middle
Miocene). Lastly, the Upper Coralline Limestone Fm (UCL) is a coarse-grained pale grey
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and orange limestone, of the Tortonian–Messinian age (Upper Miocene). Generally, the
southeastern part of the island of Malta is shaped by outcrops of LCL and GL, resulting in
relatively flat to gently undulating landscapes. The northwestern part of Malta, as well as
Comino and Gozo, generally display the complete stratigraphic sequence, where a NE–SW
trending horst and graben structure controls flat-topped hills and valleys. Additionally,
the islands and the geological sequence have a gentle overall tilt towards the northeast
(<10◦). These characteristics are the main controlling factors of coastal morphologies: high
and sub-vertical cliffs dominate the west coast, while the east side features a smoother
coastline. Pocket beaches and embayed areas interrupt the rocky coastline and are typically
associated with the NE–SW trending valleys, especially in the northern part of the island
of Malta.

 

Figure 1. Geological map of the Maltese archipelago. The top right inset shows its position in the
Mediterranean Sea. The study areas (Ramla Beach and Mellieha S Beach) are shown in the bottom
images with the geophysical measurements presented in this work.

Regarding the recent sedimentary deposits, they are scarce and very localized. Some
valleys contain a thin layer of alluvial deposits, typically exhibiting reddish colorations
due to iron oxides formed during long-lasting periods of subaerial weathering. The beach
deposits represent less than 2.5% of the Maltese coast [37]. These beaches are deposits of
gravel and sand, which are predominantly composed of carbonates and subordinately by
silts, and originate mainly from the erosion of coastal and shelf Cenozoic limestones and
clays and deposited during the Holocene [26,27,30].
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2.2. Case Studies

We present two case studies on two iconic beaches of Malta, the one located in Ramla
Bay and one on the southern side of Mellieha Bay (Figure 1).

Ramla Bay is located in the northeast of the island of Gozo, at the mouth of a river
valley that currently hosts intermittent streams that are functional during storms and runs
approximately from south to north. The distance between the headlands that border the
bay is approximately 1000 m while the length of the Ramla Beach coastline is nearly 400 m.
It is the best-known beach in Gozo, known for its golden-reddish sand, which gives it its
name in Maltese (Ramla il-  amra) and distinguishes it as unique in the Maltese Islands.
The beauty and fragility of this bay fully justify its detailed study.

The slopes that delimit the bay are composed of the BC Fm, and at their highest point,
they are crowned by the UCL Fm. Behind the beach deposits, the bay features vegetated
dunes and the development of a wetland area, providing it with high ecological importance.
The bay holds archaeological and historical interest [38,39] as it houses Roman remains
covered by dune sand, a submerged seawall, structures built by the Knights of the Order of
St. John in the mid-18th century and the famous Calypso Cave on the western slope.

Mellieha Bay, also known as Gh̄adira bay, is the largest bay in the archipelago, with
a width of 1.75 km between the headlands. It contains beach deposits stretching for
approximately 850 m. It is a popular beach that is easily accessible from a coastal road that
runs along its inland boundary.

This bay represents the northeastern outlet of the Mellieha Valley, which is carved
mainly on UCL Fm rocks and has a thin layer of recent sedimentary deposits in its central
portion. The valley is bounded on its edges by normal faults forming a graben-like structure.
In the centre of the valley, there is a topographic high that crosses it longitudinally, dividing
it into two parts. This small hill has higher altitudes at its western boundary; however,
it acts as a divide along the entire length of the valley, leading into two small beaches
at Mellieha Bay: the northern beach, approximately 500 m long, and the southern beach,
about 140 m long, which is the focus of our study and what we call Mellieha S Beach.

3. Materials and Methods

The methodological process employed in this study covers both the surface and
subsurface domains of the study sites (Figure 2). To examine the surface of the case studies,
field observations were complemented by the generation of 3D photogrammetric models.
These models provided orthomosaics and DTMs, allowing for a detailed characterization
of the surface. In the subsurface analysis, two near-surface geophysical techniques were
employed. Using ambient seismic noise and the HVSR technique, sediment thickness was
estimated at different locations along the beaches. These results were interpolated to obtain
a continuous interface estimate. Independently obtained ERTs were employed to construct
geological sections, providing essential support for determining the average shear wave
velocity (Vs) used in thickness estimates derived from the HVSR data. The combination of
the surface and subsurface results was ultimately used to assess the sedimentary deposits
distribution on the beaches.

230



Remote Sens. 2024, 16, 40

 

Figure 2. Methodological approach flowchart.

3.1. SfM Photogrammetric Survey

Ramla Bay and Mellieha Bay were surveyed using a Phantom 4 Pro UAV in October
2019, employing a pre-programmed flight function that ensured a constant flight altitude
and correct overlap between consecutive images (details in Table 1). The acquired images
were processed using Agisoft Metashape v. 2.0.0, a digital photogrammetry software that
integrates computer vision algorithms such as SfM. This system allows for the estimation of
the 3D position of points represented in multiple images, reconstructing the geometry of the
object and the camera position, even if internal orientation parameters are not defined. The
photogrammetric processing followed a typical workflow involving a series of consecutive
steps [20,40].

Table 1. Details of the photogrammetric data acquisition.

Site Mellieha Bay Ramla Bay

Date October 2019 October 2019

Processed images 573 892

Flight altitude 70 m 75 m

Frontal overlap 80% 80%

Lateral overlap 75% 75%

GCPs 21 35

The first step in the photogrammetric workflow was importing the images into the
software, avoiding the defective pictures (e.g., out of focus, overexposed). The subsequent
step, known as camera alignment, automatically oriented the images in space. This was
followed by the creation of a sparse point cloud, forming a 3D point cloud with scattered
points. In the next phase, the software used the camera locations and the sparse point cloud
to build a dense point cloud. From this dense point cloud, a continuous surface composed
of polygons, with the vertices representing the points in the dense cloud, was reconstructed.
This step is referred to as mesh reconstruction, and upon applying texture to this model, a
textured 3D model was obtained.
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The 3D models were accurately scaled and georeferenced using ground control points
(GCPs) that were positioned with high precision using a differential Global Navigation
Satellite System (GNSS) before image acquisition. Finally, orthomosaics and digital terrain
models (DTMs) were extracted from the 3D model.

3.2. Electrical Resistivity Tomography

Two ERT surveys were conducted on the beach deposits (Figure 1). One was carried
out at Ramla Beach (May 2020), perpendicular to the coastline and crossing a dune, using
64 electrodes spaced at 1.5 m, with a total array length of 94.5 m, while the other ERT was
performed at Mellieha S Beach (February 2022), parallel to the shoreline, using 64 electrodes
and 2 m spacing, reaching 126 m of length. The choice of ERT direction was intended
to capture maximum geological variability. In the case of Ramla, the ERT was acquired
including shoreline beach deposits and dune deposits. At Mellieha S Beach, the ERT covered
both sandy beach deposits and an outcrop of the UCL fm. The instrument used was a
multichannel digital resistivity meter ELECTRA (Moho srl) featuring a waveform D/A
converter with continuous current and voltage control, including feedback. The applied
current during measurements was ±10 mA. The Wenner alpha array was employed for
both cases [41]. This multi-electrode array is better suited for recovering vertical resistivity
contrasts, and thus it is ideal in geological settings with stratified structure and gently
dipping bedding, as in our case (sub-horizontal sands overlying a shallow basement).

To assess the quality of electrode–substrate coupling, impedance measurements were
performed for each profile. High impedance values (>3000 Ohm) were found for some
electrodes in very-dry sandy areas. To improve the electrode–soil contact, the soil on such
electrodes was moistened with a saline water solution. To ensure accurate positioning of the
electrodes, GNSS equipment was employed. Topographic information was incorporated
into the ERT data to calculate apparent resistivity. To convert the pseudo section of apparent
resistivity derived from the field data into a 2D model of real resistivity, we employed the
Res2DInv software v. 4.08. We employed a robust inversion that usually best resolves sharp
conductivity boundaries [42–44]. The absolute error at Ramla beach after 5 iterations was
21.5%, and the absolute error at Mellieha beach after 4 iterations was 17.3%. Despite these
relatively high errors, the models developed demonstrated a robust correspondence with
the local geology. In complex geological environments, electrical images tend to experience
errors over 15% and, in many cases, reducing these errors without introducing artefacts is
not possible [45,46].

3.3. Ambient Seismic Noise Measurements

We acquired 28 ambient seismic noise measurements at Ramla Beach and 23 at Mellieha
S Beach (Figure 1). We employed 3 triaxial accelerometer devices Tromino to record ambient
seismic noise continuously for 16–20 min at each station, using a sampling rate of 128 Hz.
Most of the measurements were performed on sandy beach sediments. To obtain a good
device–soil coupling and minimize wind effects, the devices were deployed in holes of
20 cm depth where the sand was mechanically compacted. At each beach, one measurement
was taken on rock outcrops. For Ramla Beach, in the GL Fm outcrop located at the western
limit of the beach, and for Mellieha S Beach, in the northwestern beach limit, on a UCL Fm
outcrop (Figure 1).

The acquired ambient seismic noise signals were processed using the HVSR tech-
nique [4]. The processing of the ambient seismic noise data followed a standard work-
flow [47] in the software Grilla v. 9.7.2. First, we divided the signal into 20 s time windows
and selected the most stationary ones by applying an anti-triggering algorithm to avoid
transient noise during the analysis. Next, we computed and smoothed the Fourier ampli-
tude spectra for each time window. The two horizontal components were then averaged
using a quadratic mean to obtain a representative value. Subsequently, the HVSR function
was computed for each window by dividing the amplitude of the horizontal component
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average by the vertical component. Finally, the average HVSR function was calculated by
averaging the results obtained from all the selected time windows.

The HVSR curves can exhibit peaks at different frequencies. The fundamental premise
for interpreting them is to consider that the substrate can be described as a soft sedimentary
layer with low shear wave velocity (Vs) lying over a higher Vs bed-rock. The frequency
at which the dominant peak occurs is generally related to the sediment thickness and its
Vs. Usually, peaks at higher or lower frequencies of the curve correspond to shallower or
deeper subsoil features, respectively.

4. Results

4.1. Photogrammetric Analysis

The SFM analysis conducted at Ramla Bay and Mellieha Bay produced accurate results.
The DEMs presented resolutions of 5.66 cm/pixel and 5.9 cm/pixel and the orthophotos a
resolution of 1.42 cm/pixel and 1.48 cm/pixel, respectively, and point clouds with an RMS
reprojection error of 0.92 and 0.56 pixels. More details are summarized in Table 2.

Table 2. Details of the SfM photogrammetric process.

Ramla Bay Mellieha Bay

Point Cloud

Points 638,628 of 745,883 221,216 of 311,141

RMS reprojection error 0.178743 (0.928461 pix) 0.214614 (0.567595 pix)

Max reprojection error 3.86717 (47.1645 pix) 2.86192 (28.6239 pix)

Mean key point size 4.11674 pix 2.19475 pix

Point colors 3 bands, uint8 3 bands, uint8

Average tie point multiplicity 4.39553 7.87079

Dense Point Cloud

Points 81,101,105 39,735,110

Point colors 3 bands, uint8 3 bands, uint8

Model

Faces 4,937,852 2,389,756

Vertices 2,531,384 1,229,757

Vertex colors 3 bands, uint8 3 bands, uint8

Texture 8096 × 8096, 4 bands, uint8 9096 × 9096, 4 bands, uint8

Source data Dense cloud Dense cloud

DEM

Size 29,338 × 22,523; 5.66 cm/px 23,579 × 27,507; 5.9 cm/px

Source data Dense cloud Dense cloud

Orthomosaic

Size 94,923 × 54,443; 1.42 cm/px 52,139 × 64,799; 1.48 cm/px

Colors 3 bands, uint8 3 bands, uint8

In Ramla Bay, natural geomorphological features were found to be better preserved
due to lower anthropogenic influence. The beach at this site is partially enclosed towards
the valley and is limited by a system of fixed dunes covered with vegetation. Small
marshy areas develop among these dunes, creating a marshland environment, and some
agricultural activity is observed in the area. Steep rocky formations limit the sides of the
beach. Towards the western boundary, the beach is delimited by the outcrop of the BC
Fm, and at its bottom the transitional contact with the GL Fm has a slight sub horizontal
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dip to the northeast. GL Fm., with greyish tones in this sector, acts as the bedrock for the
beach sediments. As for the eastern boundary of the beach, it is composed of slope deposits
and outcrops of the BC Fm. The stratigraphic boundary with the GL Fm is not exposed,
presumably due to burial by beach sediments (Figure 3a). The area of sand accumulation
was determined to be 14,062 m2, with 18,344 m3 of sand above sea level.

 

Figure 3. Surface characterization. (a) Orthomosaic of Ramla Bay and position of profiles presented
on the right: I-I’ orthogonal to the coastline, II-II’ parallel to the coastline. (b) DTM of Mellieha Bay
and ortho-mosaic of Mellieha S Beach showing the position of the profiles presented: I-I’, orthogonal
to the coastline and II-II’, parallel to the coastline. Main surface geological features are labelled and
characterized: R-D: recent deposits (mainly sand); UCL: Upper Coralline Limestone Fm; BC: Blue
Clay Fm; GL: Globigerina Limestone Fm.

The southern beach of Mellieha Bay, which was the focus of this study, is constrained
by a small topographic high to the northwest. This topographic high is composed of
UCL Fm and is accompanied by a building that acts as a barrier for sediment in that
direction (Figure 3b). Additionally, the beach forms a semi-circular enclosure towards
the southwest and southeast and is surrounded by a concrete barrier where a coastal
road is located. This configuration traps beach sediments, preventing their movement

234



Remote Sens. 2024, 16, 40

towards the mainland. The beach lacks dunes or other significant accumulation or erosion
landforms, and typically experiences high levels of recreational use. The area covered by
beach deposits was estimated to be 4717 m2, while the volume of sediments above sea level
amounts to 4099 m3.

Regarding the nature of the deposits, both beaches are predominantly composed
of sand-sized sediments. However, Ramla Bay stands out for the notable presence of
limestone clasts with decimeter dimensions scattered throughout the beach, within a matrix
of sandy sediments. These clasts are likely derived from the UCL, which caps the BC Fm
and undergoes significant slope erosion processes, especially in the headlands, as described
in previous studies [20,40]. These clasts would be transported to the bay by wave action
and littoral currents and then deposited onto the beach during storm events.

4.2. ERT Results

In Ramla Beach, ERT A-A’ runs orthogonally to the shoreline (Figure 1). The resistivity
model (Figure 4) revealed maximum resistivity values exceeding 3500 Ohm·m in the
elevated area corresponding to partially vegetated sandy deposits of a dune. These values
were interpreted and supported by field observations, as indicative of unsaturated sand
with low moisture content. Beneath this first resistive layer, a continuous layer was observed
throughout the entire section, characterized by significantly lower resistivity values of
approximately 200 Ohm·m (Figure 4). Within this layer, the minimum resistivity values
were found towards the NE limit of the section where the sea is located. This zone of low
resistivity was interpreted as saturated beach deposits, where the decrease in resistivity
was attributed to an increase in pore water salinity due to the influence of seawater.

At depths close to 4 m b.s.l. and extending to the bottom of the profile, a third
domain of resistivities begins on a sub horizontal horizon. This domain exhibits relatively
high values that gradually increase with depth, ranging between 500 and 1000 Ohm·m.
This domain was interpreted as the limestones of the GL Fm, the rock underlying the
sedimentary deposits of the beach. It is worth noting that its surface exhibits a slope
towards the sea, likely associated with the marine platform, and a counter-slope inland,
probably linked to the archaeological site present in the area [38,39].

The ERT profile B-B’ runs approximately parallel to the shoreline of Mellieha S Beach
(Figure 1). The model resistivity section exhibits consistently low resistivity values (mostly
below 20 Ohm·m) throughout its extent, but a series of resistivity domains separated by
high resistivity gradients can be observed (Figure 3).

From x = 30 to the southeastern limit of the section, the shallowest domain showed
medium (around 7 Ohm·m) resistivity values. It extends horizontally with a thickness
below one meter, from the surface down to elevation 0, and corresponds to the uppermost
layer of unsaturated sand. Below this domain, a zone of very-low resistivity values (below
2 Ohm·m) develops, which we interpret as saturated sedimentary deposits containing
saline water with high conductivity. This geoelectric domain exhibits a thinning geometry
towards the southeast, with maximum thicknesses around x = 40 of about 5.5–7.5 m.
Below this domain and towards the bottom of the profile, a third zone with slightly higher
resistivity values was interpreted as the UCL Fm. The anomalously low resistivity values
for limestone can be associated with a high degree of chemical weathering of the rock,
resulting in a greater percentage of clay minerals and an increase in secondary porosity
filled with saline water from the sea.

The overall sedimentary body geometry, combined with prior geological information,
supports the interpretation of a normal fault zone characterized by a heterogeneous resis-
tivity values zone around x = 20, where the hanging wall block is located in the southeast
and hosts the sedimentary deposits.

In general, the results obtained from ERT measurements for beach deposits align with
findings from other studies in similar conditions (e.g., [48]), with saline water-saturated
sediments typically exhibiting resistivity values below 3 Ohm·m, while dry sand tends
to display resistivity values above 1000 Ohm·m. The low resistivity values of the UCL
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Fm under conditions of high chemical weathering agree with an ERT survey conducted
on a dissected UCL Fm outcrop (Figure 5) at the northwestern boundary of the Mellieha
Valley (Figure 1), and contrast with high UCL Fm values obtained in previous studies on
the archipelago, although in different conditions [40].

 

Figure 4. ERT results. For each site, the figure shows the apparent resistivity pseudosection and data
distribution, the calculated apparent resistivity pseudosection, the model resistivity with topography
and its interpretation. ERTs locations is shown in Figure 1.
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Figure 5. ERT results in a test site in a dissected outcrop in Mellieha Valley, near the Mellieha Bay
(Figure 1). The dashed yellow line in the photogrammetric reconstruction shows the ERT results
position in the UCL Fm outcrop. Lower resistivity values areas are in the top part of the ERT and
coincide with reddish-weathered limestone. Elevations are referred to the ground level.

4.3. HVSR Results

The analysis produced well defined HVSR curves for both sites. To verify the presence
of directional effects, the horizontal HVSR were calculated by rotating the NS and EW
motion components from 0◦ (north) to 180◦ (south) in 10◦ intervals. Figure 6 displays a
typical example of the HVSR and spectral components for each site.

 

Figure 6. Left: Ramla Beach HVSR example. HVSR peak is present at 3.8 Hz and corresponds with
an “eye shape” geometry in the component spectra, where the vertical component presents a fall.
Mellieha S Beach HVSR example: Two peaks are present, at 1.5 Hz (F0) and 6.8 Hz (F1). Both peaks
correspond with “eye shape” geometry in the component spectra.
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The HVSR results from the Ramla Beach exhibit a spectral peak between 2.8 and
7 Hz, with amplitudes ranging from 3 to 7 units, that we call Fs. The results do not show
any significant directional amplification effects, as the amplitude of the spectral ratios
remained the same for all rotation angles. This and the “eye-shape” of the components
spectrum supported a stratigraphic origin of the peaks [47], which we attribute to an
impedance contrast resulting from the difference in Vs between the sandy beach deposits
with relatively low Vs and the rocky platform of the GL Fm with relatively high Vs. This
interpretation is confirmed by the absence of a peak in the HVSR measurement taken at the
western boundary of the beach, where sandy sediments were absent, and the measurement
was directly performed on the GL Fm.

The HVSR results in Mellieha S Beach exhibit two peaks, one at frequencies between 1
and 2 Hz, that we call F0, and another at frequencies between 6 and 20 Hz, that we call Fs.
The measurement taken on the UCL Fm outcrop that bounds the beach on its west side did
not exhibit the Fs peak.

The F0 peak, present in all measurements, is interpreted as the result of the impedance
contrast between the relatively low Vs BC Fm and the deeper, relatively high Vs GL Fm.
This phenomenon has been previously described in various studies conducted on the
island (e.g., [49,50]). On the other hand, Fs peaks have been interpreted similarly to those
observed in Ramla Bay, although in this case, they are generated by the impedance contrast
between the beach sediments and the UCL Fm.

4.4. Sediment Thickness Estimation from HVSR

After identifying the origin of the Fs peaks of the HVSR spectrum generated by the
discontinuity between sediments and bedrock, we proceeded to extract the frequency at
which each peak occurs at each station. Using these frequencies, it is possible to estimate
the depth at which the interface is found at each site.

Two main approaches have been explored in the literature for HVSR peak-to-depth
conversion using sediment Vs and peak frequency: a local approach that utilizes borehole
data to calculate a local calibration curve (e.g., [7,51]), and a simpler approach, that uses
empiric formulas (e.g., [52]). In this study, considering that we do not have borehole
data, we decided to approximate the thickness of the sediments by applying the simple
formula H = Vs/4*F, where H represents the thickness and F is the HVSR peak frequency
corresponding to the interfaces between sediments and the underlying bedrock. Even
if it can be an oversimplified strategy [7], this approach is valid for obtaining a rough
understanding of the subsurface [53].

Vs is a highly variable parameter in sediments, influenced by factors such as texture,
packing density, porosity, composition or degree of water saturation. To determine the
average Vs of the sediments at each site, we employed an iterative approach. We calculated
sediment thickness using the formula H = Vs/4F at HVSR stations located at the same
positions as the ERTs and then we evaluated different possible values of Vs to identify the
best fit (Figure 7).

At Mellieha S Beach, an average Vs of 180 m/s shows a good fit with the resistivity
calculated sedimentary deposits. At Ramla, despite the limited number of HVSR stations,
an average Vs of 120 m/s seems to be a reasonable value to avoid overestimation of
sediment thickness. The selection of those Vs values are in agreement with previous works
and typical Vs on sediments [6,49].

To obtain a model of the geometry of the contact between the sediments and the
bedrock at each beach, HVSR-derived thickness values at each station were interpolated by
an ordinary kriging algorithm [54] obtaining a grid of thickness that represents the bottom
surface of the sedimentary layer.
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To obtain a sedimentary depth grid, we subtracted the bottom surface of the sedi-
mentary layer grid from the SfM-derived DTMs, which represent the top surface of the
sedimentary layer.

In addition, we calculate the sediment volumes on each beach. For this purpose, three
well-established numerical integration methods were used: the Extended Trapezoidal Rule,
Extended Simpson’s Rule and Extended Simpson’s 3/8 Rule [55]. We obtained consistent
results, with differences below 0.1 m3 between methods.

 
Figure 7. Thickness estimation for Ramla beach (blue) and Mellieha beach (orange) along the ERTs,
from the ERTs interpretation and based on the Fs frequencies obtained from HVSR stations utilizing
different Vs values.

The results obtained for Ramla Beach (Figure 8) exhibit a total sediment volume of
88,440 m3 (79% of which is b.s.l.). An ENE trend in the sediment thickness increase is
reported, exhibiting a gentle slope (less than 2◦) towards the ENE with slight undulations,
suggesting that the distribution of the deposits in Ramla Beach is primarily controlled by
the stratigraphic contact geometry between the GL Fm, outcropping on the W side of the
beach, and the BC Fm, which also exhibits a gentle dip to-wards the ENE (Figure 8b,c). This
would have been promoted by the significantly higher erodibility of BC Fm against GL Fm.

In Mellieha S Beach, a total volume of 21,602 m3 was calculated (72% of which is b.s.l.),
which is more than four times lower than Ramla Beach. Maximum thicknesses are observed
slightly to the NE of the central sector of the beach, with values close to 7 m (Figure 9a).
At the NW boundary, the thickness is minimal and even exposes the UCL, while at the SE
boundary of the beach, the thicknesses reach about 3 m. Moving from the center of the
beach towards the NW, slope values are about 20◦, while the slope towards the SE is less
than 5◦.

Our interpretation, based both on the ERT and HVSR results, suggests that the ge-
ometry of Mellieha S Beach deposits is controlled by structural factors, particularly by the
presence of a normal fault (Figure 9b,c). This fault dips to the SW, and the hanging wall
block consists of UCL, gently dipping in the opposite direction to the fault.
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Figure 8. Ramla beach sediment distribution. (a) Sediment thickness grid derived from HVSR
results. (b) 3D photogrammetric model showing main surface features and subsurface representation.
(c) Cross section of the Ramla Beach, showing the recent deposits resting above the GL Fm.
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Figure 9. Mellieha S Beach sediment distribution. (a) Sediment thickness grid derived from HVSR
results. (b) 3D photogrammetric model showing main surface features and subsurface representation.
(c) Cross section of the Mellieha S beach, showing the recent deposits resting above UCL Fm.

5. Discussion

Understanding the sediment distribution in coastal environments is essential for
effective coastal management and the preservation of natural resources, especially in a
place like Malta where the number of sandy beaches is very low. In this study, we employed
a multi-method approach combining ERT, HVSR and SfM photogrammetry techniques to
investigate the sediment distribution in two pocket beaches, Ramla Beach and Mellieha S
Beach, in Malta.

The results obtained from both ERT and HVSR techniques provided meaningful and
consistent findings (Figures 4 and 7–9), enabling the estimation of comparable sediment
thickness and morphological characteristics in the studied pocket beaches.

The HVSR maps revealed distinct spatial variations in peak frequencies, which in-
dicated variations in sediment thickness across the study areas (Figures 8 and 9). The
observed differences in frequencies were indicative of changes in sediment thickness and
provided valuable insights into subsurface properties.

However, it is important to acknowledge the limitations of the study. While efforts
were made to obtain comprehensive data coverage, some areas might have been underrep-
resented, leading to potential gaps in our understanding of sediment distribution in specific
regions of the pocket beaches, especially when resolving small-scale features. Furthermore,
the geological complexity of the study areas, including the presence of heterogeneities
in the bedrock and sediment layers, could have influenced the accuracy of the interpre-
tations. In the absence of borehole data, the direct validation of the geophysical results
was not possible. In addition, the selection of the Vs of the sediments, although within
the typical ranges, presents a certain degree of uncertainty that is transferred to the HVSR
thickness estimation. Despite these limitations, the multi-method approach used in this
study provides valuable insights into sediment distribution and subsurface properties of
the studied pocket beaches. The findings contribute to our understanding of the main
controlling geological factors influencing sediment distribution in the study areas.
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6. Conclusions

This study employed a multi-method approach combining HVSR, ERT and SfM
photogrammetry from UAV to investigate for first time the volumetric sediment distribution
in two pocket beaches in Malta. The results provide valuable insights into the sediment
distribution and characteristics of the studied pocket beaches. The HVSR analysis revealed
significant variations in sediment thickness, contributing to our understanding of the
factors controlling sediment distribution. The ERT data complemented the HVSR results
by supporting the modelling of sediment volumes and enhancing the understanding of
subsurface resistivities. Additionally, the SfM-UAV photogrammetry technique provided
detailed topographic information, enriching our understanding of the beach environments.

This study highlights the importance of considering multi parametric perspectives in
coastal studies for accurate characterization of sediment volumes and a better understand-
ing of pocket beach controls. Future research should focus on obtaining borehole data to
improve geophysical calibration for sediment thickness estimations.

Given the projected increased vulnerability of coastal zones due to climate change,
precise characterizations of coastal environments are even more critical. The multi-method
approach used in this study is practical, offering a valuable tool for future coastal studies.
The findings can support decision-making processes and the development of sustainable
coastal protection strategies to mitigate the impacts of climate change.
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