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Study of Atmospheric Pressure Plasma Temperature Based on
Silicon Carbide Etching

Shaozhen Xu, Julong Yuan *, Jianxing Zhou, Kun Cheng and Hezhong Gan

College of Mechanical Engineering, Zhejiang University of Technology, Hangzhou 310023, China;
2112002412@zjut.edu.cn (S.X.)
* Correspondence: julongyuan2023@126.com

Abstract: In order to further understand the excitation process of inductively coupled plasma (ICP)
and improve the etching efficiency of silicon carbide (SiC), the effect of temperature and atmospheric
pressure on plasma etching of silicon carbide was investigated. Based on the infrared temperature
measurement method, the temperature of the plasma reaction region was measured. The single
factor method was used to study the effect of the working gas flow rate and the RF power on the
plasma region temperature. Fixed-point processing of SiC wafers analyzes the effect of plasma region
temperature on the etching rate. The experimental results showed that the plasma temperature
increased with increasing Ar gas until it reached the maximum value at 15 slm and decreased with
increasing flow rate; the plasma temperature increased with a CF4 flow rate from 0 to 45 sccm until
the temperature stabilized when the flow rate reached 45 sccm. The higher the RF power, the higher
the plasma region’s temperature. The higher the plasma region temperature, the faster the etching
rate and the more pronounced the effect on the non-linear effect of the removal function. Therefore, it
can be determined that for ICP processing-based chemical reactions, the increase in plasma reaction
region temperature leads to a faster SiC etching rate. By processing the dwell time in sections, the
nonlinear effect caused by the heat accumulation on the component surface is effectively improved.

Keywords: plasma temperature; silicon carbide; plasma etching; removal function

1. Introduction

Silicon carbide (SiC), one of the popular third-generation semiconductor materials,
has excellent properties, such as a wide bandgap, a high critical breakdown electric field,
and high thermal conductivity [1]. It is widely used in 5G communication, aerospace, and
semiconductor lighting [2,3]. Due to the covalent bonding between Si and C atoms and the
ordered, tightly packed structure, SiC has extremely high hardness (Mohs hardness 9.2) and
chemical inertness, which makes SiC a typical hard-to-process material [4,5]. The current
SiC ultra-precision machining techniques mainly include electrochemical polishing (ECMP),
chemical mechanical polishing (CMP), and magnetorheological processing (MRF). In the
above technology, CMP is the only effective means to achieve both surface planarization
and global polishing, but the polishing efficiency is generally low. ECMP adds an electric
field based on CMP to improve the material removal rate and can process arbitrarily shaped
workpieces, but its processing cost is high, and the polishing liquid has the possibility
of chemical pollution. MRF has the advantages of a good removal effect and strong
controllability. However, the properties of magnetorheological fluid are easily affected
by external factors, such as temperature and viscosity; the removal effect is unstable;
and the high cost of MRF devices makes it difficult for practical application in industrial
fields [6–10]. With the growing demand for processing SiC materials, atmospheric pressure
plasma processing methods are gaining more and more attention.

According to the different methods of plasma excitation generation, atmospheric
plasma can be divided into inductively coupled plasma (ICP) and capacitively coupled

Micromachines 2023, 14, 992. https://doi.org/10.3390/mi14050992 https://www.mdpi.com/journal/micromachines1
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plasma (CCP) [11,12]. Among the institutions that have conducted plasma research, it
is mainly Osaka University in Japan and the Institute of Surface Modification (IOM) in
Germany that used CCP to generate plasma. Osaka University adopted various forms
of electrodes for different machining requirements, which were named plasma chemical
vaporization machining (PCVM) [13]. IOM had inherited the technological advantage of
ion beam processing by using a 2.45 GHz microwave plasma power source to generate
excited plasma, called plasma jet machining (PJM) [14]. The Lawrence Livermore National
Laboratory (LLNL) first proposed reactive atomic plasma (RAP) processing in 1999, which
uses ICP to obtain plasma in a high gas pressure environment [15]. However, because
the ICP will generate a large amount of joule heat, it is difficult to cool down the plasma
inside the generator to ensure the safety of the process. To solve this problem, Cranfield
University tried to minimize the negative effects caused by high temperatures during
processing and found that improving the temperature by changing the flow rate of the
reaction gas had a very limited effect [16]. The scholar Renaud Jourdain built a simulation
model and confirmed that the nozzles have a significant cooling effect on the plasma
jet [17]. However, the nozzles also bring a certain degree of influence to the process. In the
study of RAP processing of ultra-low expansion coefficient glass after adding nozzles and
fused silica glass, it was found that the volume removal of material from static fixed-point
processing elements was not fully linear but rather had a distinct curvilinear relationship.
They tentatively attributed the generation of this phenomenon to nonlinearity due to
the effect of temperature on the chemical reactions produced [18]. Different from the
above techniques, atmospheric pressure plasma polishing (APPP), proposed by the Harbin
Institute of Technology, is characterized by the use of CCP for micro-trimming surface
shape and ICP for fast and efficient removal [19].

In addition to the above concerns, during atmospheric plasma excitation, many factors,
such as gas flow rate, directly affect the plasma region temperature, which influences
the chemical reaction rate during material removal. Some scholars have studied the
temperature variation of CCP [20], but the study of plasma region temperature for the
ICP excitation process has not been published. Therefore, in this paper, based on the
ICP excitation method, the following studies were conducted: firstly, we measured the
temperature of the plasma reaction region by infrared thermometry and investigated the
influence of the excitation gas Ar flow rate, reaction gas CF4 flow rate, and RF power
magnitude on the plasma region temperature by the single-factor method. Then we studied
the influence of plasma region temperature and dwell time on the SiC etching efficiency
by using fixed-point etching of SiC material, which laid the foundation for the subsequent
study of SiC planarization processing.

2. Materials and Methods

The ICP processing system mainly consists of five subsystems, including the mechani-
cal motion control system, gas supply system, plasma-generating device, RF power supply,
and external modules, as shown in Figure 1a.

  

(a) (b) 

Figure 1. ICP processing system. (a) schematic diagram; (b) physical picture.
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The mechanical motion control system includes motion stages (e.g., X- and Y-axis
tables) and a numerical control system that controls the motion of the plasma-generating
device. The gas supply system provides two gases: one is the excitation gas, which is
the main source of protective plasma and consists mainly of the rare gas Ar; the other
is the reaction gas, which is the main source of reactive plasma and consists mainly of
F-containing gas (CF4 or SF6) and O2. CF4 is used in the following experiments as the
reaction gas. The external module is an infrared thermometer, which is responsible for
measuring the temperature of the plasma reaction area. The outer layer of the plasma
generator is connected to an inductive coil, and when the RF power supply is powered up,
the tube ionizes the gas under the coupling effect of the electric field and the peripheral coil
to produce reactive etching particles F*, which react with the substrate material to convert
the solid substrate material into a gaseous compound. The expression of the reaction
between F* and SiC material is as follows:

SiC + F∗ + O → SiF4 ↑ +CO2 ↑ +CO ↑ (1)

In the above equation, SiC is the main material of the substrate; the active particles
F* and O are formed by ionization of CF4 and O2, respectively; and the products SiF4,
CO2, and CO are volatile gases. A physical picture of the processing system is shown in
Figure 1b.

The atmospheric plasma removal function is similar to conventional ion beam ma-
chining in that it has a Gaussian shape. The removal profile cross-section after fixed-point
processing, which uses common processing parameters, is shown in Figure 2. The APPP
removal profile is generally fitted with a standard Gaussian function with the following
expression:

R(x) = a ∗ e
x2+y2

2σ2 (2)

FWHM = 2
√

2 ln 2σ (3)

  

Figure 2. APPP removal contour.

In the above formula, a is the removal depth, that is, the peak of the removal function;
the peak of the removal function per unit time can also be expressed as the removal rate.
FWHM indicates the size of the half-height width of the removal function, that is, the
width value in the horizontal direction when the removal depth is half of the peak; σ is the
standard deviation of the Gaussian function, determined by the half-height width of the
removal function, FWHM, as shown in Equation (3) above.

3. Temperature Measurement Method

The most commonly used methods for plasma region temperature measurement are
the spectral intensity method, the probe method, and the infrared thermometry method [21].
The principle of the spectral intensity method is to use a spectrometer to measure the ab-
solute intensity of different spectra emitted by the plasma, combined with an analysis of
the spectral emission theory to obtain the plasma’s internal temperature. However, since
most spectrometers still measure the relative intensity of the emission spectrum rather than

3
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the absolute intensity, experimental spectral thermometry research for measuring atmo-
spheric plasma is not yet complete, and the probe method is not suitable for an atmospheric
pressure environment. In contrast, infrared thermometry has many advantages, such as
speed, lightness, and safety, which have made the use of infrared thermometry increasingly
popular in various fields [22]. Therefore, in this paper, infrared thermometry is chosen
to measure the plasma region’s temperature. Erroneous use of infrared thermometers
may cause significant errors in the measured temperature. Therefore, the temperature
measurement experiment follows these specifications: (1) fix the infrared thermometer
to keep the measuring distance and the measuring angle constant; (2) select the correct
material emissivity; (3) after adjusting the experimental parameters, wait for a certain time
to measure after the plasma region temperature is stable. Figure 3 shows the diagram of
the infrared thermometer and the infrared radiation of the plasma torch.

  

Figure 3. Schematic diagram and effect drawing of the infrared thermometer.

4. Results and Discussion

4.1. Effect of Processing Parameters on Plasma Region Temperature
4.1.1. Effect of Ar Gas Flow Rate

Ar gas, as one of the most common inert gases, does not form stable compounds
with other elements at room temperature, so it is mainly used as an excitation gas or
protective gas in ICP excitation. After the RF power supply is charged, the Ar molecules
are continuously hit by high-energy electrons in the strong electromagnetic field to obtain
internal and kinetic energy, and the particles are transformed from the ground state to
the high-energy state. This refers to active Ar atoms, which are mixed with high-energy
electrons and a variety of ground-state particles in the field to form an electrically neutral
Ar plasma. If Ar gas is the main source of plasma generation and its flow rate is too low
or too high, the formed plasma flame will be unstable or even extinguished, so the Ar gas
flow range is generally around 11–27 slm. This section sets the experimental parameters
under different Ar flow rates, as shown in Table 1.

Table 1. Processing parameters under different Ar flow rates.

Parameter Value

Ar flow rate/slm 10, 12.5, 15, 17.5, 20, 22.5, 25, 27
CF4 flow rate/sccm 60
O2 flow rate/sccm 10

Input power/W 500

The experimental results are shown in Figure 4. The plasma region temperature keeps
rising when the Ar flow rate is between 10 and 15 slm, then decreases instead of rising as
the Ar gas flow rate increases, which is due to the limited ionization capacity of the RF
power of 500 W. The ionization capacity is saturated when the Ar gas flow rate reaches

4
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15 slm, at which time there are no more free electrons generated in the electromagnetic
field and no more heat can be released. The excess Ar gas is passed through the plasma
field in the form of low-energy molecules flowing from the nozzle to the air, which plays
the role of heat dissipation, so the temperature of the plasma decreases. Additionally, the
molecular form of Ar inhibits the generation of active reaction particles, thus making the
etching efficiency decrease. Excess Ar gas also makes the plasma flame formed from the
nozzle more elongated, so the shape of the removal profile of the workpiece also changes,
and the Ar gas flow rate generally cannot be too low.

Figure 4. Influence of Ar flow rate on plasma temperature.

4.1.2. Effect of CF4 Gas Flow Rates

When CF4 is the reaction gas, the addition of a small amount of O2 gas serves to
enhance the F* etching efficiency and inhibit deposit generation [23,24], and its excitation
principle is similar to that of CF4 gas. Therefore, this paper only focuses on the effect
of the CF4 gas flow rate on the plasma region temperature. After CF4 is passed into the
generator, it undergoes multi-stage decomposition under the influence of the active Ar
plasma atmosphere and the internal electromagnetic field. Active F-atoms are generated,
and this particle interacts with the substrate surface to achieve removal. Considering the
completeness of the experiment and the fact that this section only deals with the effect of
the gas flow rate on the plasma region temperature, CF4 gas flow rates of 0 sccm and 5
sccm were added for comparison, as shown in Table 2.

Table 2. Processing parameters under different CF4 flow rates.

Parameter Value

Ar flow rate/slm 19
CF4 flow rate/sccm 0, 5, 10, 15, 25, 35, 45, 55, 65, 75, 85
O2 flow rate/sccm 10

Input power/W 500

The plasma region temperature change curve with CF4 flow is shown in Figure 5.
When the CF4 flow range is around 0–45 sccm, a large number of free electron collisions
constantly enter the F atom and get enough energy after being excited by high-energy F
ions to lead to a sharp rise in the plasma torch temperature, and at this time the plasma
flame at the nozzle will become light green. This is because in the high-energy state, active F
atoms are not stable, and a large number of photons are released in the process of returning
to the ground state. When the flow rate of CF4 is greater than 45 sccm, after the RF electric
field excitation capacity reaches saturation, the excitation ratio of F atoms in the generator
remains unchanged. The excess CF4 gas flows out in its original form, so the temperature
of the plasma torch tube gradually flattens out with the increase in CF4 gas flow rate and
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even slightly decreases. This is the same reason why the temperature drops when the Ar
gas flow rate is excessive. However, because the CF4 gas flow rate increases by only 10
sccm, which is too small compared to the proportion of Ar gas in the tube, the cooling trend
of the plasma is less obvious.

Figure 5. Influence of CF4 gas flow on plasma temperature.

4.1.3. Effect of RF Power

The RF power supply is the energy input source for the plasma processing system. RF
input power indicates the energy input to the plasma torch and is an important parameter
of plasma excitation. The size of the RF input power determines whether it can discharge
and the size of the discharge intensity. When the electric field strength is greater, the
electron concentration increases, a large number of electrons hit the reaction gas, dissociate
more active etching particles, and the APPP etching rate increases. Theoretically, the higher
the RF input power, the higher the Ar gas excitation intensity, and the temperature will
increase [25]. This section sets the parameters under different RF power values, as shown
in Table 3, to experimentally prove that the reasonable RF input power range based on
this parameter is around 350–700 W. Too high or too low will produce an arc-pulling
phenomenon or even quenching.

Table 3. Processing parameters under different RF power values.

Parameter Value

Ar flow rate/slm 19
CF4 flow rate/sccm 60
O2 flow rate/sccm 10

Input power/W 350, 400, 450, 500, 550, 600, 650, 700

Figure 6 shows the change curve of the plasma region temperature at different RF
power, the RF power from 350 W to 700 W plasma region temperature steadily increases,
which is also in line with the above theory. The acceleration of temperature rise increases
when 600 W, so the RF power should be controlled below 600 W in practical processing.

6
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Figure 6. Influence of RF power on plasma temperature.

4.2. Study on the Removal Function of Silicon Carbide by ICP Processing
4.2.1. Effect of Plasma Region Temperature on the Removal Function

Atmospheric plasma processing is not affected by the physical properties of the
material, so it can perform efficient and rapid processing of the material, the essence
of which is material removal through the chemical reaction between the active particles
generated under the active atmosphere of the plasma and the surface of the substrate.
Its reaction rate is also in accordance with the Arrhenius formula with the following
expressions [26,27]:

k = Ae−
Ea
RT (4)

In the above equation, k is the chemical reaction rate constant; A is the Arrhenius
constant; Ea is the reactivity energy, in units (J/mol); T is the absolute temperature, in
units K; and R is the molar gas constant, in units (J/mol-K). The etching efficiency of
ICP-processed silicon carbide varies with the temperature of the plasma reaction region.
In order to study the effect of plasma region temperature on silicon carbide under the
same process parameters, in this section, the experimental parameters of the conventional
processing were made constant. The processing distance between the nozzle tip and the
sample surface was 4 mm, the dwell time was 30 s, the Ar flow rate was 19 slm, the CF4
flow rate was 60 sccm, the O2 flow rate was 10 sccm, and the RF power supply power was
500 W. It should be noted that the workpiece must be completely cooled at intervals to
prevent thermal accumulation. The experimental results were obtained by preheating to
get the plasma reaction area temperatures of 256 ◦C, 288 ◦C, and 297 ◦C for three groups of
fixed-point etching, which were recorded as points A, B, and C, respectively.

The profile data of the machined section at three points were measured using a
Taylor profiler and imported into Matlab to obtain Figure 7. The peak removal depths
were 3.64 μm, 3.93 μm, and 4.47 μm at points A, B, and C, respectively. The increase
in longitudinal etching caused the peak removal profile to increase with temperature,
indicating that the increase in plasma region temperature promotes the etching rate of
the active particles on the SiC material. Hence, the higher the plasma region temperature,
the higher the removal depth peak for the same dwell time. Comparing the temperature
change, it is found that when the temperature increases from 256 ◦C to 288 ◦C, the peak
removal depth increases by 0.29 μm, with a ratio of about 0.009 μm/◦C to the temperature
increment, while from 288 ◦C to 297 ◦C, the peak removal depth increases by 0.54 μm/min,
with a ratio of about 0.06 μm/◦C to the temperature increment. This is much larger than
the first two points of difference ratio change, which indicates that the influence of the
plasma area temperature on the etching efficiency is more significant with the increase in
temperature. Therefore, in the actual processing, it is necessary to ensure the stability of
the processing environment while controlling the plasma temperature within a small range
to ensure the stability of the plasma removal capacity.
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(a) (b) (c) 

Figure 7. Cross-sectional profile of the removal function at different plasma temperatures: (a) point
A, 256 ◦C; (b) point B, 288 ◦C; and (c) point C, 297 ◦C.

4.2.2. Effect of Dwell Time on the Removal Function

In ICP fixed-point or planar processing, the plasma flame equivalent to a fixed-point
heat source will continuously conduct heat transfer to the substrate surface to increase its
temperature, as shown in Figure 8, so the relationship between the dwell time and etching
rate will not be a simple linear fit [28].

Figure 8. Plasma thermal radiation schematic.

To investigate the effect of heat removal due to increasing dwell time, the dwell time
is set in this section, as shown in Table 4, and other parameters are the same as in the
previous section. In addition to this, the same five processing points were set without
changing other parameters, and their dwell times were divided into 10-s increments, as
shown in Table 4. For example, the processing point with a dwell time of 6 × 10 in the
table means that the point was processed six times for 10 s each time. Sufficient intervals
were made between each processing so that the surface of the SiC wafer processed twice
was sufficiently cooled to minimize the temperature accumulation on the wafer surface. To
facilitate the distinction between the two types of processing, the processing point with
uninterrupted dwell time is recorded as a single processing point, and the interval division
is recorded as multiple processing.

Table 4. Experimental parameters with different dwell times.

Processing Method Dwell Time/s

Single process 10, 20, 30, 40, 50, 60
Multiple process 10 × 1, 10 × 2, 10 × 3, 10 × 4, 10 × 5, 10 × 6

The experimental results are shown in Figure 9. Figure 9a shows the results of single
processing, and Figure 9b shows the results of multiple processing. The blue curve in
the figure represents a simple linear fit to the removal depths of the first two processes to
compare the extent to which the experimentally obtained removal depth curves deviate

8



Micromachines 2023, 14, 992

from linearity. Theoretically, when the dwell time of a section is constant, then the total
dwell time of the same removal amount should be equal. However, when comparing the
peak depth of removal curves of single processing and multiple interval processing, it can
be found that the greater the dwell time, the greater the deviation from the linear curve of
single processing under the same cumulative dwell time of both. This is consistent with the
conclusion about the effect of temperature on the depth of removal in the previous section.
This indicates that the thermal accumulation on the wafer surface is the reason for the
non-linear relationship between the dwell time and etching rate, and the longer the dwell
time accumulation, the greater the effect on the instability of the etching rate. Therefore, in
the planarization processing, the temperature accumulation on the wafer surface can be
reduced by speeding up the process multiple times, and at the same time, the temperature
accumulation on the wafer surface can be dissipated as much as possible.

Figure 9. Removal function and dwell time variation curve: (a) single processing; (b) multiple
processing.

5. Conclusions

In this paper, based on ICP processing of SiC material, the temperature variation in
atmospheric plasma processing was measured by infrared thermometry, and the influence
of the three main processing parameters, Ar, CF4, and RF power, on the temperature in the
plasma region was analyzed by the single-factor method. The following conclusions were
drawn in combination with the profilometer measurements:

(1) In atmospheric plasma processing, plasma temperature fluctuations affect the working
gas excitation, the decomposition process, and the energy and distribution of active
particles on the surface of the components, which further affect the removal stability
of the material. Infrared thermometry reveals that the plasma region temperature
rises with increasing Ar gas flow rate, reaching a maximum of 325 ◦C at 15 slm. With
the reaction gas CF4 flow rate in the interval of around 0–45 sccm, the plasma will
be continuously exothermic with the ionization of the system’s overall temperature
increase until the flow rate reaches 45 sccm, at which point the system’s ionization
capacity reaches saturation after the temperature stabilizes with only a small decline.
The size of the RF input power determines the size of the discharge and its intensity.
When the RF power is around 350–700 W, the plasma region temperature increases
with the increase in RF power.

(2) The higher the plasma region temperature under the same parameters, the faster the
etching rate of ICP-etched SiC, and the higher the plasma region temperature, the
more easily the removal rate is affected. Additionally, the dwell time has a non-linear
relationship with the peak removal depth due to the effect of heat accumulation on
the wafer surface.
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Abstract: Abrasive water jetting is an effective dressing method for a fixed abrasive pad (FAP) and
can improve FAP machining efficiency and the impact of abrasive water jet (AWJ) pressure on the
dressing effect; moreover, the machining state of FAP after dressing has not been thoroughly studied.
Therefore, in this study, the FAP was dressed by using AWJ under four pressures, and the dressed
FAP was subjected to lapping experiments and tribological experiments. Through an analysis of the
material removal rate, FAP surface topography, friction coefficient, and friction characteristic signal,
the influence of AWJ pressure on the friction characteristic signal in FAP processing was studied.
The outcomes show that the impact of the dressing on FAP rises and then falls as the AWJ pressure
increases. The best dressing effect was observed when the AWJ pressure was 4 MPa. In addition, the
maximum value of the marginal spectrum initially rises and then falls as the AWJ pressure increases.
When the AWJ pressure was 4 MPa, the peak value of the marginal spectrum of the FAP that was
dressed during processing was the largest.

Keywords: fixed abrasive pad; abrasive water jet; friction; Hilbert marginal spectrum; friction coefficient

1. Introduction

The fixed abrasive machining technique was first proposed in the 1990s. It can quickly
lap flat workpieces and has been extensively used in the machining of parts in aerospace
and optical communication industries [1,2]. In contrast to the conventional free abrasive
lapping technique, the fixed abrasive lapping technique involves fixing the abrasive on pad
and wiping the workpiece surface using the exposed abrasive grains on the pad [3–5]. As
the lapping time continues, the surface of the fixed abrasive pad (FAP) experiences abrasive
wear and glazing, making the surface of the FAP flat and smooth, which decreases its
processing performance. Therefore, the dressing of the FAP surface is required to improve
its machinability.

Abrasive water jet (AWJ) technology is a new processing technology. Its principle is
that the abrasion strikes the workpiece surface with the high-speed water jet, thus realizing
the machining of the workpiece surface [6,7]. It has strong applicability, high flexibility,
low damage, and other characteristics, and has been widely used in surface processing,
surface finishing, and other fields in recent years [8,9]. Qu et al. [10] used AWJ to perforate
shale with different components, thus defining the damage characteristics of AWJ to shale
with different components. Lv et al. [11] used ultrasonic-assisted AWJ to polish aluminum
nitride as this method can achieve efficient aluminum nitride processing and high surface
quality. Che et al. [12] explored the effect of AWJ process parameters on polishing quality.
The experimental results showed that ideal polishing results could be obtained by adjusting
the process parameters. Zhu et al. [13] used AWJ for precision surface processing of difficult-
to-process materials. The results showed that AWJ has great potential in the processing
of difficult-to-machine materials. Zhang et al. [14] used an ultrasonic-assisted micro AWJ
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processing device to conduct experiments on K9 glass erosion. This technology can realize
high efficiency and the high-quality machining of K9 glass using AWJ.

The machinability of an FAP is directly related to the surface state after finishing.
Moreover, there is a certain correlation between the surface state of an FAP and the friction
signal between its interfaces. Therefore, the machining capability of an FAP can be described
by the friction signals between its interfaces. However, friction signals are characterized
by instability and nonlinearity, which require appropriate processing and extraction of
the characteristic signals. At present, researchers have conducted a lot of research on
fault detection and process monitoring. For example, Wada M. et al. [15] investigated the
characteristics of the acoustic emission (AE) from frictional wear, observing the correlation
between the frictional wear phenomenon and the magnitude of the AE signal, and found
that the magnitude of the AE signal was smaller in the wear state and larger in the adhesive
wear state. Olalere et al. [16] analyzed the vibration signals in turning machining to
classify the working state of the tool and found that the method was more accurate than
other models in predicting tool failure by comparison. Pandya et al. [17] used wavelet
packets to decompose and extract signals from healthy and faulty bearings and used
energy and kurtosis to diagnose bearing faults so that bearing faults could be accurately
identified. Liu et al. [18] processed and analyzed the cutting force signal based on the
Hilbert–Huang transform (HHT), thus facilitating an accurate monitoring of the tool wear
state. Shen et al. [19] monitored the tool state under different working states, which led
to the identification of a feature able to characterize the tool worn state that is resistant
to interference. Ma et al. [20] monitored the frictional state of bearings under different
operating states based on wavelet packets, thus establishing a model for assessing the state
of bearings, and the model can accurately identify faults. Chen et al. [21] classified the
processing of an FAP based on acoustic emission technique, and the method allows for a
better identification of the processing of an FAP for its accurate monitoring. Tyč et al. [22]
monitored the process of AWJ cutting hard materials using vibration signals. This method
allows for an effective monitoring of the AWJ machining process.

In summary, researchers have conducted a lot of research on AWJ trimming technology
and process machining inspection technology, and a lot of results have been achieved.
However, no one has studied the effect of AWJ pressure on the FAP dressing effect and
machining process by dressing FAP with AWJ. Therefore, this paper uses AWJ with different
pressures to dress an FAP surface. Through an analysis of experimental data, the impact of
AWJ pressure on the dressing performance of an FAP and the feature signal of friction in a
dressed FAP was studied.

2. Materials and Methods

2.1. Experimental Equipment

The AWJ dressing system was selected to dress the FAP in the experiment. The
dressing system was designed and built in the laboratory. Figure 1 shows the working
principle of the AWJ. In the selection of abrasives, it was considered that too small an
abrasive size would cause an insignificant dressing effect that was not obvious, while too
large an abrasive size would easily block the nozzle and cause excessive dressing. Therefore,
W3.5 white corundum abrasive was chosen, which has the properties of high hardness and
high strength. The name standard is based on the China National Standards: W indicates
the particle size, and its unit is μm. Therefore, W3.5 means the abrasive with a particle
size of 3.5 μm. A ZDHP-30B lapping and polishing machine (Shenyang Maike material
processing equipment Co., Ltd, Shenyang, China) was used for the lapping experiments.
Figure 2 shows the processing equipment and schematic diagram. An FAP of type W7
was chosen for the lapping experiments, as shown in Figure 3; the preparation process
was taken from the literature [23]. Deionized water was chosen as the lapping slurry. The
test workpiece was quartz glass. The test piece is quartz glass, which has high chemical
stability, good light transmission and low electrical conductivity, and has a Mohs hardness
of 7. Tribological experiments were conducted on an MWF-500 tribological wear tester
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(Jinan Huaxing Testing Equipment Co., Ltd., Jinan, China). The equipment is shown in
Figure 4. Figure 5 shows the experimental process diagram.

Figure 1. Working principle of AWJ.

Figure 2. ZDHP-30B lapping and polishing machine and lapping schematic diagram: (a) test equip-
ment; (b) working principle diagram.
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Figure 3. Polishing pad measurement sample: (a) FAP; (b) FAP local magnification; (c) FAP sample.

Figure 4. MWF-500 equipment and local amplification: (a) equipment working position;
(b) test equipment.

Figure 5. Experimental process diagram.
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2.2. Experimental Design

This paper investigates the effect of four AWJ pressures on the frictional signal charac-
teristics of the FAP after dressing. The experimental part consisted of a lapping experiment
and a tribological test. Moreover, its tests are carried out three times using a repeatability
test to reduce the error. Before the lapping experiment, the AWJ device was used to dress
the FAP. Table 1 shows the dressing parameters. Quartz glass lapped the FAP after dressing
with AWJ to obtain the arithmetic mean deviation of the roughness profile Ra and material
removal rate (MRR) of the workpiece, as well as the surface morphology and Ra of FAP.
The tribology test was used to collect the friction signal generated by the FAP sample after
dressing with AWJ. The signal processing part mainly processes the friction signal through
HHT and obtains the corresponding marginal spectrum peak.

Table 1. Process parameters of AWJ dressing test.

Abrasive Size
Abrasive

Flow
Rotational

Speed
Traverse

Speed
Dress
Time

AWJ Pressure

W3.5 (3.5 μm) 100 cm3/min 110 r/min 2.5 mm/s 5 min 2 MPa, 3 MPa,
4 MPa, 5 MPa

2.3. Feature Selection and Extraction of Friction Signal

Recent studies have shown that the HHT (Hilbert–Huang transform) method, which
is commonly used in nonstationary signal processing, has high adaptability and can better
represent the variation of the original signal during the analysis and processing [24,25].
Therefore, the Hilbert marginal transform that extracts the friction signal while lapping the
process of the FAP can accurately represent the changes of the signal, which is combined
with the surface situation of the FAP. The HHT method includes two steps: EMD (Empirical
Mode Decomposition) and Hilbert transform [26]. First, EMD is used to decompose
the signal to obtain a limited number of the Intrinsic Mode Function (IMF). Then, the
Hilbert transform is performed on each feature mode IMF to obtain the Hilbert spectrum.
Figure 6 shows the feature extraction process.

Figure 6. The feature extraction process.

2.4. Measurement and Characterization
2.4.1. Workpiece MRR

After each group of lapping tests, the workpiece samples were placed in an ultrasonic
cleaner for 5 min to remove impurities from the surface of the workpiece samples. The
ultrasonic cleaned and dried samples were placed in a precision balance (Satorious CP225D)
and the sample mass was measured and the MRR was calculated using Equation (1):

MRR =
Δm

ρ× s × t
× 107 (1)

2.4.2. Workpiece Ra and 3D Morphology

The surface topography and Ra of the workpiece sample after ultrasonic cleaning
are measured using a Contour GT-X3/X8 white light interferometer (Bruker, Nano, Inc.,
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Berlin, Germany) which has a measurement accuracy of 0.001 nm. To reduce measurement
errors, three points are selected uniformly on the surface of the sample for each test.

2.4.3. Surface State and 3D Morphology of FAP

The processed and treated FAP samples were fixed on the stage and a blower was
used to remove impurities and dust from the FAP surface. Then, the surface topography
was measured using a contour white light interferometer (Contour GT-X3/X8) to obtain
the Ra and 3D roughness parameters of FAP: the maximum height of the summit Sp,
skewness of the height distribution Ssk, kurtosis of the height distribution Sku, and root
mean square deviation of the surface Sq. Based on the existing reports, the Sp represents
the height of abrasive grains on the surface of FAP, the Sq can represent the state of surface
texture, the Ssk represents the surface symmetry, and the Sku represents the surface height
distribution [27]. Therefore, the above roughness parameters are chosen to accurately
represent the change in the surface condition of the FAP.

3. Results and Discussion

3.1. Experimental Results

Figure 7 shows the MRR and Ra of the FAP after dressing using AWJ with four
pressures. Figure 7 shows that the MRR of the FAP dressed using a 4 MPa pressure AWJ is
greater than other AWJ-dressed pressures, while the surface quality obtained by lapping
the workpiece with the FAP dressed with a 5 MPa pressure AWJ is the smallest.

Figure 7. MRR and Ra of the FAP after dressing using AWJ with four pressures: (a) MRR, (b) Ra.

3.2. Effect of AWJ Pressure on Surface Morphology after FAP Dressing

Figure 8 shows the surface parameters of the FAP after dressing with AWJ under four
pressures. Moreover, Figure 9 shows the morphology of the FAP after dressing with four
AWJ pressures. It can be seen from Figure 8 that the Sp, Sq, and Ssk of the FAP after lapping
are the smallest, while Sku is the largest. With an increase in AWJ pressure, Sp, Sq, and
Ssk increase firstly and then decrease, whereas Sku decreases firstly and then increases.
This is due to the small number and low height of the abrasive grains exposed on the
FAP surface. Most of the substrate is exposed to the surface, which is relatively smooth,
and the Ra is the smallest. The AWJ pressure is 2 MPa, and it does not provide enough
energy for the abrasive to remove the protruding matrix and worn abrasive grains from the
FAP surface while dressing. The exposed height of the abrasive grains on the surface is
small, and the phenomenon of high local concentration is not well improved. Therefore,
Sp, Sq, and Ssk are small, while Sku is large. With an increase in the pressure of the AWJ,
the abrasive sprayed by the nozzle can obtain greater kinetic energy. The abrasive can
effectively remove the surface matrix and worn abrasive grains. It also improves the local
height concentration and exposes more fresh abrasive grains on the surface of the FAP.
When the AWJ pressure is 4 MPa, its Sp, Sq, and Ssk are the largest, whereas Sku is the
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smallest, which shows that, when the pressure is 4 MPa, the AWJ has the best dressing
performance for the FAP, in which the exposed height of the surface abrasive grains is the
largest and its Ra is the largest. When the AWJ pressure is 5 MPa, due to the rapid flow rate
in the mixing chamber, some abrasive grains will be broken, which will affect the dressing
effect of the AWJ on the abrasive pad; therefore, Sp, Sq, and Ssk decrease and Sku increases.

Figure 8. Surface parameters of FAP after dressing with AWJ under four pressures: (a) Sp; (b) Sq;
(c) Sku; (d) Ssk.

3.3. Effect of AWJ with Four Pressures on Machining Performance of FAP and Surface Morphology
of Workpiece

Figure 10 shows the workpiece morphology of FAP lapping with AWJ dressing under
four pressures. Figure 11 shows the Ra of FAP and workpiece after dressing with AWJ
under four pressures. Figure 11 shows that the Ra of the FAP rises and then falls with
an increase in AWJ pressure, while the Ra of the workpiece firstly decreases and then
increases with a rise in AWJ pressure. This is because, when the AWJ pressure is 2 MPa,
the AWJ cannot effectively improve the surface state of the FAP. The local higher matrix
or abrasive grains contact and scratch the workpiece. The abrasive grains cut into the
surface deeply, and the scratch caused by scratching is deep. The Ra of the workpiece is
the largest, and the Ra of the FAP is small. With an increase in AWJ pressure, the kinetic
energy obtained by abrasive increases, which can effectively improve the surface state
of the FAP. When the AWJ pressure is 4 MPa, the exposed height of the abrasive grains
increases, and the greater the Ra of FAP, the better the machining performance. During
the lapping process, more abrasive grains make contact with the workpiece. The abrasive
grains are subjected to small and uniform forces, resulting in small scratches caused by
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scraping and the good surface quality of the workpiece (Figure 9). When the AWJ pressure
is 5 MPa, the dressing performance of the abrasive will be affected in the mixing room. The
effect of the phenomenon of local height concentration on the surface of the FAP leads to a
large and uneven force on abrasive grains in the machining process, which contributes to
the scratches caused by abrasive grains scratching the workpiece becoming deeper, and the
workpiece’s surface quality worsens as a result. Therefore, when the AWJ pressure is 4 MPa,
the FAP machining performance and workpiece surface quality are the best after dressing.

Figure 9. Morphology of FAP before and after dressing with AWJ under four pressures: (a) after
lapping; (b) after AWJ dressing.
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Figure 10. Workpiece morphology of FAP lapping with AWJ dressing under four pressures: (a) before
lapping; (b) after lapping.
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Figure 11. Ra of FAP and workpiece after dressing with AWJ under four pressures: (a) Ra of
workpiece; (b) Ra of FAP.

3.4. The Influence of AWJ Pressure on Friction Coefficient of FAP

The friction coefficient has a certain relationship with the wear degree and micro
cutting performance of FAP surface abrasive grains [28]. Therefore, the coefficient of the
friction collected can indirectly represent the surface state and machinability of the FAP
after four AWJ dressing pressures. Figure 12 shows that the coefficient of the friction of the
FAP dressed using AWJ at four pressures. From Figure 12b, the coefficient of friction first
rises and then falls with an increase in AWJ pressure. When the AWJ pressure is 4 MPa,
the coefficient of the friction of the FAP during machining is the largest; however, when
the AWJ pressure is 2 MPa, the coefficient of the friction of the FAP during machining is
the smallest. This is because the AWJ with 4 MPa pressure has the best dressing effect on
the FAP. The matrix and worn abrasive grains on the surface of the FAP can be effectively
removed during the dressing process, which greatly enhances the machinability of the
FAP. More abrasive grains on the surface of the FAP contact and scratch the workpiece to
maximize the friction coefficient. The AWJ under a 2 MPa pressure has the worst dressing
performance on the FAP, as this leads to an ineffective removal of the matrix and abrasive
grains from the FAP surface during dressing, making its plus performance poor. The FAP
surface has better matrix contact and scrapes the workpiece, thus minimizing the coefficient
of friction during machining.

Figure 12. Friction coefficient for AWJ-dressed FAP at four pressures: (a) friction coefficient;
(b) average friction coefficient.
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3.5. Effect of AWJ with Different Pressure on Friction Characteristic Signal of FAP

The friction signal is processed using MATLAB software. A marginal spectrum
of the FAP after dressing with four AWJ pressure was obtained. Figure 13 shows that
the maximum value of the marginal spectrum is mainly around 4.7 Hz and that it is
related to the cutting ability of the FAP [29]. Therefore, the processability of the FAP after
dressing with AWJ under four pressures can be reflected by the maximum value of the
marginal spectrum.

Figure 13. Marginal spectrum maximum value of FAP after dressing with AWJ under four pressures:
(a) 2 MPa; (b) 3 MPa; (c) 4 MPa; (d) 5 MPa.

Figure 14 shows the relationship between the maximum value of the edge spectrum
and the AWJ pressure, and its value first rises and then falls as the AWJ pressure increases.
This is because the surface state of the FAP is not effectively improved at AWJ pressures of
2 MPa; moreover, because the worn particles and protruding matrix on the FAP surface are
not effectively removed, the matrix mainly scrapes the workpiece to produce its frictional
characteristic signal. Therefore, the edge spectrum peak is minimal. The surface state of
the FAP was effectively improved when the AWJ pressure was 4 MPa. Abrasive grains
and the excess matrix worn on the FAP surface can be effectively removed. The abrasive
grains mainly contact and scrape the workpiece to achieve material removal. Therefore,
the edge spectrum peak energy is the maximum. AWJ pressure is 5 MPa, and the dressing
performance of the abrasive on the FAP is affected. The abrasive particles and excess matrix
on the FAP surface cannot be effectively removed, and there is more of the matrix on the
FAP surface. The more of the matrix that touches the workpiece during machining, the
more the peak marginal spectral value decreases.
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Figure 14. The relationship between the maximum value of the marginal spectrum and the
AWJ pressure.

3.6. Discussion

In AWJ dressing, the pressure of the AWJ is an essential factor in the machinability
of the FAP after dressing. Figure 14 shows a schematic diagram of the AWJ dressing.
Figure 15a shows that, after the abrasive and water are mixed in the mixing room, the
mixture is sprayed through the nozzle. The interaction between abrasive and water removes
the matrix and abrasive from the FAP surface and enhances its machinability. When the
pressure of AWJ is 2 MPa, the abrasive and water are not fully mixed in the mixing room,
and the kinetic energy of the abrasive and water ejected from the nozzle is small. It is
difficult to remove the matrix and worn abrasive grains from the FAP surface, and the
dressing performance is poor. As the pressure of AWJ increases, the abrasive and water can
be fully mixed. When the AWJ pressure is 4 MPa, the kinetic energy of the abrasive and
water ejected from the nozzle is large. As shown in Figure 15b, it can effectively remove
the matrix and abrasive grains of wear from the FAP surface, improve the local high
concentration of the surface, and possess a good dressing effect. As shown in Figure 15c,
when the pressure of AWJ is 5 MPa, it will accelerate the flow of abrasive in the mixing
room, so that more abrasive will be broken in the mixing room and thus more broken
abrasive will be ejected from the nozzle, which will eventually lead to a decrease in the
removal of the matrix and abrasive grains on the surface of the FAP.

Regarding the FAP surface, by dressing with AWJ, the excess matrix and worn abrasive
grains on the FAP surface are removed, and more fresh abrasive grains are exposed. When
the AWJ pressure is 2 MPa, the AWJ is not effective in dressing the FAP surface, the abrasive
grains on the FAP surface cannot be effectively removed, and its machining capability
cannot be effectively enhanced. There is still a significant amount of worn abrasive grains
in contact with the workpiece and scraping it. At this time, the marginal spectral peak value
generated by abrasive grains scratching the workpiece is the smallest (Figure 16b). When
the AWJ pressure is 4 MPa, the worn abrasive grains and the redundant matrix on the
FAP surface can be effectively removed, and the FAP surface after AWJ dressing has more
fresh and sharp abrasive grains. Fresh abrasive grains can be easily cut to the workpiece.
The large removal thickness of the workpiece makes its MRR large (Figure 8a). When
fresh abrasive scratch and cut the workpiece, a significant amount of debris is generated.
Under the influence of the flow of the lapping slurry, the debris will form eddy currents
between the FAP and the workpiece, and the abrasive grains will scratch the workpiece
and matrix off the FAP under the drive of the eddy currents [30]. The shedding of worn
particles and the appearance of fresh abrasive grains are promoted to achieve the self-repair
of the FAP [31]. Therefore, the maximum value of the marginal spectrum is the largest
(Figure 16c). When the AWJ pressure is 5 MPa, the dressing performance of the AWJ
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decreases, the removal rate of worn abrasive grains and the exposure rate of fresh abrasive
grains during lapping slows down, and the amount of fresh abrasive grains scraping the
workpiece decreases. As a result, the maximum value of the marginal spectrum is reduced.

Figure 15. Schematic diagram of AWJ dressing the FAP: (a) schematic diagram of AWJ dressing;
(b) 4 MPa AWJ dressing diagram; (c) 5 MPa AWJ dressing diagram.

Figure 16. Lapping mechanism of FAP: (a) schematic diagram of AWJ dressing; (b) 2 MPa; (c) 4 MPa.
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4. Conclusions

In the present work, dressing tests of the FAP were conducted using a self-designed
AWJ system, and separate lapping tests and tribological tests of the dressed FAP were con-
ducted. The influence of jet pressure on the FAP morphology, workpiece morphology, MRR,
and frictional characteristic signals was discussed, and the mechanism of the influence was
analyzed. The results are as follows:

An AWJ-dressed FAP can effectively improve its machining performance, and the
AWJ pressure greatly impacts the dressing effect. The Ra of the FAP firstly rises and then
falls with the AWJ pressure. When the AWJ pressure is 4 MPa, the dressing effect of the
AWJ is the best, the machining performance of the FAP is the best, and the maximum MRR
can reach 632.76 nm/min.

The AWJ pressure has an impact on the friction coefficient of the dressed FAP. The
friction coefficient increases firstly and then decreases with an increase in AWJ pressure.
When the FAP was dressed with 4 MPa AWJ, the micro-cutting capability of the FAP surface
abrasive grains was the strongest and the friction coefficient was the largest, up to 0.184.

The maximum value of the marginal spectrum can be used to detect the micro cutting
capability of FAP surface abrasive grains, and the AWJ pressure has a certain influence
on the maximum value of the marginal spectrum generated during the processing of the
dressed FAP. The value first rises and then falls as the AWJ pressure increases. When the
AWJ pressure is 4 MPa, the value is at its largest.
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Abstract: NdFeB materials are widely used in the manufacturing of micro-linear motor sliders due to
their excellent permanent magnetic properties. However, there are many challenges in processing
the slider with micro-structures on the surface, such as complicated steps and low efficiency. Laser
processing is expected to solve these problems, but few studies have been reported. Therefore, simu-
lation and experiment studies in this area are of great significance. In this study, a two-dimensional
simulation model of laser-processed NdFeB material was established. Based on the overall effects
of surface tension, recoil pressure, and gravity, the temperature field distribution and morpholog-
ical characteristics with laser processing were analyzed. The flow evolution in the melt pool was
discussed, and the mechanism of microstructure formation was revealed. In addition, the effect of
laser scanning speed and average power on machining morphology was investigated. The results
show that at an average power of 8 W and a scanning speed of 100 mm/s, the simulated ablation
depth is 43 μm, which is consistent with the experimental results. During the machining process,
the molten material accumulated on the inner wall and the outlet of the crater after sputtering and
refluxing, forming a V-shaped pit. The ablation depth decreases with the increment of the scanning
speed, while the depth and length of the melt pool, along with the height of the recast layer, increase
with the average power.

Keywords: NdFeB; laser processing; simulation; microstructure formation mechanism; melt pool
flow evolution

1. Introduction

Micro-linear motors are widely used in microrobots, smartphones, and medical ap-
plications. The relative motion between the slider with the microarray structure and the
stator with the embedded micro-coil is generated by the Lorentz force, which drives the
micro-linear motor to produce linear micro-movements. NdFeB materials are used in the
manufacturing of sliders for micro-linear motors because of their excellent permanent
magnetic properties. Currently, micro-cutting and micro-milling technologies are used
to manufacture micro-array structures on the surface of NdFeB, which are then used to
produce the sliders required for micro-linear motors. In addition, micro-electro-mechanical
systems (MEMS) technology is also used in the manufacture of sliders. Zhi et al. [1] bonded
NdFeB sheets to a silicon substrate and cut it into a long strip pattern at 100 μm intervals
by using a cutting saw. Furthermore, Wang et al. [2] fabricated a chessboard microarray
structure with a pitch of 1.2 mm and a length and width of 810 μm on the surface of a
NdFeB sheet by lithography and wet etching. These reported processing methods can
process regular arrays with hundreds of microns scale and misaligned arrays with the
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millimeter scale. With the miniaturization of micro-linear motors, it is desired to develop
the efficient processing technologies that can manufacture smaller-scale arrays on NdFeB
sheets. The micro-cutting and micro-milling technologies can process regular arrays of
100 μm, but it is difficult to fabricate misaligned arrays of the same scale. Moreover, the
processing efficiency is low. Although MEMS can fabricate misaligned array structures, it
is cumbersome and inefficient, so it is not suitable for processing deeper structures.

Laser processing technology [3,4] is widely used in preparing the functional surface
and treating artificial bone due to its controllability and high efficiency. Li et al. [5] used
picosecond pulsed lasers to generate precise mesh structures on pure titanium surfaces to
improve their surface wettability and biocompatibility. Melo-Fonseca et al. [6] fabricated
pyramidal-shaped microscale columns on metallic biomaterials, thereby improving the
interaction between bone and implant. Zhao et al. [7] investigated the feasibility of prepar-
ing a bionic superhydrophobic stainless steel surface by laser precision engineering to
achieve dynamic control of targeted superhydrophobicity and water transport. The above
applications demonstrate the potential of laser processing technology to process microscale
array structures on NdFeB surfaces. Currently, there are few studies on the laser processing
of NdFeB materials. Numerical simulations can greatly reduce the number of experiments
and facilitate the investigation of the material removal mechanism during laser processing.
In terms of simulation, Lim et al. [8] investigated the effect of processing parameters on
the ablation depth and morphology during nanosecond pulsed laser processing of copper
and aluminum by finite element simulations. Berenyi et al. [9] investigated the heat effect
induced during the laser processing of copper materials by building a three-dimensional fi-
nite element model. Zhang et al. [10] carried out finite element modeling of the nanosecond
pulsed laser processing of stainless steel, and the moving boundary conditions were consid-
ered. Considering the solid–liquid phase transition and the removal of the materials due to
liquid evaporation is significant in simulating the material removal process. The surface
tension caused by the flow field and the Marangoni effect caused by the tension gradient
also have a large impact on the simulation of the laser processing process. Ding et al. [11]
considered the Marangoni effect as the main driving force for fluid flow from the top center
region of the melt pool to the outside of the rim in selective laser melting (SLM) modeling.
Similarly, Yuan et al. [12] suggested that in SLM, the Marangoni effect plays a key role in
enhancing convective heat transfer and changing the melt pool geometry. In addition to the
Marangoni effect, the center of the molten pool is mainly subject to recoil pressure, which
drives surface profile changes. Cho et al. [13] investigated the molten pool dynamics of laser
welding and concluded that molten metal flow is mainly driven by surface tension and that
the buoyancy drive in the bulk forces cannot be neglected. The energy of the nanosecond
pulsed laser is high; the recoil pressure is the main driving force for the formation of the
crater profile. Yuan et al. [14] carried out simulations and experiments on the melt pool
state during SLM and found that the effect of recoil pressure was more significant when
the scanning speed became lower. Material loss due to evaporation during laser processing
should not be ignored either. Zhang et al. [15] considered the recoil pressure and mass loss
due to material evaporation in the model and investigated the effect of laser energy and
pulse width on the morphology and quality of the processed micro-hole. Therefore, it is
necessary to consider the effect of fluid flow and recoil pressure when simulating the effect
of laser processing parameters on the processed morphology. There are two main methods
for describing the melt pool surface: the surface tracing method, represented by the level
set method, and the free deformation method, represented by the deformation geometry
method. Zhu et al. [16] developed both deformation geometry and level set models and
demonstrated through comparison that both methods were suitable for laser processing
melt pool simulation, while the deformation geometry method was more accurate and
efficient. The level set method has a unique advantage in modeling the two-phase flow
direction, while the deformation geometry method is preferred as the gas–liquid phase
change is not considered.
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In this study, the COMSOL finite element analysis software was used to couple the
physical fields of heat transfer and fluid flow, and a 2D simulation model of laser processing
of NdFeB materials was established. The model considers heat conduction, heat convection,
and evaporation heat loss, as well as the effects of surface tension, recoil pressure, and
gravity on the fluid. The ablation rate was added for evaporation removal by introducing
the Hertz–Knudsen equation via the deformation geometry method. The temperature
field distribution, morphological characteristics, and the flow field velocity of the melt
pool were analyzed. In addition, the effects of laser scanning speed and average power on
processing quality were simulated. The accuracy of the model was verified by conducting
experiments with a nanosecond laser using the same parameters as in the simulation for
microarray processing. Based on this research, the heavy laser processing experiment will
be replaced by simulations, and then the processing parameters can be inverted according
to the simulation results. This can greatly reduce the number of experiments and help to
obtain the preferred processing parameters.

2. Numerical Simulation Modeling

The COMSOL Multiphysics simulation software has complete finite element simu-
lation capabilities and has significant advantages in multiphysics field coupling. It was
chosen to simulate the process of laser processing of NdFeB and the material removal
mechanism. The physical fields of heat transfer, fluid flow, and deformation geometry were
coupled in this study. The physical parameters of the required NdFeB material are shown
in Table 1, and the following assumptions were made to simplify the model.

1. The laser has a Gaussian profile. The ablation process is stable, and the reflection of
the laser beam on the surface of the crater is neglected.

2. Solid metals are considered very viscous fluids, and molten metals are incompressible
non-Newtonian fluids under laminar flow.

3. Effects such as the shielding effect of the plasma are ignored.

Table 1. Physical parameters of NdFeB material.

Property Symbol Value Unit

Melting temperature Tm 1811.2 K
Vaporizing temperature Tv 3135.2 K

Ambient temperature Ta 293.15 K
Solid phase density ρs 7500 kg/m3

Liquid phase density ρl 6500 kg/m3

Specific heat of solid phase Cps 440 J/(kg·K)
Specific heat of liquid phase Cpl 551 J/(kg·K)

Solid phase thermal conductivity ks 9 W/(m·K)
Liquid phase thermal conductivity kl 7 W/(m·K)

Latent heat of fusion Lm 2.466 × 105 J/kg
Latent heat of vaporization Lv 6.071 × 106 J/kg
Coefficient of heat transfer h1 15 W/(m2·K)

Temperature transition interval of melting ΔT 50 K
Dynamic viscosity of liquid phase μl 8 × 10−3 Pa·s

The surface tension of the pure metal γ 1.84 N/m
Surface tension temperature coefficient Aγ −5 × 104 N/(m·K)

Mushy zone constant Am 106 kg/m3·s

2.1. Heat Transfer Modeling

According to the assumptions, the laser source is a Gaussian surface heat source. The
pulse function p(t) was set, which in turn set the pulse width, frequency, and period of the
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laser. With respect to the direction x, the laser energy density function Q(x, t) at time t can
be expressed as Equation (1):

Q(x, t) = (
2P
πr2 )exp(−2(x − v0t)2

r2 ) (1)

where P is the power of the laser, r is the laser spot diameter, and v0 is the spot travel speed.
At this point, the heat flux q0 at the input boundary can be expressed as Equation (2):

q0 = a · Q(x, t) · p(t) (2)

where a is the absorption rate of the material at the laser wavelength. To find the exact
absorption rate parameter, the law of variation with temperature was considered, as shown
in Equation (3) [17]:

a(T) =

√
4πcε0[1 + α(T − Ta)]

λσ0
(3)

where ε0 is the permittivity of vacuum, α is the resistance coefficient of the target as a
function of temperature, λ is the wavelength of the laser beam, c is the velocity of light, and
σ0 is the target conductance at the initial temperature Ta.

When the laser acted on the surface of the material, the material absorbed energy and
heated up rapidly, and a phase transition occurred, which follows the equation of energy
conservation, as shown in Equation (4):

ρCp(
∂T
∂t

+u · ∇T)−∇ · (k∇T) = q0 (4)

where ρ is the liquid phase density, Cp is the specific heat, u is the fluid flow rate, and k is
the thermal conductivity.

The materials undergo phase transitions, including melting, evaporation, and sub-
limation, during laser processing. This process will absorb or release a lot of latent heat
so that the temperature at the phase transition point is constant, and the latent heat of
phase transition needs to be considered. The equivalent heat capacity method allows the
treatment of the latent heat energy as an equivalent heat capacity, where the heat capacity
changes considerably in the interval near the phase transition point, and the area enclosed
by the heat capacity vs. temperature graph is the latent heat of phase transition [18]. As
shown in Equation (5),

Cp = Cp0 + δmLm +
Lm

Tm
H′ ((T − Tm), ΔT) + δvLv +

Lv

Tv
H′ ((T − Tv ), ΔT) (5)

where δm and δv are temperature smoothing functions for the phase transition interval,
with expressions as shown in Equations (6) and (7), respectively:

δm =
exp[− (T−Tm)2

ΔT2 ]

ΔT
√

π
(6)

δv =
exp[− (T−Tv)

2

ΔT2 ]

ΔT
√

π
(7)

Lm and Lv denote the latent heat of melting and the latent heat of vaporization,
respectively, Tm and Tv denote the melting temperature and vaporization temperature,
H′ is the Heasivide function, and ΔT is the phase transition half interval temperature.
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2.2. Heat Transfer Boundary Condition

The nanosecond pulsed laser processing also involves convective heat transfer, radia-
tive heat transfer, and evaporative heat loss. The above heat losses were considered at the
processing surface boundary, as shown in Equation (8):

−k∇T = h1(T − Ta) + εσ(T4 − T4
a ) + qv (8)

where h1 is the heat transfer coefficient, ε is the emissivity, σ is the Stefan–Boltzmann con-
stant, and qv is the evaporative heat loss; the specific expression is shown in Equation (9) [19].

qv =
.

mLv (9)

.
m = (1 − β)

√
Mmol

2πR0T
P0 exp(

Lv Mmol
R0

(
1
Tv

− 1
T
)) (10)

Pa(T) = P0 · exp(
Mmol Lv

R0
(

1
Tv

− 1
T
)) (11)

where
.

m is the evaporation rate, Mmol is the molar mass of the metal, Pa(T) represents the
saturation vapor pressure, β is the diffusion coefficient, R0 is the universal gas constant,
and P0 is the atmospheric pressure.

2.3. Solid–Liquid Interface Treatment

The liquid phase fraction θ was required to treat each parameter as a temperature-
dependent segmental function bounded by the solid–liquid phase temperature line, as
shown in Equation (12).

θ =

⎧⎪⎨
⎪⎩

0 , T < Tm − ΔT
T−(Tm−ΔT)

2ΔT , Tm − ΔT < T < Tm + ΔT
1 , T > Tm − ΔT

(12)

At the same time, the phase transition will lead to a change in the physical parameters
of the material. Therefore, the transition parameters need to be smoothed in the transition
zone of the solid–liquid interface. The density, thermal conductivity, and kinetic viscosity
of the transition zone are expressed in Equations (13)–(15), respectively.

ρ = (1 − θ)ρs + θρl (13)

k = (1 − θ)ks + θkl (14)

μ = (1 − θ)μs + θμl (15)

where ρs and ρl denote the density of solids and liquids, respectively, ks and kl denote the
thermal conductivity of solid phase and liquid phase, respectively, μs and μl are dynamic
viscosity of solid phase and liquid phase, respectively.

According to the Carman–Koseny formula [20], a force term was introduced to absorb
the loss of momentum in the solid material, as shown in Equation (16).

FD =
Am(1 − θ)2

θ3 + ξ
u (16)

where Am is the Carman–Koseny coefficient. The solid material has a large viscous drag,
and a larger value needs to be set. In addition, to avoid a zero denominator, a very small
amount ξ should be added.
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2.4. Flow Modelling

The NdFeB material is melted to form a molten pool, and the flow of molten metal
in the pool is controlled by the conservation of momentum equation, with the expression
shown in Equation (17) [21].

ρ
∂u
∂t

+ ρu · ∇u = ∇(μ(∇u + (∇u)2 − pI)) + ρg − β1(T − Ta)ρg − FD (17)

where ρg and β1(T − Ta)ρg represent the forces of gravity and buoyancy, respectively.
The molten material flowing in the melt pool is subjected to recoil pressure and surface

tension, which drive the formation of craters. The recoil pressure was generated by the
material evaporation in the opposite direction of evaporation, resulting in driving the liquid
materials outwards, as shown in Equation (18) [22]:

Pr =

{
P0 , Ta ≤ T < Tv
1+β

2 Pa(T) , T ≥ Tv
(18)

Surface tension acts on the surface of molten materials to cause liquid flow, which is
also known as Marangoni convection. It is caused by a surface tension gradient due to a
free surface temperature gradient, which drives the penetration and expansion of the melt
pool. In the central region of the Gaussian surface heat source, where the temperature is
highest and the surface tension is lowest, the fluid flows from the center to the edge of the
melt pool. The surface tension depended on the material and the temperature, as shown in
Equation (19) [23]:

γ = γm − Aγ(T − Tm)− RgTΓs ln(1 + kiaie
ΔH0
RgT ) (19)

where γ is the coefficient of surface tension between the molten metal and air, and Aγ

represents the temperature coefficient of surface tension. The third term in Equation (19) is
insignificant and can be neglected to simplify the model.

2.5. Ablation Deformation Modelling and Meshing

The ablation removal process was simulated by the deformation geometry method.
The movement of the upper boundary finite element mesh was controlled by the ablation
velocity based on the fluid flow rate and the Hertz–Knudsen equation, which was calculated
by the hyperplastic smoothing method. The movement velocity of the mesh is shown in
Equation (20).

s = u + v −
.

m
ρ

(20)

where u and v represent the lateral and longitudinal flow velocities, respectively.
The 2D finite element geometry model was generated and shown in Figure 1. The

vertical red arrows represent the laser beam loading direction and the horizontal red arrow
indicates the laser spot travel direction. The laser beam was initially at the home position
and oriented along the positive direction of the X-axis. Partitioning was carried out via
a free triangular mesh. To improve the model accuracy, the mesh density of the upper
boundary was increased. Furthermore, an automatic re-meshing function was used to
avoid mesh inversion distortion during the simulation calculations.
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Figure 1. Mesh division image.

3. Simulation and Experiment Procedures

For the analysis of the processing morphology, temperature field distribution, and
flow fields velocity in the simulation, the average power of the nanosecond pulsed laser
was set at 8 W, the pulse width at 40 ns, the frequency at 150 kHz, and the scanning speed
at 100 mm/s. Due to the complexity of the model calculation, the variation over 15 pulse
cycles was simulated. In this study, the laser processing parameters were determined by
the simulation results and the laser parameters adjustment range of the laser processing
machine. To investigate the effect of laser scanning speed and average power on the
processing results, the laser processing parameters selected for the simulation are shown in
Table 2; other parameters were kept constant.

Table 2. Laser processing parameters used for simulations.

Groups Average Power Scanning Speed

1 8 100, 500, 1000
2 5, 8, 13 100

The schematic and dimension of the NdFeB microarray structure are shown in Figure 2.
The experiments were carried out to verify the accuracy of the model by a UV nanosecond
laser. The laser processing parameters used for experiments were consistent with those
used in the simulation. After the experiment, the processed microstructures were observed
with an ultra-deep field microscope (VHX-600E, Osaka, Japan). In addition, a ZYGO 3D
profiler (Zygo 9000, Middlefield, CT, USA) was employed to measure the microstructure
and the ablation depth.

Figure 2. Schematic and dimension of the microarray structure.
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4. Results and Discussion

4.1. Temperature Field and Flow Fields Analysis

Figure 3 shows the formation of the crater and the distribution of the temperature field
during the simulation. The NdFeB starts to undergo phase change phenomena such as
liquefaction and vaporization under the action of the laser pulse heat source; the material
is removed by ablation, the depth and width increase with the increment of laser action
time, and a crater is formed under the action of recoil pressure, surface tension, etc., finally
causing the molten material to build up at the edges. The figure shows that the temperature
at the bottom of the crater was the highest and spread around and inwards to form a
heat-affected region. The morphology was roughly symmetrical due to the short travel
distance of the laser spot within 15 pulses at a travel speed of 100 mm/s. Due to the nature
of the Gaussian distribution of the laser heat source, the crater continues to get deeper as
the number of cycles increases, as shown in Figure 3a–d, generating a roughly V-shaped
morphology. The phenomenon of material accumulation can be reflected by the dimension
of the upper boundary. Comparing the boundaries set in Figure 1, the original height
before the simulation was 250 μm. After the laser ablation simulation, the molten material
gradually stacked on both sides of the crater, which increased the height to approximately
255 μm, as shown in Figure 3d. The stacking height of the material is about 5 μm.

 
(a) 1 pulse cycle (b) 5 pulse cycles 

 
(c) 10 pulse cycles (d) 15 pulse cycles 

Figure 3. Microstructure morphology and temperature field distribution at different pulse cycles
(Average power = 8 W, pulse width = 40 ns, frequency = 150 kHz, scanning speed = 100 mm/s).

Figure 4a shows the experimental surface morphology of NdFeB with laser processing;
the material was stacked at the edge of the columnar array structure. Figure 4c shows the
change in section depth at the black line in Figure 4b. As can be seen from the figure, the
processed groove has a large taper, and the average depth at the bottom is about 50 μm,
while the depth of the simulation result is about 43 μm. In the simulation, due to the
limited number of pulses, the scanning distance of the laser beam is short, at a scanning
speed of 100 mm/s, and the local heating is insufficient, while the actual processing is
multi-pulse and long distance. In addition, the processing experiment is also influenced by
multiple factors, so there exists a few micrometers error in depth. Overall, the experiment
and simulation results have better consistency in terms of morphology and depth.
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(a) Surface morphology (b) Depth distribution of morphology 

 
(c) Section depth at the black line 

Figure 4. Experimental results of laser processing (Average power = 8 W, pulse width = 40 ns,
frequency = 150 kHz, scanning speed = 100 mm/s).

In order to describe the temperature change, the maximum temperature curve was
calculated by using a probe to trace the entire process. Figure 5a shows the maximum
temperature change and the ablation depth for a single pulse. As can be seen from the figure,
the maximum temperature rose rapidly during the pulse duration, and the maximum
temperature reached over 4000 K. In this process, the material melting and vaporization
occurred. After the process was over, the temperature dropped rapidly and then tended to
flatten until the end of the cycle. The change in the ablation depth first increased rapidly,
then tended to flatten, and finally showed a slight decrease. The reason of the above
phenomenon is that the melting, evaporation, and sublimation of the material occur when
the temperature rises sharply. As a result, the material starts to eliminate. When the
temperature was below the melting temperature, the molten metal flowed back due to
gravity. A recast layer at the bottom of the crater was formed, making the ablation depth
drop back. Figure 5b shows the curve of the maximum temperature value within five pulse
cycles; it can be seen that the maximum temperature tends to be the same within each cycle,
and the minimum temperature gradually rises, which was caused by the heat affected after
laser processing.

Figure 6 shows the flow field velocity of the melt pool for 15 pulse cycles. The red
arrow in the figure indicates the flow direction, the length of the arrow is proportional
to the flow velocity, and the density of the arrow indicates the flow intensity of the flow
field. In Figure 6, it can be seen that the direction of flow velocity at the crater bottom
was vertically upwards, and the direction of flow velocity at the edge of the crater was
approximately the normal direction along the sidewall. The reason is that the crater bottom
is the central area of the Gaussian heat source. Under the Marangoni effect, the spontaneous
metal liquid flow will occur from the bottom of the high-temperature crater towards the
low-temperature sidewalls and the edges of the back. The recoil pressure can then induce
a jet of low-viscosity metallic liquid which will split into small droplets during flight to
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minimize surface tension. This creates the entire spattering process [24]. Figure 7a further
demonstrates the ejection phenomenon during processing: the spherical particles deposited
near the processed microstructure, as indicated by the white arrows. In contrast, because
the temperature on both sides was lower than the vaporization temperature, the molten
material flowed roughly along the normal direction of the crater sidewall under the role of
the surface tension of the liquid surface and gravity. Eventually, all the molten material
solidified, and a recast layer was formed on the inner wall and top of the crater, resulting
in morphology as stimulated. As shown by the arrow in Figure 7b, the accumulation
morphology formed on the top of the crater when the flowing molten material solidified.
The experiment morphology in Figure 7 is consistent with the simulation results in Figure 6.
This proves the correctness of the simulation.

  
(a) (b) 

Figure 5. Maximum temperature and ablation depth variation. (a) Maximum temperature and
ablation depth variation in single pulse cycle. (b) Maximum temperature variation in five pulse cycles.

Figure 6. Flow field velocity of the melt pool. (Average power = 8 W, pulse width = 40 ns,
frequency = 150 kHz, scanning speed = 100 mm/s).
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(a) Spherical particles deposited near the 

processed microstructure 

 
(b) Accumulation morphology formed on 

the top of the crater 

Figure 7. SEM morphology of microstructure after laser processing. (Average power = 8 W, pulse
width = 40 ns, frequency = 150 kHz, scanning speed = 100 mm/s).

4.2. Effect of Laser Scanning Speed on the Processing Morphology

The laser scanning speed is an important parameter that affects the processing mor-
phology of the crater. Different laser scanning speeds can produce different spot overlap
rates. The spot overlap rate will become small while the scanning speed gets faster. The
theoretical overlap rate η between adjacent laser spots can be expressed as Equation (21).

η =

(
1 − v0

2 f r

)
× 100% (21)

where f is the laser pulse frequency, v0 is the laser scanning speed, and r is the spot radius.
The scanning speeds chosen for simulation and experiment were 100 mm/s, 500 mm/s,

and 1000 mm/s, respectively, and the spot overlap rates were 96.7%, 83.3%, and 66.7%,
respectively. Other laser parameters were kept constant. As the spot scanning speed
increased, the linear energy input of the material decreased because the laser-material
interaction time decreased. Figures 3d and 6 show the simulation results of temperature
field distribution and flow field velocity when the scanning speed is 100 mm/s. Combined
with the simulation results in Figure 8, it can be seen that within the 15 pulse cycles, as
the scanning speed became faster, the length of the processing area increased, the ablation
depth became shallower, and the heat-affected area decreased accordingly. When the
scanning speed increased, the maximum flow rate increased, but the flow intensity of the
overall area was weakened. The reason of this phenomenon is that, when it was at a larger
scanning speed, the residence time of the laser spot at the unit area was short, and the
heat-affected zone was small, which made the ablation depth small and flow intensity weak.
When the scanning speed was large, the processed area of the crater was farther away from
the laser spot, and the flow field velocity became weaker. Moreover, the impact of the recoil
pressure on the melt pool was also weakened, so the melt pool flow was relatively gentle,
and the ablation depth was reduced, which was conducive to the escape of bubbles from
the melt pool. In contrast, the flow field on the right side of the crater was more intense.

Figure 9 shows the experimental results of laser processing at different scanning
speeds; the parameters used for the experiment were kept consistent with the parameters
for the simulation. As can be seen from the figure, the height of the accumulation on both
sides of the crater decreased, and the depth of the crater decreased significantly when the
scanning speed increased. The comparison results of laser ablation depth between the
experiment and simulation are shown in Figure 10, where the simulated results show good
agreement with the experimental results. In addition, the variation of the flow velocity
under different laser scanning speeds is also shown in Figure 10.
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(a) temperature eld distribution at 500 mm/s (b) ow eld velocity at 500 mm/s 

 
(c) temperature eld distribution at 1000 mm/s (d) ow eld velocity at 1000 mm/s 

Figure 8. Temperature field distribution and flow field velocity at different scanning speeds (Average
power = 8 W, pulse width = 40 ns, frequency = 150 kHz).

  
(a) 500 mm/s (b) 1000 mm/s 

Figure 9. Experimental results of laser processing at different scanning speeds (Average power = 8 W,
pulse width = 40 ns, frequency = 150 kHz).

 

Figure 10. The comparison results of laser ablation depth and the variation of the flow velocity at
different scanning speeds.
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4.3. Effect of Average Power on the Processing Morphology

The effect of laser processing on crater morphology was simulated when the average
powers were 5 W, 8 W, and 13 W. Figures 3d and 6 show the simulation results of tempera-
ture field distribution and flow field velocity under the average power of 8 W, respectively.
The simulation results of temperature field distribution and flow field velocity under the
average power of 5 W and 13 W are shown in Figure 11.

 
(a) temperature eld distribution at 5 W (b) ow eld velocity at 5 W 

 
(c) temperature eld distribution at 13 W (d) ow eld velocity at 13 W 

Figure 11. Temperature field distribution and flow field velocity at different average powers (Pulse
width = 40 ns, frequency = 150 kHz, scanning speed = 100 mm/s).

The results show that as the average power increased, the depth of the crater gradually
increased. At the same time, the melt pool flow rate became faster, and the flow state
became more intense. Moreover, the height of accumulation around the crater increased.
This is because more laser energy was irradiated on the substrate surface when the average
power density became higher, which increased the temperature and drove the movement of
the flow field, and the evaporation of the molten material became intense. As a result, more
vapor was formed, and the intensive vapor movement created a stronger recoil pressure on
the molten pool, causing more molten metal to stack around the crater. Figure 12 further
supports the above conclusion. In a pulse cycle, the maximum temperature becomes higher,
but the drop becomes smoother when the average power increases.

 

Figure 12. Maximum temperatures at different average power.
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The experimental results are shown in Figure 13; the laser processing parameters were
the same as the parameters of the simulation. The experimental results show a consistent
trend with the simulation results. The ablation depth increased as the average laser power
increased, and the molten material stacked more and more around the column structure.
The comparison between the simulation and experimental results is shown in Figure 14.
Although the variation of the experiment and simulation ablation depths shows a consistent
trend, the experimental ablation depth was much smaller than that of the simulation when
the average power was 5 W. This can be attributed to the surface treatment of the NdFeB
material, which makes it difficult for the energy to break through the surface layer, resulting
in a small ablation depth obtained in the experiment. The larger average power fabricates
deeper microstructures, but the shape retention of the microstructures gets worse. As
shown in Figure 13b, the ablation depth was deeper at 13 W, but the material accumulation
at the edge of the columnar structure was serious. Therefore, it is necessary to balance the
relationship between the ablation depth and morphology, or improve the shape retention
capability by other auxiliary methods.

  
(a) 5 W (b) 13 W 

Figure 13. Experimental results of laser processing at different average powers (Pulse width = 40 ns,
frequency = 150 kHz, scanning speed = 100 mm/s).

 

Figure 14. The comparison results of laser ablation depth and the variation of the flow velocity at
different average power.

5. Conclusions

In this study, a two-dimensional simulation model of laser processing of NdFeB
material was established. The temperature field distribution, microstructure morphology,
and flow field velocity of the melt pool after laser processing were analyzed through
simulation and experiment. The influence trends of the scanning speed and average power
of laser processing on the machining morphology of microstructure were investigated. The
main conclusions can be drawn as follows:

(1) A simulation model for laser processing of NdFeB materials was developed, and
its accuracy was verified. Under the laser processing parameters of the average power of

40



Micromachines 2023, 14, 808

8 W, pulse width of 40 ns, frequency of 150 kHz, and scanning speed of 100 mm/s, the
simulation cross-section morphology showed a V-shaped profile with a crater depth of
about 43 μm, which is in good agreement with the experimental results;

(2) The flow evolution of the melt pool and the formation mechanism of the mi-
crostructure in the laser processing NdFeB materials were revealed. The molten material
was ejected outwards under recoil pressure, and the molten materials flowed normally to
the side walls of the crater by the role of surface tension and gravity. After the temperature
decreased, the molten material solidified, and a recast layer was formed at the inner wall
and top of the crater, which eventually formed the processing morphology;

(3) The effect of laser scanning speed and average power on the processing morphology
was investigated. When the scanning speed increased, the processing area length increased,
but the ablation depth became shallow. The fluid flow intensity decreased, especially on
the left side of the crater, and the melt pool flow was gentler. When the average power
increased, the flow field velocity in the melt pool was more intense, and the ablation depth
gradually increased.

In the future, the influence of external fields such as the electric field and the magnetic
field on the processing effect in laser processing of NdFeB materials will be studied, and
reveal the internal mechanism.
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Abstract: In order to improve the positioning accuracy of the micromanipulation system, a com-
prehensive error model is first established to take into account the microscope nonlinear imaging
distortion, camera installation error, and the mechanical displacement error of the motorized stage.
A novel error compensation method is then proposed with distortion compensation coefficients
obtained by the Levenberg–Marquardt optimization algorithm combined with the deduced nonlinear
imaging model. The compensation coefficients for camera installation error and mechanical displace-
ment error are derived from the rigid-body translation technique and image stitching algorithm. To
validate the error compensation model, single shot and cumulative error tests were designed. The
experimental results show that after the error compensation, the displacement errors were controlled
within 0.25 μm when moving in a single direction and within 0.02 μm per 1000 μm when moving in
multiple directions.

Keywords: micromanipulation platform; systematic error; image stitching; error compensation model

1. Introduction

With the rapid development of modern biomedical technology, micromanipulation
techniques have obtained widespread application, including nucleus transfer, microinjec-
tion, microdissection, embryo transfer, etc. However, accurate positioning plays a vital
role in the micromanipulation [1–3]. Micro positioning technology uses image processing
algorithms to visually locate the cells and microorganisms, converts image coordinates
into object coordinates, and sends the converted coordinate information to the end effector
for corresponding micro positioning [4]. Therefore, it is of great significance to study the
systematic errors and compensation methods of microscopic vision systems. In order
to improve the precision of micro-positioning, digital image correlation (DIC) is usually
used to compensate the coordinate conversion error between the vision module of the
micro-operating system and the end-effector [5–10]. For example, Lee [11] proposed a
vision based high precision self-calibration method by the use of a designed chess board for
converting the position relationship between the end-effector and the camera without oper-
ator intervention in the calibration process. At high magnifications, however, the optical
microscope imaging cannot strictly meet the pinhole imaging model due to lens distortion,
which will deteriorate the measurement of DIC [12–14]. Normally, the rigid-body trans-
lation technique is used for eliminating the distortion of the microscope camera [15–19].
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Koide [20] describes a conversion technique based on reprojection error minimization
by directly taking images of the calibration pattern. Malti [21] optimized the distortion
parameters, the camera intrinsics and the hand–eye transform with epipolar constraints.
Although the above method can effectively solve the camera distortion problem, it ignores
the mechanical errors arising from the installation error of the camera and the mechanical
displacement error. It can be seen that neither the rigid body translation method nor the
DIC method can eliminate camera distortion errors and mechanical errors at the same time.
In addition, in the current research, there is no comprehensive method to compensate these
errors simultaneously.

The research object of this paper is a micromanipulation system based on machine
vision, in which the camera and micromanipulation platform are the key components of
positioning. In order to improve the positioning accuracy, not only the camera distortion
error must be considered, but also the analysis and calculation of mechanical errors such as
camera installation error and the mechanical displacement error of the micromanipulation
platform. However, these are rarely discussed together in former works. Therefore, this
paper proposes a novel error compensation model that unites the camera distortion errors
compensation and the mechanical error compensation. The influences and derivation of
the above errors are studied first. Then, a novel error compensation model is established to
comprehensively take into account the microscope nonlinear imaging distortion, camera
installation error, and the mechanical displacement error. Finally, to validate the error
compensation model, single shot error tests and cumulative error tests were designed. The
experimental results show that the proposed method is not only easy to implement, but
also leads to accurate positioning.

2. System Overview

As shown in Figure 1, the micromanipulation system consists of a camera (scA1300-32
gm, Basler, Inc., Lubeck, Germany) which captures at 30 Hz in real time, a standard inverted
microscope (Nikon Ti, Nikon, Inc., Tokyo, Japan), and a micromanipulation platform with
a motorized X-Y stage (travel range of 75 mm along both axis, MLS-1740, Micro-Nano
Automation Institute Co., Ltd., Suzhou City, China).

 

Figure 1. The hardware system of the micromanipulation system.

3. Derivation of System Errors

As the operating time of the micromanipulation system increases, the cumulative error
of the system has a great impact on the accuracy of the micropositioning, and even leads to
its failure. As shown in Figure 2, when the motorized stage is moved from point A to point
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C, due to the system errors, the actual displacement path of the platform deviates from the
predetermined displacement path.

Figure 2. Deviation of displacement path caused by system error. The predetermined displacement
path is moved from point A to point C via point B, while the actual displacement path of the platform
is moved from point A′ to point C′ via B′ which deviates from the predetermined displacement path
due to the system errors.

3.1. Image Model Error

The microscope imaging model will affect the positioning accuracy. At present, the
commonly used imaging models are pinhole models or parallel projection models. How-
ever, the basic assumption of these imaging models is linearity, and the lens group of a
microscope is susceptible to handling, shaking and other factors, causing distortion and
non-linearity. Image distortion is caused by the manufacturing and assembly errors of
the optical system, which will lead to the transform error while transforming between
image coordinate and physical coordinate during micromanipulation [22]. In this paper,
the microscope is equipped with a standard camera interface for installing a camera. There
is a dedicated optical path inside the microscope for imaging, as shown in Figure 3a, which
presents the composition diagram of the vision system. For a micro-vision system equipped
with an infinity-corrected optical path, its basic geometric imaging model can be simplified
as shown in Figure 3b.

 

(a) (b) 

Figure 3. The vision system and simplified imaging model of the micromanipulation system. (a) The
diagram of the vision system, (b) The simplified imaging model. T is the working distance of the
microscope and f is the focal length of the objective lens.
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Assume that there is a point in the physical coordinate system whose coordinate is
P = (X, Y, 0)T, and after microscope imaging, its corresponding coordinate in the image
coordinate system is p = (u, v)T. If the image distortion is ignored, the relationship between
P and p is obtained according to the geometric principle of 2D photography:

λ
∼
p = H

∼
P = A[R12t]

∼
P (1)

where λ represents any scale factor.
H represents the homography matrix of the imaging model.
∼
p and

∼
P represent the homogeneous coordinates in the physical coordinate system

and image coordinate system without considering the Z component, respectively.

A represents the internal parameter matrix A =

⎡
⎣ fx 0 u0

0 fy v0
0 0 1

⎤
⎦.

R12 represents the first two columns of the 3 × 3 external parameter rotation matrix R.
R = [R12r3] = [r1r2r3].

t represents the translation vector in the external parameter matrix. t = [t1t2t3].
Assuming that L and l represent a pair of lines in the physical coordinate system and

image coordinate system, respectively. According to the contravariant property of point-line
mapping, the relationship between its homogeneous coordinates can be expressed as:

λ
∼
l = H−1

∼
L (2)

However, due to the existence of lens distortion, the linear model in Equations (1) and (2)
does not apply. The relationship between theoretical projection coordinates p(

∼
u,

∼
v) and

actual projection coordinates p′(u, v) in the image coordinate system is non -linear, which
can be described as:

[∼
u
∼
v

]
=

⎡
⎣u + k(u − u0)

[
(u − u0)

2 + (v − v0)
2
]

v + k(v − v0)
[
(u − u0)

2 + (v − v0)
2
]
⎤
⎦ (3)

where k is a second-order distortion factor.
The nonlinear imaging model formula can be obtained as:

λ

⎡
⎣u + k(u − u0)

[
(u − u0)

2 + (v − v0)
2
]

v + k(v − v0)
[
(u − u0)

2 + (v − v0)
2
]
⎤
⎦ = H

∼
P (4)

The translation vector t̂ in Equation (1) needs to be further corrected. The expression of
the actual microscope magnification M and the actual translation vector t̂ is obtained below:{

M = Mu+Mv
2 =

fx ∗ Lu+ fy ∗ Lv
2λ

t̂ = Lut = Lvt
(5)

where Mu and Mv represent the magnification of the microscope along the u axis and the v
axis, respectively.

Lu and Lv represent the physical side lengths of the camera pixel unit along the u axis
and the v axis, respectively.

The transformation matrix caused by the lens distortion is:

TD = M′Rt̂ (6)

where M′ is the ratio of the actual magnification and the theoretical amplification multiple.

46



Micromachines 2023, 14, 779

3.2. Camera Installation Error

The camera of the micromanipulation system is fixed to the microscope through a
screw connection. However, this mechanical fixing method, whether it is a thread or
other high-precision connection methods, inevitably has a certain deflection angle which
is expressed as a clear deviation between the image coordinate system and the physical
coordinate system, as shown in Figure 4, after being highly magnified by the microscope.

Figure 4. Deviation of the image coordinate caused by camera deflection angle. The camera is
connected with the microscope by mechanical threaded. This installation method is easy to produce
a deflection angle which is expressed as a clear deviation between the image coordinate system and
the physical coordinate system.

The coordinate transformation caused by the deflection of the camera can be written as:

TR =

⎡
⎣ 1 εy 0

εx 1 0
0 0 1

⎤
⎦ (7)

where εx and εy are the conversion factors about rotation deflection angles around the
X-axis and Y-axis of the physical coordinate system, respectively.

3.3. Mechanical Displacement Error

The X-Y stage of the micromanipulation system generates the displacement error due
to the mechanical drive, which will accumulate with the increase of the displacement. So the
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mechanical displacement error of the system needs to be compensated. The homogeneous
transformation matrix of coordinates can be written as:

TM =

⎡
⎣Δx

Δy
1

⎤
⎦ (8)

where Δx and Δy are the mechanical displacement errors of X-direction and Y-direction, respectively.

4. Establishment of Error Compensation Model

It can be seen from the last section that the error of the micromanipulation platform
is mainly composed of three parts: the image distortion error, the deflection angle error
between the image coordinate system and the physical coordinate system, and the mechan-
ical displacement error. So, the compensation for the systematic error mainly compensates
for these three parts.

4.1. The Compensation Principles

A. The compensation principle of the image distortion error
This article calculates the image distortion error with the standard ruler shown in

Figure 5. The parameters required for image distortion error models are obtained through
image processing. Image distortion error compensation is mainly implemented through
the four steps: automation center line extraction, distortion correction based on linear
projection characteristics, estimation of the homography matrix, and the complete solution
of internal and external parameters. The specific process and implementation method are
shown in Figure 5.

Figure 5. The process of image distortion error.

Image distortion can cause the lines of projection not to be straight. Therefore, the
problem of parameter solving in the deformed projection model is the problem of non-
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linear optimization. If there are n straight lines in the physical coordinate system, after the
digital camera imaging, the central line is discrete to several discrete points. The distorted
coordinates (ûj

i , v̂j
i)

T are mapped through the distortion model Equation (3) to obtain the
corresponding theoretical point coordinates. Then, the following nonlinear optimization
objective function can be established:

�(k, u0, v0, α1, α2, . . . . . . αn, ϕ1, ϕ2, . . . . . . γn)

= min
n
∑

i=1

mi
∑

j=1

(
ûj

icos αi + v̂j
isin αi + ϕi

)2 (9)

where

{
ûj

i = uj
i + k(uj

i − u0)rd
2

v̂j
i = vj

i + k(vj
i − v0)rd

2

mi represents the number of discrete points on the theoretical center line.

(uj
i , vj

i)
T

and (ûj
i , v̂j

i)
T

represent the theoretical coordinate of the i-th point on the j-th
point of the theoretical center line, respectively.

αi and ϕi represent the tilt angle and interception of the i-th theoretical center line,
respectively.

According to the target function in Equation (9) and the central line coordinates
extracted from the previous step, the distortion coefficient K, main point coordinate (U0,
V0)T, and the tilt angle αi and interception ϕi can be obtained through the Levenberg–
Marquardt optimization algorithm.

Since the entire projection is a 2D projection, the homography matrix H is a 3 × 3 matrix.
For the intersection line pattern, through the above steps, 4 pairs of parallel straight
lines and 4 pairs of intersecting dots can be obtained through the above steps. Thus,
the complete estimation of the homography matrix is further achieved. Assume that
(Pi → pi) and (Li → li) are the point pairs of the line pairs after distortions. Then, from
the Equations (1) and (2), the following can be obtained:

{
Pi × Hpi = 0
li × HLi = 0

(10)

By means of a singular value decomposition matrix, the homologous matrix H can be
obtained, and fx, fy, (u0, v0), k, M, R, t can be further obtained through matrix decomposition.

B. The compensation principle of the deflection error between image coordinate system
and physical coordinate system

The deflection angle error between the image coordinate system and the physical
coordinate system is primarily caused by the installation error of the camera. For the
calculation of the deflection angle between the image coordinate system and the physical
coordinate system, a series of frames that the previous frame and the after frame has an
1/2 width’s (while displacing along X-direction of the stage) or height’s (while displacing
along Y-direction of the stage) overlap are obtained by using the standard rule shown in
Figure 5. Take X-direction displacement as an example: two adjacent frames with partially
overlapping images as shown in Figure 6a are selected and processed by the computer for
image stitching. In the process, the SIFT algorithm [23] is used for image feature extraction,
the RANSAC algorithm [24] is applied for image feature matching to eliminate outliers,
and key matching points are put into use for image stitching. Finally, the displacement
errors dy and dx can be calculated using the stitched image as shown in Figure 6b. Then, the
deflection angle error θ between the image coordinate system and the physical coordinate
system is obtained, i.e., θ of the camera installation is written as

θ = arctan
dy
dx

(11)
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(a) (b) 

Figure 6. Image stitching schematic diagram. (a) Two adjacent images, (b) Image stitching.

C. The compensation principle of the mechanical displacement error
In a certain displacement direction, the difference between the theoretical and the

actual displacement value of the platform is the displacement error in this direction after
the compensation of the deflection angle error. Thus, the platform was moved several
times in a fixed step along the positive and negative directions of the X-direction and the
Y-direction, respectively, and the corresponding images were captured by the camera after
each displacement. After that, the image stitching algorithm mentioned in Section 4.1B can
be used to obtain the average displacement error of the platform along the X-direction and
Y-direction which can be represented by Δx+, Δx−, Δy+ and Δy−, respectively.

Taking the X-direction as an example, a schematic diagram of mechanical displacement
error calculation is shown in Figure 7 after the deflection angle error is compensated. Then,
the calculation formula of Δx+ is written as

Δx+ = 1
n

(
(Δx+)12 + (Δx+)23 + · · · (Δx+)(n−1)n + (Δx+)n(n+1)

)
= 1

n ∑n
i=1(Δx+)i(i+1)

(12)

where (Δx+)12 is the displacement error value obtained after image stitching of the first
image and the second image in the positive direction of X-direction; (Δx+)23 is the displace-
ment error value of the second and third images. Similarly, (Δx+)n(n+1) is the displacement
error value of the nth and nth + 1 images.

Figure 7. Schematic diagram of mechanical displacement error calculation.

Based on the axisymmetric principle, Δx−, Δy+ and Δy− have similar calculation
principles to Δx+.

When the platform moves in a non-axial direction, the displacement error of the
system is combined by the X-direction and Y-direction systematic errors. For example, as
shown in Figure 8, when displacing from point O to point A in the physical coordinate
system, the mechanical displacement error consists of Δx+ and Δy+. While it is in other
quadrants, the corresponding mechanical displacement errors distribution is also shown in
Figure 8.
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Figure 8. The distribution of mechanical displacement error.

Thus, the formula for calculating the compensation coefficient of mechanical displace-
ment error is modeled as:

μ =

⎡
⎢⎢⎣

1 + Δx+ 1 + Δy+
1 + Δx− 1 + Δy+
1 + Δx− 1 + Δy−
1 + Δx+ 1 + Δy−

⎤
⎥⎥⎦

[
cosβ
sinβ

]

=

⎡
⎢⎢⎣
(1 + Δx+)cosβ1 + (1 + Δy+)sinβ1
(1 + Δx−)cosβ2 + (1 + Δy+)sinβ2
(1 + Δx−)cosβ3 + (1 + Δy−)sinβ3
(1 + Δx+)cosβ4 + (1 + Δy−)sinβ4

⎤
⎥⎥⎦

(13)

where μ is the mechanical error compensation coefficient of the micromanipulation platform.
β is the positive deviation angle between the displacement direction and the X-direction.
β1 belongs to First quadrant, β2 belongs to Second quadrant, β3 belongs to Third quadrant,
β4 belongs to Fourth quadrant.

4.2. Error Compensation Model

Combined with Equations (6)–(8), the error transformation matrix can be obtained:

T = M′
⎡
⎣ 1 εy Δx

εx 1 Δy
0 0 1

⎤
⎦Rt̂ (14)

To compensate the system errors, an error compensation model needs to be established.
As shown in Figure 9, when the stage is expected to move from point A(X0, Y0) to point
B(X1, Y1), due to the system error, the stage actually moves to point B′(X′

1, Y′
1). This can be

expressed as
S = TS′ (15)

where S and S′ are the vectors of expected displacement and actual displacement, respectively.

Figure 9. Schematic diagram of expected displacement and actual displacement. The expected vector
displacement S is from point A to point B, but the actual displacement becomes vector S′ that is from
point A to point B′. The deflection angle between the expected displacement and actual displacement
is θ.
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Further, {
X1 = X0 + M′δxscosθ
Y1 = Y0 + M′δyssinθ

(16)

where δx and δy are the first and second lines of Rt̂, which represent the compensation
coefficient of the image distortion of the X-direction and the Y-direction, respectively. s is
the magnitude of S′.

Since the mechanical error of X-Y stage is positively linearly correlated with the
moving distance, the error compensation model is as follows:

{
X1 = X0 + M′δxμ ∗ scosθ
Y1 = Y0 + M′δyμ ∗ ssinθ

(17)

It can be seen from Equation (17) that the establishment of the error model is mainly
related to the five compensation coefficients M′, δx, δy, μ and θ.

5. Experimental Results and Discussion

5.1. Calibration of Error Compensation Model

In order to determine the error compensation formula, an experiment was designed
in this paper. A high-precision scale, the center of which consists of 20 × 20 squares with
a side length of 50 μm, was selected as the standard ruler, and the image resolution was
set as 1200 × 900. When the image samples were collected, the X-Y stage was used to
adjust the step length under a 20× objective so that there is an overlap of 1/2 between
adjacent images. A total of 40 images were taken according to the stepping method shown
in Figure 10.

Figure 10. Image acquisition method. A total of 40 pictures were collected over multiple displace-
ments by using the X-Y stage with a step size of half the width of the image (when it is displaced
along the X-direction) or half the height (when it is displaced along the Y-direction). No.1 represents
the first picture. No.2 represents the second picture, and so on.

The error compensation coefficients of image distortion are obtained through the
algorithm of Section 4.1A. The results are shown in Table 1.

Among the 40 images, 10 groups of pairwise adjacent images were randomly selected
for image stitching to obtain the error compensation coefficient of the deflection error
between image coordinate system and platform coordinate system. Image stitching was
performed on adjacent images. The effect diagram of this when moving in the X-direction
is shown in Figure 11a, and when moving in the Y-direction is shown in Figure 11b. Thus,
the deflection angle error compensation coefficient θ is obtained. The results are shown in
Table 2.
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Table 1. Results of error compensation coefficient M, δx δy.

Parameters Theoretical Values Actual Values

fx
(pixel/μm) 1 0.993

fy
(pixel/μm) 1 0.992

(u0, v0)
(pixel) (600.0,450.0) (600.3,450.2)

k
(pixel)−2 0 0.0122

M 20 19.843

R
⎡
⎣1.000 0 0

0 1.000 0
0 0 1.000

⎤
⎦

⎡
⎣ 0.999 −0.045 0.021

0.02 1.000 0.013
−0.014 −0.05 0.999

⎤
⎦

t
[
0 0 0

]T [−2.5 −2.7 0.2
]T

M′ 1 0.9922
δx 0 −2.3718
δy 0 −2.7474

 

 
(a) (b) 

Figure 11. Effect diagram of image stitching. (a) X-direction, (b) Y-direction.

Table 2. Results of error compensation coefficient θ.

Groups
Result of Error Compensation Coefficient θ

dy (pix) dx (pix) θ

1 −30 304 −5.636
2 −29 306 −5.414
3 −30 308 −5.563
4 −31 308 −5.747
5 −29 303 −5.467
6 −30 307 −5.581
7 −30 306 −5.599
8 −31 308 −5.747
9 −29 305 −5.431
10 −30 306 −5.599

average - - −5.578

The mechanical displacement error obtained by image stitching is shown in Table 3.
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Table 3. Results of Δx+, Δx−, Δy+ and Δy−.

Groups
Δx+

(pix)
Δx−
(pix)

Δy+
(pix)

Δy−
(pix)

1 −3 −4 −6 −4
2 −7 −6 −6 −5
3 −6 −8 −6 −5
4 −5 −8 −5 −7
5 −5 −6 −5 −6
6 −4 −5 −7 −5
7 −3 −7 −5 −4
8 −6 −5 −6 −5
9 −7 −4 −5 −6

10 −6 −5 −6 −5
average −5.2 −5.8 −5.7 −5.2

Thus, the compensation coefficient of mechanical displacement error can be obtained.

μ = −

⎡
⎢⎢⎣

4.2cosβ1 + 4.7sinβ1
4.8cosβ2 + 4.7sinβ2
4.8cosβ3 + 4.2sinβ3
4.2cosβ4 + 4.2sinβ4

⎤
⎥⎥⎦ (18)

According to Equations (17), the error compensation formula of the micromanipulation
platform is further obtained as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

X1 = X0 − 2.341 ∗

⎡
⎢⎢⎣

4.2cosβ1 + 4.7sinβ1
4.8cosβ2 + 4.7sinβ2
4.8cosβ3 + 4.2sinβ3
4.2cosβ4 + 4.2sinβ4

⎤
⎥⎥⎦ ∗ s)

Y1 = Y0 − 0.264 ∗

⎡
⎢⎢⎣

4.2cosβ1 + 4.7sinβ1
4.8cosβ2 + 4.7sinβ2
4.8cosβ3 + 4.2sinβ3
4.2cosβ4 + 4.2sinβ4

⎤
⎥⎥⎦ ∗ s)

(19)

5.2. Single Shot Error Test

In order to further measure the accuracy of the error compensation formula of the
micromanipulation platform, the single shot error test was performed in this paper, and
the center of the image was set as the origin. The test was started by clicking the mouse
to randomly select points of interest other than the origin. Then, the relative distance size
between the selected point of interest and the origin in the image coordinate system was
calculated, and the corresponding step command was transferred to the microoperation
platform, so that the point of interest displaces to the origin. Finally, the position error
between the point of interest after displacing and the origin can be calculated as the single
shot error, which is also the error value of the algorithm after compensation. The single
shot error test interface is shown in Figure 12.

Based on the above-mentioned single shot error test rule, 50 groups of tests before and
after the error compensation were carried out, respectively. The results for the absolute
values of the difference in X-direction and Y-direction between the point of interest after
displacing and the target position (the origin of the coordinate system in the diagram) are
plotted in the coordinate system shown in each figure of Figure 13.
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Figure 12. Single shot error test interface.

 
(a) (b) 

Figure 13. Single shot error before and after compensation. (a) before, (b) after.

The comparison of the test results shows that the errors of the single shot error test
before compensation are all above 0.7 μm, and some even as high as 1 μm. But after
compensation, the error of the single shot error test is basically within 0.2 μm, the coverage
rate is 82%, the maximum error is within 0.25 μm, and the errors are all within the acceptable
range of biological operations.

5.3. Cumulative Error Test

The experimental analysis using the single shot error test has proved that the system-
atic error of the micromanipulation platform can be basically eliminated by the method
in this paper. However, the single shot error test is only a test and analysis of the error
compensation effect in a single displacement direction, which cannot reflect the cumulative
error after multiple displacements. Therefore, in order to further measure the cumula-
tive errors after the error compensation of the micromanipulation system, the following
experiments were designed for analysis. First, image sample collection was carried out
through the visual module using the image acquisition method shown in Figure 11. By
adopting this method, if there is no systematic error, the first image and the last image of
each group should line up over each other exactly in theory. Therefore, the image stitching
error between the first and last image can be calculated as the cumulative error value.

According to the above methods, 50 groups of image samples before and after error
compensation were collected. The classification of the 50 groups of experiments is shown
in Table 4.
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Table 4. Classification of the experiments.

Classification Groups
The Step Length

(μm)
Total Number of

Images in a Group

Number of
Displacement Images

in One Direction

Total Step Length
in One Direction

(μm)

1 1–10 600 5 2 1800
2 11–20 600 9 3 2400
3 21–30 600 13 4 3000
4 31–40 600 17 5 3600
5 41–50 600 21 6 4200

According to the image stitching error of samples, the cumulative error distribution
diagram was obtained as shown in Figure 14. Before compensation, the displacement
error in the X-direction of the 50 groups was basically in the range of 1~1.4 μm, and which
in the Y-direction was −2.9~−4.8 μm. After the error compensation, the displacement
error in the X-direction of the 50 groups of samples was reduced to 0.01~0.06 μm, and
that in the Y-direction was reduced to −0.02~−0.07 μm. In addition, through five kinds
of experiments, it can be seen that as the total step length in each direction increased, the
cumulative error in both the X-direction and the Y-direction also increased. However,
before compensation, the overall X-direction error difference between classification 5 and
classification 1 shown in Table 4 is about 0.4 μm, and the Y-direction error difference
is about 1.9 μm. In comparison, the compensated X-direction error difference can be
controlled within 0.05 μm, and the Y-direction can be controlled within 0.07 μm. For every
1000 μm of platform displacement, the cumulative error increases within 0.02 μm. It can be
seen that through the error compensation, the cumulative error of the micromanipulation
platform has been significantly reduced, so that its error value can meet the basic accuracy
requirements of the micromanipulation.

  
(a) (b) 

Figure 14. Cumulative errors before and after compensation. (a) before, (b) after.

6. Conclusions

To reduce positioning errors in micromanipulation, modeling and compensation prin-
ciples were proposed to deal with the error caused by the non-linear imaging distortion
and mechanical errors such as camera installation error and the mechanical displacement
error of the micromanipulation platform. The influences and derivation of those errors are
analyzed first. Then, a novel and comprehensive error compensation model is established
based on the compensation principle of each error. The distortion error compensation coef-
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ficients were obtained by the Levenberg–Marquardt optimization algorithm combined with
the deduced nonlinear imaging model. The mechanical error compensation coefficients
were derived from the rigid-body translation technique and image stitching algorithm.
Finally, to validate the error compensation model, single shot and cumulative error tests
were designed. The experimental results show that the positioning accuracy of the micro-
manipulation system has been significantly improved. The systematic error of a single
displacement can be controlled within 0.25 μm, while the cumulative displacement is
controlled within 0.02 μm per 1000 μm, which basically meets the positioning requirements
of cell microorganisms.
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Abstract: A large-aperture silicon carbide (SiC) aspheric mirror has the advantages of being light
weight and having a high specific stiffness, which is the key component of a space optical system.
However, SiC has the characteristics of high hardness and multi-component, which makes it difficult
to realize efficient, high-precision, and low-defect processing. To solve this problem, a novel process
chain combining ultra-precision shaping based on parallel grinding, rapid polishing with central
fluid supply, and magnetorheological finishing (MRF) is proposed in this paper. The key technologies
include the passivation and life prediction of the wheel in SiC ultra-precision grinding (UPG), the
generation and suppression mechanism of pit defects on the SiC surface, deterministic and ultra-
smooth polishing by MRF, and compensation interference detection of the high-order aspheric
surface by a computer-generated hologram (CGH). The verification experiment was conducted on a
Ø460 mm SiC aspheric mirror, whose initial surface shape error was 4.15 μm in peak-to-valley (PV)
and a root-mean-square roughness (Rq) of 44.56 nm. After conducting the proposed process chain, a
surface error of RMS 7.42 nm and a Rq of 0.33 nm were successfully obtained. Moreover, the whole
processing cycle is only about 216 h, which sheds light on the mass production of large-aperture
silicon carbide aspheric mirrors.

Keywords: silicon carbide; aspheric mirror; ultra-precision shaping; deterministic polishing;
precision testing

1. Introduction

With the continuous development of space science and technology, the performance
of space optical systems has gradually improved, which has put forward increasingly
strict requirements on the working band, imaging resolution, thermal stability, and system
weight of optical systems, thereby promoting the development of optical systems in the
large aperture, reflection, and lightweight directions [1,2]. Silicon carbide (SiC) material has
the characteristics of low density, high modulus, high specific stiffness, high dimensional
stability, and good thermal properties and has become the preferred material for the new
generation of space reflectors [3]. Currently, large aperture silicon carbide (SiC) aspheric
mirrors have been used in space optical remote sensing detection systems, high-resolution
ground observation systems, space telescopes, and other space optical systems such as the
SPICA infrared astronomical telescope [4], the ASTRO-F astronomical telescope [5], and
the JWST space telescope [6].

However, due to its high hardness and complex composition compared to traditional
optical glass, SiC material is difficult to process with high efficiency, precision, and an ultra-
smooth surface [7]. In particular, the machining of large, lightweight, and aspherical SiC
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mirrors is still a major challenge in the field of optical manufacturing, which involves high
difficulty and long cycle times. In recent decades, extensive research has been conducted
on SiC mirror optical processing worldwide, accumulating a wealth of experience and
achieving some results. An American SSG company developed the ALI optical subsystem
for NASA, with both its primary mirror and tertiary mirror being coated silicon RB-SiC
reflecting mirrors. The surface form accuracy of the main mirror was as high as 0.035 λ

(λ = 632.8 nm), and the surface roughness RMS was 1–1.5 nm [8]. SiC reflective mirrors
prepared by the reaction sintering method developed by SSG [9] in the United States
were applied to space telescopes such as the Miniature Infrared Camera and Spectrometer
(MICAS) and the Advanced Land Imager (ALI), both of which are important parts of
NASA’s NMPDS-1 (New Millennium Program Deep Space-1) project. The PV value of
the SiC reflective mirror was 0.7 λ and the RMS was 0.13 λ (λ = 632.8 nm). Litton Itek and
HDOS (Hughes Danbury Optical Systems) in the United States have used reaction-sintered
SiC material to produce lightweight mirrors. Breidenthal et al. from Litton Itek [10] used
reaction-sintering to produce a SiC mirror with dimensions of 1125 mm × 825 mm. The
surface shape accuracy after polishing was λ/20, and the surface roughness was 3 nm.
ASTRIUM used ion beam figuring (IBF) technology to process SiC mirrors, and the upper-
level reflecting mirror of the SOFIA telescope is an aspherical SiC mirror with an open back
structure, with a diameter of 352 mm and a thickness of 40 mm. The surface shape accuracy
after IBF is 39 nm RMS [11]. The S.I. Vavilov State Optical Institute in Russia developed
a SiC-Si biphasic material called Sicar using the RB method. The institute used Sicar to
manufacture honeycomb-structured mirrors with a diameter of 170 mm and closed-back
mirrors with dimensions of 308 mm × 210 mm. The RMS surface accuracy achieved
for these mirrors is between ±0.02 λ and ±0.04 λ [12]. Hang [13] employed a coupled
process of CCOS and MRF techniques to modify the surface of an off-axis aspherical SiC
mirror with a diameter of 540 mm. After 33 h of polishing, the modified layer improved
the surface accuracy while also controlling the mid-to-high-frequency errors, resulting in
a final PV value of 0.486 λ and an RMS of 0.018 λ. Wang et al. [14] conducted milling,
grinding, rough polishing, and precision polishing on an octagonal off-axis silicon carbide
aspheric surface with a dimension of 600 mm × 270 mm, whose RMS value is better than
1/50 λ. Zhang et al. [15] used precision milling technology to process a 900 mm × 660 mm
off-axis SiC aspheric mirror, with a surface shape accuracy PV of 18.8 μm and a RMS
3.5 μm after processing. Zhang et al. [16] combined computer numerical control polishing,
flexible chemical mechanical polishing, and IBF to process a 600 mm × 200 mm modified
carbonized silicon flat mirror for a space camera. The RMS surface accuracy achieved
was 0.014 λ (λ = 632.8 nm), and the surface roughness was 0.71 nm. Zhang et al. [17]
employed computer-controlled optical surface processing (CCOS) technology to fabricate a
650 mm × 200 mm SiC mirror, achieving a higher polishing efficiency with CeO2 polishing
agent and the best optical surface using a SiO2 polishing agent. The surface accuracy of the
modified aspherical SiC mirror was 0.016 λ (RMS), and the surface roughness was 0.85 nm
(RMS). Song et al. [18] improved the processing stability by optimizing the grinding tool,
and after four rounds of about 40 h of processing (634 mm × 560 mm), SiC was off-axis
spherical with a machining error of 239 λ that was improved to 115.32 λ. Zhang et al. [19]
recently reported the strategies for the fabrication of the world’s largest SiC aspheric mirror,
with a size of Ø4.03 m. Extremely high surface accuracy of this mirror was obtained after
the whole fabrication process, whose final surface figure error and roughness were 15.2 nm
RMS and 0.8 nm RMS, respectively. While the production efficiency is still not high enough,
which can take several months.

As mentioned above, processing methods based on advanced optical manufacturing
technologies such as MRF and IBF have greatly improved the manufacturing accuracy
of large-aperture silicon carbide optical components, and the ultimate manufacturing
accuracy can reach the nanometer level. However, research on ultra-precision shaping and
high-efficiency polishing of large-aperture silicon carbide aspherical mirrors is still limited,
and the overall manufacturing efficiency is still relatively low. Currently, the entire process
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of manufacturing large-aperture silicon carbide aspherical mirrors is still imperfect, for
example, because of the low efficiency and precision of shaping [15,18], the low efficiency
and insufficient stability of polishing [20,21], the tendency for the silicon carbide substrate
to form concave pit defects [22,23], and the tendency for comet-like defects to form on
the modified silicon surface [24], resulting in a low overall manufacturing efficiency (the
manufacturing cycle of large-aperture silicon carbide aspherical mirrors can be several
months or more) and an inability to meet the increasing demand for rapidly deploying space
optical systems. This paper proposes an efficient manufacturing process chain combining
ultra-precision grinding, rapid polishing, central fluid supply, and magnetorheological
finishing (MRF), aiming at the high-precision and batch manufacturing requirements
of large-aperture silicon carbide aspheric mirrors in space optical systems, and it has
been experimentally proven to be effective in improving the manufacturing accuracy and
efficiency of large-aperture silicon carbide aspheric mirrors.

2. Ultra-Precision Manufacturing Technology for Large Aperture Silicon Carbide
Aspheric Mirrors

To meet the demand for batch manufacturing of aspherical surfaces, the research team
proposed a strong laser-based ultra-precision manufacturing process with “ultra-precision
and determinism” as its core [25]. After years of research and exploration, a relatively
mature aspherical surface processing process has been developed, including aspherical
surface grinding, and shaping, rapid polishing, and precision polishing stages. In the ultra-
precision grinding and shaping stage, micro-level surface accuracy is directly obtained
through parallel grinding technology while controlling defects. In the rapid polishing
stage, high-efficiency polishing technology is used to remove grinding ripples and defects,
quickly correct the surface shape to meet the requirements of precision polishing, and
suppress processing defects. In the precision polishing stage, high-deterministic technology
is used to correct the surface accuracy to nanometer-level accuracy, with surface roughness
reaching sub-nanometer accuracy. The characteristics of this process route are based on the
ideas of accuracy decomposition and efficiency matching. By combining ultra-precision
shaping technology with various deterministic sub-aperture polishing technologies, the
advantages of unit technology are fully utilized to achieve quantifiable control over the
entire process in terms of accuracy, efficiency, and defects.

As a typical aspherical component, large-aperture silicon carbide aspheric mirrors are
also applicable to the main process route mentioned above. However, the technical scheme
needs to be optimized according to the characteristics of silicon carbide aspheric mirrors,
such as hard materials and lightweight structures. In order to obtain the designed optical
function, the asphericity of silicon carbide mirrors is generally large, and a structurally
unstable layer is formed on the surface of the mirror blank during sintering, resulting in a
large amount of material removal. Therefore, the most efficient way is to use ultra-precision
grinding to remove the surface layer of the mirror blank and directly obtain a micrometer-
level aspherical shape, which will greatly reduce the processing margin in the subsequent
polishing stage. Aspherical grinding and shaping are necessary processing methods for
the efficient manufacturing of silicon carbide mirrors, with the main focus on the blunting
problem of the grinding wheel for hard materials. Due to the high hardness of silicon
carbide materials, traditional polishing methods have low removal efficiency. Therefore,
a small tool based on CNC polishing technology and bonded abrasives is proposed to
quickly remove grinding ripples and defects. In addition, RB-SiC is a multiphase structure,
and the traditional high-speed and high-pressure processing method can easily cause
“pitting” defects due to thermal effects at the processing interface. Therefore, a small tool
CNC polishing technology based on center-supplying liquid is proposed to suppress the
thermal effects at the processing interface and thus suppress the defects on the silicon
carbide substrate. In the final precision polishing stage, the modified silicon layer is
the target of processing. The silicon surface layer is prone to comet-like defects, and a
magnetorheological polishing technology with low stress and high determinism is used
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for precise shaping. The ultra-precision manufacturing process for large-aperture silicon
carbide aspheric mirrors is shown in Figure 1.

Figure 1. Design of an ultra-precision manufacturing process for large-aperture silicon carbide
aspheric mirrors.

3. Key Technologies for Ultra-Precision Manufacturing of Large-Aperture Aspheric
Silicon Carbide Mirrors

3.1. Ultra-Precision Grinding Wheel Blunting and Life Prediction

The Mohs hardness of silicon carbide material exceeds 9. During the grinding process
of large-aperture silicon carbide mirrors, diamond grinding wheels are prone to wear and
dullness [26], resulting in a sharp increase in grinding force, affecting the shaping accuracy
of the component, and reducing the surface quality. To achieve ultra-precision shaping and
processing of large-aperture aspherical silicon carbide components, it is necessary to clarify
the wear failure mechanism of the diamond grinding wheel during the grinding process,
establish the evolution law of grinding wheel wear, and quantitatively predict the service
life of the grinding wheel.

(a) Wear and failure mechanisms of a silicon carbide grinding wheel.

Through experiments using arc-profiled diamond abrasive wheels for grinding silicon
carbide materials, it was found that the silicon carbide material was removed through
brittle fracture under the action of diamond abrasives. The surface morphology of the worn
diamond abrasive wheel is shown in Figure 2. It can be seen that during the interaction
between the diamond abrasives and the silicon carbide material, the micro-wear form of
the wheel mainly exhibits abrasive wear. With the intensification of wear, the individual
abrasive particles experience an increased reactive force from the component, gradually
leading to the phenomenon of abrasive particle fracture and detachment. During the
aspherical machining process using an arc-profiled grinding wheel along parallel machining
tracks, since the component contact point with the grinding wheel surface is tangent to
the point of processing, the entire arc-profiled grinding wheel section is involved in the
grinding process and exhibits uniform wear, as shown in Figure 3, which depicts the
macroscopic wear morphology of the silicon carbide grinding wheel. It can be seen that
only slight changes in geometric dimensions occur in the wear area. Through experiments,
it was found that the wear failure mechanism of the silicon carbide grinding wheel is
mainly due to the micro-wear of the diamond abrasive grains. As the exposed edges of the
abrasive particles become dulled, the grinding force increases, affecting both the surface
roughness and the depth of crack defects on the component surface. It can also lead to
significant elastic deformation of the lightweight silicon carbide component and affect the
final processing accuracy.
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Figure 2. Microscopic wear of a silicon carbide grinding wheel.

Figure 3. Macroscopic wear morphology of a silicon carbide grinding wheel.

(b) Wear pattern and life prediction of silicon carbide grinding wheels.

Grinding force is the key factor that affects the shaping accuracy and quality of SiC
aspheric mirrors with lightweight structures. The grinding force is related to the abrasive
wear characteristics of the grinding wheel and the working time (i.e., the degree of grinding
wheel wear). Working time under fixed process conditions can also be equivalent to
cumulative material removal. Therefore, there are two core process requirements for the
high-precision forming and processing of large-aperture SiC mirrors. One is to improve
the wear resistance of the grinding wheel, and the other is to clarify the cumulative
removal amount within the wheel life and complete the machining within the service life
of the wheel. In response to the above requirements, a diamond grinding wheel wear
experiment was conducted in which common processing parameters were selected, namely
the grinding wheel linear speed of 30 m/s, the feed speed of 5000 mm/min, and the
grinding depth of 10 μm per time. The parameters of the diamond grinding wheel are
400 mm in diameter, 20 mm in width, and 8–12 μm in grain size. The electrolytic parameters
of the grinding wheel are DC 24 V, current 2 A, and electrolytic time 30 min. Under the
same process parameters, metal-bonded diamond grinding wheels with and without
electrolytic sharpening were used to process silicon carbide components, and the grinding
forces at different cumulative removal volumes of silicon carbide materials were measured
simultaneously, as shown in Figure 4. From the experimental results, it can be seen that
as the cumulative volume of material removal increases, the grinding force gradually
increases, and the grinding wheel wear gradually intensifies. For the diamond grinding
wheel that has undergone electrolytic sharpening, the microprotrusions of the diamond
abrasive particles are effective, and the abrasive particle sharpness is high. The grinding
force at the same cumulative volume of material removal is significantly smaller than that of
the grinding wheel without electrolytic sharpening, and the growth rate is also significantly
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lower than that of the electrolytic wheel. After the arc-shaped diamond grinding wheel
is dressed, further electrolytic sharpening is performed to selectively remove the metal
binder on the surface of the grinding wheel and expose the diamond abrasive particles.
This can greatly improve the processing performance of the grinding wheel and reduce the
grinding force. Using the grinding force fitting model obtained from the experiment and
the cumulative volume of material removal as the quantified evaluation index of grinding
wheel wear, the grinding force of the same type of diamond grinding wheel at different
machining stages under the same grinding parameters can be accurately predicted.

Figure 4. Evolution of grinding force during grinding of silicon carbide material.

This text describes the experiment and processing of aspherical silicon carbide mirrors
for lightweight structures, combined with non-contact displacement sensors to measure the
force deformation at different positions on the surface of the component. The experiment
found that when a normal force of 70 N is applied at the central position of the lightweight
hole of the silicon carbide mirror, the deformation at that position has reached about 1μm,
which has already affected the processing accuracy of the component. Therefore, to ensure
the processing accuracy of the component, it is necessary to ensure that the normal grinding
force during the entire grinding process does not exceed 70 N. Based on the evolution
law of the silicon carbide material grinding wheel wear in Figure 4, on the one hand, an
electrolytically trimmed diamond grinding wheel is selected for grinding, and on the other
hand, the cumulative volume of material removed is controlled not to exceed 5.13 cm3 as
the criteria for grinding wheel life. The above research shows that electrolytic grinding
wheels have stronger wear resistance, which can inhibit the rapid increase in grinding
force, thereby ensuring the micron-level shaping accuracy of large-aperture SiC aspherical
surfaces during long-term processing (within the lifetime of the electrolytic grinding wheel).

3.2. Low-Defect Rapid Polishing

(a) Efficiency of center-feed rapid polishing

In order to improve the efficiency of aspherical polishing, a more stable polishing
mechanism was designed in the early stages to significantly increase the rotational speed
and polishing pressure of the polishing tool (the rotational speed was increased from
200 rpm to 3000 rpm, and the pressure was increased from 20 N to 120 N) to improve
efficiency. However, experiments found that increasing the process parameters did not
result in efficiency improvements consistent with the theory. It was speculated that in the
high-speed and high-pressure machining process, it was difficult for the polishing liquid to
enter the bottom of the polishing tool, resulting in fewer polishing particles participating in
the grinding and polishing, which affected the polishing efficiency. In addition, because
it was difficult for the polishing liquid to enter the central area of the bottom of the tool,
the heat generated by the friction between the tool and the component could not be taken
away, increasing the temperature in the central area of the bottom of the tool, accelerating
tool wear, and further affecting the stability of material removal. To address these issues, a
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center-feed CNC polishing device was introduced [27], as shown in Figure 5. The device
includes a public rotation motor, a hollow cylinder, a hydraulic display gauge, and an
internally fed polishing tool. The upper end of the hollow rotating shaft in the cylinder
is connected to the polishing liquid injection pipe through a rotating slip ring. When the
hollow rotating shaft rotates at high speed, the polishing liquid injection pipe does not
rotate. The lower end of the hollow rotating shaft is connected to the hollow polishing disc.
The public rotation motor drives the polishing disc to move in a planetary motion. The
polishing liquid enters the polishing contact area through the injection pipe, the hollow
shaft, and the hollow polishing disc, which is conducive to updating the polishing liquid
and taking away the machining heat.

 

Figure 5. Center liquid supply small tool polishing device.

To obtain different removal characteristics, the polishing disc mold layer uses sintered
abrasive, polyurethane, and asphalt, as shown in Figure 6. The above three polishing molds
with central supply polishing tools were used for spot experiments on silicon carbide
test substrates. Other experimental parameters remained the same, with a tool diameter
of Ø50 mm, a diamond abrasive particle size of 3 μm, a solution concentration of 1%, a
polishing pressure of 45 N, a tool speed of 1000 rpm, and a processing time of 10 s. After
the experiment, the polished spot was collected using a flat interferometer, and the volume
removal efficiency was calculated as shown in Figure 7.

Figure 6. Three types of polishing tools. (a) Consolidated abrasive; (b) polyurethane; (c) asphalt.
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Figure 7. Comparison of the removal efficiency of different polishing tools.

According to Figure 7, the volume removal rates of the three polishing models, namely
sintered abrasive, polyurethane, and asphalt, are 2.25 mm3/min, 0.38 mm3/min, and
0.073 mm3/min, respectively. It can be seen that the sintered abrasive has the highest
removal efficiency in processing SiC materials, which is six times that of polyurethane
and thirty times that of asphalt. To meet the process requirements of “efficient removal
of grinding defects and ripples”, “rapid shape correction”, and “quick improvement of
smoothness” in the rapid polishing stage, a consolidated abrasive tool is used to quickly
remove ripples and defects, a polyurethane tool is used for rapid shape correction and
the removal of primary knife marks; and an asphalt tool is used for further improving
the surface roughness. Based on the processing characteristics of three-layer materials, a
combination of polishing tools with different layer materials can fully meet the require-
ments of the rapid polishing stage, while the consolidated abrasive tool greatly improves
processing efficiency.

(b) Generation and suppression mechanism of “pit” defects in SiC

In the traditional high-speed and high-pressure rapid polishing process of SiC compo-
nents, it was found that the surface of SiC components is prone to “white spot” defects,
which can expand during subsequent processing, affecting processing accuracy and surface
quality. To solve this problem, a comprehensive orthogonal comparison experiment of
rapid polishing of SiC components was conducted under internal and external fluid supply
conditions. Two different fluid supply methods were used in the experiment: internal and
external fluid supply, with the remaining parameters including a tool diameter of Ø50 mm,
the diamond abrasive particle size of 3 μm, a solution concentration of 1%, air pressure
parameters of 0.15, 0.2, and 0.25 MPa, and rotational speed parameters of 500, 1000, and
1500 rpm. In the experiment, an infrared imaging camera was used to detect the temper-
ature of the polishing area. After the experiment, the defect density of the components
under different parameters was statistically analyzed, the surface defect characteristics
of the components were observed under a microscope, and the surface roughness of the
components was detected using a white light interferometer. The experimental results are
shown in Figures 8–10.
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Figure 8. Comparison chart of surface quality with different liquid supply methods. (a) External
liquid supply; (b) internal liquid supply.

Figure 9. Microscopic imaging of the surface of externally supplied machining components.
(a) Micrograph; (b) roughness.

Figure 10. Microscopic imaging of the surface of internally supplied machining components. (a) Mi-
crograph; (b) roughness.

The experimental results showed that the surface defects of SiC under external fluid
supply conditions were related to the process parameters, with higher rotational speeds
and air pressures resulting in higher defect densities on the surface of SiC. However, under
central fluid supply conditions, there were no surface defects on SiC under all process
parameters. It was therefore clear that a central fluid supply can greatly suppress SiC
processing defects. Figure 8 shows a comparison of surface quality under different fluid
supply methods, where there are “white spot” defects in the center of the component under
external fluid supply conditions but no defects on the surface of the component under
internal fluid supply conditions.

Figures 9 and 10 are microscopic images of the surface of SiC components processed
using two different liquid supply methods, internal and external. RB-SiC is composed
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of silicon carbide particles and a binder (silicon), and when the surface is defect-free, the
silicon carbide and binder are randomly distributed, as shown in Figure 10a. When defects
appear on the surface of the silicon carbide, they exhibit a “binder erosion” characteristic, as
shown in Figure 9a. Furthermore, comparing the surface roughness of the silicon carbide, it
is found that the “white spots” defects are “pits”, which significantly increase the roughness
(Rq 70.6 nm), as shown in Figure 9b, whereas the normal area without defects has excellent
roughness results (Rq 4.45 nm), as shown in Figure 10b.

From Figure 11, it can be seen that under external liquid supply conditions, there is
a significant amount of machining heat at the contact interface between the tool and the
component (a temperature of 24.6 ◦C), and the temperature at the contact center may be
even higher. Under internal liquid supply conditions, there is no significant temperature
rise at the contact interface between the tool and the component, and the machining area
is forcibly cooled by the low-temperature polishing liquid (temperature of 16.8 ◦C). This
indicates that under high-speed and high-pressure conditions, it is difficult to polish the
center region using the external liquid supply method since the heat generated during
machining cannot be effectively removed. In contrast, with an internal liquid supply, the
polishing liquid is updated promptly, and the polishing heat can be carried away.

Figure 11. Thermal imaging of machining with different liquid supply methods. (a) External liquid
supply; (b) internal liquid supply.

In summary, the temperature rise in the machining area is the primary cause of surface
defects on SiC, and it has been demonstrated that center supply polishing can significantly
suppress machining heat, thereby achieving defect-free and excellent surface roughness.

3.3. Magnetorheological Precision Polishing and Ultra-Smooth Surfaces

The magnetorheological polishing process has high determinism, manifested in the fact
that different sizes and highly stable flexible polishing spots can be obtained by selecting
process parameters, making it feasible to use magnetorheological polishing to process high-
precision silicon layer mirrors. In the precision polishing stage, different sizes of polishing
spots can be obtained by controlling the process parameters of the magnetorheological
polishing process, including immersion depth and polishing fluid flow rate, to achieve high-
precision matching with different frequency band errors on the surface of the component
and to accurately correct the surface shape of the component. Figures 12 and 13 show real
photos and results of magnetorheological polishing.

After completing the precision polishing, the surface shape of the component has
reached the required accuracy, but the surface roughness is still insufficient. The processed
mirror then enters the next process, which is ultra-smooth machining using magneto-
rheological finishing (MRF). By optimizing the MRF process parameters, the processing
force acting on the component can be reduced, and the surface smoothness can be improved.
Aiming to achieve low-force machining, a simulation analysis was conducted to control
the contact pressure between the component and the polishing spot by using a controlled
variables approach for immersion depth, rotational speed, and water content, which are
commonly used process parameters. The immersion depth typically ranges from 0.2 mm
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to 0.4 mm, and the rotational speed ranges from 80 rpm to 100 rpm. The water content
that affects the viscosity of the polishing fluid is usually controlled within the range of
13–17%, and water content values of 13%, 15%, and 17% were selected for the simulation
calculation within the controllable range. The influence curve of different process parame-
ters (i.e., immersion depth, rotation speed, water content) on contact pressure are shown in
Figure 14.

Figure 12. Experimental photo of magnetorheological polishing.

Figure 13. MRF spots with different scales.

As shown in the above figure, to obtain a smaller contact pressure during the polishing
process, it is necessary to select a lower rotational speed and immersion depth, as well as a
higher water content within the controllable range. Meanwhile, changing the particle size of
the polishing fluid can reduce the impact force of the fluid on the element and improve the
surface quality of the element. In the process, a polishing fluid with a particle size of 50 nm
is used for ultra-smooth polishing of element surfaces, which achieves rapid convergence
of surface roughness while avoiding damage to the well-polished surface shape.
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Figure 14. The influence curve of different process parameters on contact pressure. (a) Immersion
depth; (b) rotation speed; (c) water content.

3.4. Compensation of High-Order Surface in Interferometric Measurement Using CGH

To meet the high-precision testing requirements of silicon carbide aspherical mirrors,
a diffraction compensation method was used to complete the compensation design of a
Ø460 mm silicon carbide aspherical element. The equation of Ø460 mm silicon carbide
aspheric surface is shown in Formula 1. In this formula, c = −1/R0, the vertex radius R0
is 5378.6 mm and the cone coefficient k is 6.963. αi is the high-order aspheric coefficient;
α1 = 0, α2 = 3.737 × 10−11, and α3 = 4.226 × 10−17.

z(x, y) =
c(x2 + y2)

1 +
√

1 − (1 + k)c2(x2 + y2)
+

n

∑
i=1

αi(x2 + y2)
i

(1)

Considering the characteristics of the element, such as its long focal length and lack of
off-axis, a defocused carrier frequency method was used to design the computer-generated
hologram (CGH) for shape measurement, and the phase parameters of the compensating
element were optimized based on a circular symmetrical diffraction surface. The ideal
design wavefront was obtained with a design wavefront PV of 0.0003 λ (λ = 632.8 nm), as
shown in Figure 15.

The basic design and area distribution of the compensation plate are shown in
Figure 16. The size of the element substrate is Ø100 mm × 10 mm, with an etching
ratio of 1:1 and etching depths of 484 nm for level 1 and 152 nm for level 3. A certain ring
area is reserved at the edge for mechanical clamping. The central region is the main com-
pensation area for transmissive diffraction (radius 0–35 mm), mainly used for compensating
the asphericity of the test element, with a design minimum period of ~14.18 μm. The edge
annular area (radius 35–45 mm) is designed for level 3 reflection diffraction; considering
the low diffraction efficiency, a high reflectivity film is deposited, and the minimum etching
period is ~8.64 μm.

Microscopic inspection equipment combined with precision translation stages was
used to evaluate the etching distortion error. Samples were taken at intervals along the
horizontal and vertical radii and compared to the corresponding theoretical linewidth data
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from software simulations. The etching error of the component was then evaluated using a
multi-region etch line error analysis. A binary phase-type CGH was used in the design,
and the etching step depth was measured using an optical profiler. The etching step depth
error was statistically analyzed by continuous sampling at 3 mm intervals. Due to the use
of a first-order phase-type diffraction design, the influence of etching aspect ratio error on
wavefront error can be neglected. According to the current level of etching technology,
other errors such as mask encoding errors and amplitude errors caused by etching are also
negligible. The overall fabrication accuracy of the diffraction compensating plate meets the
design requirements.

Figure 15. Design of the inspection optical path. (a) CGH compensator; (b) design wavefront.

Figure 16. Design and fabrication of CGH compensation. (a) CGH design; (b) compensator.

Based on a computational holographic plate, a detection optical path for compensating
the surface shape of a large-aperture SiC reflective mirror element was built. Using the
CGH ring to assist in adjusting the region, the focus of the detection optical path and the
precise alignment between the compensating element were realized, which ensured the
high-precision adjustment of the detection optical path and the high-precision surface
shape detection of the element, as shown in Figure 17.

Figure 17. Optical path and interference fringe. (a) The optical path of measurement; (b) fringe.
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4. Verification of the Process Chain on a Ø460 SiC Aspheric Mirror

Based on the above technical scheme and key technologies, the entire process of ultra-
precision machining and inspection was carried out for a Ø460 mm carbonized silicon
aspheric reflector.

4.1. Ultra-Precision Grinding

According to the technical process, the Ø460 mm SiC aspherical mirror was the first
ultra-precision part ground using an aspherical parallel grinding technique on an ultra-
precision grinding machine. The diamond grinding wheel with a controlled arc section
profile was used to strictly follow the aspherical shape, and the wheel was moved in a raster
envelope motion along the surface of the component. The trajectory of different contact
points on the outer circular contour surface of the wheel formed an aspherical envelope
surface on the workpiece, completing the entire aspherical surface shaping process, as
shown in Figure 18. In the shaping process, a non-contact in situ detection method was
combined to control the non-contact displacement sensor to move along the surface of the
component according to the aspherical shape and obtain the aspherical contour error. The
three-dimensional surface shape error of the aspherical surface was determined by data
postprocessing for deterministic compensation grinding. After 32 h of grinding, the final
surface shape of the component converged on a PV of 4.15 μm, as shown in Figure 19. After
grinding, the surface roughness of the aspherical surface was measured using a roughness
tester, and the result was 44.56 nm, as shown in Figure 20.

 

Figure 18. Photos of the ultra-precision grinding process.

Figure 19. Figure of SiC aspheric mirror after grinding.
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Figure 20. Roughness of SiC aspheric mirror after grinding.

4.2. Center-Supply Fluid Rapid Polishing

After non-axisymmetric grinding, a combination of fixed abrasive and loose abrasive
tools based on robot-centered fluid supply technology was used for shape-preserving rapid
polishing of the ultra-precision ground non-axisymmetric component, removing surface
defects and ripples from the grinding process, removing depths greater than 10 μm, and
then quickly shaping to the precision polishing entrance accuracy. First, a 4 μm fixed
abrasive polishing disk was used to quickly remove grinding ripples, followed by a 3μm
loose abrasive diamond slurry and asphalt disk to further smooth residual ripples from
the previous step, resulting in a surface that can be entered into interferometric testing.
Next, a 3 μm loose abrasive diamond slurry and polyurethane disk were used to shape the
surface. The process of robot-centered fluid supply for small tool rapid polishing is shown
in Figure 21.

 

Figure 21. Photos of the rapid polishing process with center fluid supply.

During the polishing process, a high-order surface mirror CGH compensation interfer-
ometric detection optical path (as shown in Figure 17) was constructed using a spherical
interferometer and a CGH compensator for aspherical surface shape detection, which
guided subsequent surface shape correction. After approximately 160 h of rapid polishing
with a center supply liquid tool, the surface shape error was significantly improved, with a
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PV of 1.78 λ and an Rq surface roughness of 3.91 nm for the aspherical mirror, as shown in
Figures 22 and 23.

Figure 22. Surface form error of the SiC aspheric mirror after CCOS.

Figure 23. Roughness of the SiC aspheric mirror after CCOS.

4.3. Deterministic and Ultra-Smooth Polishing by MRF

After the rapid polishing, the surface of the element was modified by silicon plating
with a thickness of about 15 μm, and the surface shape was kept unchanged. Then,
the magneto-rheological polishing technology was used for aspherical element shape
correction and ultra-smooth polishing, as shown in Figure 24. Based on the basic research
of magneto-rheological processing of silicon materials, the magneto-rheological removal
function control and ultra-smooth surface polishing technologies were adopted. After three
cycles of about 24 h of magnetorheological finishing, the high-precision and high-quality
processing of the silicon-plated surface of the Φ460 mm aspherical reflector was achieved.
The surface shape was PV 82.16 nm, RMS 7.42 nm, and roughness Rq 0.33 nm, as shown in
Figure 25. The experimental results indicate that magneto-rheological polishing not only
has a strong surface shape correction ability but also can achieve ultra-smooth polishing of
silicon surfaces, thus realizing high-precision and ultra-smooth precision polishing of SiC
aspheric mirrors.
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Figure 24. Photographs of the MRF process.

Figure 25. Result of the SiC aspheric mirror after MRF. (a) Wavefront; (b) surface roughness.

5. Conclusions

This paper proposes an efficient manufacturing process chain for silicon carbide
aspheric mirrors that combines ultra-precision grinding, rapid polishing, central fluid
supply, and magnetorheological finishing (MRF). This process chain was validated on a
Ø460 silicon carbide aspherical mirror with an initial surface shape error for PV of 4.15 μm
and a roughness of Rq of 44.56 nm. The surface error of RMS 7.42 nm and roughness Rq of
0.33 nm were successfully obtained, with a total manufacturing cycle of only 216 h, which
indicates the feasibility of the proposed process chain for the high-precision and high-
efficiency manufacturing of the large-aperture SiC aspheric mirrors. The manufacturing
cycle of the proposed process chain would be an effective method for the mass production
of large-aperture SiC aspheric mirrors used in space optical remote sensing detection
systems, high-resolution ground observation systems, space telescopes, etc. In addition, to
further improve the fabrication efficiency of SiC mirrors, manufacturing techniques such
as laser-assistance [28,29] and vibration-assistance [30,31] may be integrated into current
process chains in the future.
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Abstract: The plastic deformation behavior and microstructural changes in workpieces during
ultra-precision machining have piqued the interest of many researchers. In this study, a molecular
dynamics simulation of nano-cutting iron-carbon alloy (α-Fe) is established to investigate the effects
of the fluid medium and cutting angle on workpiece temperature, friction coefficient, workpiece
surface morphology, and dislocation evolution by constructing a molecular model of C12H26 as a
fluid medium in the liquid phase using an innovative combined atomic approach. It is demonstrated
that the presence of the fluid phase reduces the machining temperature and the friction coefficient.
The cutting angle has a significant impact on the formation of the workpiece’s surface profile and
the manner in which the workpiece’s atoms are displaced. When the cutting angle is 0◦, 5◦, or 10◦,
the workpiece’s surface morphology flows to both sides in a 45◦ direction, and the height of atomic
accumulation on the workpiece surface gradually decreases while the area of displacement changes
increases. The depth of cut increases as the cutting angle increases, causing greater material damage,
and the presence of a fluid medium reduces this behavior. A dislocation reaction network is formed
by the presence of more single and double-branched structures within the workpiece during the
cutting process. The presence of a fluid medium during large-angle cutting reduces the number of
dislocations and the total dislocation length. The total length of dislocations inside the workpiece
is shorter for small angles of cutting, but the effect of the fluid medium is not very pronounced.
Therefore, small cutting angles and the presence of fluid media reduce the formation of defective
structures within the workpiece and ensure the machining quality.

Keywords: molecular dynamics; nano-cutting; fluid medium; cutting angle

1. Introduction

Steel is one of the most commonly used materials in industry and has become an
essential component in people’s daily lives. The mechanical properties and applications of
steel are determined by the Fe-C system, which is the foundation of steel. With the con-
tinuous development of industries such as aerospace technology, transportation, medical
devices, automotive manufacturing and electrical engineering, manufactured steel parts are
increasingly used in a wide range of applications. In particular, iron-based materials such
as α-Fe are important for applications requiring high strength and good ductility struc-
tures in a variety of industries. Researchers are constantly investigating the precision and
ultra-precision machining of materials in order to improve the performance of workpieces.
The workpiece being machined will be accurate to the micron or even nanometer level
during this process [1,2]. In practice, material removal may be limited to the workpiece’s
surface, only a few layers of atoms or several atoms. However, such material processing
or removal phenomena are difficult to describe in the macroscopic manner. Therefore, it
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seems necessary to study the behavior and mechanism of material deformation during the
cutting process from the nanoscale.

Molecular dynamics (MD) is a popular atomic-scale research tool. Many scholars have
recognized the scientific validity of MD because the generation and movement of disloca-
tions during cutting processes can be studied using atomic dynamics simulations. In recent
years, the use of molecular dynamics simulations to study the material processes occurring
during machining has received great attention, and parameters such as machining sur-
face [3], machining tool shape [4] and machining direction [5] have been widely discussed.
Huan Liu et al. proposed an analytical model to predict the chip thickness and ploughing
width of a FCC crystal in nanofabrication under an arbitrary crystal orientation, concluding
that the crystal orientation determines the chip conversion between removal and ploughing,
while the chip thickness and ploughing width can be predicted [6]. Yue et al. used the MD
method to investigate a new nanostructured diamond abrasive for the mechanical polishing
of single crystal silicon. The analysis showed that the structured abrasive leads to lower
polishing forces and thinner subsurface damage layers in silicon polishing [7]. Ma et al.
used MD simulations to investigated the crystal structure evolution and phase transition
of single-crystal germanium materials during multiple cuts. A clear understanding of
the brittle fracture, ductile plasticity and structural changes in single-crystal germanium
materials was obtained at the atomic scale [8].

Many researchers are interested in the crystal orientation of BCC iron, using MD meth-
ods to simulate the effects of different crystal orientations on cutting, tensile behavior [9],
impact phase transformation [10], nanoindentation and nano-scratching processes [11].
Li Xiang et al. found that, at the same defect concentration, different types of point de-
fects cause different degrees of α-Fe lattice distortion and thus different ease of plastic
deformation [12]. Wei wei et al. studied the effect of surface lithium atoms on the plastic
deformation and yield stress of ferrite by suppressing the phase transition [13]. K Al-
hafez and Urbassek investigated the effect of different front angle tools on single crystal
iron nanocutting using MD simulations [14]. Zamzamian et al. studied the mobility of
1/2 <1 1 1> {0 −1 1} edge dislocations in low carbon α-Fe [15]. Jiao et al. studied the effect
of carbon on the deformation mechanism of iron–carbon alloys [16]. However, most of the
research environments used in molecular dynamics to study the cutting characteristics of
α-Fe are mostly in a vacuum, with a few exceptions in aqueous environments. This essay
investigates the role of the liquid phase (C12H26) during abrasive flow cutting in a novel
way, comparing it to liquid-free machining, and simulates the effect of the liquid phase on
aspects such as abrasive grain motion and workpiece surface morphology changes at the
microscopic atomic scale.

This study uses MD simulations to model SiC particles cutting iron–carbon alloy
(α-Fe) workpieces in a liquid medium. The effects of the presence or absence of a fluid
medium (C12H26) and cutting angle on the workpiece temperature, friction coefficient,
workpiece surface morphology formation and workpiece atomic displacement mode during
abrasive flow machining are investigated. This essay provides insight into the microscopic
machining state and material removal phenomena in the presence of a fluid medium, which
is of great academic significance and application value.

2. Materials and Methods

2.1. Model Building

A molecular dynamics model of SiC particles cutting Fe-C alloys at room temperature
was developed in this study to investigate the micro-cutting interaction between the abra-
sive particles and the workpiece at the atomic scale. In addition, two models were created,
one with and one without a fluid medium, to investigate the effect of the fluid medium on
the nano-cutting process. It is known that Fe maintains a body-centered cubic (BCC) struc-
ture at room temperature with a lattice constant of a = 2.867 Å. The overall dimensions of the
simulation model are 11.452 nm × 17.178 nm × 8.589 nm (114.52 Å × 171.78 Å × 85.89 Å),
with a total of 147,773 atoms, and the x, y, and z axes correspond to the crystal directions
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[100], [010], and [001]. We construct BCC Fe single crystal workpieces with a Newtonian
layer, a thermostatic layer and a boundary layer for cutting, transfer, and stabilization.
Furthermore, carbon atoms are randomly inserted into the Newtonian layer’s octahedral
interstitial positions, allowing the carbon to reach its maximum solubility [17]. In this
study, β-SiC abrasives with a sphalerite structure were used, which is widely preferred
by technical processors due to its low price and polishing effect, comparable to that of
diamond. SiC for cutting has a radius of 25 Å and a grain atomic number of 6287. To
avoid initial interaction between the abrasive and the workpiece, the distance between the
abrasive and the workpiece was set to 10 Å and the center of the abrasive was set flush
with the workpiece surface. To simplify the model, the Moltemplate software was used
to create a repetitive unit of C12H26 molecules as the fluid medium with a liquid phase
molecular number of 62,064. The TraPPE-UA [18] force field was chosen to describe the in-
termolecular interactions of the fluid, and the joint atomic model was used to treat the CH3
and CH2 groups as a single interaction point to improve computational efficiency, while
the hydrogen atoms in the CH3 and CH2 groups were only represented in the mass [19].
Figure 1 depicts the molecular dynamics model of Fe-C alloys cutting by SiC particles with
and without a liquid medium at room temperature. The difference between the two models
is only the relevant liquid medium setting. The specific model parameters are shown in
Table 1.

Figure 1. MD simulation system. (a) Wet cutting; and (b) dry cutting.

Table 1. Model parameters.

Parameters Values

Workpiece Iron–carbon alloy
Lattice structure BCC

Workpiece orientation [100], [010], [001]
Workpiece size 114.52 Å × 171.78 Å × 85.89 Å

Abrasive particle SiC
Radius of abrasive particle 25 Å

Atomic number of workpiece 147,773
Atomic number of abrasive particle 6287
Molecular number of fluid medium 62,064

2.2. Interatomic Potentials

In the simulation process, the potential function is related to the accuracy of the
simulation, and the selection of the potential function is a very important part of the
simulation process. The Modified Embedded Atom Method (MEAM) potential is an
extension of the original EAM function, which can be well-applied to metals and alloys
with BCC structures. In this study, the MEAM potential developed by Liyanage et al. is
used to study the interaction between atoms in the FeC alloy workpiece, which can well-
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reproduce the gap energy of C atoms in the octahedral gap of BCC Fe [20]. In the MEAM
potential function, the total energy E of the atomic system can be given by Equation (1):

E = ∑
i

{
Fi

(−
ρi

)
+

1
2∑

i �=j
∅ij

(
rij

)}
(1)

where F is the embedded energy as a function of the atomic electrical density ρ. ∅ is a pair
of potential interactions, which is the sum of all neighbors j of atom i within the cut off
distance r.

The Morse potential function can be effectively applied to the deformation of cubic
metals [21]. Therefore, we use the Morse potential function to describe the interaction
between the Fe-C alloy workpiece and the SiC abrasive. In the Morse potential function,
the potential energy ϕij of two atoms i and j with a distance of rij is given by Equation (2):

ϕ
(
rij

)
= D

[
e−2α(rij−r0) − 2e−α(rij−r0)

]
(2)

where D is the binding energy coefficient, α is the gradient coefficient of the potential
energy curve and r0 is the equilibrium distance between the two atoms.

The Lennard–Jones (L-J) potential function is usually used for the simulation of the
liquid environment [19]. In this study, the micro-cutting process in an organic medium
is simulated, and the potential function is selected to describe the interaction involving
organic molecules. The potential energy UL−J is given by Equation (3):

UL−J(r) = 4ε
[(σ

r

)12 −
(σ

r

)6
]

(3)

where σ is the equilibrium distance between atoms when the interaction potential is 0. E is
the depth of the potential well, which reflects the strength of the mutual attraction between
two atoms at a distance of r.

2.3. Simulation Environment

The MD simulation of the cutting process is divided into a chilling phase and a
machining phase. In particular, the relaxation phase is used to bring the initial simulated
system to a steady state. In this study, the energy minimization process was carried out
using the conjugate gradient method, and the equilibrium constraint of 100 fs was applied to
the system in a Nose–Hoover heat bath during the relaxation phase to keep the temperature
at 293 K. After the relaxation, the system remains intact without any collapse. Figure 2
depicts the model section of the system after relaxation.

Figure 2. Longitudinal-sectional view of the system model after relaxation.
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After relaxation, a stable oil clearance exists between the liquid phase molecules and
the workpiece. The fluid molecules have strong self-diffusion and fill the whole free space
above and on the right of the workpiece. As can be seen from the figure, the workpiece is
wrapped in fluid molecules to form a dense oil film. In the simulated processing stage of
abrasive flow, the abrasive grain is set as a rigid body. According to the previous research
and calculation of abrasive flow processing, the motion of the abrasive grain is set to 50 m/s
according to the actual processing speed, and the depth of cut is 1.25 nm. The cutting is
performed along the y-axis with cutting angles of 0◦, 5◦, and 10◦ to the workpiece. The
cutting distance is 11 nm, the cutting crystal direction is (001) [0–10], and the integral step
is 1 fs. During machining, the temperature and energy in the system change continuously
as the simulation proceeds, but the volume basically does not change. Therefore, the NVE
system is used to balance the simulation system. In the process of solid–liquid two-phase
abrasive flow, aviation kerosene or hydraulic oil are usually used as the fluid phase of the
liquid phase. The fluid medium in this study is aviation kerosene. Aviation kerosene is a
mixture of large molecule hydrocarbon complex hydrocarbons with a complex composition,
and C12H26 is an important component of aviation kerosene, so it is used as a cooling fluid
(C12H26 is a colorless liquid with a melting point −9.6 ◦C, boiling point 216.3 ◦C, flash
point 71 ◦C, density 0.753 g/cm3, vapor pressure 0.133 kPa/47.8 ◦C, is insoluble in water,
and has good heat dissipation). The Periodic Boundary Conditions (PBC) are set along the
X and Y direction for the entire system. Fixed boundary conditions along the Z direction
and the reflective wall technique are used to keep the density and pressure of the fluid
phase constant. The fluid medium appears to play a larger role in wet and dry cutting with
abrasive flow [22]. Therefore, this study explores the effect of the existence of the fluid
phase on machining by comparing wet and dry cutting. The initial simulation conditions
are similar to the environmental model without the liquid phase. The difference between
the two simulations is in the liquid phase environment setting.

In this study, the Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS) [23] code is used for MD simulation of SiC abrasive cutting Fe-C alloy. The
dislocation extraction algorithm (DXA) [24] is used to identify lattice dislocations, which
allows us to determine their Burgers vectors. We used the free software Open Visualization
Tool (OVITO) [25] for visualization. In addition, the elastic constants of α-Fe using this
EAM potential were C22 = 212.84 GPa, C13 = 143.23 GPa, C66 = 118.18 GPa. These values
were very close to the elastic constants C22 = 219 GPa, C13 = 146 GPa, C66 = 123 GPa.
Additionally, we calculated by density functional theory (DFT) for the iron–carbon al-
loy [26]. The above two tests show that the EAM potential function can correctly express
the physical properties of α-Fe.

3. Results and Discussion

3.1. Analysis of Liquid Phase Flow State and Effect
3.1.1. Analysis of Fluid Medium Flow State

In the machining process, the fluid medium plays an important role. After relaxation,
the workpiece, the abrasive particle and the fluid medium all remain in a stable state.
When the abrasive particles move in the machining direction, the fluid molecules also flow
around the abrasive particle and the workpiece. Given the size of the simulation cell and
the simulated process time, the influence of the fluid on the process must be rated as high.
Therefore, in order to study the movement of the fluid medium during the machining
process, the instantaneous motion distribution of the fluid medium at different cutting
angles at a machining distance of 80 Å was selected for this study. The transient motion of
the fluid medium during cutting is shown in Figure 3.
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Figure 3. The instantaneous movement distributions of the fluid medium at a cutting distance of
80 Å. (a) θ = 0◦; (b) θ = 5◦; and (c) θ = 10◦.

As can be seen from Figure 3, the fluid medium movement in the abrasive flow is
primarily driven by the abrasive particles. The movement in the path through which the
abrasive particles pass is the dominant flow, the other mainstream is the flow of fluid
molecules attached to the unprocessed surface of the workpiece. The fluid is attached
around the workpiece and the abrasive particles. The fluid constantly exchanges heat
with the workpiece at all times, which can remove some of the cutting heat generated by
the machining. This flow can reduce the increase in workpiece temperature caused by
partial processing and reduce the tool wear. The secondary flow and low motion zone,
which is primarily above the abrasive particle, is caused by the fact that the movement of
the abrasive particle is insufficient to drive the fluid there in a directional flow. Because
of the workpiece obstruction and less interference, a stagnant flow zone forms on the
right side of the workpiece. As a result, some of the fluid remains inside the workpiece
during the machining process, causing losses. As the cutting angle increases, the flow of
fluid molecules penetrates deeper into the workpiece with the abrasive grain. To achieve
lubrication, the fluid medium surrounding the abrasive particle can reduce friction
between the abrasive particle and the machined surface as well as friction between the
abrasive particle and the chips. The increase of the cutting angle has a greater influence
on the movement direction of the mainstream in the part that moves with the abrasive
particle, but has less influence on the flow state of fluid molecules in other areas.

3.1.2. Effect of Fluid Medium on Workpiece Temperature

Cutting heat is produced during the machining process, which is one of the most
important physical phenomena in machining. The majority of the energy consumed
during machining is converted into heat, except for a very small proportion of the energy
used to form new machined surfaces and new lattice deformations. Therefore, we could
say that all of the energy consumed during machining is converted into heat. The large
amount of cutting heat makes the workpiece temperature rise, which will directly affect
the performance of the workpiece material, workpiece processing accuracy, and the
quality of the machined surface. At the same time, The temperature also has an effect on
the reaction between the dislocations and dislocation rings within the BCC Fe. Relative
to dry cutting, the presence of a fluid medium reduces the internal temperature of
the workpiece by dissipating heat. The temperature change in the Newtonian layer of
the workpiece was recorded for both cases with and without fluid molecules to better
characterize the cooling effect of the fluid phase on the workpiece. The workpiece
temperature variation with and without fluid media at different cutting angles is shown
in Figure 4.
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Figure 4. The temperature change of the workpiece. (a) θ = 0◦; (b) θ = 5◦; (c) θ = 10◦; (d) workpiece
temperature change during dry cutting; and (e) workpiece temperature change during wet cutting.

When the cutting angle is 0◦, the cutting distance at which the abrasive particle starts to
act on the workpiece is set to 0 Å. As can be seen from Figure 4a–c, the presence of the fluid
medium has a positive effect on the heat dissipation of the workpiece during the machining
process at different chip angles. At the beginning of the machining process, the abrasive
grains are only in contact with the workpiece. Because the number of chips produced and
the number of lattice transformations are low, the workpiece temperature rises more slowly.
At this point, the liquid phase’s cooling effect is not visible. On the contrary, due to the
friction between the abrasive grain and the fluid medium, the temperature of the fluid
medium increases and is transferred to the workpiece. Therefore, in the initial stage of
cutting, the cutting process with the fluid media workpiece temperature is higher than the
workpiece temperature during dry cutting. The temperature of Newtonian layer atoms rises
rapidly as the cutting distance increases. On the one hand, this is partly due to the extrusion
of the workpiece atoms by the abrasive particles and the disruption of the chemical bonds
between the workpiece atoms. On the other hand, as the lattice strain energy stored is
released, some of the released energy is converted into heat. All of this contributes to the
workpiece’s temperature rapidly rising. The workpiece is severely damaged at this point,
and the contact area between the liquid phase and the workpiece expands. The cutting heat
in the workpiece and chips is transferred through a large number of liquid phase molecules,
which slows down the temperature rise of the workpiece. As can be seen from Figure 4d,e,
the temperature of the workpiece increases with increasing cutting angle during wet cutting
and dry cutting. This is due to the fact that the large cutting angle increases the degree of
workpiece destruction and more atoms release heat. The cut reaches stability in the later
stages of cutting, and the number of atoms destroyed and lattice transitions is relatively
constant, so the workpiece temperature gradually remains constant. When comparing the
work-piece temperature during the stable cutting period, the presence of a fluid medium
can reduce the work-piece temperature by approximately 10 K. According to previous
research, the presence of cutting fluid in the mechanical cutting process can better reduce
the cutting temperature of the conclusion [27,28]. This study is an important resource for
explaining the reasons under a microscopic perspective.
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3.1.3. Effect of Fluid Medium on Friction Coefficient

During the cutting process, the abrasive particle will rub against the chips or the
machined surface, thus impeding the movement of the abrasive particle. The presence
of the liquid phase mitigates this effect. In order to characterize the lubrication effect of
the presence of the liquid phase on the machining process, we calculate the change of the
friction coefficient during the machining process. For the machining with a cutting angle of
0◦, the friction coefficient is defined as the ratio between the tangential force and normal
force [29]. For the angular cutting in this study, the friction coefficient will be given by
Equation (4):

μ =
Ft

Fn
=

Fycos θ+ Fzsin θ

Fzcos θ− Fysin θ
(4)

The variation of the friction coefficient at different cutting angles is shown in Figure 5.

Figure 5. The change of friction coefficient. (a) θ = 0◦; (b) θ = 5◦; (c) θ = 10◦; and (d) comparison of
friction coefficient during wet and dry cutting at various cutting angles.

As can be seen from Figure 5a–c, the friction coefficient without a liquid phase is
slightly higher than that with a liquid phase at the same cutting angle. In the early stages
of cutting, when the abrasive grain first contacts the workpiece, a large tangential force
is required to displace some of the workpiece atoms in the front of the abrasive particle
and build up to produce the chips and measured flow. The resulting machined surface is
small at this point, as is the normal force required to form the machined surface. As a result,
tangential and normal forces increase in different ways during the preliminary cutting
process. In addition, the coefficient of friction fluctuates considerably in the early stages
of cutting due to the vibrations caused by the continuous collision between the abrasive
grains and the workpiece. The larger friction coefficient ensures that the abrasive grains
overcome the interaction forces between the atoms of the workpiece and begin to have a
damage the workpiece. As the cut proceeds, the chip formation pattern enters a steady
state. The variation of the tangential and normal forces smooths out, as does the value
of the friction coefficient. In order to see more visually the effect of the presence of the
fluid medium and the cutting angle on the machining, we calculated the mean values of
the coefficient of friction after a 2.5 nm cutting distance, as shown in Figure 5d. Figure 5d
shows that the presence of the fluid medium reduces the friction coefficient, which reduces
the frictional resistance and energy loss. This is also consistent with previous research,
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which concluded that cutting forces and frictional wear are better reduced when a cutting
fluid is present [30,31]. This essay provides a more detailed explanation of the causes of this.
The coefficient of friction increases with the increasing cutting angle. Larger cutting angles
cause more increased friction between the abrasive grain and the workpiece, resulting in
higher cutting forces and friction coefficients. This study examines the changing state of
cutting forces under wet cutting conditions at microscopic angles to further investigate the
relationship between cutting forces and cutting angles. At the microscopic scale, the cutting
force is the force between the particle atoms and the workpiece atoms. It is the cutting force
of the Si and C atoms in silicon carbide particles on the Fe and C atoms in the workpiece.
The cutting force between the particle atoms and the workpiece atoms indirectly reflects
the micro-cutting action of the abrasive particles and the material removal process, and it is
an important physical parameter in the micro-cutting process, as illustrated in Figure 6.

Figure 6. Variation of cutting force with cutting distance. (a) Fx; (b) Fy; and (c) Fz.

As can be seen in Figure 6a, the cutting forces on both sides of x cancel each other
out, causing the Fx values to be distributed around 0. The lattice structure on both sides is
not consistent after the abrasive grain has cut through the workpiece due to the random
distribution of C atoms inside the workpiece, which also contributes to the deviation of Fx
up and down at a certain cutting distance. As shown in Figure 6b, the Fy value increases
faster at the beginning of the cutting process and gradually smooths out at a later stage.
When the cutting angle is 0◦, the cutting distance is approximately 50 Å. The abrasive
grain has been completely cut into the workpiece at this point, and the cutting process has
reached a stable cutting stage, where the Fy value has reached its peak and is stable. The
Fy value gradually increases as the cutting angle increases, especially in the middle and
later stages of cutting. When the cutting angle is 15◦ or 20◦, Fy continues to rise in the late
cutting stage, making it more difficult to achieve the stable cutting stage. If the cutting
angle is too large, it is difficult to discharge the chips formed after the abrasive grains
enter the workpiece, causing the cutting action to be hampered. As shown in Figure 5c,
Fz increases approximately linearly in the early stages of cutting, slowly after the grain
has been completely submerged in the work-piece, and then gradually stabilizes in the
later stages. Fz allows the atoms beneath the grain to form a machined surface while also
overcoming the chip’s obstruction to the grain. Fz increases as the cutting angle increases
at the same cutting distance. Abrasive grains with a higher cutting angle create deeper
cuts in the workpiece, increasing the number of atoms contacted by the grain. To force
plastic deformation of the material in the cutting area, the particles must overcome greater
bonding energy and break more atomic interactions. As a result, as the cutting angle
increases, the abrasive grain cutting forces increase. This is also consistent with previous
research, which concluded that increasing cutting angles increases cutting forces within a
certain range [32]. Therefore, smaller cutting angles and the presence of fluid improve the
quality of the machined workpiece.

3.2. Evolution of Workpiece Surface Morphology

At room temperature, the Fe maintains the BCC lattice structure. Even if a small
amount of carbon atoms enter the octahedral gap positions, the workpiece still remains
cubic. Under conditions free of external forces, the atoms inside the workpiece are arranged
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in an orderly fashion and the lattice structure remains intact. When the abrasive grains
machine the workpiece, a build-up of workpiece atoms begins to form on the workpiece
surface. At the same time, some areas of the workpiece surface are extruded and deformed,
resulting in a substantially altered surface. In order to study the effect of fluid media
and different cutting angles on the surface quality of Fe-C alloy workpieces, the surface
morphology was observed for cutting processes with and without fluid media selected for
cutting distances of 30 Å, 60 Å and 100 Å. The workpiece atoms were colored based on their
height along the z-axis. At the microscopic size atomic model scale. The surface roughness
rule is rarely used because surface roughness is difficult to observe at the microscopic level
and data quantification accuracy is low. The roughness level of a workpiece surface is
typically calculated by observing the height of the surface bulge as well as the number
and arrangement of atoms. Figure 7 depicts the surface profile of the workpiece with fluid
lubrication, where the fluid medium and abrasive particles are hidden. Figure 8 depicts the
workpiece’s surface profile without fluid media.

Figure 7. Workpiece surface morphology during wet cutting. (a) Cutting distance of 30 Å; (b) cutting
distance of 60 Å; and (c) cutting distance of 100 Å.

Figure 8. Workpiece surface morphology during dry cutting. (a) Cutting distance of 30 Å; (b) cutting
distance of 60 Å; and (c) cutting distance of 100 Å.
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The silicon carbide fragments that cut the iron–carbon alloy form an approximately
symmetrical pile-up on the (0 0 1) surface. Figures 7 and 8 show that the chips do not
gather in front of the abrasive particle, but rather flow to both sides at 45◦. The chip
atoms are roughly symmetrically distributed on both sides of the groove formed by the
abrasive particle’s passage. The slip characteristics of the BCC Fe structure determine
this build-up behavior, which is unaffected by the presence of fluid media or changes in
the cutting angle. Figure 9 shows the slip direction of the BCC Fe crystal. These pile-up
features result from the fact that the <1 1 1> slip directions point at 45◦ to the sides for
the cutting process. The number of carbon atoms is small and they are not in the sliding
direction, which has little influence on the formation of the pile. However, there is a
slight asymmetry in the pile-up due to the atomic and irregular nature of the dislocation
generation and reaction process. At the same time, the irregularity in the dispersion of
carbon atoms within the workpiece will also cause differences in the stacking height on
either side of the slot. This asymmetry appears more pronounced as the angle increases.
This is so that the abrasive grains gradually cut into the interior of the workpiece as the
cutting angle increases. More interstitial carbon atoms are involved in the chip process
affecting the dislocation reaction, resulting in an asymmetry in the pile-up height on
the workpiece surface. The groove should be regular when the cutting angle is 0, but as
the cutting goes on, more atoms build up on the workpiece’s surface, creating a small
obscuration above the groove. The radius of the abrasive grain used to cut the atoms
on the workpiece’s surface diminishes as the cutting angle rises, resulting in a gradual
sharpening and irregularity at the front of the flute.

Figure 9. Schematic diagram of the crystal slip direction during cutting. The big green circles (small
pink circles) represent the first (second) layer of atoms. The gray circles represent the carbon atoms
partly in the octahedral gap. The arrows indicate the <1 1 1> slip direction.

A comparison of Figures 7 and 8 shows that the existence of a fluid medium influences
the distribution and symmetry of the surface build-up height. The fluid medium alters the
workpiece temperature and friction coefficient influencing the dislocation response within
the workpiece during machining. The defect formation and motion causes the complex
mechanisms of plastic and elastic deformation, which is reflected in the surface build-up
pattern [33]. As can be seen from the color distribution on Figures 7 and 8, the stacking
height of the surface atoms gradually decreases with the increasing cutting angle, while the
area where displacement changes occur becomes larger. On the one hand, the reduction in
stack height is detrimental to chip removal and, on the other hand, the expansion of the
workpiece surface deformation area reduces the surface quality of the workpiece. As the
cutting angle increases, so does the depth of cut, resulting in more material damage.

In order to reflect more visually the influence of the fluid medium and the cutting
angle on the amount of material removed, the number of atoms beyond the surface of
the workpiece during the cutting process was counted, as shown in Figure 10. As can be
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seen from Figure 9a–c, the fluid medium has a minor effect on the amount of material
removed during the cutting process. At cutting angles of 0◦ and 5◦, slightly more atoms
are displaced to the workpiece surface during dry cutting. At a cutting angle of 10◦, the
number of atoms on the surface is nearly the same in both cases. This is explained by the
displacement of atoms within the workpiece at a cutting distance of 10 nm, as shown in
Figure 11. In the cross-sectional view of the internal atomic displacement of the workpiece
when the cutting distance is 10 nm, it can be seen that the atoms are moved into the pile-up
on the workpiece surface when the cutting process with a small cutting angle. A large
number of atoms with larger displacements do not reach the top at a cutting angle of 10◦,
but they remain inside the workpiece, and then the upper atoms are squeezed to form
pile-up on the workpiece surface. The fluid medium absorbs heat and reduces the thermal
movement of the workpiece atoms at small cutting angles, resulting in a slight difference
in the number of atoms built up on the surface. However, because the abrasive particle
penetrates deep into the workpiece and the atoms in the cutting area are squeezed and
moved to the workpiece surface during the large-angle cutting process, they are not very
sensitive to the effect of temperature. As shown in Figure 10d,e, the cutting angle has a
greater influence on the amount of atomic build-up on the surface. With or without a fluid
medium, more atoms within the workpiece are displaced to the workpiece surface as the
cutting angle increases. The increase of the cutting angle reduces the surface quality of
the workpiece, but it has a significant effect on the material removal to another extent.
Figure 11a–c depict the top and side views of the build-up above the workpiece surface at
the cutting moment as illustrated in Figures 7 and 8. The surface is free of significant chip
deposits during the initial stage of cutting. The surface accumulation of atoms increases in
an approximately linear trend as the cutting progresses. The small cutting angle and the
presence of the fluid medium reduce workpiece surface damage during the cutting process,
which is beneficial for machining.

Figure 10. Number of atoms exceeding the workpiece surface. (a) θ = 0◦; (b) θ = 5◦; (c) θ = 10◦;
(d) wet cutting; and (e) dry cutting.

89



Micromachines 2023, 14, 703

Figure 11. Atomic displacement of cross-section when cutting distance of 10 nm. (a) θ = 0◦; (b) θ = 5◦;
and (c) θ = 10◦.

3.3. Analysis of Dislocation Evolution

The dislocations in the iron–carbon alloy workpiece will change with the plastic defor-
mation of the material, and the existence of the dislocations will have a very important impact
on the properties of the material. The dislocations in the iron–carbon alloy workpiece will
change with the plastic deformation of the material, and the existence of the dislocations will
have a very important impact on the properties of the material. In order to investigate the
changes of dislocations inside the material during particle microcutting at different cutting
angles, the dislocation extraction algorithm (DXA) was used to extract the dislocations inside
the workpiece under different conditions of cutting, and the dislocation distribution was
obtained for each state. This study found that there is the two dislocations for the Böhler
vector b = 1/2 <1 1 1> and b = <1 0 0>, which are in contrast to other dislocations produced
by the tool cutting process. The absence of Böhler vectors of 1/3 <1 1 1>, 1/6 <1 1 1> and
1/12 <1 1 1> during the cutting process indicates the absence of a twinning structure. This is
consistent with the findings of Katzarov Ivaylo Hristov et al. [34].

When the cutting angle is 0◦, the fluid medium does not have a significant effect on the
change in the total length of the dislocation, but the dislocation reaction during the cutting
process is different. According to Figure 12a, the contact between the abrasive particle and
the workpiece in the early cutting stage is an elastic deformation behavior, and there is
no dislocation behavior inside the workpiece. First, we analyze the cutting process in the
absence of a fluid medium. Before the cutting distance reaches 22 Å, there is a short period
of appearance and annihilation of dislocations. In these processes, there is insufficient
stress to support dislocation nucleation. When the strain energy reaches a certain threshold,
dislocation lines appear one after another. As shown in Figure 12b, a dislocation with Burr’s
vector b = [1 0 0] appears below the workpiece. As the cutting progresses, this dislocation
develops and serves as a link between the dislocation development in front of and below the
abrasive grain. When cutting to about 59 Å, the dislocations in the anterior and posterior
areas below the abrasive consist of the structure shown in Figure 13a that we call the
double-branch structure. This structure is flanked on the left and right by two dislocations
with a Burr’s vector of b = 1/2 <1 1 1> and connected in the middle by a dislocation
with a Burr’s vector of b = <1 0 0>. The other structure is called a single-branch structure
shown in Figure 13b, which is less than the double-branch structure on one side of the
two b = 1/2 <1 1 1> dislocations. Following that, a small part of the deformation damage
appears on the lower left of the abrasive, which is considered to be a necessary phenomenon
to form the machined surface, which also prevents the development of dislocations at this
point. As the cutting progresses to 75 Å, as shown in Figure 11e, the original sub-surface
damage is smoothed out, leaving a dislocation of b = 1/2 [1 −1 −1]. The dislocation network
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under the abrasive is composed of multiple double-branch structures that are intertwined.
As the abrasive continues to move forward, new deformation damage gradually begins
to occur in front and temporarily prevents the dislocation from reacting. As shown in
Figure 12f, the dislocation reaction under the abrasive does not change significantly, while
the deformation in the lower left region accumulates strain energy for further dislocation
development. For the wet cutting process, the reaction of the two dislocations inside the
workpiece is different. As shown in Figure 12g–i, the b = 1/2 <1 1 1> dislocation reaction
within the workpiece dominates in the early cutting process. From a cutting distance of 46 Å
to 69 Å, the dislocation of b = 1/2 [1 −1 −1] at the lower left of the abrasive is enlarged. At
the same time, the dislocation under the abrasive develops and consists of multiple double-
branch structures. As the cutting progresses, we notice that the b = [1 0 0] dislocation,
which is made up of the b = 1/2 [1 −1 1] and b = 1/2 [1 1 −1], has grown significantly. From
Figure 12j, b = [1 0 0] dislocation has become the link connecting the front and lower areas
of the abrasive. As the abrasive continues to advance, multiple dislocation lines regenerate
below the abrasive and interrupt the previous b = [1 0 0] long dislocations. The dislocations
are reorganized, and a new round of dislocation multiplication begins to generate a new
processing surface.

Figure 12. Dislocation evolution under θ = 0◦. (a) Variation of total length of dislocation with cutting
distance; (b) cutting distance of 26 Å under dry cutting; (c) cutting distance of 45 Å under dry cutting;
(d) cutting distance of 59 Å under dry cutting; (e) cutting distance of 75 Å under dry cutting; (f) cutting
distance of 95 Å under dry cutting; (g) cutting distance of 30 Å under wet cutting; (h) cutting distance
of 46 Å under wet cutting; (i) cutting distance of 69 Å under wet cutting; (j) cutting distance of 85 Å
under wet cutting; and (k) cutting distance of 96 Å under wet cutting.

Figure 13. Dislocation structure. (a) Double-branch structure; and (b) single-branch structure.
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For cuts with a cutting angle of 5◦, the influence of the presence of the fluid medium
on the total dislocation length is also not very obvious. As the cutting angle increases,
the abrasive grains gradually move into the workpiece. The contact area between the
workpiece and the abrasive grains becomes larger, and more atoms are involved in
the process, increasing the intensity of dislocation activity on the subsurface. For the
dry cutting process, the dislocation activity in the early stage nucleates stably after the
cutting distance is 20 Å, and the total dislocation length increases continuously. When
the cutting progress reaches 35 Å, several scattered dislocation lines of b = 1/2 <1 1 1>
appear around the abrasive grain, as shown in Figure 14b. Among them, the dislocation
line of b = 1/2 [1 1 1] in the lower left of the abrasive gradually expands as the cutting
progresses. As shown in Figure 14c, when the cutting distance is 52 Å, the dislocation
of b = 1/2 [1 1 1] has developed greatly, and the intersection of multiple dislocations
on the front and side of the abrasive grain causes dislocation entanglement. As the
abrasive advances, the dislocations accumulated in the front transform into a defec-
tive sub-surface. The dislocations under the abrasive develop into a small number of
single-branch and double-branch structures. Among them, b = 1/2 <1 1 1> dislocations
are not only newly generated with the cutting process, but have also evolved from the
previous cutting process. As the cutting progresses, the accumulation of strain energy
allows the development and reorganization of each dislocation line beneath the abra-
sive. It can be seen from Figure 14f that the dislocations under the abrasive have been
reorganization, and a number of short dislocations with double-branch structures have
been newly derived, which prepares the conditions for a new round of growth in the
total dislocation length. As can be seen from Figure 14f, the dislocations below the
grain have been reorganized, with a dislocation of b = [1 0 0] connecting the dislocation
reactions in front of and below the grain. A number of new short dislocation lines with
double-branched structures have been derived, preparing the way for a new round of
dislocation growth in the total length. For wet cutting, as shown in Figure 14g,h, the
dislocation of b = 1/2 [−1 −1 −1] at the lower left of the abrasive is developed. When
the cutting distance is 52 Å, the dislocation under the abrasive is a double-branch struc-
ture and absorbs b = 1/2 [−1 −1 −1] dislocation. As the cutting progresses to 69 Å, the
dislocations under the abrasive gradually proliferate, and a small amount of deformation
damage occurs in front of the grain, which prevents the dislocation from extending. As
the abrasive advances, as shown in Figure 14j, the small damage and deformation are
gradually engulfed by the new deformed layer, and the dislocations under the abrasive
grow to varying degrees. At the same time, a long dislocation of b = [1 0 0] connects the
dislocation below and the front sub-surface defect. As the cutting progresses, as shown
in Figure 14k, deformation and damage reappear on the lower left of the abrasive grain.
A dislocation of b = 1/2 [−1 −1 −1] regrows on the left side of the damage, indicating
that a new dislocation growth point will appear.

For cuts with a cutting angle of 10◦, the presence of a fluid medium has a greater
influence on the total dislocation length in the middle and later stages of the cut. As can
be seen in Figure 15a, the total length of dislocations is relatively short in the presence of
fluid media. Due to the large cutting angle, the energy exchange between the workpiece
and the fluid media is more extensive in the middle and late stages of the cut as the
abrasive grains and fluid media penetrate deeper into the workpiece. The fluid medium
absorbs some of the energy used to promote the formation of dislocations, resulting
in better machining quality and fewer sub-surface defects. For the dry cutting, the
total dislocation length steadily increases after the cutting distance is 15 Å. When the
cutting distance is 20 Å, a dislocation of b = 1/2 [−1 −1 −1] appears at the lower
left of the abrasive, and it develops steadily in the subsequent cutting process. As
shown in Figure 15c, the dislocation under the abrasive grain consists of a single and
a double-branched structure. The b = 1/2 [−1 −1 −1] dislocation is a component of
the double-branch structure and gradually grows. Subsequently, the damage of the
abrasive to the workpiece deepens, as shown in Figure 15d, and more short dislocations
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are derived from the front of the abrasive grains. The original dislocation line under the
abrasive has been greatly increased, especially the b = 1/2 [−1 −1 −1] dislocation plays
the role of connecting the front and lower dislocations of the abrasive. At this point,
the sub-surface of the abrasive’s lower left area has more damage, and the dislocations
are derived to a greater extent, so the total dislocation length is rapidly increasing. As
the abrasive cuts through the damaged area, the damaged part is smoothed out, and
the total dislocation length gradually becomes stable. It is important to note that there
are still dislocation lines remaining on the machined surface, which affects the quality
of the machined surface. However, when the cutting distance reaches 100 Å, as shown
in Figure 15f, new damage appears in the lower left area of the abrasive, which makes
the dislocations continue to interweave and multiply. It leads to the formation of a
complex dislocation network and heralds the start of a new period of rapid growth.
When compared to dry cutting, the dislocation reaction of the cutting process with
a fluid medium is less intense. When the cutting distance is 16 Å, a dislocation of
b = 1/2 [1 1 1] appears steadily at the lower left of the abrasive grain. As the cut reaches
45 Å, the dislocation below the grain consists of a double-branched structure and absorbs
the growing b = 1/2 [1 1 1] dislocation. As the cutting progresses, the damage and
deformation layers gradually appear in front and below the abrasive, which also means
that the dislocations are reorganized and newly derived. As shown in Figure 15i, damage
and deformation in a larger area appear below the abrasive grain, which affects the
distribution of the dislocation networks. At this point, there is a single branched structure
below the left side of the grain, with a dislocation of b = [−1 0 0] connecting the area in
front of and below the grain. As the cut progresses to 77 Å, the defective structure below
the grain is smoothed out, while the new damage deformation in front of the grain is
deformed by the presence of multiple dislocations. There is a double-branch structure
under the abrasive to connect the area under the machined surface and the area under
the abrasive. The dislocation of 1/2 [1 −1 −1] is maintained stably at the lower left of
the abrasive grain, and the total dislocation length is maintained in a stable state. As
the cut reaches 99 Å, the deformed structure beneath the grain is smoothed out and
some of the dislocations are obliterated resulting in a decrease in the total dislocation
length. This is consistent with the findings of Li Shang-Jie et al. [35]. However, as the
cutting continues, the abrasive grains will further damage the workpiece, which will
correspondingly initiate the next round of dislocation multiplication.

In order to more intuitively see the changes of dislocation under different cutting
conditions, we give the total dislocation length changes of wet and dry cutting under
different cutting angles as shown in Figure 15.

Figure 16a illustrates how the total dislocation length gradually increases as the
cutting angle rises. This is because the contact area between the workpiece and the abrasive
becomes larger when the cutting angle is large, and more workpiece atoms participate in the
machining process. The workpiece temperature rises and dislocation activity becomes more
frequent under the influence of energy and stress, ultimately resulting in a large number
of defective structures in the sub-surface region of the workpiece. Although the cutting
angle has the same effect in cutting processes with a fluid medium, as shown in Figure 16b,
the presence of the fluid medium causes higher fluctuations in the dislocation variation
at some stages. During dry cutting, as shown in Figure 16a, dislocations become easier
to nucleate as the cutting angle increases in the early stage of cutting. This is due to the
increased strain energy that the additional atoms engaged in the cut release, which ensures
the stress necessary for nucleation. As shown in Figure 16b, dislocations nucleate more
quickly in the early stages of cutting for cutting with fluid media. From the temperature
distribution curve in Figure 4, it can be known that the early temperature of the cutting
process with a fluid medium is relatively high, which easily promotes the nucleation of
dislocations. On the other hand, from Figures 12f,k, 14f,k and 15f,k, it can be seen that the
cutting process with a large cutting angle has a small amount of dislocation residue under
the shaped surface of the workpiece at the end of the cut, which has a certain impact on
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the quality of the workpiece. According to the analysis above, a smaller cutting angle and
the existence of a fluid medium can decrease the quantity of dislocations and the overall
length of dislocations, which reduces the generation of sub-surface defect structures.

Figure 14. Dislocation evolution under θ = 5◦. (a) Variation of total length of dislocation with cutting
distance; (b) cutting distance of 35 Å under dry cutting; (c) cutting distance of 52 Å under dry cutting;
(d) cutting distance of 70 Å under dry cutting; (e) cutting distance of 80 Å under dry cutting; (f) cutting
distance of 94 Å under dry cutting; (g) cutting distance of 27 Å under wet cutting; (h) cutting distance of
52 Å under wet cutting; (i) cutting distance of 69 Å under wet cutting; (j) cutting distance of 85 Å under
wet cutting; and (k) cutting distance of 96 Å under wet cutting.

Figure 15. Dislocation evolution under θ = 10◦. (a) Variation of total length of dislocation with cutting
distance; (b) cutting distance of 20 Å under dry cutting; (c) cutting distance of 46 Å under dry cutting;
(d) cutting distance of 68 Å under dry cutting; (e) cutting distance of 86 Å under dry cutting; (f) cutting
distance of 100 Å under dry cutting; (g) cutting distance of 16 Å under wet cutting; (h) cutting distance
of 45 Å under wet cutting; (i) cutting distance of 66 Å under wet cutting; (j) cutting distance of 77 Å
under wet cutting; and (k) cutting distance of 99 Å under wet cutting.

94



Micromachines 2023, 14, 703

Figure 16. Total dislocation length changes under different cutting angles. (a) Dry cutting; and
(b) wet cutting.

4. Conclusions

In order to reveal the influence of fluid medium and cutting angle on the nano-cutting
process, this study establishes a MD model of nano-cutting iron–carbon alloy system with
C12H26 molecules as the fluid medium. By comparing the dry cutting and wet cutting, the
following conclusions are drawn:

1. In comparison to machining without a fluid medium, machining using a fluid medium
(C12H26) lowers the machining temperature and the coefficient of friction.

2. Temperature and coefficient of friction increase with increasing cutting angle during
abrasive flow machining.

3. The cutting angle has a greater influence on the formation of the workpiece’s surface
profile and the manner in which the workpiece atoms are displaced, whereas the fluid
medium has a lesser influence. When the cutting angle is 0◦, 5◦ and 10◦, respectively,
the workpiece’s surface profile flows at 45◦ to both sides. The height of the atomic
accumulation on the workpiece’s surface gradually decreases, but at the same time
the area where displacement changes occur becomes larger. As the cutting angle
increases, so does the depth of cut, resulting in more material damage.

4. The area of displacement gradually expands towards the interior of the workpiece as
the cutting angle increases. The number of atoms displaced to the workpiece’s surface
decreases and remains within the workpiece. The atoms that accumulate inside the
workpiece squeeze the uncut area, causing a bulge in the workpiece’s surface, which
degrades the workpiece’s quality, but is beneficial for the removal of large burrs.

5. During the cutting process, a large number of dislocations were discovered at
b = 1/2 <1 1 1> and b = <1 0 0>. The b = 1/2 <1 1 1> dislocations dominate, with
b = <1 0 0> connecting the dislocations in different areas. The dislocation reaction
network is formed by the presence of a large number of single and double-branched
structures within the workpiece. During large-angle cutting, the fluid medium
can reduce the number of dislocations and the total dislocation length, which in
turn reduces the generation of sub-surface defect structures, resulting in better
machining quality.
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Abstract: The radial error is an important parameter to evaluate the performance of ultra-precision
spindles. The three-point method has not yet been well applied in nanometer-scale measurement
due to its disadvantages of harmonic suppression and the complicated error separation process. In
order to verify that the three-point method can realize the nanometer-scale measurement of the radial
error in the machining environment, an in situ measurement and evaluation system is established.
Experiments are performed using the system, and a comparative experiment is conducted to verify
the accuracy of the system. The average value and standard deviation of the measurement results are
23.096 nm and 0.556 nm, respectively. The in situ measurement result was in good agreement with
the Donaldson reversal method using a commercially available spindle analyzer.

Keywords: radial error; ultra-precision spindle; nanometer-scale measurement; three-point method;
Donaldson reversal method

1. Introduction

Ultra-precision spindles have been widely used in advanced manufacturing and
ultra-precision measurement, supporting development in semiconductor electronics, space
exploration and other fields [1,2]. Radial error refers to the deviation of the instantaneous
axis of the rotating spindle relative to the average axis in the radial direction. Since the
spindle drives the tool to rotate, the radial error will directly affect the depth of cut, and
then affect the face accuracy of the machined workpiece [3–5]. Therefore, the measurement
of the radial error is a key link to design a spindle and evaluate the machining performance
of the ultra-precision spindles [6]. Focused on the method of ultra-precision spindle radial
error measurement, scholars have carried out a significant amount of research. The pro-
posal of error separation technology is a major breakthrough in the field of spindle radial
error measurement [7], promoting the development of spindle metrology. Several error sep-
aration techniques were then developed, including the multi-point method [7], multi-step
method [8,9] and the Donaldson reversal method [10,11]. The multi-step method is rarely
used in the field of ultra-precision measurement because of its complex operation steps.

After the three methods above were put forward, most of the scholars’ research was
carried out on the basis of these three measurement methods. Compared with the other
two methods, the Donaldson reversal method is based on a simpler principle. Cui et al. [12]
constructed a nanometer system for measuring the radial error of aerostatic ultra-precision
based on the Donaldson reversal method. The effect of the cogging torque of the motor, the
angle deviation, artifact eccentricity and spindle axial motion on the measuring accuracy
of the spindle were studied. The accuracy of the measurement system and the validity of
the Donaldson reversal method were confirmed. Chen et al. [13] measured the uncertainty
of the rotary accuracy of an ultra-precision aerostatic spindle based on the Donaldson
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reversal method. The results showed that the nonlinear error and the mounting error of
the capacitive sensor could affect the measurement accuracy. The Lion Precision Spindle
Error Analyzer (SEA) was successfully used by Jerzy Józwik et al. [14] to measure the
radial error of the spindle of a DMC 635 eco machining center. The SEA is a representative
commercial instrument based on the Donaldson reversal method, but it has extremely
high requirements on the accuracy of reverse positioning. It is best to use a precision
mechanism for reverse, otherwise a large secondary clamping error will be introduced. In
short, although the principle of the Donaldson reversal method is simple, the operation
requirements are extremely high, and it is not suitable for the ultra-precision measurement
of the radial error of the horizontal spindles.

Another method is the multi-point method [15], mainly including the three-point
method and the four-point method [16], which only requires one setup to be measured.
According to the research of Eric R. Marsh [17,18], the three-point method can realize
nanometer-scale measurement, but experimental technical details were not given. Al-
though the measurement operation of the three-point method is relatively simple, harmonic
suppression is a shortcoming of the three-point method that cannot be ignored [19,20].
Research found that the influence of harmonic suppression can be reduced or even ignored
by selecting the appropriate sensor angle [21]. Gao et al. [22,23] proposed several new multi-
probe methods, which can effectively separate the roundness of the measured workpiece
from the spindle radial error, thereby avoiding the problem of harmonic suppression. In
addition, some scholars have also systematically studied the three-point method [11,24,25],
but most of them have only carried out theoretical research and verified it in the laboratory
environment. To sum up, many scholars have conducted in-depth research on the three-
point method, but there are still few practical applications of the three-point method in
ultra-precision machining measurement.

This paper designs an in situ measurement and evaluation system based on the three-
point method, which can realize ultra-precise measurement in the machining environment.
The system is used to realize the measurement of 20 nm radial error on an ultra-precision
lathe, and the roundness error of the measured standard workpiece can be obtained at the
same time. The theoretical analysis and technical details of the experiments are given in
detail. The advantages of the three-point method over the Donaldson reversal method in
the machining environment is illustrated.

2. Mathematical Model and Error Separation Technology

2.1. Mathematical Model of the Circular Cross-Sectional Profile

The circular cross-sectional profile of shaft parts has a periodic character and can be
decomposed into sinusoidal waves of different orders. These sine waves are superimposed
in a defined pattern to obtain the cross-sectional profile.

The circular cross-sectional profile of shaft parts is shown in Figure 1, with the solid
line indicating the actual profile and the dashed line indicating the ideal profile. It can be
found that the shape of the cross-sectional profile of the shaft parts in rotation will exhibit
deterministic periodic signal characteristics, which can be expanded by Fourier series as

r(θp) = r0 +
∞

∑
k=1

(akcoskθp + bksinkθp) (1)

where θp is the polar angle; r0 is the average radius of the circular cross-sectional profile of
the workpiece; k is the number of harmonics; and ak and bk are Fourier coefficients of the
roundness error profile.
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Figure 1. Schematic diagram of one cross-sectional profile.

Since the sampling points are discrete in the actual sampling process, the Fourier
coefficients can be calculated by Euler’s criterion as

ak =
2
N

N

∑
n=1

r(n) cos
2πkn

N
(2)

and

bk =
2
N

N

∑
n=1

r(n) sin
2πkn

N
(3)

where N is the number of sampling points in each circle and n is the n − th of the total
number of sampling points in each circle.

In the actual sampling, a sensor probe with suitable accuracy is selected for data
acquisition. The collected data include synchronous error and asynchronous error, and
these errors can be separated. The synchronous error can be obtained by averaging the
raw data of multiple turns, and the asynchronous error data is obtained by subtracting the
synchronous error from the raw data, as shown in Figure 2.

Figure 2. Separation of synchronous and asynchronous errors.

After Fourier transform, the synchronous error data are distributed in integer multiples
of the spindle rotation frequency and its neighborhood, and the asynchronous error data are
distributed in non-integer multiples of the rotation frequency interval, as shown in Figure 3.
The lines marked with asterisks represent the frequency components of synchronous errors,
and the lines with circular marks represent the frequency components of asynchronous
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errors. The synchronization error data, combined with the data of other probes or other
measurement steps, can be further separated into the radial error of the spindle and the
roundness error of the standard workpiece. The separation method of the synchronization
error will be further introduced below.

Figure 3. Frequency domain map of original data after Fourier transform.

2.2. Error Separation Techniques

Roundness error separation methods generally include the multi-point method, multi-
step method and Donaldson reversal method. Compared with the multi-step method,
the three-point method and the reversal method have the advantages of fewer clamping
times, thus introducing less error. Therefore, the measurement of radial error of the spindle
generally uses the three-point method and the reversal method.

2.2.1. Three-Point Method

As shown in Figure 4, three sensor probes are placed at a certain angle to collect data
synchronously. After removing the asynchronous error and the installation eccentricity of
the standard workpiece, the data collected by the three sensors can be expressed as

⎧⎨
⎩

mA(θ) = p(θ) + x(θ)
mB(θ) = p(θ − α) + x(θ) cos α + y(θ) sin α
mC(θ) = p(θ + β) + x(θ) cos β − y(θ) sin β

(4)

where θ is the spindle rotation angle; α is the angle between sensor A and sensor B; β
is the angle between sensor A and sensor C; mA(θ), mB(θ), mC(θ) respectively represent
the readings of the three sensors after removing the asynchronous error and workpiece
eccentricity; p(θ) is the roundness error of the standard workpiece; and x(θ) and y(θ)
respectively represent the projected components of the radial error of the spindle on the
x-axis and y-axis.

The radial error of the spindle and roundness error of the standard workpiece can
be obtained by analyzing the weighted sum of each sub-formula of Formula (4) using the
Fourier transform method.
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Figure 4. Schematic diagram of sensor distribution of three-point method.

2.2.2. Donaldson Reversal Method

The measurement using the Donaldson reversal method is mainly divided into two
steps: first, fix the sensor at the 0◦ position, and collect the first set of data; then, the
measured standard workpiece and the sensor are rotated 180◦ at the same time to collect
the second set of data. The measurement steps of the Donaldson reversal method are shown
in Figure 5. Detailed technical details will be introduced in the comparative experiment.

Figure 5. Schematic diagram of Donaldson reversal method measurement: (a) before reversal,
(b) after reversal.

The average value of each point measured before the reversal is T1, and that after the
reversal is T2: ⎧⎪⎪⎨

⎪⎪⎩
T1(θj) =

1
m

m
∑
1

Cij, i = 1, 2, · · · , m; j = 1, 2, · · · , n

T2(θj) =
1
m

m
∑
1

Dij, i = 1, 2, · · · , m; j = 1, 2, · · · , n
(5)

where Cij is the sample value of the j − th point in the i − th cycle before the reversal, and
Dij is that after the reversal; i is the number of revolutions sampled; j is the number of
sampling points per revolution; and θj is the rotated angle of the spindle when the j − th
point is sampled.

T1 and T2 can also be expressed as

{
T1(θj) = s(θj) + p(θj), j = 1, 2, · · · , n
T2(θj) = s(θj)− p(θj), j = 1, 2, · · · , n

(6)

where s is the radial error of the spindle and p is the roundness error of the standard workpiece.
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From Equation (13), s and p can be calculated:{
s(θj) =

1
2 (T1(θj) + T2(θj)), j = 1, 2, · · · , n

p(θj) =
1
2 (T1(θj)− T2(θj)), j = 1, 2, · · · , n

(7)

3. Design of In Situ Measurement and Evaluation System

3.1. Overall Structure of In Situ Measurement and Evaluation System

Based on the previously theoretical derivations, an in situ measurement and evaluation
system is designed, and its overall structure diagram is shown in Figure 6. The system
consists of a standard workpiece, fixture, digital capacitive micro-displacement sensors,
spindle, circular grating, data acquisition card, computer and servo control system of
the machine tool. The reason for choosing capacitive sensors is that compared to other
sensors, capacitive sensors are more suitable for working in harsh environments, such
as ultra-precision machining workshops. The sensor used in this study is the capacitive
micro-displacement sensor designed by the Lion Precision Company. The sensor model
is CPL190/C8-2. 0, the range is 5.0 × 104 nm, the resolution is 1.0 nm and the linearity is
0.15% F.S.

Figure 6. Overall structure of in situ measurement and evaluation system.

The system works as follows: firstly, the standard workpiece, fixture and sensor probes
are fixed to the spindle; secondly, a servo control system is used to drive the spindle to
rotate at a certain speed, three sensor probes are used to collect data, and two grating data
are collected simultaneously; thirdly, the above five signals are imported into the computer
and processed. Then, the radial error of the spindle and the roundness error of the standard
workpiece can be obtained. Technical details will be given later in the experiments.

3.2. Design of Fixture and Standard Workpiece
3.2.1. Design of Fixture

In order to improve the measurement accuracy of the three-point method, an inte-
grated fixture is designed to ensure the accuracy of the sensor installation position. The
fixture can be used for both three-point method measurement and Donaldson reversal
method measurement.

The problem of harmonic suppression is the main disadvantage of the three-point
method measurement, but it can be reduced or even avoided by choosing an appropriate
installation angle for the three sensors. In this paper, angle α and β between the three
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sensors are calculated by referring to the methods from previous research [19,26]. Two sets
of sensor arrangements applicable to the three-point method are selected:

{
α1 = 69.984375◦
β1 = 70.3125◦ (8)

{
α2 = 146.953125◦
β2 = 152.578125◦ (9)

The fixture designed in this paper is shown in Figure 7.

Figure 7. Measuring fixture.

3.2.2. Design of Standard Workpiece

The key to the standard workpiece design is to ensure that the roundness of the
standard workpiece is in the same order of magnitude as the radial error of the spindle, so
as to ensure the high precision of the error separation.

The radial error of the ultra-precision spindle used in this paper is between 10 nm
and 50 nm. Therefore, the roundness of the designed standard workpiece should also be
guaranteed in the same order of magnitude through ultra-precision turning. The effective
working area of the standard workpiece is a cylinder with a diameter of 20 mm, as shown
in Figure 8. According to the performance of the ultra-precision lathe, the roundness of the
effective working area of the standard workpiece is between 15 nm and 20 nm.

Figure 8. Standard workpiece.

3.2.3. Determination of Sampling Points

The number of sampling points for the three-point method can be determined accord-
ing to the following algorithm.

The sampling frequency can be expressed by

fs = N
ω0

2π
(10)

where N is the number of sampling points per revolution and ω0 is the angular velocity of
the spindle.
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The frequency component of the signal we want to identify is fmax, and the corre-
sponding number of spectral lines is Nf m. By Nyquist’s sampling theorem, it is required
that fs ≥ 2 fmax.

An anti-alias low-pass filter is usually set to filter out the frequency components above
fs
2 . When using a capacitive sensor for measurement, since the capacitive sensor probe pole

plate has a certain width, it is equivalent to adding a moving average low-pass filter with a
cut-off frequency of

fc = π
Dr

D
n (11)

where fc is the cut-off frequency; Dr is the diameter of the standard workpiece; D is the
diameter of the capacitive sensor circular pole plate; n is speed of the spindle; and the unit
of n is revolutions per minute.

In general, fc will be lower than the cut-off frequency of the anti-alias low-pass filter
available, so N has to satisfy

fs = N · n ≥ 2.56 fc (12)

Therefore, N can be chosen as

N ≥ 2.56π
Dr

D
(13)

The diameter of the sensor pole plate used in this paper is 2 mm, and the diameter
of the measured cylindrical workpiece is 20 mm. So according to Equation (13), N can be
chosen as 512 points. The filtering effect of the capacitive sensor acts as an anti-aliasing
low-pass filter.

4. In Situ Measurement and Evaluation Experiment of Radial Error

4.1. In Situ Measurement and Evaluation Experiment of Radial Error Using Three-Point Method

The measurement is carried out in the ultra-precision machining workshop. The tem-
perature of the workshop is kept at 20–24 ◦C, and the humidity is at 50–60%, which mainly
changes with the seasons. During the in situ measurement and evaluation experiment,
the temperature and humidity are almost constant. The measurement object is an ultra-
precision air-bearing spindle independently developed and manufactured by the laboratory.
The spindle is installed on an ultra-precision lathe in the machining workshop and the
design value of the radial rotation accuracy of the spindle is 20 nm. The main body of the
ultra-precision lathe is granite, and the lathe is installed on a shock-absorbing mechanism
to achieve a good shock-absorbing effect and ensure the processing performance.

The in situ measurement and evaluation system is used to perform the experiment.
The installation position of the three sensors is decided according to Equation (9). Figure 9
shows the detailed measurement process, which is critical to ensure the accuracy and
stability of the in situ measurement and evaluation system. Compared with the traditional
operation steps of three-point method of measurement, the in situ measurement and
evaluation system is more operable while ensuring the installation accuracy.

First, as shown in Figure 9a, the standard workpiece is adsorbed on the air-bearing
spindle by the pressure of the vacuum, and the geometric center of the standard workpiece
is roughly aligned with the axis of the standard workpiece; second, as shown in Figure 9b,
a dial indicator is used to make rough adjustments so that the eccentricity of the standard
workpiece is within 1 μm; third, as shown in Figure 9c, the sensor probe is used for
fine adjustments to make the eccentricity of the standard workpiece within 0.1–0.2 μm.
The more accurate the centering, the higher the accuracy of the measurement results.
Finally, the fixture and sensor probes are mounted in place, as shown in Figure 9d, and the
measurement can be performed immediately. The measurement results will be presented
and analyzed in Section 5.
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Figure 9. Detailed steps of radial error measurement using three-point method: (a) step 1: mounting
of standard workpiece, (b) step 2: rough adjustment of standard workpiece, (c) step 3: fine adjustment
of standard workpiece, (d) step 4: mounting fixture and sensor probes.

4.2. Comparative Experiment of the Results

The comparative experiment is performed based on the Donaldson reversal method
to validate the results measured by the in situ measurement and evaluation system. The
spindle analyzer developed by Lion Precision and self-designed experimental equipment
are used in the comparative experiment.

The measurement steps of the comparative experiment are as follows: first, the sensor
probe is mounted in the 0◦ direction of the spindle for the first dataset acquisition, as shown
in Figure 10a; after this, the fixture, sensor and standard workpiece are reversed 180◦ at
the same time. Then, the sensor probe is in the 180◦ direction, acquiring the second set of
data, as shown in Figure 10b. Before and after reversing, the speed of the spindle should be
the same.

The measurement results are shown in Figure 11. The curves in Figure 11a–d show
the synchronization error before reversal, the synchronization error after reversal, the
roundness error of the standard workpiece and the radial error of the spindle, respectively.
The radial error of the spindle is 25.135 nm, and the roundness error of the standard
workpiece under testing is 20.515 nm. The measurement results based on the Donaldson
reversal method are taken as the reference results. The measurement results obtained using
the in situ measurement and evaluation system will be analyzed and discussed together
with the reference results in Section 5.
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Figure 10. Donaldson reversal method measurement device: (a) before reversal, (b) after reversal.

Figure 11. Cont.
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Figure 11. Donaldson reversal method measurement data: (a) synchronization error before reversal,
(b) synchronization error after reversal, (c) roundness error of standard workpiece, (d) spindle
radial error.

5. Result and Discussion

For the convenience of the discussion, the sampling data when the spindle speed is
60 revolutions per minute is selected as the first example. The raw data obtained by the in
situ measurement and evaluation system is processed to remove the asynchronous error
and eccentricity. Then, the synchronous error data are obtained. Figure 12a–c shows the
amplitude phase diagrams of the multi-turn sampling data of the three sensors with the
eccentricity and synchronization error removed in the polar coordinate system, respectively.
Figure 13a–c show the amplitude phase diagrams of the multi-turn sampling data of the
three sensors with the eccentricity and synchronization error removed in the Cartesian
coordinate system, respectively.

Figure 12. Amplitude phase diagrams of the multi-turn sampling data of the three sensors with the
eccentricity and synchronization error removed in the polar coordinate system: (a) data from sensor
A, (b) data from sensor B, and (c) data from sensor C.
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Figure 13. Amplitude phase diagrams of the multi-turn sampling data of the three sensors with the
eccentricity and synchronization error removed in the Cartesian coordinate system: (a) data from
sensor A, (b) data from sensor B, and (c) data from sensor C.

It is obvious that the repeatability of the data collected by the sensors is good. By
comparing the data in the polar coordinate system, it can be observed that the sampled
data of the three sensors show a shape characteristic with a fixed-phase deviation just as
the marker in Figure 12 shows. The phase deviation is the same as α2 and β2 determined in
Equation (9), reflecting the correctness and stability of the sampling results.

According to the error separation principle of the three-point method, the radial error
and roundness error can be calculated, as shown in Figures 14 and 15. The radial error of
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the spindle and the roundness error of the measured standard workpiece are 22.379 nm
and 16.362 nm, respectively. Compared with the reference results, the radial error and
roundness error differ from the reference results by 2.756 nm and 4.153 nm, respectively.
According to the research results of Eric R. March [17,18], the reversal method has more
theoretical advantages than the other methods, but it is also easier to couple more error
components. The key to ensuring the measurement accuracy of the reversal method is to
minimize the installation angle error and eccentricity error before and after the reversal,
so the precision mechanism is generally used for reversal and installation positioning. In
the comparative experiment, it is difficult to completely eliminate the error components
introduced by the installation angle and eccentricity since no precision mechanism is used.
As a result, the roundness error and radial error measured by the reversal method are
larger and the measurement results of the in situ measurement and evaluation system are
believed to be more accurate.

Figure 14. Radial error of the spindle.

Figure 15. Roundness error of the standard workpiece.

In order to validate the reliability and stability of the in situ measurement and evalua-
tion system, measurements based on the system are performed at different spindle speeds.
The measurement results are presented in Table 1, and a line graph is drawn based on the
measurement results, as shown in Figure 16.
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Table 1. Measurement results of radial error by in situ measurement and evaluation system.

Serial Number Spindle Speed (rpm) Radial Error (nm) Roundness Error (nm)

1 60 22.379 16.362
2 120 22.342 16.311
3 180 23.013 15.953
4 240 22.397 16.649
5 300 22.776 16.901
6 360 22.489 16.203
7 420 22.551 15.622
8 480 23.189 16.163
9 540 23.662 16.121

10 600 23.553 16.951
11 660 23.125 16.882
12 720 23.663 16.935
13 780 23.116 16.236
14 840 22.851 16.754
15 900 23.790 16.525
16 960 23.946 16.168
17 1020 23.785 15.828

Figure 16. Line graph of measurement results.

The calculation of the statistical results in Table 1 shows that the average value of the
radial error and roundness error are 23.096 nm and 16.386 nm, respectively. The standard
deviation of the radial error and roundness error are 0.556 nm and 0.408 nm, respectively.
The measurement results of the radial error and roundness error are approximately 2 nm
and 4 nm smaller than the reference results, respectively. Considering that no precision
mechanism was used for inversion in the comparative experiment, the deviations of the
measurement results from the reference results are caused by the secondary clamping error
in the comparative experiment. From this point of view, the measurement result of the
in situ measurement and evaluation system is more accurate than that of the Donaldson
reversal method. Environmental factors such as temperature change and vibration can also
lead to the deviations, which can also contribute to the fluctuation in the measurement
results shown in Figure 16. The control of environmental factors is extremely important to
ensure the radial rotation accuracy of the spindles in actual machining.

Based on the analysis above, it is concluded that the in situ measurement and evalua-
tion system can perform accurate in situ measurements of the radial error in the machining
environment. The measurement accuracy of the in situ measurement and evaluation system
can reach 20 nm. Since the operation of the system is simpler and fewer clamping errors
are introduced, it has advantages over the Donaldson reversal method.

111



Micromachines 2023, 14, 653

6. Conclusions

The three-point method is verified to realize nanometer-scale measurements in the
machining environment. An in situ measurement and evaluation system is established
and used to perform the experiment. The system simplifies the operation process of the
ultra-precision measurement based on the three-point method. In particular, the innovation
of the integrated fixture and experimental technical details is the key to improving the
in situ measurement accuracy. The accuracy and advantages of in situ measurement and
evaluation system are verified through a comparative experiment. The research has a
reference function for the practical application of the three-point method.
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Abstract: Due to the strong plasticity of Inconel 718 and the significant size effect of micromachining, a
large number of burrs will be produced in traditional processing. The addition of ultrasonic vibration
during machining can reduce the burr problem. The mechanism of burr generation in traditional
micromilling (TMM) and ultrasonic vibration-assisted micromilling (UVAMM) was analyzed by
simulation, and verified by corresponding experiments. It is found that applying high-frequency
ultrasonic vibration in the milling feed direction can reduce cutting temperature and cutting force,
improve chip breaking ability, and reduce burr formation. When the cutting thickness will reach
the minimum cutting thickness hmin, the chip will start to form. When A/ƒz > 1/2, the tracks of
the two tool heads start to cut, and the chips are not continuous. Some of the best burr suppression
effects were achieved under conditions of low cutting speed (Vc), feed per tooth (ƒz), and large
amplitude (A). When A is 6 μm, the size and quantity of burr is the smallest. When ƒz reaches 6 μm,
large continuous burrs appear at the top of the groove. The experimental results further confirm the
accuracy of the simulation results and provide parameter reference.

Keywords: traditional micromilling; simulation; burr; ultrasonic vibration-assisted micromilling;
size effect; cutting performance

1. Introduction

Nickel base alloys are widely used in modern aerospace engines because of their
excellent high temperature properties [1]. Engine parts have complex structure and high
machining accuracy. Micromilling is an important processing method, with high material
removal rate and excellent processing flexibility, which can be used to manufacture pre-
cision parts [2,3], usually with a diameter of 1–1000 μm tool [4], which is also a common
finishing method for nickel base alloys. However, it usually produces a lot of burrs when it
is processed. Burr is an important machining defect that affects the quality of machined
surface, will affect the performance of parts, and even lead to parts scrapping. In industrial
production, deburring is tedious work [5], and the removal effect is often not ideal. There-
fore, it is necessary to reduce the formation of burrs during machining. Scholars conducted
various studies on the formation of burrs. Hashimura et al. [6] classified burrs into top
burrs, inlet burrs, outlet burrs, inlet-side burrs, and outlet-side burrs according to their
positions. Under normal conditions, the burr size can be reduced by changing processing
parameters, such as feed speed, spindle speed, cutting depth, etc. [7–10]. The conical degree
of the tool and the wear of the tool itself can also affect the size of the burr [11,12]. However,
the effect is often not ideal. Furthermore, some researchers adopted the means of adding
auxiliary technology to reduce the formation of burrs. Additional ultrasonic vibration
during cutting can reduce the size of burrs [13,14]. Miranda Giraldo et al. [15] conducted
milling research using biopolymers and found that when eddy current cooling is used, the
growth of burrs can be effectively suppressed and the width of burrs can be significantly
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reduced. In order to further explore the mechanism of burr formation, many researchers
simulated and analyzed the burr formation process. Sreenivasulu et al. [16] established a
mathematical model for burr formation during drilling, and verified the feasibility of the
model by combining it with experiments. Meng et al. [17] studied the cutting performance
of carbon fiber reinforced polymer (CFRP) through finite element simulation, and found
that the outermost fiber was not cut, but pushed to the side by the cutting edge, and then
the fiber rebounded to form burrs. Yadav et al. [18] conducted a finite element simulation
study on the formation of burr at the up-milling side of high-speed micromilling Ti6A14V.
It was found that when the speed is increased from 10,000 r/min to 200,000 r/min, the burr
size decreases sharply. Zou et al. [19] established a finite element model and found that the
formation of negative burrs includes eight stages, in which the formation of negative shear
bands and stress changes are the main reasons for the formation of negative burrs. The
thicker the backup material, the smaller the burr size. Asad [20] used the finite element
method to simulate different combinations of Vc, feed speed, and tool edge geometry. It is
found that the larger the tool tip radius is, the larger the outlet burr is. Srenivasulu et al. [21]
developed a drilling model for aluminum 6061 and 7075 alloys, and found that temperature
has no significant effect on the burr height. An et al. [22] proposed a new method for ultra
precision cutting and deburring with special single crystal diamond tools, and carried out
finite element simulation research, which proved that it is feasible. Chen et al. [23] found
that applying vibration in the feed direction can inhibit the formation of burrs. The burrs at
the top of the milling side are significantly reduced, and the average height is reduced by
87%. Chen et al. [24] found that microchannel with good surface quality can be obtained
by machining with high spindle speed, small cutting depth and medium feed speed close
to the tool cutting edge radius. Chen et al. [25] found that when the thickness to be cut is
greater than the minimum cutting thickness, the cutting state can be changed to reduce the
cutting force, tool wear, and the formation of burrs. In the cutting experiment, it is found
that the burr width of ultrasonic vibration-assisted milling decreases from 25 μm to 5 μm
compared with traditional milling. Le et al. [26] proposed a method for predicting side
burrs and exit fractures of prisms. The results show that ultrasonic vibration can change
the machining state and affect the formation of burr, and the number and size of burr can
be greatly reduced by applying an appropriate amplitude. Wu et al. [27] established a finite
element model and found that the outlet surface angle had an impact on burrs, and burr-
free cutting could be achieved when the outlet surface angle was less than 45◦. Efstathiou
et al. [28] established a drilling finite element model, which can predict the best parameters
to suppress burr generation. However, the research work on ultrasonic vibration-assisted
micromilling processing parameters and the influence of vibration parameters on the burr
size is still less, especially the research on micromilling Inconel 718 material is less, and
research and analysis are needed to guide the micromilling work.

In this work, ultrasonic vibration-assisted micromilling was used to process Inconel
718, which restrained the generation of burrs. The tool tip trajectory during machining
is simulated and the chip breaking mechanism is analyzed. For clarifying the role of
ultrasonic vibration in the micromachining process, burr formation is simulated under
different processing parameters. At the same time, traditional micromilling and ultrasonic
vibration-assisted micromilling were used to machine high-temperature nickel base alloy
for comparative analysis. Finally, the mechanism of burr formation under UVAMM is
analyzed based on the simulation and experimental results.

2. Simulation and Experiment

2.1. Simulation Method

The size and cause of the top burr are simulated with Deform-3D software (version
number:V6.1; creator: SFTC; sourced from Key Laboratory for High Strength Lightweight
Metallic Materials of Shandong Province). In order to improve the calculation efficiency
and ensure the calculation accuracy, the tool and workpiece size are reduced in the same
proportion, and the original geometric characteristics of the tool are retained. Table 1 shows
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the geometric parameters of the tool used, and Table 2 shows the simulation parameters of
micromilling. The workpiece size is 0.3 mm × 0.3 mm × 0.1 mm, and the material is Inconel
718. According to the size of the tool and the workpiece, the geometric model of the tool and
the workpiece is established in the SolidWorks software (version number: SOLIDWORKS
EDU Edition 2016-2017-STAND-ALONE; creator: Dassault Systemes; sourced from Yantai
Univ.), and the established model is imported into the software Deform-3D. The simulation
process did not consider the influence of tool wear, so the tool model was set as a rigid
body and the workpiece was set as an elastic–plastic deformation body. The local mesh
refinement method is used to process the tool tip part and the uncut area of the workpiece.
This simulation uses tetrahedral mesh to simplify the model and adapt to the boundary
features in the mesh. The number of tool meshes is 30,000, and the number of workpiece
meshes is 160,000. The model and mesh division are shown in Figure 1.

Table 1. Geometrical parameters of Simulation model.

Geometrical
Characteristic

Tool Diameter (mm) Blade Length (mm) Cutting Edge Radius (μm) Helical Angle (◦)

Parameter value 0.2 4 5 36

Geometrical
characteristic

Rake angle of side edge
(◦)

Rear angle of side edge
(◦)

First rear angle of base
edge (◦)

Second rear angle of
base edge (◦)

Parameter value 0 9 9 16

Table 2. Simulation parameters.

Experiment Number
Cutting Speed

vc (m/min)
Cutting Depth

ap (μm)
Feed per Tooth

ƒz (μm/z)
Amplitude

A (μm)
Vibration Frequency

ƒ (kHz)

Simulation 1
37.7
56.5
75.4

50 6
0
3
6

32

Simulation 2 37.7 50

2
3
4
5
6
7
8

0
3
6

32

 

Figure 1. Simulation model and meshing.

In order to better reflect the effects of strain hardening, strain rate strengthening, and
thermal softening during the processing of high-temperature nickel-based alloys. In the
Deform-3D modeling process, when defining the parameters of the material Inconel 718,
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the J-C constitutive model is used to simulate its plastic behavior, as shown in Equation (1),
where A = 450 MPa, B = 1700 MPa, n = 0.6, C = 0.017, and m = 1.3 [29].

σ = [A + Bεn]

[
1 + Cln

( .
ε
.

ε0

)][
1 −

(
T − Troom

Tmelt − Troom

)m]
(1)

where σ is used to indicate the equivalent stress; ε is used to indicate the equivalent plastic
strain;

.
ε is used to indicate the equivalent plastic strain rate;

.
ε0 is used to indicate the

reference strain rate; T is used to indicate the temperature of the workpiece; Troom is used
to indicate room temperature; and Tmelt is used to indicate the melting temperature of
the workpiece.

2.2. Experimental Method

The test machine and cemented carbide double edge end milling are shown in
Figure 2. The burrs produced by micromilling grooves were studied by scanning elec-
tron microscopy (SEM).

 

Figure 2. Experimental device.

The profile geometric parameters of micromilling tools are shown in Table 3. The
cutting edge radius of the tool is 5 μm. The chemical element composition of workpiece
material is shown in Table 4. The machining parameters are shown in Table 5, which is
in accordance with Table 2 in order to compare with the simulation results. With Vc and
ƒz as variables, two groups of single-factor experiments corresponding to the simulation
were designed to study the influence of them on the size and shape of burrs generated by
ultrasonic vibration-assisted micromilling.
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Table 3. Geometrical parameters of micromilling tool.

Geometrical
Characteristic

Tool Diameter (mm) Blade Length (mm) Cutting Edge Radius (μm) Helical Angle (◦)

Parameter value 1 4 5 36

Geometrical
characteristic

Rake angle of side edge
(◦)

Rear angle of side edge
(◦)

First rear angle of base
edge (◦)

Second rear angle of
base edge (◦)

Parameter value 0 9 9 16

Table 4. Main chemical components of Inconel 718.

Element Ni Cr Fe Nb S Ti

wt% 55.54 18.77 18.17 4.78 1.67 1.07

Table 5. Machining parameters.

Experiment Number
Cutting Speed

vc (m/min)
Cutting Depth

ap (μm)
Feed per Tooth

ƒz (μm/z)
Amplitude

A (μm)
Vibration Frequency

ƒ (kHz)

Experiment 1
37.7
56.5
75.4

50 6
0
3
6

32

Experiment 2 37.7 50

2
3
4
5
6
7
8

0
3
6

32

3. Results and Discussion

3.1. Chip Formation

Incomplete chip forming and fracture will eventually lead to burrs in micromilling. In
a cutting cycle, the cutting thickness of the up-milling side will gradually increase, and the
minimum cutting thickness will not be reached at the beginning. The material will only
undergo elastic deformation without chip generation. With the continuous accumulation of
cutting materials, the cutting thickness will reach the minimum cutting thickness hmin. The
stress and strain of the material will increase, and the chip will begin to form and still be
an incomplete rebound of the material. Finally, when the stress in the cutting area reaches
the yield limit with the increase in the cutting thickness, the material will mainly undergo
plastic deformation. From the micro level, the lattice of the extruded cutting area will slip,
and when the stress exceeds the fracture limit, the chip is formed normally. On the contrary,
in a cutting cycle, the cutting thickness of the down-milling side will gradually decrease,
and when the cutting thickness reaches a certain limit, chip breaking will occur, and some
will become burrs. Therefore, the extrusion deformation process on the up-milling side will
lead to burrs, and the incomplete formation of chips on the down-milling side will also lead
to burrs. However, when ultrasonic vibration is introduced, even if the h at any time in
TMM is less than hmin, it will make h larger, h will periodically exceed him, and will change
the cutting form. Figure 3 shows the three stages of chip formation, and the minimum
cutting thickness is constant with the effect of ultrasonic vibration on cutting thickness.

3.2. Trajectory Equation of Cutting Edge

During milling, applying high-frequency vibration along the tool feed direction will
change the tool tip path, the chip formation process will also change, and will affect the
generation of burrs. Therefore, it is necessary to analyze the running track of the tool tip.
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Figure 4 shows the trajectory of two tool tips during TMM tool tip movement. The solid
line is the path of tool tip 1, and the dotted line is the path of tool tip 2.

Figure 3. (a) Micromilling chip formation process in a single cutting cycle; (b) ultrasonic vibration
increases h in cutting process.

Figure 4. Schematic diagram of tool tip path.

In the coordinate system shown in Figure 4, the motion of the tool tip is decomposed
into feed motion and rotation motion, and Equation (2) is used to represent the motion of
two tool tips in TMM. {

xi = v f t + (−1)i−1rsin(θ)
yi = (−1)i−1rcos(θ)

(2)

In the experiment, the vibration signal along the tool feed direction is directly applied
to the workpiece. In order to facilitate the synthesis of the motion path, the sinusoidal
vibration signal applied to the workpiece is equivalent to the tool. Equations (3) and (4)
represent the motion of two tool tips in UVAMM.{

xi = v f t + (−1)i−1rsin(θ) + Asin(λωt)
yi = (−1)i−1rcos(θ)

(3)

θ = 2πnt (4)

where v f is used to indicate the milling feed rate; r is used to indicate the tool radius; n
is used to indicate the spindle speed; ω is used to indicate the ultrasonic signal angular
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frequency; i (i = 1,2) is used to indicate the ith tool tip; and λ is used to indicate the ratio of
ultrasonic vibration signal frequency to spindle rotation frequency.

3.3. Simulation and Experiment Results
3.3.1. Trajectory of Cutting Edge

The tool tip trajectory model can be used to predict chip formation. Figure 5 shows
the influence of ultrasonic amplitude and ƒz on the two tool tip trajectories. When A is
0 μm, it is traditional milling, and the motion tracks of the two tool tips do not intersect,
indicating that a cutting edge is continuous cutting in a cutting cycle. When A increases to
3 μm, the running track of tool tip 2 starts to be tangent to the running track of tool tip 1,
indicating that a cutting edge starts to cut intermittently in a cutting cycle, and the chip
is potentially broken. When A continues to grow, the running track of tool tip 2 intersects
with that of tool tip 1. The intersection indicates that tool tip 2 will be separated from the
workpiece at this moment, and the chip is not continuous. It shows that the chip breaking
form can be changed by changing the size of A when ƒz is fixed. According to the motion
track characteristics of ultrasonic vibration tool tips, when A/ƒz > 1/2, the tracks of two
tool tips start to cut, and the chips are not continuous.

Figure 5. Simulation of tool tip trajectory (a) ƒz = 6 μm/z, A = 0 μm; (b) ƒz = 6 μm/z, A = 3 μm; and
(c) ƒz = 6 μm/z, A = 6 μm.

3.3.2. Cutting Force and Cutting Temperature

Cutting force and cutting temperature can intuitively reflect the cutting process. In
order to completely understand the processing characteristics of TMM and UVAMM, the
cutting force and cutting temperature during the cutting process are simulated and analyzed.

Figure 6 shows the cutting force characteristics of TMM and UVAMM. The axial force
(Fz) is the driving force that pushes the chips to bend upward. The feed perpendicular
force (Fx) and the feeding force (Fy) are the driving forces that promote chip growth. The
resultant cutting force (Fr) is calculated by Equation (5) and the curve is drawn. Figure 6
shows that, compared with TMM, when the tool suddenly contacts the workpiece after the
vibration is applied, the cutting force quickly reaches the peak value, which is the contact
impact between the tool and the workpiece, and then the cutting force decreases sharply at
a high frequency, indicating that the cutting process of UVAMM is intermittent. Therefore,
the plough effect on the up-milling side is weakened, and the extrusion deformation of
the material is also weakened. On the down-milling side, it can be found that the cutting
force dropped sharply, indicating that the chips were broken in advance, so no large burr
will be formed on the top of the groove. The high frequency fluctuation of cutting force of
UUVAMM results in the average value of the cutting force being lower than that of TMM.

Fr =

√
(Fx)

2 + (FY)
2 + (Fz)

2 (5)

Figure 7 shows the distribution of the cutting temperature field of TMM and UVAMM.
It can be found from the temperature field that the highest temperature is mainly distributed
in the shear deformation area and gradually diffuses to other parts of the workpiece. The
temperature of the contact zone between the tool tip and the material is the highest, and
the maximum temperature of TMM and UVAMM is 753 ◦C and 685 ◦C, respectively. At

120



Micromachines 2023, 14, 625

the same time, the temperature diffusion area of TMM is larger than that of UVAMM. The
reason is that although the instantaneous cutting thickness of UVAMM is sometimes greater
than TMM, because UVAMM is intermittent cutting, it is not conducive to the accumulation
of cutting heat, reduces the heat generated by friction between the tool tip and the material,
and provides more sufficient time for the heat dissipation process. Wang et al. [30] also
pointed out that additional ultrasonic vibration can effectively increase the diffusion time
and diffusion space of cutting temperature.

Figure 6. Cutting force changes in a single cutting cycle (a) TMM; (b) UVAMM.

 

Figure 7. Distribution of cutting temperature field (a) TMM (Vc = 37.7 m/min; ƒz = 6 μm/z; A = 0 μm);
(b) UVAMM (Vc = 37.7 m/min; ƒz = 6 μm/z; A = 6 μm).

3.3.3. Equivalent Strain Analysis

Figure 8 shows the distribution of equivalent plastic strain and damage in the cutting
area when ƒz = 8 μm/z. It can be concluded from Figure 8a–c that the equivalent plastic
strain is mainly distributed on the side where the chips are generated. The application of
ultrasonic vibration expands the equivalent plastic strain range and increases the maximum
equivalent plastic strain, which indicates that ultrasonic vibration will increase material
deformation during the cutting process. In Figure 8d–f, as the A increases, the damage range
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and the maximum damage value decrease. The UVAMM is beneficial to remove materials.
The material failure mechanism of UVAMM can be considered as the instantaneous plastic
failure of material caused by high-speed impact load. Therefore, UVAMM is helpful to
remove chips and reduce the residual burrs on the top of the milling groove.

Figure 8. Equivalent plastic strain cloud image and damage cloud image with different A.
(a,d) A = 0 μm; (b,e) A = 3 μm; and (c,f) A = 6 μm.

3.3.4. Burr Formation

Burrs can generally be classified into four types, as shown in the Figure 9a. The size of
burrs is usually defined in the way shown in the Figure 9b. This paper mainly compares
the width of burrs.

 
Figure 9. (a) Burr types; (b) burr size.

(1) Burr formation process.
Figure 10 shows the burr formation process of TMM and UVAMM. When the tool

tip just touches the material, the size effect is particularly significant due to the large ratio
of the cutting edge radius to the cutting thickness. In the TMM process, the part of the
material continuously accumulates along the rotation direction under the extrusion of the
tool tip, and the other part of the material is turned out of the groove and forms burrs on
the top of the groove, as shown in Figure 10a. When the material accumulates to a certain
value, a larger spiral chip forms, as shown in Figure 10b. The spiral chips continue to grow
and form larger burrs on the down-milling side, as shown in Figure 10c. After that, due
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to the effect of high-frequency ultrasonic vibration, the extrusion of the tool tip on the
material is weakened, the burrs on the up-milling side are reduced, as shown in Figure 10d.
In addition, UVAMM enhances the destructive effect of the tool on the material. This is in
accordance with the results of Figure 8. It can be found from Figure 11e–f that the chips
of the up-milling side are smaller than that of the TMM, and the burr is serrated. With
the chip growth, the chip size increases gradually. Due to the chip breaking phenomenon
in the intermediate process, the chip is a C-type chip, and finally a small burr is formed
on the down-milling side. Therefore, compared with TMM, UVAMM can significantly
inhibit the growth of burrs and reduce the size of burrs. As shown in Figure 10a,b, the burr
surface has a wide texture during TMM, which is formed by material accumulation during
processing. After ultrasonic vibration is applied, larger flake burrs gradually change into
smaller tear burrs and flocculent burrs, and the burr surface has a more dense texture.
Because high-frequency ultrasonic vibration promotes crack growth, and dense vibration
cracks remain on the burr surface. Ultrasonic vibration makes materials more vulnerable to
damage and cracks more obvious, which is conducive to the transition from ductile fracture
to brittle fracture, so the burr is more broken, and the burr size will be smaller, as shown in
Figure 11c,d. Chen et al. [25] also found that UVAMM contributed to crack generation and
material damage.

Figure 10. Simulation of burr growth (a–c) TMM; (d–f) UVAMM.

(2) Effect of ultrasonic vibration on burr formation at different Vc.
Figure 12 shows the burr morphology generated by simulating TMM and UVAMM

with different Vc (fz = 6 μm/z, ap = 50 μm). It can be seen from Figure 12 that when
the Vc is 37.7 m/min, large flake burrs are produced on the top of the groove. With the
increasing of the Vc, the burr size first decreases and then increases without ultrasonic
vibration. When vibration is applied, the flake burrs gradually change to tearing burrs,
and the size and quantity of burrs reduce. When the A is 6 μm, the size and quantity of
burrs are the smallest. In addition, ultrasonic vibration has the most obvious effect on
milling at medium and low cutting speed. Zhang et al. [31] also pointed out that the burrs
become more with the increase in the cutting speed. Similarly, as shown in Figure 13, it
was also observed in the above phenomenon in this experiment (in the Figure, in each
groove, the down-milling side is located at the upper side). When traditional micromilling
is carried out at Vc = 37.7 m/min cutting speed, a large number of complete sheet burrs are
generated at the down-milling side and a large number of strip burrs are generated at the
up-milling side. When Vc is increased, it is found that the size of burr is gradually reduced.
Because the high cutting speed leads to a shorter single milling cycle time and it is difficult
to produce plastic deformation, the burr is smaller. However, higher Vc will also produce
higher cutting heat on the down-milling side, and the material will become soft, which
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is not conducive to chip fracture and promotes the generation of burrs. During UVAMM
processing, it can be found that the burrs on the up-milling side and the down-milling side
become more finely broken, because ultrasonic vibration causes the cutting process to be
interrupted and the chip formation process is also interrupted, which significantly reduces
the burr size.

 

Figure 11. Burr morphology (a,b) TMM; (c,d) UVAMM.

Figure 12. Simulation of burr morphology under different Vc.
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Figure 13. Morphology of burr under different Vc (SEM) (fz = 6 μm/z, ap = 50 μm).

(3) Effect of ultrasonic vibration on burr formation at different fz.
Figure 14 shows the burr morphology of a simulation by the two machining methods

with different fz (Vc = 37.7 m/min, ap = 50 μm). When the fz is 2 μm/z, the elastic
deformation of the material is serious and chips are difficult to generate. The material is
squeezed by the tool and slips upward, forming burrs. The material is easier to remove
with the increase of fz. Large continuous burrs appeared on the top of the groove when fz
reached 6 μm. Under the same fz condition, the burr generated by UVAMM was smaller
than that by TMM, and the burr size decreased with the increase of A. This phenomenon
is more obvious under large fz conditions, especially when fz is 5–7 μm/z and A is 6 μm.
Similarly, as shown in Figure 15, it was also observed in the above phenomenon in the
experiment (in the Figure, in each groove, the down-milling side is located at the upper
side). When TMM is carried out, fz gradually becomes larger, resulting in an increase in
the cutting amount, and finally leading to larger burr size. During UVAMM, due to the
introduction of high-frequency vibration signals in the milling process, the instantaneous
cutting thickness changed, which promotes the formation and separation of chips, and
at the same time, the burrs are suppressed. This phenomenon is more obvious under the
condition of large fz. When fz reaches 8 μm/z, the additional ultrasonic vibration cannot
significantly suppress the burr, mainly because the fz is too large to meet the chip breaking
condition. Larger chips do not break, they stay at the top of the groove and form burrs.
When fz is small, ultrasonic vibration mainly reduces the size effect and changes the chip
formation process, thereby inhibiting the formation of burrs. When fz is large, the burr size
decreases because ultrasonic vibration changes the instantaneous cutting thickness in the
milling process and improves the chip-broken ability.
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Figure 14. Simulation of burr morphology under different ƒz.
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Figure 15. Morphology of burr under different ƒz (SEM); (Vc = 37.7 m/min, ap = 50 μm).

4. Conclusions

The influence of UVAMM on cutting force, cutting temperature, and burr size was
analyzed by simulation and experiment. The research findings are as follows:

(1) When ultrasonic vibration is applied and the ratio of A to ƒz reaches a certain
limit, the UVAMM processing mode will change, and the cutting process will no longer be
continuous, but will change to intermittent cutting;

(2) Compared with TMM, the average cutting force and cutting temperature of
UVAMM are reduced, the strain range expands by applying ultrasonic vibration, and
the energy required for damage reduces;

(3) Through simulation and experiment, it is found that the additional ultrasonic
vibration can effectively reduce the burr size in the milling process. The bigger A is, the
better the burr suppression effect is;

(4) UVAMM can reduce the size of burr by reducing the size effect and promoting the
fracture of burr. When A is 6 μm, the size and quantity of burr is the smallest;

(5) When the ƒz is small, UVAMM can reduce the size effect and change the chip
formation process to suppress the formation of burr. When ƒz is large, the burr size
can be reduced by changing the instantaneous cutting thickness to improve the chip
breaking ability.
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Abstract: The cutting quality and strength of strips cut with femtosecond-duration pulses were
investigated for different thicknesses of borosilicate glass plates. The laser pulse duration was 350 fs,
and cutting was performed in two environments: ambient air and water. When cutting in water, a
thin flowing layer of water was formed at the front surface of the glass plate by spraying water mist
next to a laser ablation zone. The energy of pulses greatly exceeded the critical self-focusing threshold
in water, creating conditions favorable for laser beam filament formation. Laser cutting parameters
were individually optimized for different glass thicknesses (110–550 μm). The results revealed that
laser cutting of borosilicate glass in water is favorable for thicker glass (300–550 μm) thanks to higher
cutting quality, higher effective cutting speed, and characteristic strength. On the other hand, cutting
ultrathin glass plates (110 μm thickness) demonstrated almost identical performance and cutting
quality results in both environments. In this paper, we studied cut-edge defect widths, cut-sidewall
roughness, cutting throughput, characteristic strength, and band-like damage formed at the back
surface of laser-cut glass strips.

Keywords: femtosecond pulses; cutting; roughness; chipping; characteristic strength; borosilicate
glass; filament

1. Introduction

The use of femtosecond (fs) pulses has drastically increased over recent years in the
processing of brittle transparent materials, such as scribing and cutting [1], femtosecond
laser-induced selective etching [2], optical waveguide writing [3,4], and high-density optical
storage formation [4,5].

The short duration of the femtosecond laser pulse is advantageous for its reduced
thermal accumulation effects and nonlinear absorption compared to longer-duration
pulses [1,6,7]. The electron–phonon coupling in dielectrics is usually longer than the
fs pulse duration, allowing the delivery of the pulse energy quicker than the thermal
diffusion occurs—energy transfer to surrounding material via phonon vibrations [8,9]. As a
result, heat-accumulation-related stresses can be reduced and, together with higher energy
absorption, can be confined to a smaller volume, improving the quality and strength of
machined glass parts [9–11].

The use of femtosecond laser pulses allows the application of a wide variety of glass-
cutting approaches, each providing its advantages and drawbacks. The most common
laser-based cutting techniques employing femtosecond pulses are top-down cutting via
direct laser ablation [12], bottom-up ablation [7,13], and laser stealth dicing [14,15].

Significant cutting speeds can be achieved via the stealth dicing technique. Mishchik
et al. [14] reported a straight-line cutting speed of 600 mm/s of 500 μm thickness Eagle
XG glass at a 100 kHz pulse repetition rate with fs duration pulses. A laser beam was
focused inside the workpiece and scanned in a predetermined trajectory to form a stress
layer. Usually, multifocal or Bessel beam processing is employed to improve cutting quality
by elongating the modifications [16]. After the laser process, the workpiece is cleaved along
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the scanned line by applying mechanical stress. However, this technique is unsuitable for
cutting tiny pieces or complex trajectories with a small radius of curvature (1 mm or less).
Thus, it is mainly used for cutting straight lines [15].

The bottom-up approach does not have as strict limitations on cutting geometry as the
stealth dicing technique while maintaining moderate glass-cutting speed [17,18]. A cutting
speed of 9 mm/s of 1 mm thickness soda–lime glass sheet with nanosecond laser pulses
was reported in [19]. Kerf formation starts from the back surface of the glass workpiece
and gradually approaches the front surface. High cutting rates are reached due to the
mechanical material removal nature since laser energy is used to crack the glass into small
pieces instead of evaporating the material (a more energy-efficient approach than material
ablation). However, the technique suffers from excessive cracking and chipping at the cut
edges, with defects reaching up to hundreds of micrometers in size [13,18].

Finally, the direct laser ablation technique is based on the top-down material removal
approach, where material ablation starts at the top of the workpiece and ends at the
bottom by removing material in a layer-by-layer fashion. This approach allows the cutting
of complex shapes consisting of inner and outer contours, coated, opaque, or highly
absorptive materials [20]. This approach provides high process flexibility but suffers from
low processing speeds and is unsuitable for taper-less cutting [18,21].

In the case of direct laser ablation, slow material cutting speeds can be compensated
for by increasing the incident laser power. However, this leads to undesirable heat accu-
mulation in the workpiece, which cannot be avoided even when femtosecond pulses are
employed—especially when high pulse repetition rates are increasingly adopted in laser
microfabrication [22,23]. Thus, despite the advantages provided by ultrashort femtosecond
pulses, multiple undesirable effects could take place in brittle materials during laser–matter
interaction: chipping [12,24], surface and subsurface micro-cracking [8,25], refractive index
changes [26,27], electronic damage [28], and void formation [25,29]. Ultimately, laser-
induced damage (defects) could cause the degradation of the cut-edge strength [7] and
resistance to wear and tear, and negatively affect the longevity of laser-cut glass products.

Laser machining of glasses (and other brittle materials) can be conducted in liquids,
most commonly in water, to further diminish the detrimental heat accumulation in the
materials. In some cases, volatile liquids (ethanol, methanol, ethylene glycol, and others)
are used in laser machining to cool down the workpiece [30–32]. However, Kanitz et al. [33]
reported the highest specific ablation rate (μm3/μJ per laser shot) of iron in water, compared
to ablation in methanol, ethanol, acetone, or toluene, while Liu et al. [34] observed deeper
craters ablated in silicon when the workpiece was submerged in water than in ethanol.

Previously, we demonstrated an improved cut-edge quality for borosilicate glass
cutting in water with picosecond pulses [20,35]. Characteristic strength measurements
in [35] revealed increased front and back side strengths by 7.2 and 10.9%, respectively,
compared to cutting in ambient air.

A comprehensive comparison of multiple laser-based glass-cutting techniques was
conducted by Dudutis et al. [19,36]. They compared glass cutting via the bottom-up
technique with direct laser ablation in ambient air and water [36] and stealth dicing [19]. In
both studies, 1 mm thick soda–lime glass plates were used as the samples. Their findings
revealed that in the case of 1064 nm radiation and picosecond (ps) duration pulses, the glass
samples cut via direct laser ablation had the smallest sidewall roughness and possessed
the highest front side cut-edge quality (smallest defect widths compared to the other
two techniques). Furthermore, glass samples cut in water via direct ablation had the
highest flexural strength (134 MPa at the front and 131 MPa at the back) compared to other
investigated laser-cutting techniques. However, cutting of 1 mm thick soda–lime glass via
direct laser ablation was notably slower (0.19 mm/s in ambient air and 0.34 mm/s in water)
than the stealth dicing with Bessel beams (100 mm/s) and bottom-up cutting (0.74 mm/s)
using 1064 nm wavelength ps pulses [19,36]. The use of 532 nm wavelength nanosecond
pulses for the bottom-up cutting increased the glass-cutting speed up to 9 mm/s [19], but
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the strength of laser-cut glass remained higher when cutting was conducted in water via
direct laser ablation.

Micromachining with femtosecond pulses in a liquid environment can facilitate the
formation of filaments within the water layer [24]. Laser beam filamentation can occur in
the water layer when the peak pulse power exceeds a critical power Pc [37]. The refractive
index of water is n = 1.329, and the nonlinear refractive index is n2 = 4.1 × 10−20 m2/W for
a 1030 nm wavelength radiation [38]. Thus, in water, the Pc value is 2.9 MW for 1030 nm
wavelength radiation which for 350 fs duration pulses is reached at a pulse energy of 1.1 μJ.
Glass cutting and drilling via femtosecond-pulse filamentation in water were successfully
employed in [24,39,40]. The strong electron plasma formation and electron relaxation in the
filament facilitated material ablation [41]. Furthermore, filaments can sustain a high beam
intensity over a longer distance, allowing cutting and drilling of several-millimeter-deep
features without laser beam focal plane readjustment [12,42]. An increase in glass drilling
and groove formation speeds was reported in [41].

Glass cutting and milling with ultrashort pulses were thoroughly studied by multiple
groups on different glasses and glass thicknesses [1,13,21,25,28,36,43–45]. However, reliable
conclusions on how the laser cutting quality, process throughput, and strength of laser-
cut glass parts differ at different glass thicknesses cannot be drawn due to the lack of a
systematic approach. Furthermore, to the best of our knowledge, no strength measurements
were applied for glass cut with femtosecond pulses in water with pulse energies greatly
exceeding the critical self-focusing power threshold.

In this work, we experimentally studied the femtosecond laser cutting of borosilicate
glass plates via direct laser ablation with 1030 nm wavelength radiation. Three glass
thicknesses were studied: 110, 300, and 550 μm. We compared cutting in ambient air and
water in terms of cut-edge quality and sidewall roughness, ablation efficiency, effective
glass cutting speed, and characteristic strength of the front and back sides of laser-cut
glass strips.

2. Materials and Methods

In this study, we used a femtosecond laser FemtoLux 30 (Ekspla), with a central
wavelength of 1030 nm and a pulse duration of 350 fs. In the experiments, the pulse
repetition rate f was adjusted between 0.4 and 1.1 MHz, resulting in a slight variation in the
average laser power P. The highest average laser power Pmax was 19.3 W at f = 0.4 MHz
and linearly increased to 21 W at f = 1.1 MHz. The power was measured with an Ophir
F150(200)A-CM-16 sensor at the sample surface. The thickest investigated glass (thickness
t = 550 μm) shattered when cutting was conducted in ambient air at Pmax. As a result, we
additionally conducted cutting experiments at a low pulse repetition rate of 100 kHz in
ambient air. We used a pulse picker to obtain such a low pulse repetition rate. The pulse
picker picked specific pulses to obtain the requested pulse repetition rate at the expense of
the average laser power. Thus, the average laser power at 100 kHz decreased to 1.8–3.3 W
(Pmin). Experiments were conducted with a laser beam intensity profile similar to Gaussian
(linearly polarized, S polarization).

We used borosilicate glass plates with a thickness of 0.11, 0.3, and 0.55 mm as the
samples. Glass plates were thoroughly cleaned prior to the laser treatment and subsequently
cut into 26 × 5 mm2 glass strips.

Laser cutting was realized with a galvanometer scanner IntelliSCANde14 from ScanLab
by scanning parallel cut lines separated by hatch distance (see Figure 1). Each cut line was
scanned once per scan. After a fixed number of lines, the hatch and the laser beam scanning
directions were changed to the opposite. A positive hatch and scanning direction (A to B)
were used for odd scans. A negative hatch with the opposite scanning direction (B to A)
was used for even scans. The aforementioned number of cut lines and the hatch distance
defined the width of the cut. Scans were repeated multiple times until the glass plate was
cut through completely.
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Figure 1. Scan geometry used to cut glass. Arrows represent the laser beam scanning direction for
the odd and even scans. For the odd scan, the laser beam scanning direction was from position A to B.
For the even scan, the laser beam direction was the opposite (laser beam was scanned from position
B to A). Scans were repeated multiple times until the glass was cut through.

The laser beam was focused to a diffraction-limited spot size (diameter) of 27 μm
(in both cutting environments) using an f-theta objective with a focal length of 100 mm.
We performed spot-size measurements on thin chrome film deposited on glass plates,
according to [46]. The focused beam spot size and the laser fluence values reported in this
study were evaluated with a laser beam focal point set at the front surface of the glass
sample. For the cutting, the focus was set below the front sample surface at a distance
equal to 1/2 the thickness of the glass plate, where the highest cutting speed was achieved
in ambient air. Thus, the laser beam focal point was shifted from 55 to 275 μm below the
front surface, depending on the glass thickness.

In the case of glass cutting in a water environment, cutting was realized through a
thin flowing layer of deionized water. The water layer was formed using the water film
formation subsystem, which consisted of the compressed air source, an airbrush, a pressure-
regulating valve, a deionized water supply tank, and a tray to collect water. The airbrush,
connected to pressurized air at 3 bar and a water supply tank, sprayed water mist on top of
the glass plate, forming a thin flowing water film (see Figure 2). Constant air pressure and
continuously maintained water level in the water tank formed a consistent water film that
did not change over time. The nozzle of the airbrush was set 1 cm above the glass surface at
an angle of 45 degrees. The liquid flow rate was 11 mL/min. The water mist impingement
point was set 5 mm from the laser cutting area (along the water flow direction) to avoid
laser beam disturbance with the water mist. The water flow and beam-scanning direction
were in parallel. The area covered with the thin flowing water film was 35 mm in length.
The width of the film was as wide as the glass plates (the widest plate was 24 mm). The
thickness of the water layer decreased linearly with increasing distance from the water
mist impingement area. The thickness at the cut line start point was 650 μm, while at the
end of the cut, the thickness decreased to 350 μm, giving the average water-layer thickness
value of 500 μm throughout the 26 mm long cut line. Initial experiments revealed that the
water thickness variation had no significant effect on the ablation efficiency or quality in
the laser cutting area. In the experiments, the peak pulse power exceeded the critical power
of Pc = 2.9 MW for the laser beam self-focusing in the water layer from 30 to 40 times,
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depending on the pulse energy. Butkus et al. [41] simulated the required filament initiation
length in water to be 0.5 mm, which coincided with the average water layer thickness used
in this study. As a result, we consider that suitable conditions for filament formation in
water were ensured. In ambient air, laser ablation was facilitated at the front glass surface,
creating favorable conditions for direct material ablation.

Figure 2. Schematics showing the setup used to form a flowing water layer on top of the glass sample.

After the cutting, glass chipping and cracking were evaluated with an optical micro-
scope Eclipse LV100NDA from Nikon, while cut sidewalls were analyzed with an optical
profiler S neox from Sensofar. We used a four-point bending test to determine the maximum
bending strength of laser-cut glass strips. The span of supporting and loading rollers was
16 and 6 mm, respectively. Strips were bent from both sides until the failure occurred.
We measured the bending strength with a high-precision dynamometer FMI-S30A5 from
Alluris. The maximum bending strength was evaluated using the following formula:
σ = 3F(L − l)/

(
2bt2), where F is the loading strength at which the glass strip failed, b is

the width of the strip, t is the thickness of the strip, and L and l are the spans of the support
and loading rollers, respectively. The σ values obtained were used for the Weibull analysis
to extract the characteristic strengths (σ0) of laser-cut strips. Here, the characteristic strength
defines the bending strength at which 63.2% of strips fail. More detailed information on
the four-point bending setup and Weibull analysis can be found in [35].

3. Results

3.1. Optimized Cutting Parameters

Strips with dimensions of 26 × 5 mm2 were cut out of larger glass plates using the
laser-cutting parameters presented in Tables 1 and 2. Glass cutting was performed in
ambient air and water. Laser-cutting parameters were optimized, prioritizing the process
throughput (effective cutting speed). Here, the effective cutting speed is defined as the
ratio between the laser beam scanning speed and the total number of scanning passes (the
number of cut lines in a single scan multiplied by the number of scans). The laser fluence F,
laser beam scanning speed v, hatch, number of scans, and cut widths were individually
optimized for glass plate thickness and cutting environment during initial experiments.
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Table 1. Glass cutting parameters and performance for fs cutting in ambient air. Values presented
outside brackets represent cutting at high laser power (Pmax), while values inside brackets represent
cutting at low laser power (Pmin). Cutting width, hatch, and the number of cut lines were maintained
the same for both high- and low-power cutting.

Glass
Thickness

(μm)

Average
Laser

Power (W)

Pulse
Repetition
Rate (kHz)

Scanning
Speed
(mm/s)

Number of
Cut Lines in a
Single Scan

Fluence
(J/cm2)

Hatch
(μm)

Cut
Width
(μm)

Ablation
Efficiency

(μm3/μJ)

Effective
Cutting

Speed (mm/s)

110 21 (1.8) 1100 (100) 1600 (150) 7 6.7 (6.3) 20 150 10.6 (11.3) 20.8 (2)
300 20.8 (3.2) 620 (100) 1000 (170) 13 11.7 (11.2) 22.5 310 8.6 (8.8) 3.2 (0.5)
550 - (3.3) - (100) - (250) 17 - (11.5) 20 350 - (7.9) - (0.17)

Table 2. Glass-cutting parameters and performance for fs cutting in water. Cutting in water was
conducted at a high laser power Pmax only.

Glass
Thickness

(μm)

Average
Laser

Power (W)

Pulse
Repetition
Rate (kHz)

Scanning
Speed
(mm/s)

Number of
Cut Lines in a
Single Scan

Fluence
(J/cm2)

Hatch
(μm)

Cut
Width
(μm)

Ablation
Efficiency

(μm3/μJ)

Effective
Cutting

Speed (mm/s)

110 19.5 530 1100 9 12.9 12.5 135 8.7 20.4
300 19.3 433 500 9 15.6 22.5 210 7.2 4
550 19.3 433 500 11 15.6 22.5 260 7.3 1.8

The highest effective cutting speed in ambient air was obtained when the focus position
was shifted below the front glass surface at a distance of t/2, where t is the glass thickness.
We used the same focus positions for cutting in water as in the ambient air since the
ablation efficiency in water was insensitive to focus variation in the z direction (in the z
range between z = 0 and z = t).

Also, we used a fixed-beam focus position for glass cutting—the Rayleigh distance in
ambient air (560 μm) was longer than the t of all investigated glass plates.

In ambient air, 550 μm thick glass plates shattered during cutting at full laser power
(Pmax) due to excessive stresses caused by heat accumulation. Thus, only t = 110 and
300 μm thickness glass strips were cut without shattering into smaller pieces. For this
reason, cutting experiments in ambient air were split into two separate cutting regimes:
low laser power (Pmin, where f was limited to 100 kHz (f min)) and high laser power (Pmax,
where the maximum pulse rate f max was used). In the high-laser-power regime, the applied
pulse repetition rate was determined by the maximum laser power (at a given f ) and laser
pulse energy at which optimal fluence was reached. As was mentioned in Section 2, the
average laser power at Pmax was distributed between 19.3 and 21 W, depending on the
pulse repetition rate. In the low-laser-power regime, the incident laser power was decreased
to 1.8–3.3 W by limiting the pulse repetition rate to 100 kHz (f min) but maintaining optimal
laser fluence.

Almost 200 stripes were cut and investigated in this study (eight cutting regimes ×
24 glass strips) in terms of cut-edge quality, cut-sidewall roughness, and characteristic
strength. More than 70 strips were cut in water, while 120 strips were cut in ambient air.

3.2. Cutting Quality

In this section, we assessed the cutting quality of laser-cut glass strips (26 × 5 mm2) in
terms of (1) cut-sidewall steepness, (2) maximum defect width, (3) mean defect width, and
(4) cut-wall roughness. Cutting quality at the front and back sides of laser-cut glass strips
was evaluated separately.

The cut-wall steepness a (the taper angle) was evaluated with an optical microscope. A
schematic is shown in Figure 3. According to the results, the steepness of the cut sidewalls
ablated in water increased with glass thickness from 13.1◦ to 10.7◦ with an average taper
angle value of 11.9 ± 0.04◦. The taper angle in ambient air (insignificant difference between
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power levels) was much higher at all investigated glass thicknesses: at t = 110 μm the
angle was 27.5 ± 2.6◦, at t = 300 μm it was 18.9 ± 0.6◦, and at t = 550 μm, the taper angle
decreased to 17.3 ± 1◦.

 

Figure 3. Schematic for evaluating the mean and maximum defect widths. Position for the cut-
sidewall roughness measurements and cut-sidewall taper angle (a) are indicated.

The formation of steeper angles in water was conformed in other studies [20,35,47].
Steeper sidewalls (smaller taper angle) allow the maintenance of a higher fluence at greater
cut depths due to a flatter bottom of the ablated feature. When cutting in ambient air,
a more pronounced V-shape forces one to widen the cut to maintain a high ablation
efficiency [20,48]. Otherwise, the flat bottom of the ablated channel transforms into a V-
shape quicker than in water-assisted ablation and leads to a larger laser beam impingement
area. This, as a result, reduces the laser fluence falling at the glass surface and leads to a
quicker loss of material removal rate. The depth of the cut could even saturate. Therefore,
in this study, wider cut widths in ambient air achieved an 18.3% higher ablation efficiency
than in water (see Tables 1 and 2) at the expense of producing wider cuts by 38%.

Due to steeper cut sidewalls, cuts produced in water could be narrower than in
ambient air while maintaining a sufficient ablation efficiency. Therefore, despite the ablation
efficiency in water being lower, the actual effective cutting speed was almost identical at
t = 110 μm (lower by 2%) and already surpassed cutting in ambient air by 25% at a glass
thickness of 300 μm.

The lower effective glass-cutting speed in water at t = 110 μm (compared to cutting
in ambient air) could be affected by the laser fluence loss in water (laser beam reflections,
distortion, scattering, absorption in the water layer), and also due to the increased glass
cooling effect in the ablation zone [49–52]. At greater depths in water, steeper cut walls and
flatter groove bottoms mitigated efficiency losses in water.

Next, we evaluated cut-edge defects at the front and back sides of laser-cut glass
strips. Chipping or crack formation from the cut edge were considered defects. The mean
defect width wmean was evaluated by calculating the average width of every chipping and
cracking at the cut edge measured over a distance of 1.5 mm. The measurement area was
positioned at the center of the laser cut. The maximum defect width wmax was identified
as the widest defect per single cut edge along the entire length of the laser cut. The width
of defects w was measured normal to the glass surface, as shown in Figure 3. Each strip
consisted of four cutting edges (two at the front and two at the back). All laser-cut strips
were measured for wmean, wmax, and cut-sidewall roughness Ra. Values obtained from strips
cut under the same cutting parameters were averaged. Cut-edge quality was evaluated
separately for the front and back sides.

The typical cut-edge quality at the front glass side is presented in Figure 4. According
to the micrographs, the different cutting conditions (cutting environment, glass thickness,
and applied laser parameters) had only a little effect on the visual cut quality. Here, the
width of the largest defects remained relatively constant despite different laser processing
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parameters or cutting environments. Only the density and length (along the cut line) of
large defects increased with increasing glass thickness, by applying higher laser power, or
both. As a result, the maximum defect widths at the front side varied in a narrow range
from 13.9 ± 3.8 μm (in water) to 15.5 ± 3 μm (in ambient air at Pmax) with an average value
of 14.8 ± 0.8 μm (see Table 3). In the table, we present the values for the maximum defect
widths averaged over the different glass thicknesses since the dependency on the glass
thickness was insignificant.

Figure 4. Optical micrographs showing cut edges at the front side of laser-cut glass strips. Rows
represent different glass thicknesses, while columns represent different processing conditions. The
scale bars represent 100 μm and apply to all panels in the figure.

Table 3. Maximum defect widths averaged over different glass thicknesses (110, 300, and 550 μm).
Cases for the front and back sides are presented separately.

Cutting Regime wmax at the Front Side wmax at the Back Side

Air (Pmin, f min) 15 ± 3.4 μm 24.2 ± 12 μm
Air (Pmax, f max) 15.5 ± 3 μm 29.9 ± 5.5 μm

Water (Pmax, f max) 13.9 ± 3.8 μm 25 ± 7.5 μm

Contrary to the consistency of wmax, the defects with widths below 10 μm increased
with the glass thickness almost linearly. As a result, such development contributed to the
increase in wmean in ambient air and water environments (see Figure 5).
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Figure 5. Mean defect widths at the cut edge at the front side of laser-cut glass strips. Dots are
connected to guide the eye. Error bars indicate standard deviation.

At t = 110 μm, the mean defect width was almost identical between the different
cutting regimes with the average mean defect value of 4.95 ± 0.2 μm (ambient air at Pmax
and Pmin, and water). However, the mean defect width at higher glass thicknesses was
narrower in water: at t = 300 μm it was 25% lower (5.4 ± 0.5 μm versus 7.2 ± 1.2 μm)
and 19% lower at t = 550 μm (7.9 ± 1.9 μm versus 9.8 ± 2.1 μm) than in cuts produced in
ambient air.

Cut-edge quality at the back side is presented in Figure 6. Micrographs indicated the
damage at the back side consisting of defects at the cut edge (chipping and cracking) and
periodically recurring band-like damage expanding further away from the cut edge.

The mean defect width’s dependency on the glass thickness in ambient air and water
was the opposite (see Figure 7). In the ambient air, the mean defect width increased with
the glass thickness. At t = 110 μm, cutting in ambient air at two different power levels (Pmin
and Pmax) produced cuts with almost identical mean defect width values (average wmean
value was 6.1 ± 0.2 μm). However, the transition to t = 300 μm showed wider mean defects
in strips cut at high laser power (10.1 ± 1.4 μm versus 9.3 ± 1.7 μm), indicating a more
pronounced heat accumulation in the glass. Finally, the mean defect width at t = 550 μm
and Pmin reached the highest value of 11.2 ± 1.4 μm. No data at t = 550 μm and Pmax were
available in ambient air due to glass breaking.

Contrary to the results obtained in ambient air, the mean defect width in water
decreased with glass thickness. The highest mean defect width (13.1 ± 1.6 μm) was
measured in the thinnest glass strips. However, the wmean rapidly decreased: at t = 300 μm,
the mean defect width was 9.1 ± 1.8 μm, while at t = 550 μm, it decreased further to
8.8 ± 1.7 μm. At t = 300 μm, the cut-edge quality surpassed cutting in ambient air in terms
of mean defect width.

On average, the maximum defect width at the back surface was 1.8 times larger than
on the front side (Table 3). The smallest value of 24.2 ± 12 μm was measured in strips cut
in ambient air at Pmin. Transitioning to high laser power (Pmax) in ambient air increased the
maximum defect width to 29.9 ± 5.5 μm. Cutting in water produced a maximum defect
width of 25 ± 7.5 μm, which was similar to that measured in ambient air at Pmin.

Cut-sidewall roughness Ra’s dependency on the glass thickness is presented in Figure 8.
According to the results, the sidewall roughness was almost identical at t = 110 μm for glass
strips cut in ambient air (at Pmin and Pmax) and water (at Pmax), with an average value of
0.5 ± 0.04 μm.

138



Micromachines 2023, 14, 176

Figure 6. Optical micrographs showing cut edges at the back side of laser-cut glass strips. Rows
represent different glass thicknesses, while columns represent different processing conditions. The
scale bars represent 100 μm and apply to all panels in the figure.

Figure 7. Mean defect widths at the cut edge at the back side of laser-cut glass strips. Dots are
connected to guide the eye. Error bars indicate the standard deviation.
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Figure 8. Cut-sidewall roughness versus glass thickness. Glass strips were cut in ambient air and
water environments. Dots are connected to guide the eye, while error bars indicate the standard
deviation.

In the case of glass cutting in ambient air at limited laser power (Pmin), glass thick-
ness had an insignificant effect on the cut-sidewall roughness with an average value of
Ra = 0.42 ± 0.09 μm. In the case of cutting at Pmax, the roughness rapidly increased with
glass thickness in both ambient air and water environments. In ambient air, the sharp in-
crease in sidewall roughness (from 0.45 ± 0.1 μm at t = 110 μm to 1.7 ± 0.3 μm at t = 300 μm)
indicated significant heat accumulation effects in the laser ablation zone. Cutting in water
improved cooling; thus, the increase in sidewall roughness was not as significant as in
ambient air at Pmax: 0.7 ± 0.09 μm at t =300 μm and 1.2 ± 0.1 μm at 550 μm.

Nevertheless, cutting in water usually results in higher cut-sidewall roughness com-
pared to cutting in ambient air [35,36]. This is associated with increased mechanical glass
erosion in water due to plasma and cavitation bubbles generating shockwaves [20,36,53].
Therefore, even if the increasing heat accumulation could be further suppressed in water,
the sidewall roughness would remain higher than in ambient air at Pmin.

3.3. Band-like Damage

The formation of band-like damage (parallel to the cut edge) at the back surface of
transparent media was reported in multiple studies [1,12,54,55]. The cause of the damage
was usually associated with laser beam refraction from the sidewall, diffraction from the
inverse aperture (the edge of the ablated channel), and multiple reflections between the
back and front surfaces of the transparent media.

In this section, we show that the refraction from the cut sidewall was the main effect
causing the band-like damage in laser-cut strips. For this, we produced additional cuts
in t = 550 μm glass plates in ambient air. The depth and width of cuts were controlled by
varying the number of scans (from 24 to 60) and the number of cut lines in a single scan (from
7 to 21), respectively. The hatch distance was fixed at 25 μm. The micrographs showing the
back surface of glass plates after the ablation are presented in Figure 9. According to the
results, the back side damage occurred after 32 scans. The damage appeared as separate
dots clustering into bands. The number of bands increased with the number of scans as the
damage accumulated due to repetitive laser beam scanning. Also, the number of individual
spots increased and merged into continuous bands after 60 scans.
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Figure 9. Optical micrographs showing back surface quality after the laser ablation. Rows represent
the number of cut lines in a single scan, while columns represent the number of scans. The scale bar
shown at the bottom right applies to all the panels in the figure.

The laser beam scanning geometry used (see Figure 1) with strictly fixed cut line
positions led to the formation of the cumulative beam intensity on the cut sidewall, as
shown in Figure 10. The damage at the back surface was associated with the laser beam
refraction from the channel sidewall onto the back surface of the glass plate. Thus, the
interband distance could be determined using the laser beam refraction angle, taper angle,
and hatch distance:

H =
h· cos(i)

sin(a) sin(i + a)
(1)

 

Figure 10. Schematic of the side view of the glass plate indicating a cumulative laser intensity profile
falling on the channel (cut) sidewall, laser beam refraction, and impingement onto the back surface.
Here, every scan consisted of multiple cut lines separated by the hatch distance h. Every cut line was
scanned once per single scan.

Here, H is the distance between the bands, h is the hatch, i is the laser beam refraction
angle, and a is the taper angle. Snell’s law was used to determine the angle of the refraction
based on the laser beam incident angle α and refraction indices of glass and ambient air
(cutting environment). Furthermore, the formation of such a laser beam profile led to wavy
cut sidewalls consisting of ridges and concavities, which were discussed in more detail
in [35]. Therefore, the formation of concavities could act as additional focusing elements
affecting the laser fluence of the refracted laser beam.

The measured and calculated interband distances for a different number of scan lines
coincided well (Table 4). Measurements and calculations were applied for glass strips cut
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under laser parameters presented in Table 1 in ambient air, and a high level of coincidence
was also observed.

Table 4. The distance (period) between the individual band-like damages formed during glass cutting
in ambient air.

Hatch (μm) No. of Cut Lines
Period between Damage-like Bands

Calculated (μm) Measured (μm)

25 7 89.9 86.4

25 15 79.3 82.8

25 21 88.4 87.7

Figure 6 indicates that the band-like damage in laser-cut glass strips formed in both
cutting environments. Most significant damage occurred at the cut’s edge and decreased
with increasing distance from the cut. The damage intensity was highest in strips cut in
ambient air at low laser power. However, cutting at high laser power contributed to a lesser
number of bands and damage intensity at the back surface. The band-like damage was
further mitigated in strips cut in water. Sun et al. [1] reported that the band-like damage at
the back surface could be reduced by immersing the back surface of the glass workpiece in
the water due to weakened interference at the glass surface (the surface which is in contact
with the water layer). In our case, the water layer was formed only at the front surface of
the glass plates, keeping the back surface dry. In addition, we observed decreased damage
in strips cut in ambient air at high laser power. Therefore, decreased band-like damage
intensity in water and ambient air at high laser power was mainly associated with the
increased formation and shielding of plasma and laser beam scattering in water. We believe
that higher sidewall roughness observed in thicker glasses (300–500 μm) contributed to the
scattering of the laser beam (see Figure 8).

Figure 11a shows that the number of damage bands formed at the back surface
increased with the glass thickness. The main contributor to the increase was the cut-
sidewall protrusion length (the distance between A and B points in Figure 10). Sidewall
protrusion length increased with glass thickness due to the taper angle, determining the
number of cut lines projected on the cut sidewall. In ambient air, the number of bands
was between two and eight in the 110–550 μm glass thickness range. Fewer bands were
formed in water due to the steeper cut sidewalls (one to four bands, depending on the
glass thickness).

Figure 11b shows the relationship between the interband distance and the glass
thickness. Here, the steepness of the cut wall (taper angle), the hatch distance, and the laser
beam refraction angle determined the interband distance. In our case, steeper sidewalls
obtained in water contributed to greater interband distances than in ambient air.

Using liquids with other refraction indexes than water would affect the laser beam
refraction angle from the cut sidewall. In the case of liquids with a refraction index similar
to glass, the refraction angle should decrease, shifting damage bands closer to the cut
edge. This would concentrate the back side damage into a smaller area, but the number
of damage bands should remain the same. However, it is unclear how the concentrated
damage at the edge of the cut could affect the flexural strength of laser-cut glass strips.
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(a) (b) 

Figure 11. Number of damage bands (a) and distance between the bands (b) versus glass thickness
in water and ambient air cutting environments. Error bars indicate the standard deviation.

3.4. Flexural Strength Measurements and Analysis

In this section, we investigated the characteristic strength of laser-cut glass strips
(26 × 5 mm2) cut in ambient air and water environments. Laser-cut glass strips were
broken using the four-point bending setup described in Section 2 and [35]. The front and
back side characteristic strengths were evaluated. Characteristic strength measurements
for glass strips with dimensions of 26 × 5 mm2 were conducted for t = 300 and 550 μm
glass strips. The strength of the thinnest glass plates of t = 110 μm was evaluated by cutting
and breaking wider 26 × 20 mm2 strips. The width of the strips was increased to ensure
sufficient sensitivity and reliability of the breaking force measurement system by increasing
the force required to break the glass strips.

According to the measurements presented in Figure 12, the front side characteristic
strength in both cutting environments was, on average, 33% higher than at the back side.

 
(a) (b) 

Figure 12. Characteristic strength of laser-cut glass strips. The bending force was applied from the
front (a) and back (b) sides.

We observed that the front side strength dependence on the glass thickness was
opposite in strips cut in ambient air and water. In the case of the thinnest glass strips
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(t = 110 μm, w = 20 mm wide strips), the characteristic strength at the front side was almost
equal between the two cutting environments: cutting in ambient air resulted in a higher
front side strength by only 1.3% (103.8 ± 7 versus 105.1 ± 8 MPa). However, as the glass
thickness increased, cutting in ambient air became inferior to cutting in water in terms of
strip strength. The front side characteristic strength at t = 300 μm was higher in water by
8.6–12.8% than in ambient air (105.5 ± 4.3 MPa in water, 97.1 ± 7 MPa and 93.5 ± 6 MPa in
ambient air at Pmax and Pmin, respectively). The difference increased further at t = 550 μm,
reaching 58% (121 ± 3 versus 76.7 ± 8 MPa).

The strength of strips cut in the ambient air at two different power levels demonstrated
similar results. Cutting 300 μm thick glass strips at Pmax (19.3 W) and Pmin (3.2 W) resulted
in front side glass strip strengths of 97 ± 7.1 and 93.5 ± 6 MPa, respectively. Here, the
difference in characteristic strengths was negligible—only 3.6 MPa—and was smaller than
the calculated standard deviations of both values (similarly in Figure 12b).

The back side strength of strips cut in both environments decreased with increasing
glass thickness (see Figure 12b). However, cutting in water produced strips with a higher
characteristic strength. Also, glass strips cut in water lost strength less rapidly than strips
cut in ambient air. As a result, the absolute characteristic strength difference at the back side
between the two environments increased with glass thickness: at t = 110 μm, the difference
was 9.3 MPa (87.9 ± 9.1 MPa versus 78.6 ± 5.1 MPa) and reached 23.5 MPa at t = 550 μm
(81.4 ± 2.8 MPa versus 57.9 ± 4.7 MPa).

In Sections 3.2 and 3.3, we investigated cutting quality. The mean and maximum
defect width and glass surface damage analysis revealed that in terms of cutting quality,
glass cutting in water was superior for glass thicknesses of ≥300 μm. Mean defect widths
at the front (Figure 5) and back sides (Figure 7) of laser-cut glass strips were smaller when
cutting was performed in water. Also, the number of bands and the intensity of damage at
the back surface were reduced (Figures 6 and 11a). Lastly, the maximum defect width at
the back side was smaller by 16.4% at the same laser power level as in ambient air (Pmax,
see Table 3).

The improved overall cutting quality in water at t = 300 and 550 μm led to higher
characteristic strength than cutting in ambient air. The most significant improvement was
observed at 550 μm glass thickness, where the front and back side strengths were higher by
58 and 40%, respectively.

On the other hand, cut-sidewall roughness measurements contradicted the character-
istic strength results (Figure 8). Cutting in water produced a sidewall roughness up to three
times higher compared to cutting in ambient air at Pmin at t = 550 μm. Despite that, the
strength of strips cut in water was significantly higher than in ambient air. Furthermore,
the Ra was distributed in a relatively wide range (from 0.36 ± 0.04 up to 1.72 ± 0.3 μm)
at t = 300 μm when cutting was conducted in ambient air at Pmin and Pmax. Despite the
difference in sidewall roughness, the characteristic strengths of strips cut in ambient air
were almost identical at both power levels.

The cut-sidewall roughness is reported to be related to the strength of the glass
strips, where an increase in sidewall roughness could lead to strength degradation [45,56].
However, we did not observe such a relationship between glass strength and cut-sidewall
roughness in this study. Furthermore, this is supported by our previous studies in [35]
(borosilicate glass cutting with 355 nm wavelength ps pulses) and [36] (soda–lime cutting
with 1064 nm wavelength ps pulses). In all cases, the cut-wall roughness and characteristic
strength were higher in strips cut in water. Thus, we speculate that the sidewall roughness
has an insignificant influence on the strength of laser-cut glass strips, at least for low
Ra values.

However, a similar cutting quality, characteristic strength, and effective cutting speed
were achieved in both cutting environments at a glass thickness of 110 μm. The almost
identical front side characteristic strength (the difference was 1.3% only) in water and
ambient air was supported with similar wmean and wmax defect widths at the front side and
sidewall roughness in both cutting environments. However, contradictory results were
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achieved on the back side. The characteristic strength at the back side was lower in strips
cut in ambient air at Pmax by 11.5% despite smaller wmean, less intense band-like damage
formation, and lower sidewall roughness. Only the higher wmax supported the lower back
side strength of strips cut in ambient air.

The ability to introduce high average laser power into the material is crucial for achiev-
ing high cutting speeds, especially for direct material ablation and cutting via filament
techniques. In this study, the water layer formed on top of the glass plate ensured sufficient
glass cooling for all three investigated glass thicknesses, preventing the destruction of glass
parts during cutting. For this reason, we only investigated glass cutting in water at the
high laser power level. However, based on the previous study on the cutting of borosilicate
glass in water with 355 nm wavelength picosecond pulses [35], an increase in incident laser
power from 2.8 W to 15.5 W (Pmax/Pmin ratio was about 5.5) negatively affected the front
cut-edge quality (mean defect width increased from 0.75 to 1.5 μm while maximum defect
width increased from 10.5 to 20 μm) and increased cut-sidewall roughness by 20%. As a
result, the front side strength of strips cut at 15.5 W decreased by 8.5% compared to cutting
at 2.8 W. On the other hand, the overall cutting quality at the back side improved at 15.5 W,
but only the front side strength was evaluated.

We believe that similar changes in cutting quality and characteristic strength could
also occur for fs duration pulses when transitioning from several to several tens of Watts of
incident laser power.

4. Conclusions

In this work, three different thicknesses of borosilicate glass plates (110, 300, and
550 μm) were cut with femtosecond duration pulses into 26 mm long glass strips in ambient
air and water. The peak pulse power exceeded the critical power Pc = 2.9 MW in water by
30 to 40 times, enabling glass cutting via filament formation when a thin water layer was
applied on top of the glass plates. Cutting in water and ambient air was investigated.

The maximum power (Pmax) of the femtosecond laser was used for cutting glass
in water (19.3–19.5 W). Only the two glass plates (110 and 300 μm) could be cut into
smaller strips in ambient air, while the thickest glass plate (550 μm thickness) suffered from
detrimental damage—glass shattering into smaller pieces. For this reason, we conducted
glass cutting at high (Pmax, 20.8–21 W for 110 and 300 μm thickness glasses) and low (Pmin,
1.8–3.3 W for all three glass thicknesses) laser powers in ambient air.

The analysis of the band-like damage formation at the back surface of laser-cut strips
showed that the refraction of the laser beam from the cut sidewall was responsible for the
damage formation at the back surface. The distance between damage bands was evaluated
based on the laser beam refraction, cut-sidewall taper angles, and hatch distance.

Experiments revealed that cutting in water was superior for 300 and 550 μm thickness
glasses in terms of overall cut-edge quality (mean defect width), effective cutting speed,
characteristic strength, and lesser band-like damage at the back surface. Furthermore, the
advantage of cutting in water increased with the glass thickness. In the case of ultrathin
glass (glass thickness 110 μm), the cutting performance, quality, and characteristic strength
were similar in both cutting environments. Thus, cutting ultrathin glass in ambient air
might be more attractive due to the simpler laser system setup.
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Abstract: A non-contact ultrasonic abrasive machining approach provides a potential solution to
overcome the challenges of machining efficiency in the high-precision polishing of optical compo-
nents. Accurately modeling the material removal distribution (removal function (RF)) and surface
morphology is very important in establishing this new computer-controlled deterministic polishing
technique. However, it is a challenging task due to the absence of an in-depth understanding of
the evolution mechanism of the material removal distribution and the knowledge of the evolution
law of the microscopic surface morphology under the complex action of ultrasonic polishing while
submerged in liquid. In this study, the formation of the RF and the surface morphology were modeled
by investigating the cavitation density distribution and conducting experiments. The research results
showed that the material removal caused by cavitation bubble explosions was uniformly distributed
across the entire working surface and had a 0.25 mm edge influence range. The flow scour removal
was mainly concentrated in the high-velocity flow zone around the machining area. The roughness
of the machined surface increased linearly with an increase in the amplitude and gap. Increasing the
particle concentration significantly improved the material removal rate, and the generated surface
exhibited better removal uniformity and lower surface roughness.

Keywords: non-contact ultrasonic abrasive machining (NUAM); optical polishing; material removal
distributions; surface morphology

1. Introduction

Brittle materials, such as Si, SiC, and BK7 optical glass, have been widely used for
high-end optical applications for precision detection and navigation. CNC grinding and
polishing are usually used to machine them into the desired shape. Although the form
accuracy of the ground surfaces can reach the scale of 1 μm/100 mm, the subsurface
damage is in the scale of tens of microns to hundreds of microns, which often results in
a long polishing time to remove the damaged layer [1,2]. A highly efficient polishing
process is therefore required to reduce the machining time for these precision optics. For
flat and spherical optics, ring polishers and swing-arm machines are often used to achieve
fast polishing [3–5]. For aspheric optics, a small-tool polishing technique [6] is used to
correct the sub-aperture surface error and remove the subsurface damage of the grinding
surfaces. Bonnet polishing [7,8], magnetorheological finishing (MRF) [9,10], ion beam
figuring (IBF) [11,12], and fluid jet polishing (FJP) [13,14] fall into this category, where a
sub-nanometer surface finish, a nanometer to tens of nanometers surface form accuracy,
and a nanometer-level or zero subsurface damage can be obtained. However, machining
efficiency remains a significant challenge in these ultra-precision polishing technologies.

To improve the polishing efficiency, many researchers combine ultrasonic processing
technology with the existing polishing technology by applying ultrasonic vibrations to
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the polishing tool, workpiece, or polishing fluid. For example, Zhang studied a rotary
polishing tool head applied vertically to the surface of BK7 optical glass with the aid of axial
ultrasonic vibration (UVAP). The experimental results show that this method can improve
both the material removal rate (MRR) and surface quality [15,16]. Suzuki developed a
two-axis ultrasonic vibration polishing tool to obtain more complex polishing trajectories.
Experiments showed that applying ultrasonic vibration to a polishing tool allows for
obtaining a surface roughness Rz of 8 nm [17]. In abrasive waterjet machining, Lv adhered
a workpiece to an ultrasonic horn and the workpiece was ultrasonically vibrated by the
horn. The experimental results show that the introduction of ultrasound can improve the
material removal efficiency by 82% [18,19]. Beaucamp studied the method of applying
ultrasonic motion inside a jet nozzle to improve the removal rate of fluid jet polishing and
the material removal rate was increased by 380%. The research results of ultrasonic-assisted
jet polishing show that the jet fluctuation caused by ultrasonic vibration is the main factor
that improves the MRR. As the ultrasonic cavitation zone is far away from the workpiece
surface, the cavitation bubbles disappear before reaching the workpiece surface, and thus,
the microjets caused by the explosion of the cavitation bubbles did not affect the material
removal [20,21].

In addition, Ichida et al. proposed a new non-contact ultrasonic abrasive machining
(NUAM) method to machine aluminum alloy (JIS-2014). A schematic of NUAM is shown
in Figure 1, where an ultrasonic horn is attached to the ultrasonic transducer and used as a
processing tool. There is a gap between the working surface of the ultrasonic horn and the
surface of the workpiece that is filled with polishing liquid. The ultrasonic vibration acts
on the surface of the workpiece through the polishing liquid to achieve material removal.
Three types of material removal modes were found in Ichida’s study. They are direct
impact removal of microjets produced by cavitation bubble explosion, impact removal by
microjet driven abrasive grains, and scratch removal from abrasive grains driven by fluid
drag [22]. However, there is no relevant research on the material removal distribution and
the evolution of the surface micromorphology of brittle materials, such as optical glass,
under this new processing method.

Figure 1. A schematic of non-contact ultrasonic abrasive machining (NUAM).

Among the aforementioned ultrasonic-assisted polishing methods, NUAM technology
requires the most simplified device and has the least restrictions on the processing object. It
can also avoid problems such as abrasive particle agglomeration and tool wear better than
other discrete abrasive polishing methods. This study aimed to investigate the feasibility
of further developing NUAM technology into a new high-efficiency polishing method for
optical materials. Two key challenges to achieving ultra-precision polishing by NUAM
are efficient deterministic material removal and smooth machined surfaces. Therefore,
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this study carried out an experimental study on material removal modes, the relationship
between the proportion of different removal modes and the MRR and surface quality, and
the relationship between the material removal distribution and surface quality and the
associated process parameters in the NUAM of BK7, which is a typical brittle material used
in the optics industry.

This paper is arranged as follows: Section 2 gives a theoretical analysis of material
removal distribution, Section 3 describes the conducted experiments and analysis results,
and Section 4 presents the material removal distribution and microscopic surface formation
modeling results.

2. Analysis of Material Removal Distribution under NUAM

In a polishing process, the polishing liquid is mainly a suspension that is formed
by mixing hard abrasive particles and deionized water. Under the action of ultrasonic
vibration, the air dissolved in the liquid water will separate to form bubbles, which become
cavitation bubbles. Cavitation bubbles grow, shrink, collapse, or redissolve as the pressure
fluctuates [23,24]. Exploding cavitation bubbles will create high-velocity microjets that
enable material removal. This section analyzes the material removal distribution caused by
cavitation and polishing fluid scouring via theoretical analysis and computer simulation.

2.1. Theory of Cavitation

The material removal rate and material removal distribution caused by cavitation
are closely related to the distribution density, collapse strength, and collapse position of
ultrasonic cavitation bubbles. Schnerr and Sauer presented a cavitation model to predict
the cavitation distribution based on a combination of the VOF (volume of fluid) technique
with a model predicting the growth and collapse process of bubbles. The void fraction
(α), defined as the volume of vapor divided by the cell volume, can be expressed as
Equation (1) [25]:

α =
n0· 4

3πR3

1 + n0· 4
3πR3

(1)

where n0 is the number of bubbles in a unit volume of fluid and R is the average cavitation
bubble radius. The bubble radius changes with the fluid pressure and can be expressed by
the Rayleigh relation, as shown in Equation (2) [25]:

R =

√
2
3

p(R)− p∞
ρl

(2)

where p(R) is the pressure in the liquid at the bubble boundary, p∞ is the pressure in the
liquid at a large distance from the bubble, and ρl is the fluid density. Cavitation will occur
when the liquid additional negative pressure reaches the cavitation threshold. According
to the condition of the pressure balance between the inside and outside of the cavitation
bubble, Equation (3) [26] was proposed by Neppiras for solving the cavitation threshold:

PB = P0 − PV +
2
3

⎡
⎢⎣

(
2σ
R0

)3

3
(

P0 − PV + 2σ
R0

)
⎤
⎥⎦

1
2

(3)

where P0 and PV are the hydrostatic pressure and saturated vapor pressure in the bubble,
respectively; σ is the liquid surface tension coefficient; and R0 is the initial radius of a
cavitation bubble. In the research, a high-speed camera is usually used to observe cavitation
bubbles [20,27,28]. The diameter of cavitation bubbles observed in the experiment is
generally at the scale of several microns to tens of microns. When ultrasonic vibration
acts directly on the water, the cavitation bubble diameter is 10 μm, the saturated vapor
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pressure is PV = 2.34 × 103 Pa, and σ = 0.0728 N/m at 20 ◦C, the cavitation threshold PB is
9.968 × 104 Pa.

According to Luther’s work, the average lifetime of cavitation bubbles is equal to
200 acoustic pressure cycles [28]. When the ultrasonic vibration frequency is 26 kHz, the
observation results of Beaucamp’s work were also very close to this conclusion [20]. The
ultrasonic vibration frequency used in this study was 28 kHz, and thus, the lifetime of
the cavitation bubbles was considered to be 7 ms. For the polishing fluid suspension, the
contained microparticles will increase the cavitation erosion by increasing the number of
cavities in the suspension [29,30].

Plesset and Chapman calculated that the microjet velocity is about 130 m/s when
a bubble collapses while attached to a wall and about 170 m/s when a bubble collapses
near the wall [31]. The pit depth is determined by both the microjet velocity and microjet
diameter and increases with their increase. The pit diameter (dp) is mainly related to the
microjet diameter (dj), where dp/dj ≈ 0.95–1.2, while the pit’s diameter-to-depth ratio is
mainly negatively correlated with the microjet velocity [32].

2.2. Simulation of Cavitation

Using the computer fluid simulation analysis software Fluent combined with the
dynamic mesh technology to simulate the drive of the ultrasonic tool head to the polishing
liquid, the pressure and velocity distributions exerted by the ultrasonic vibration on the
surface of the workpiece through the polishing liquid were analyzed, along with the
distribution of the generated cavitation clouds. Deionized water and hard abrasive particles,
such as cerium oxide and alumina, are usually used in polishing, and the suspension formed
by mixing is used as a polishing liquid. The mass concentration of abrasive particles is
generally 5–40 g/L. At this concentration, the flow characteristics of the suspension and
water are very similar, and thus, water is used as the fluid analysis object. Figure 2a shows
the finite element model.

Figure 2. (a) FEA mesh model and the (b) velocity and (c) pressure distributions (gap = 0.25 mm,
amplitude = 30 μm).

Without affecting the purpose of the study, the following simplified conditions were
used: the effect of particles on the cavitation was ignored, the temperature was kept
constant, water was used as the polishing liquid, and a 2D axisymmetric model was used.
The detailed simulation parameter settings are shown in Table 1.

The simulation results showed that the liquid velocity caused by ultrasonic vibration
reached the maximum at the edge of the gap, as shown in Figure 2b. The pressure in the
gap changed periodically with the ultrasonic vibration and was roughly distributed in a
Gaussian shape. The maximum velocity at the edge of the gap and the maximum pressure
inside the gap decreased exponentially with the increase in the gap and showed a rapidly
decreasing trend with the decrease in the amplitude, as shown in Figure 3.
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Table 1. Simulation parameters.

Amplitude (μm) 10, 30, 50 Gap (mm) 0.1, 0.15, 0.25

Frequency 28 kHz Fluid Water

Tool radius 4 mm Temperature 20 ◦C

Homogeneous
models

2 Eulerian phases Viscous model [33] k-omega (SST)

Cavitation model Schnerr–Sauer Vaporization pressure 3540 Pa

Element size
Minimum 0.01 mm
Maximum 0.2 mm

Figure 3. Variation of the maximum speed and pressure with respect to the amplitude and gap.

The variation in cavitation clouds generated by ultrasonic vibration with time was
represented by the variation in vapor fraction shown in Figure 4. It can be seen from this
figure that under the high-frequency impact of the polishing liquid, the cavitation zone first
appeared near the working surface of the horn, the cavitation bubbles overflowed at the
edge of the gap in the radial direction, and the overflowing cavitation bubbles moved away
from the workpiece surface. When moving away from the surface of the workpiece, the
overflowing cavitation bubbles dissolved or disappeared after some time and eventually
reached equilibrium.

Figure 4. Variation in the vapor fraction over time (gap = 0.25 mm, amplitude = 30 μm).

Figure 5 shows the variation trend of cavitation intensity and cavitation distribution
with respect to the gap and amplitude. It can be seen from this figure that increasing the
amplitude significantly improved the cavitation rate, while increasing the gap had little
effect on the cavitation rate. When the gap was large, if the cavitation rate was not enough,
the cavitation cloud gathered near the working face and could not fully exert the erosion
processing on the workpiece.
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Figure 5. Variation in the vapor fraction with respect to the amplitude and gap (time = 300 μs).

2.3. Removal Theory Using Fluid Scouring

In NUAM, the polishing fluid is driven by an ultrasonic vibration tool to perform
high-frequency scouring on the surface of the workpiece. This fluid scouring removal
method is very similar to the fluid jet polishing method. Based on the erosion model for FJP
and ultrasonic FJP [34], the removal volume (V) of a single abrasive driven by ultrasonic
vibration can be described using Equation (4) [21]:

V = k
1
4

mpv2
vib,r

(
1
4

mpv2
vib,z

) 2(1−b)
3

(4)

where vvib,r and vvib,z respectively represent the average values of the vibration velocity
along the radius and perpendicular to the surface of the workpiece per unit time, mp is the
abrasive particle mass, k is a material-dependent coefficient that accounts for plastic flow
pressure and material springback, and b (0.5 ≤ b ≤1) is a material-dependent exponent
related to the cross-sectional area of the abrasive indentation.

2.4. Prediction of the Material Removal Distribution

From the distribution of cavitation clouds in the gap, it can be predicted that the
material removal caused by cavitation blasting is uniformly distributed in the gap. Due to
the cavitation overflow at the edge of the gap, this processing method will have obvious
edge effects.

In the fluid jet polishing process, the maximum impact velocity of the polishing liquid
on the workpiece surface is usually about 44 m/s (jet pressure = 1 MPa), and the removal
depth is at the scale of 1 nm/s [13] and increases exponentially with the increase in the jet
pressure [35]. According to the maximum speed and pressure shown in Figure 3, when
the amplitude was less than 30 μm and the gap was greater than 0.15 mm, the material
removal rate caused by scouring was very low. Through the above Equation (4), it is
found that the erosion removal ability of a single abrasive particle mainly depends on its
tangential velocity on the workpiece surface. If the abrasive particles are evenly distributed
in the polishing solution, it can be inferred that the material erosion removal distribution
is consistent with the change curve of the tangential velocity. The maximum velocity
according to Figure 2b is located at the edge of the gap, and thus, the distribution of
material removal caused by scouring is also concentrated at the edge.

Based on the above analysis, the tool’s removal function (RF) of this method can be
described as follows:

RF = Ssur f ace + Sedge + Sscour (5)
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where Ssurface is the shape of the tool’s working surface, Sedge is the edge removal distribution,
and Sscour is the removal distribution due to fluid scouring.

3. Experimental Research and Results Analysis

3.1. Experimental Preparation

Figure 6 shows the experimental setup. The ultrasonic frequency was 28 kHz. The
ultrasonic horn worked as a tool and three kinds of tool shapes were used (a plane with a
diameter of 8 mm, a plane with microgrooves, and a plane with a protruding five-pointed
star). The amplitude of the working face of the horn could be adjusted by adjusting the
output power. The workpiece was a flat mirror with a diameter of 50 mm and the material
was BK7. The surface roughness (Sa) of the workpiece before processing was 0.5 nm. The
workpiece was submerged in the polishing fluid to a depth of 20 mm. The fluid was filled
with CeO2 abrasive particles, where the average diameter of the particles was 1 micron.
The detailed experimental conditions setting are shown in Table 2.

 

Figure 6. Experimental setup.

Table 2. Experimental conditions.

Resonance frequency (kHz) 28

Amplitude (μm) 20, 30, 40, 50 (peak to peak)

Abrasive CeO2 (1 μm in mean diameter)

Machining fluid

Water

Water mixed with abrasive grains (10 g/L)

Water mixed with abrasive grains (20 g/L)

Water mixed with abrasive grains (40 g/L)

Machining time (s) 150, 300, 450, 600

Gap (mm) 0.1, 0.15, 0.2, 0.25

Fluid temperature (◦C) 25

Workpiece

BK7 flat optical glass

Surface roughness (Sa): 0.5 nm

Hardness (HK100): 610 kg/mm2

Dimensions: ϕ 50 × 10 mm
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Table 2. Cont.

Submerged depth (mm) 20

Working surface on the horn

Plane (diameter: 8 mm)

Rectangle groove (diameter: 10 mm)

Five-pointed star (diameter: 10 mm)

Testing equipment
Zygo GPI for material removal distribution

Zygo Newview9000 for surface morphology

3.2. Material Removal Distribution
3.2.1. Under the Action of the Plane Tool

The horn with the flat working surface was used to carry out a fixed-point processing
experiment with different process parameters. Figure 7 shows the removal pit shapes,
which were measured using a laser interferometer (Zygo GPI).

 

Figure 7. Removal pit profiles after using the ultrasonic tool: (a) removal pit under the processing
parameters of time = 300 s, amplitude = 20 μm, and gap = 0.15 mm; (b) removal pit under the
processing parameters of time = 300 s, amplitude = 40 μm, and gap = 0.15 mm; (c) removal pit under
the processing parameters of time = 300 s, amplitude = 40 μm, and gap = 0.25 mm; (d) removal pit
under the processing parameters of time = 60 s, amplitude = 4 μm, and gap = 0.2 mm; and (e) the
lens’s overall surface shape error distribution after the experimental processing.

The measurement results clearly showed that the distribution of the removed material
was like a tool head shape (round). Figure 7e shows the lens’s overall surface shape error
distribution after processing. By analyzing the shape changes in the bottom surface of the
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removal pits and the pit’s position on the lens, it was found that the initial surface shape of
the lens was retained. This showed that the changing trend in the overall surface shape
at the pits was consistent with the changing trend at the bottom of the pits, which meant
that the material removal in the tool processing surface was uniformly distributed. There
was a groove on the edge of the removal pit, which can be seen clearly in Figure 7b,d,
and the groove depth (dJ) increased with the increase in removal depth (dU), as seen by
comparing the cross-sectional profile. The ratio of dJ and dU changed under different
process parameters. For example, the ratio of dJ and dU in Figure 7b was clearly larger than
in Figure 7d. The width of the groove was about 0.5 mm. The center of the removal area
was slightly raised, which can be seen clearly in Figure 7c. The diameters of removal pits
under different process parameters were basically the same at about 8.5 mm, which was
0.5 mm larger than the tool diameter.

Based on the simulation results of the speed and pressure distribution in the gap
(Figure 2), the fluid speed increased sharply in the machine edge and the max value
decreased as the gap increased; therefore, we can conclude that the groove was generated
by the fluid scouring. The material removal in the processing area was basically evenly
distributed, and it can be concluded that the polishing liquid scouring removal in the
processing area played a secondary role and the cavitation jet scouring removal played a
major role. Therefore, the ratio of the pit removal depth dJ to the average removal depth
dU reflects the ratio of jet erosion removal to ultrasonic cavitation microjet removal in
the vicinity. The edge effect was around 0.25 mm, which indicated that the overflowing
cavitation cloud did not produce significant material removal. This may have been because
the pressure fluctuation outside the action zone was small, most of the cavitation bubbles
redissolved and disappeared, or the distance away from the workpiece surface under the
action of the drag force exceeded the action range of the blasting jet.

3.2.2. Under the Action of the Tool with a Complex Structure

Figure 8 shows the material removal distribution formed by different geometric
structures on the working surface of ultrasonic vibration tools. It can be seen from Figure 8a
that interference formed when the spacing of the geometric structures was less than 0.5 mm.
It did not matter whether the structure was inside or at the edge of the ultrasonic vibrating
surface. This further indicated that the material removal caused by fluid scouring was
small. It can be seen from Figure 8b that the corresponding removal distribution at the
apex of the five-pointed star became an excessive arc, where the radius of the arc was about
0.25 mm. It can be known from the above experimental results that this processing method
produced an edge effect of 0.25 mm. Therefore, if the geometric structure of the tool’s
working surface is larger than 0.5 mm, the structure can be copied to the workpiece surface
using this method.

 
Figure 8. Material removal distribution formed using different geometric structures on the sur-
face of ultrasonic vibration tools: (a) rectangle groove and (b) five-pointed star (time = 300 s,
amplitude = 40 μm, gap = 0.1 mm).

3.2.3. Interaction Analysis of the Removal Pits

Figure 9 shows the material removal distribution under different coverage ratios
formed by adjusting the center distance during two machining operations using an ultra-

157



Micromachines 2022, 13, 2188

sonic vibration tool with a diameter of 8 mm. It can be seen from the figure that there was
almost no mutual interference between the two processing operations; therefore, peaks or
valleys of different scales can be obtained by adjusting the center distance during the two
processing operations, and this feature also satisfies the deterministic polishing process.
This means that in the future, the processing of special-shaped complex parts can be real-
ized, such as commonly used etalons and array structures, by combining path planning,
tool head geometry design, and deterministic polishing control technology.

 

Figure 9. The material removal distribution under different overlap ratios: (a) center distance =
8.5 mm, (b) center distance = 6.5 mm, and (c) center distance = 4.5 mm (time = 300 s, amplitude =
40 μm, gap = 0.1 mm).

3.3. Removal Depth and Surface Morphology

The morphology of the removal pit’s bottom was observed using a white light interfer-
ometer (Zygo Newview, Connecticut, United States). The plane ultrasonic horn was used
to carry out the experiment to investigate the influence of the process parameters.

Figure 10a shows that the removal depth increased exponentially and the surface
roughness increased linearly with the increase in amplitude. It can be known from the above
analysis that as the amplitude increased, the cavitation density and cavitation intensity
also increased, which meant that more and stronger cavitation bubbles participated in
the material removal, increasing the removal rate. Figure 10b shows that the surface
morphology exhibited more obvious discreteness and randomness compared with the
surface formed by small tool head polishing or jet polishing [36]. As the amplitude increased
from 20 μm to 40 μm, the removal uniformity became significantly worse and it appears
that the red area representing the convex peaks on the figure became smaller and more
dispersed. This was because the blasting energy of the cavitation bubbles increased, thereby
increasing the removal depth. Furthermore, after the amplitude increased to 50 μm, the red
area blocks on the figure became significantly larger. This was because the peaks formed
on the surface became slenderer as the amplitude increased and the polishing fluid flow
velocity in the gap increased, resulting in the removal of the microstructure peaks.

Figure 10. The influence of amplitude on the removal pit: (a) the depth and the bottom surface
roughness and (b) the bottom surface morphology (gap = 0.15 mm, time = 300 s).
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The above analysis shows that the surface microstructure was generated by the com-
bined action of polishing fluid scouring and cavitation jet erosion, and the cavitation jet
erosion was stronger than the material removal effect of high-frequency scouring.

Figure 11 shows that the surface roughness at the machining edge was larger than the
center area and had more obvious dispersion. The surface microstructure at the edge groove
significantly reduced the dispersion and surface roughness. According to the research
results of Section 2, it can be known that the pressure fluctuation at the machining edge
was smaller than that of the machining center, the blast density of cavitation bubbles was
reduced, and a more favorable growth into larger bubbles with greater bursting power
occurred. Therefore, the removal uniformity was poor and the surface roughness was
higher at the edge. The flow velocity at the groove was large and the scour of the polishing
fluid played a certain role in reducing the surface roughness. The roughnesses in the central
area and the grooves were not much different, but the area in red was larger in the figure,
which indicated better removal uniformity. This was due to the higher density of cavitation
bubbles bursting in the central region under high pressure fluctuations, but the bursting
energy of individual bubbles was reduced.

Figure 11. Change in the surface morphology along the radius of the removal pit (gap = 0.15 mm,
amplitude = 40 μm, time = 300 s).

Figure 12a shows that the removal depth decreased exponentially and the surface
roughness increased linearly with the increase in the gap. When the removal depth was
larger, the measurement error caused by the unevenness of the starting surface was larger,
and thus, the error bar range was larger. Figure 12b shows that as the gap increased, the red
areas representing the microscopic peaks on the surface were lower and the distribution
was more dispersed. Based on the simulation results of Section 2, it can be known that the
pressure fluctuation amplitude increased as the gap decreased, which caused the cavitation
bubbles to be more likely to collapse, which also meant that the burst concentration of the
cavitation bubbles was higher and the cavitation bubbles did not grow into strong, large
bubbles. A higher bubble burst concentration means more uniform removal. Moreover,
when the gap is small, the flow velocity in the gap is larger, which is more conducive to the
scouring removal of microstructure peaks.

Figure 13 shows that the removal depth increased linearly with the increase in pro-
cessing time. The growth rate of the surface roughness became slower with the increase
in time, and the larger the gap, the larger the roughness value. It can also be seen from
Figure 13b that as the processing time increased, the number and area of the red regions
representing the micro-convex peaks decreased (compare time = 300 s and time = 450 s);
the blue area representing the lowest point was also decreasing (compare time = 450 s and
time = 600 s). This was because the initial surface roughness of the sample used was very
low (Sa = 0.5 nm) and the initial surface was not completely removed in the early stage
of processing, and thus, the roughness gradually increased. When the newly machined
surface formed and the density of effective cavitation bubbles had stabilized, the roughness
stabilized.
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Figure 12. The influence of the gap on the removal pit: (a) the depth and the bottom surface roughness
and (b) the bottom surface morphology (time = 300 s, amplitude = 40 μm).

Figure 13. The removal pit changes with processing time: (a) the depth and the bottom surface
roughness and (b) the bottom surface morphology (amplitude = 40 μm, gap = 0.2 mm).

As can be seen from Figure 14a, as the particle concentration increased, the depth of
the removal increased exponentially with a slight decrease in the surface roughness. From
the microstructure shown in Figure 14b, the area of the blue region representing the pit
was larger at lower concentrations, which indicated that the removal uniformity in the
microscopic range was poor. When the concentration increased, the red area representing
the convex peak on the microscopic surface increased, which indicated that the scouring
removal effect was significantly enhanced. Previous research showed that the presence of
particles in liquids can cause bubbles to burst more easily [33]. Therefore, as the particle
concentration increased, the burst concentration of cavitation bubbles increased, which
contributed to the improvement of removal uniformity.

Figure 14. The influence of the fluid proportion on the removal pit: (a) the depth and the bottom surface
roughness and (b) the bottom surface morphology (gap = 0.1 mm, time = 300 s, amplitude = 40 μm).
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4. Modeling of Material Removal Distributions and Surface Morphology

4.1. Material Removal Distributions Model

Based on the experimental results of Section 3.2, each part of the RF could be described
as follows:

Ssur f ace = H × STool × t (6)

H = −k1ek2(hamplitude−k3hgap) (7)

where H is the cavitation removal rate; hamplitude is the amplitude; hgap is the gap value; Stool
is the shape of the tool’s working surface; and k1, k2, and k3 are constants related to the
fluid concentration and the optical material.

Sedge = H × Redge ∗ LTool∣∣∣Redge ∗ LTool

∣∣∣
(

Uones − Uones
⋂

STool

)
× t (8)

Redge = −e−
x2

2c2 (9)

where LTool is the edge of the tool’s working surface, Redge is the edge function, * is the
convolution operation, and c is the width of the edge effect. In this study, the width of the
edge effect was c = 0.25 mm. Uones is an all-ones matrix of size equal to R*LTool.

In the NUAM processing method, the polishing liquid in the narrow gap mainly
moves tangentially on the surface of the workpiece under the drive of ultrasonic vibration,
and thus, the material removal distribution realized by fluid scouring can be simplified to

Sscour = kva × t (10)

where k and a are constants and v is the normalized near-wall velocity distribution.
By adjusting the relevant parameters in equations 4 to 10 according to the experimental

detection results, the geometric model of the tool removal function can be established, as
shown in Figure 15.

4.2. Evolution of the Surface Micromorphology

The surface of BK7 optical glass processed using NUAM was observed by an atomic
force microscope, as shown in Figure 16. According to the three material removal modes,
the surface microtopography shown in Figure 16 could be divided into deep pits (mode-A)
formed by the impact of cavitation bubble blasting and a large amount of crossing slender
scratches (mode-B). It can be seen from the figure that the number of slender scratches in
mode-B was significantly higher than the number of pits in mode-A, and the shape of the
removed pits in both modes was very irregular. To facilitate the modeling and analysis, this
study regarded the erosion pits of mode-A and mode-B formed under the same process
parameters as circular pits with Gaussian shape changes and elliptical pits with Gaussian
shape changes, respectively. Therefore, the shape of the mode-A pit formed by a single
impact can be described as follows:

RFA = −hA × e
− 2r2

d2
A (11)

where hA is the depth of the erosion pit and dA is the diameter of the erosion pit.
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Figure 15. Removal distributions model: (a) the shape of the tool’s working surface, (b) the edge
removal distribution model, (c) the fluid scouring removal model, (d) the plane tool’s removal
function, and (e) the tool’s removal function with complex working surfaces.

 

Figure 16. AFM images of the finished surfaces (time = 300 s, gap = 0.15 mm, amplitude = 30 μm).

The material removal distribution formed by mode-A pits on the workpiece surface
per unit time is given by the following formula:

∑ RFA = RFA ∗ DA (12)
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where RFA is the pit formed by a single impact, DA is the pits distribution, and * is the
convolution operation symbol.

The shape of the mode-B pit formed by a single impact can be described as follows:

RFB = −hB × e
− 2x2

l2B1
− 2y2

l2B2 (13)

where hB is the depth of the erosion pit, lB1 is the length of the long side of the erosion pit,
and lB2 is the length of the short side of the erosion pit.

The material removal distribution formed by mode-B pits on the workpiece surface
per unit time is given by the following formula:

∑ RFB = ∑
i=0,45, 90,135

f (θi)× RFB ∗ Di
B (14)

where RFB is the pit formed by a single impact, DB
i is the removal distribution of the angle

biased toward θi, and f(θ) is the rotation matrix. To simplify the analysis, the directions of
RFB are summarized as four directions: 0◦, 45◦, 90◦, and 135◦.

The volume of material removed using NUAM processing per unit time can be ex-
pressed by the following formula:

V =
M

∑
i=0

RFAi +
N

∑
j=0

RFBj + RFC (15)

where M is the number of mode-A pits generated per unit time, N is the number of mode-B
pits generated per unit time, and RFC is the material removal caused by polishing liquid
scouring. Within the range of process parameters investigated in this study, the material
removal rate achieved by abrasive particles under liquid drag is very low compared with
mode-A and mode-B, and thus, it is not considered in this section.

According to Figure 16, within the detection range of 2 μm × 2 μm, the diameter dA of
the mode-A pit was about 100–200 nm, the depth hA was between 14 and 24 nm, and the
number M was about 4. The length of the long side lB1 of the mode-B pit was about 100 nm,
the length of the short side lB2 was about 10 nm, the depth hB was between 14 and 24 nm,
and the number N was about 400. The evolution process of the surface generated by the
combined action of mode-A pits and mode-B pits is shown in Figure 17.

If the generated surface is represented by a matrix A of size M × N, the roughness of
the generated surface can be calculated according to the following equation:

Sa =
1

MN

M

∑
i=0

N

∑
j=0

|A(i, j)− mean(A)| (16)

Figure 17c shows the surface morphology after processing per unit of time. Since the
parameter settings in Table 3 were obtained according to the observation of the microscopic
topography shown in Figure 16, the unit time was the processing time of the microscopic
topography shown in Figure 16, which was 300 s. By comparing the simulation results
shown in Figure 17c with the experimental detection results shown in Figure 16, it can be
found that the simulation results were significantly smaller than the measurement results.
According to the analysis, this was the difference caused by the fact that the starting surface
of the test sample was not an ideal plane. Figure 17f shows that after 100 units of processing
time, the surface roughness reached 15.7 nm, which was also in line with the change trend
of the processed surface roughness with processing time shown in Figure 13.
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Figure 17. Removal pit shape and formed surface morphology in different modes: (a) four directions
of mode-B removal pit and a random distribution, (b) mode-A removal pit and a random, distribution,
(c) surface morphology using mode-A and mode-B per unit of time, (d) surface morphology using
mode-A after 100 units of time, (e) surface morphology using mode-B after 100 units of time, and
(f) surface morphology using mode-A and mode-B after 100 units of time.

Table 3. Surface morphology generation simulation parameters.

Mode-A

Diameter dA = 150 nm

Depth hA = 19 nm

Number M = 4

Mode-B

Major axis lB1 = 100 nm

Minor aixs lB2 = 10 nm

Depth hB = 5 nm

Number N = 400

Based on the above studies, the evolution trends of machining removal depth and
machined surface roughness with machining time are shown in Figure 18.
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Figure 18. Surface roughness (Sa) and removal depth change with the number of iterations: (a) the
influence of different modes on the surface roughness and (b) the influence of different modes on
removal depth.

Figure 18a shows that the surface roughness increased with time and gradually de-
creased with increasing speed. The surface processed with mode-A and mode-B had a
higher roughness than the surfaces processed separately. The surface roughness increase
formed by mode-B was very smooth, while the surface roughness increase curve formed
using mode-A and mode-A+B had a certain fluctuation, which indicated that the influ-
ence of mode-A on the surface roughness was significantly greater than that of mode-B.
Therefore, when wanting to obtain a higher machined surface quality, the occurrence of
mode-A in machining should be suppressed or avoided, and when wanting to obtain
higher machining efficiency, the frequency of occurrence of mode-A should be promoted.
How to improve the processing efficiency while satisfying a surface quality requirement,
it is necessary to adjust the frequency of occurrence of different modes by optimizing the
process parameters.

Figure 18b shows that the removal depth increased linearly with time. The removal
depth of mode-A and mode-B processing together equalled the depth when using each
processing mode alone. Under the parameter settings listed in Table 3, the material removal
rate ratio of mode-A and mode-B was 28:44. The point A, B, and C represent the processing
time of different methods for the same removal depth, corresponding to the points with
the same name in Figure 18a. The points A, B, and C in Figure 18 show that when the same
depth of material was removed, the roughness of the surface formed by mode-A was the
largest and the roughness of the surface formed by mode-B was the smallest.

The variation curve of Sa with time t in Figure 18a can be represented by fitting the
following exponential function:

Sa = a·tb (17)

where the larger the b is, the greater the rate of increase of the surface roughness with time.
The size of the goodness of fit can reflect the fluctuation of the surface roughness curve
compared with the function curve.

Since the random distribution function was used in the solution operation, each
solution result had a certain fluctuation, but the fluctuation size was not enough to change
the influence law, and thus, there is no error range added to the data in the table.

From the data changes in Table 4, the following conclusions can be drawn: Under
the same material removal rate, as the proportion of mode-A pits increased, the surface
roughness increased. The change in surface roughness under the action of mode-A and
mode-B exhibited an obvious exponential change (R2 ≈ 1) with the exponential size b ≈ 0.5.
The surface roughness change rate caused by mode-A was significantly larger than that
of mode-B. The fluctuation of surface roughness was mainly affected by mode-A. As the
number of impacts increased, there was no obvious trend in the rate of surface roughness
increase. The surface roughness can be reduced by increasing the frequency of mode-A or
mode-B per unit removal depth.

165



Micromachines 2022, 13, 2188

Table 4. Changes in the surface roughness caused by the proportion of pits in different removal
modes.

No. M N Sa (nm)
Depth
(nm)

Sa/Depth a b Goodness of Fit (R2)

1 3 466 15.16 72.75 0.208 1.287 0.532 0.9991

2 3 0 11.51 21.37 0.54 0.8873 0.563 0.9947

3 0 466 9.35 51.38 0.18 0.8842 0.5089 0.9998

4 4 400 15.69 72.37 0.217 0.133 0.5482 0.9992

5 4 0 13.08 28.45 0.46 1.073 0.5561 0.9966

6 0 400 8.539 43.92 0.19 0.7974 0.5166 0.9998

7 5 334 16.16 72.46 0.223 1.488 0.5183 0.9983

8 5 0 14.23 35.58 0.4 1.236 0.5327 0.9972

9 0 334 7.73 36.89 0.21 0.7609 0.5053 0.9996

5. Conclusions

In conclusion, NUAM technology was introduced into the polishing process of optical
components, and theoretical and simulation analyses were carried out for the material
removal distribution, material removal rate, and surface quality when using precision
polishing. The removal function model and the evolution model of the microscopic surface
morphology under this processing method were established. Some conclusions can be
described as follows:

1. The material removal caused by cavitation bubble explosion was uniformly dis-
tributed on the entire working surface and had a 0.25 mm edge influence range. The
flow scouring removal was mainly concentrated in the high-velocity flow zone around
the machining area.

2. The material removal rate increased exponentially with the decrease in machining
gap and the increase in amplitude, and remained constant with machining time. This
feature is suitable for deterministic polishing.

3. Under the combined action of cavitation erosion and fluid erosion, the machined
surface roughness increased linearly with the increase in amplitude and gap due to
the reduced removal uniformity.

4. Increasing the particle concentration significantly improved the material removal rate,
and the generated surface exhibited a better removal uniformity and a lower surface
roughness.

5. Increasing the blasting density of cavitation bubbles while avoiding near-wall blasting,
such as increasing the concentration of abrasive particles, could improve the material
removal rate and achieve a higher surface quality.
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Abstract: High-speed rail grinding is a unique passive grinding maintenance strategy that differs
from conventional grinding techniques. Its grinding behavior is dependent on the relative motion
between the grinding wheel and rail; hence, it possesses great speed and efficiency. In this study,
the effects of the duration of grinding time and the increase in the number of grinding passes on the
grinding of high-speed rails were investigated using passive grinding tests with a single grinding
time of 10 s and 30 s and grinding passes of once, twice, and three times, respectively. The results
show that when the total grinding time was the same, the rail removal, grinding ratio of grinding
wheels, rail grinding effect, grinding force, and grinding temperature were better in three passes
of 10 s grinding than in one pass of 30 s grinding, indicating that the short-time and multi-pass
grinding scheme is not only conducive to improving the grinding efficiency and grinding quality in
the high-speed rail grinding but can also extend the service life of the grinding wheels. Moreover,
when the single grinding times were 10 s and 30 s, respectively, the grinding removal, grinding
efficiency, grinding marks depth, and surface roughness of rail increased with the number of grinding
passes, implying that the desired rail grinding objective can be achieved by extending the grinding
time via the multi-pass grinding strategy. The results and theoretical analysis of this study will
contribute to re-conceptualizing the practical operation of high-speed rail grinding and provide
references for the development of the grinding process and grinding technology.

Keywords: high-speed rail grinding; passive grinding; grinding time; grinding pass; grinding wheel

1. Introduction

As one of the principal modes of contemporary transportation, railways hold an
unrivaled strategic position and significance [1,2]. The construction of high-speed railway
networks in China, Japan, and Western Europe has been essentially completed, giving
the nearly 200-year-old industry new vigor and vitality [3,4]. This is especially true with
the introduction of a large number of high-speed trains traveling at speeds of more than
250 km per hour [5]. With the growth in train operation hours, frequency, and load capacity,
however, the damage caused by trains to railways is increasing daily. This has resulted in a
substantial increase in the number and generation rate of rail defects [6]. Currently, rail
grinding is widely recognized as an advanced and effective technique for rail maintenance
in the leading railway nations, as it can eliminate a variety of rail defects, including wave
wear, rolling contact fatigue (RFC), and rail wear damage, without disassembling the rail [7].
This accomplishes the purposes of restoring the rail surface, limiting rail surface fatigue,
and reshaping the rail profile [8]. There are multiple methods for grinding rails. Active
grinding is the prevalent approach for rails, in which the motor rotates the grinding wheels
to grind the rail [9]. Active rail grinding is characterized by its sluggish operation speed and
substantial rail wear. This is a maintenance-type grinding strategy developed in the early
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stages of rail maintenance technology to repair rail surface damage. It largely eliminates
existing rail surface defects that affect the operational quality of trains by removing a
substantial amount of rail [10]. Nevertheless, since the time spent on rail maintenance
operations in the rail transportation plan is being reduced year by year with the increase
of train operation time, in addition to a large amount of rail grinding that will reduce
the service life of rails, the concept of rail maintenance grinding is gradually shifting
from maintenance-type grinding with extensive metal removal to preventive grinding
operations with short intervals and less metal removal [11,12]. Therefore, the active rail
grinding method has become less adapted to the current high-speed rail transportation
situation, and a new high-speed rail grinding technology has come into being [13,14].

Because there is no active drive for the grinding wheel, rail high-speed grinding is also
known as passive grinding [15]. High speed refers to the forward speed of the grinding
train, not the linear speed of the grinding wheel. The grinding wheel needs to follow
the high-speed grinding train to advance rapidly on the surface of the rail, relying solely
on the grinding pressure provided by the passive grinding mechanism and the friction
force generated by the relative movement of the grinding wheel and the rail to passively
rotate and complete the grinding behavior of rail [16]. The structure design and operation
principle of passive high-speed grinding allow the grinding train to execute rail grinding
at speeds between 60 and 80 km per hour. In contrast to the common active grinding
train at 3 and 15 km per hour, the passive high-speed grinding train does not require a
unique “window” to close the railway and does not require the dismantling of any railway
signal equipment or rail accessories prior to grinding [17]. Consequently, the adoption of
passive high-speed grinding technology in the preventive grinding of rail has unmatched
efficiency and cost advantages. For the application of rail high-speed grinding technology,
the United Kingdom, Germany, and other nations have spent over a decade demonstrating
through practice the unparalleled application value of high-speed grinding technology for
rail preventive grinding in the long straight length of rail track [18,19]. According to the
data and technical experience acquired by the German railway maintenance, the preventive
grinding maintenance of rails every four months using high-speed grinding technology can
achieve the same rail maintenance effect as the repairing grinding maintenance by active
grinding performed every 4.5 MGT of the total train passing weight [20]. This considerably
extends the rails’ service life, as demonstrated in Figure 1 [17,21].

Figure 1. Effect of different grinding technologies on the service life of rails [17,21].

Notably, the rail high-speed grinding maintenance process must sometimes adjust the
rail grinding time based on the state of rail surface wear to accomplish the desired effect
of regulating rail grinding [22]. There are two conventional methods for controlling the
grinding time. One is to increase or decrease the length of the grinding train to change the
number of high-speed grinding wheels, thereby altering the time of grinding in a single
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pass of high-speed grinding; the other is to perform multiple grindings of rails during
a maintenance operation, which is also a disguise to alter the time of grinding wheels
grinding rails [23]. Since increasing the length of the grinding train will raise the operating
costs of rail maintenance and there are upper limits on the length of the grinding train, the
passive grinding process of repeated multiple passes in one rail maintenance is generally
used to regulate the high-speed grinding time [8].

However, in addition to the significant differences in rail service life, grinding wheel
life and rail maintenance effects caused by the difference in total grinding time, the single
long-time passive grinding process, and the multiple short-time passive grinding process
will produce different results for high-speed rail grinding with the same total grinding
time. Yet, there is little relevant research studying the impact of grinding time on railways,
and the majority of discussions regarding rail grinding time focus on the prevalent active
rail grinding technique. Lin et al. [24] investigated the influence of grinding time and
grinding pass of active rail grinding on rail surface temperature and burn behavior. This
study found that the surface of the rail samples was burned to varying degrees when the
rotating speed of the grinding stone exceeded 2600 r/min and the grinding pressure above
1000 N during the 8 s active rail grinding tests. Moreover, when the linear velocity of the
grinding stone and the pressure were held constant, the maximum grinding temperature
rose differently as the number of grinding passes increased. This shows that the variation
of grinding time affects the surface grinding quality of the rails. Zhang et al. [25] discussed
the impact of grinding passes and direction on the behavior of material removal in the rail
grinding process. The authors illustrated that the increase in the number of grinding passes
increased the wear of the grinding wheel, resulting in a decrease in rail removal, grinding
efficiency, and rail surface roughness, by developing a three-dimensional finite element
model of active rail grinding. Wu et al. [26] examined the effect of grinding time on the
wear characteristics of brazed diamond grinding tools for rail grinding using a custom-built
active rail grinding tester. This study revealed that the intermittent grinding strategy of
single grinding for 6 s and cumulative grinding for 5 passes resulted in less grinding tool
wear and rail surface roughness than the single pass grinding for 30 s. This showed that the
short time and multi-pass grinding process extended the service life of the grinding tools
and optimized the rail surface morphology after grinding. The aforementioned studies
on active rail grinding provide a reference for the setting of grinding time parameters in
high-speed rail grinding, but they cannot be used to guide the grinding time in high-speed
rail grinding line operations or to illustrate the effect of single long-time passive grinding
and multiple short-time passive grinding on high-speed rail grinding results and grinding
wheels.

The purpose of this article was to optimize the effect of rail high-speed grinding and
extend the service life of high-speed grinding wheels, and a self-designed passive grinding
test machine was used to investigate the effect of grinding time and grinding passes on
the high-speed grinding of rails. During grinding, the grinding efficiency, service life of
the grinding wheel, grinding effect on rails, grinding force, and grinding temperature are
discussed. Due to the fact that water, coolant, and other grinding media are undesirable
in practical rail grinding operations, dry grinding is the appropriate grinding state. This
is because rail maintenance must take into account operating safety and environmental
protection. Consequently, the focus of this work is on the outcomes of grinding tests
conducted under dry grinding conditions with no further grinding aids employed. This
study will contribute to an in-depth understanding of the passive grinding operation in
high-speed rail grinding and to the formulation of grinding process specifications.

2. Experiment

2.1. Grinding Testing Machine

Research involving high-speed rail grinding is challenging to conduct on rail lines.
This is because, first, it is expensive to perform frequent rail grinding tests on in-service
railway lines; second, it will result in test errors due to the varying initial state of the
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railways; and thirdly, the high speed of the rail high-speed grinding train makes it difficult
to measure the grinding process and the grinding results. Figure 2 depicts the structure of
the self-designed passive grinding test machine utilized for grinding testing in this work.
In the preceding study, the structural design, grinding principle, and technical feasibility of
the test machine were discussed and explained in detail [16]. Therefore, the content related
to the grinding test machine will not be discussed in this study.

Figure 2. Structure of the grinding test machine.

Utilizing the grinding force measurement system and the grinding temperature moni-
toring system of the grinding test machine, the grinding force and grinding temperature
were measured during the grinding test. The three-dimensional mechanical sensor was
used to measure the grinding pressure and grinding force in the grinding force mea-
surement system. The gathered mechanical signals were analyzed by the Labview force
measurement program in the computer via the signal acquisition system and amplifier
converter, and the resulting waveform array and oscillogram were constructed in the
computer. In the grinding temperature monitoring system, the insertion thermocouple
was modified to monitor the grinding temperature, and the thermoelectric effect served
as the basis for measuring the temperature. The thermoelectric potential generated by
the thermocouple was transmitted to the temperature acquisition module through wires
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and brushes. Through the A/D converter, low-pass filter, and amplifier, the signals are
converted to digital signals, and then they are stored in the computer. The entire test
procedures and data processing for the mechanical and thermoelectric signals can also be
found in the published study [16], which describes these processes in depth. Equation (1)
was used to calculate the rotation speed of rail sample based on the operation speed of the
grinding train [16].

Rotation speed o f rail sample (r/min) =
vw(km/h)× 106

π × ds × 60
(1)

In the formula, vw is the speed of the grinding train, and ds is the diameter of the rail
sample. Significantly, grinding wheels with varied angles are typically used to trim rails
during the high-speed rail grinding process. To control the variables and accurately reflect
the influence of grinding time on the high-speed grinding of rails, only the top of the rail
material was ground at a vertical angle for testing.

2.2. Experimental Materials

The test rail samples were acquired from the Mn-steel rail installed in the field (Chinese
brand: U71Mn). It is widely used on the Chinese railways, and its elemental composition
in weight (%) is listed in Table 1. Table 2 provides a summary of the mechanical parameters
of this rail steel, and the typical heat treatment for this steel is hot rolling [27]. The rail
specimen was assembled directly from the rail head cut into eight identical sectors, as
depicted in Figure 3. Before the test, the surface of each rail specimen was machined to the
same roughness to ensure similar test conditions.

Table 1. Chemical compositions (wt%) of U71Mn rail steel [27].

Elemental C Si Mn P S V Nb

content 0.65–0.76 0.15–0.58 0.70–1.20 ≤ 0.035 ≤ 0.030 0.030 ≤0.010

Table 2. Mechanical properties of U71Mn rail steel [27].

Steel Material
Tensile

Strength σb
(MPa)

Elongation Rate
δ (%)

Fracture
Toughness KIC

(Mpa·m1/2)
Hardness (HB)

U71Mn ≥880 ≥ 10 ≥26 260–300

Figure 3. Preparation and morphology of rail sample.

In this work, a grinding wheel corresponding to the size of the rail sample was used
for grinding tests. The material composition of grinding wheels and production formula
were developed from the actual high-speed rail grinding wheel [28]. The grinding wheel’s
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outer diameter, inner diameter, and thickness are 80, 10, and 10 mm, respectively, and its
material and composition are detailed in Table 3.

Table 3. Composition of passive grinding wheels.

Grinding Wheel Type Hot Pressed Resin Grinding Wheel

Abrasive fused alumina zirconia, brown fused alumina,
ceramics corundum abrasives

Abrasive size 14–60 mesh
Binder high toughness heat-resistant resin

Auxiliary materials (fillers/heat dissipation
material) pyrites (FeS2)

2.3. Grinding Test

The grinding tests investigated the effects of passive grinding time and grinding
passes on the railway surface. The grinding test settings were based on the actual opera-
tional parameters and maintenance requirements of the rail high-speed grinding (HSG-2)
train [17]. Each group was subjected to three passive grinding procedures, as detailed in
Table 4. The single passive grinding time of Group A was 30 s, whereas that of Group B
was 10 s. In Group A and Group B tests, rail samples were ground one, two, and three
passes, respectively. The grinding passes represent the total number of repetitions of a
single grinding time test. To simulate the forward speed of an 80 km/h high-speed grinding
train, the linear velocity of the rail sample was set to 22.2 m per second. The grinding
pressure was set at 240 N, which was calculated using the standard pressure load of 12 MPa
for passive grinding machines. Additionally, the grinding state of the grinding wheel on
the rail is dry grinding, meaning that the auxiliary liquid media material in the grinding
process is not involved.

Table 4. Grinding parameters of grinding time on grinding tests.

No.
Grinding

Wheel Angle
Rotation Speed of

Rail Sample
Grinding
Pressure

Grinding
Time

Grinding
Passes

A1 45◦ 2831 r/min 240 N 30 s 1
A2 45◦ 2831 r/min 240 N 30 s 2
A3 45◦ 2831 r/min 240 N 30 s 3
B1 45◦ 2831 r/min 240 N 10 s 1
B2 45◦ 2831 r/min 240 N 10 s 2
B3 45◦ 2831 r/min 240 N 10 s 3

All studies were conducted in the same conditions (20~24 ◦C, 40~60% relative hu-
midity). Each group of tests was repeated six times with new grinding wheels to acquire
the final experimental results. Before the test, the surface of the rail sample and grinding
wheels were cleaned with anhydrous ethanol to eliminate the influence of contaminants.
Before and after the grinding test, the rail samples and the grinding wheels were weighed
using an electronic analytical balance (GL623i; measurement accuracy: 0.001 g). The mass
loss of grinding per unit time for the rail sample was defined as the material removal ratio
of rail or grinding efficiency, and the grinding ratio was defined as the ratio of grinding
mass loss between the rail and grinding wheel. The grinding ratio indicates the grinding
life or durability of grinding wheels. The removal of the rail samples was determined by
the change in weight. The topography of the surface was observed using an ultra-fine
digital microscope (VHX-7000, KEYENCE, Osaka, Japan). The surface roughness of rail
samples was measured and recorded by a 3D optical surface profilometer (Ze Gage TM,
Zygo, Connecticut, America) before and after the grinding test.
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3. Results and Discussion

3.1. Rail Removal and Grinding Wheel Wear

In order to visualize the effects of grinding time and grinding passes on the grinding
results, the weight changes of the rail samples and grinding wheels were measured before
and after the grinding test, as seen in Figure 4. With the same number of grinding passes,
the longer the single grinding time, the greater the rail removal and grinding wheel loss.
Multiple grinding passes of the grinding wheel on the rail samples further increased rail
removal and grinding wheel loss. However, under the same total grinding time, the mean
value of the sum of rail removal after three passes of 10 s passive grinding (i.e., the sum of
rail removal in the B1, B2, and B3 three groups of grinding tests) was 0.3 g higher than that
in the Group A1 with only one pass of 30 s passive grinding, while the mean value of the
sum of grinding wheel wear loss in the B1, B2, and B3 three groups of grinding tests was
0.1 g lower than that in the Group A1. This suggests that the intermittent grinding strategy
of extending the grinding time by increasing the grinding passes has effects on the grinding
results of passive grinding. The test findings indicate that the short-time and multiple-pass
grinding approach is advantageous for increasing rail removal and decreasing grinding
wheel wear.

Figure 4. (a) Removal of rail samples by grinding wheels and (b) wear of grinding wheels at different
grinding times.

3.2. Grinding Efficiency and Grinding Ratio

Figure 5 illustrates the grinding efficiency and grinding ratio for passive grinding
tests with various grinding times and passes. For the grinding efficiency, as the number
of grinding passes increased, the grinding efficiency of the second pass of repetition was
higher than the grinding efficiency of the first pass, and the grinding efficiency of the third
pass of repetition was higher than that of the second pass, both for Group A with a single
grinding time of 10 s and for Group B with a single grinding time of 30 s. Comparing the
Groups A and B with different single grinding times, although the grinding efficiency of
the first 10 s passive grinding (B1) was lower than that of the first 30 s passive grinding
(A1), the grinding efficiency of the second and third 10 s passive grinding (B2 and B3)
was higher than that of the 30 s passive grinding completed in one pass (A1). For a total
grinding time of 30 s, the average grinding efficiency was 10 mg/s greater when the passive
grinding process was conducted in three times of 10 s than when it was completed in one
time of 30 s. In conjunction with the amount of rail removed as seen in Figure 4a, it can be
concluded that the passive grinding method with multiple passes helps in enhancing the
grinding efficiency.

For the grinding ratio, multi-pass passive grinding with 10 s can improve the grind-
ing ratio of the grinding wheel, whereas multi-pass passive grinding with 30 s cannot
considerably improve the grinding ratio of the grinding wheel. This indicates that the
short time and multiple passes of passive grinding can effectively extend the service life of
high-speed grinding wheels. The passive grinding state of the grinding wheel on the rail

175



Micromachines 2022, 13, 2118

was essentially stable when the single grinding time was 30 s. Multiple passes of passive
grinding hence have little effect on the durability performance of the grinding wheel.

Figure 5. (a) Grinding efficiency and (b) grinding ratio of grinding wheels at different grinding times.

3.3. Morphology and Roughness of Rail Surface

The surface integrity of rails after grinding is one of the most essential criteria for
evaluating grinding quality, as it has a considerable effect on the adhesion characteristics
and damage of wheel/rail contact [29]. The surface roughness and grinding marks depth
of the rail surface before and after the passive grinding tests were counted, as shown in
Figure 6. In addition, the surface morphology and the average state of the three-dimensional
profile of the rail samples were visualized, as shown in Figures 7 and 8 respectively. In
these figures, Sa and Sz represent the surface roughness and average topographical depth
of the rail sample, respectively. After several train rides, rails with good surface roughness
from grinding operations would become flat and smooth again [30]. Following a grinding
operation, the lower the rail surface roughness and the depth of the grinding marks, the
better it is to restore the rail from the grinding profile to the conventional smooth profile.
The subsequent use of rail will be harmed if the surface roughness of the rail is excessive or
the depth of grinding marks are too deep [31].

Figure 6. (a) Average roughness of rail samples surface and (b) average wear depth of grinding marks.

Through independent analysis of Groups A and B, it was found that the surface
roughness and grinding mark depth of the rail samples rise as the number of grinding
passes of the grinding wheel on the rail increases. This indicates that multiple repetitions
of passive grinding will continue to change the surface morphology of the rails following
passive grinding. A comprehensive comparison of the rail surface grinding results in Group
A and Group B reveals that an increase in grinding time will result in an increase in rail
surface roughness and grinding mark depth. However, it is noteworthy that differences
exist between the surface morphology and surface quality of Group B3 rail samples that
have been passively ground three times for 10 s and Group A1 rail samples that have been
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passively ground only once for 30 s. Even though the total grinding duration was the same
at 30 s, the average surface roughness and average grinding mark depth of the rail samples
in Group B3 with three grinding passes of 10 s were 0.46 μm and 6.39 μm, respectively,
while they were 0.72 μm and 7.96 μm in Group A1 with one grinding pass of 30 s. The
surface roughness and average grinding mark depth of the rail samples in Group B3 were
lower than those in Group A1, indicating that the short time and multiple passes grinding
strategy improved the grinding quality.

Figure 7. Optical morphologies of rail samples: (a) before grinding; (b) 30 s first grinding (A1); (c) 30 s
second grinding (A2); (d) 30 s third grinding (A3); (e) 10 s first grinding (B1); (f) 10 s second grinding
(B2); (g) 10 s third grinding (B3).
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Figure 8. 3D profile of rail sample surfaces: (a) before grinding; (b) 30 s first grinding (A1); (c) 30 s
second grinding (A2); (d) 30 s third grinding (A3); (e) 10 s first grinding (B1); (f) 10 s second grinding
(B2); (g) 10 s third grinding (B3).

3.4. Surface Topography of Grinding Wheel

Figure 9 depicts the surface morphology of the grinding wheel before and after the
grinding tests. The surface of the grinding wheel exhibited varying degrees of wear as
grinding time and grinding passes increased, and the self-sharpening state of grinding
wheels differed as well. Under the conditions of a single grinding time of 10 s, the grinding
wheel surface gradually displayed slight wear as the number of grinding passes increased;
under the conditions of a single grinding time of 30 s, the wear on the grinding wheel
surface tended to become pronounced as the number of grinding passes increased. After
30 s of passive grinding with three passes, visible hole structures emerged on the surface
of the grinding wheel, as well as slight wear and self-sharpening of the zirconia abrasive.
With the same total grinding time, the wear and self-sharpening degree of the abrasives
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on grinding wheel surfaces after three 10 s passive grinding passes were comparable to
those after one 30 s passive grinding pass; however, the state of the resin binder and the
heat dissipation filler (Pyrite: main component FeS2) of grinding wheels was significantly
different. The filler pyrite was held by the resin binder and dispersed among the abrasives.
In the 10 s passive grinding of Group B, the pyrite filler (FeS2) in the grinding wheel was
depleted gradually as the number of grinding passes increased, and the loss of pyrite in
the grinding wheel after three passes of 10 s passive grinding was significantly greater than
that after a single pass of 30 s passive grinding. In contrast, only a small amount of pyrite
filler was lost in the grinding wheel during the first 30 s of passive grinding for Group A.
The pyrite was gradually depleted as the number of 30 s passive grinding passes increased,
and due to the disintegration of the oxidation process, holes appeared in the structure of
the grinding wheel after the second and third passive grinding passes. These holes will
increase the wear and cracking of the phenolic resin binder during the grinding process,
resulting in a bigger hole structure on the grinding wheel surface, which in turn accelerates
the wear and self-sharpening of the grinding wheel.

Figure 9. The surface of grinding wheel samples: (a) before grinding; (b) after the first pass of 10 s
passive grinding (B1); (c) after the second pass of 10 s passive grinding (B2); (d) after the third pass of
10 s passive grinding (B3); (e) after the first pass of 30 s passive grinding (A1); (f) after the second
pass of 30 s passive grinding (A2); (g) after the third pass of 30 s passive grinding (A3).
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Pyrite (FeS2) is frequently used as a filler in the manufacturing of high-speed rail
grinding wheels. In order to minimize rail oxidation and burning caused by grinding, one
of its primary roles is to reduce the transiently high temperatures generated during the
grinding operation. Pyrite absorbs grinding heat and combines with oxygen to break down
into ferric oxide (Fe2O3) and sulfur dioxide (SO2), as shown in Equation (2).

4FeS2 + 11O2
grinding heat−−−−−−−→ 2Fe2O3 + 8SO2 (2)

The surface morphology of the grinding wheel after grinding indicates that the phase
in which pyrite exerts its heat absorption effect is primarily concentrated during the initial
phase of passive grinding. Since the dry grinding process without grinding fluid has just
begun at this stage, a substantial amount of grinding heat will be produced, resulting in
a high immediate temperature. The pyrite will then absorb the grinding heat and react
with oxygen to lower the grinding temperature. As the grinding process continues, the
vast amount of grinding debris formed in the grinding process will absorb a portion of the
grinding heat, while the grinding heat will progressively conduct and diffuse to the outside
world via media such as the rail, grinding wheel, and air. This causes the grinding heat
to begin to gradually accumulate, resulting in a steady increase in grinding temperature,
as opposed to continuing to produce a large amount of sudden high temperature. This
change will moderately delay the oxidation reaction rate of pyrites, resulting in the pyrite’s
progressive depletion when the grinding temperature is kept increasing.

3.5. Grinding Force

The grinding forces of the grinding wheels on the rail samples in each test group are
shown in Figure 10. According to the figure, the grinding force rose as the number of
grinding passes increased for both a single grinding time of 10 s and a single grinding
time of 30 s. Contrasting the grinding forces of Group A1 and Group B for the same total
grinding time of 30 s reveals that the average grinding forces of Groups B1, B2, and B3 were
marginally higher than those of Group A1 in the first 10 s, middle 10 s, and final 10 s of
the grinding process, respectively. Moreover, the change trend of grinding force was more
stable in Group B than in Group A1. These reasons make the grinding effect of rail samples
by high-speed grinding wheels in Group B better than in Group A1, and explain why the
intermittent and short-time passive grinding process can make the grinding process of
the grinding wheel on the rail more stable. In addition, the grinding forces of A2 and
A3 in Group A fluctuated, particularly in the second half of the grinding time exceeding
15 s. Comparing the three 30 s passive grinding tests in Group A (A1, A2, and A3), the
grinding force in Group A2 increased slightly relative to Group A1, whereas the grinding
force in Group A3 increased significantly relative to Group A2. For these reasons, the
comprehensive performance of the passive grinding force in three passes of 10 s grinding
time was better than that after one pass of 30 s. Not only was the maximum value of the
grinding force (43.39 N) in three passes of 10 s higher than the maximum value of the
grinding force (42.41 N) in one pass of 30 s, but also the stability of the grinding force
was better. The maximum value of the grinding force in the third pass of 30 s grinding
time was 50.35 N, which was greater than the value of 43.99 N in the second pass of 30 s
grinding time and the value of 42.41 N in the first pass of 30 s grinding time. Nevertheless,
its stability was weaker, which could negatively impact the rail grinding results.

In general, the grinding force of high-speed grinding wheels on rails in Groups A1,
A2, and A3 exhibited an upward trend as the number of grinding passes and cumulative
grinding time increased. When the grinding wheel produces more and deeper grinding
marks on the rail surface, the average grinding area of the abrasive decreases during passive
grinding. Therefore, more energy is required to cut off a unit volume of rail material, which
is macroscopically presented as an increase in grinding force. This relates to the dimensional
effect of the grinding force of the grinding wheel. In addition, the surface state of the rail in
3.3 shows that the surface roughness and the depth of grinding marks of the rail exhibit
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a trend of first decreasing and then increasing with the increase of grinding passes and
the accumulation of grinding time. This indicates that the grinding force generated by
the grinding wheel on the rail during passive grinding is proportional to the rail surface
roughness after surface defects are removed, namely, the higher the rail surface roughness,
the greater the grinding force generated by the grinding wheel on the rail during passive
grinding.

Figure 10. Grinding forces of grinding wheels on rail samples under different grinding times.

3.6. Grinding Temperature

Figure 11 illustrates the grinding temperatures of the grinding wheel on the rail
samples under varied grinding time conditions. As can be seen, there are also variations in
the grinding temperatures for different grinding times and grinding passes.

Figure 11. Grinding temperature of rail samples by grinding wheels under different grinding times.

Grinding time is one of the influential factors on rail grinding temperature. The
longer the grinding time, the more the grinding heat accumulates, resulting in a higher
grinding temperature. In addition, as the number of grinding passes increases, the grinding
temperature rises faster and is higher at the same point in time. At the end of the third pass
of 30 s grinding, the highest grinding temperature of 148.4 ◦C in the six groups of grinding
tests was exhibited. The variation of rail grinding temperature with time for rail grinding
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wheels is related to the energy consumed to remove a unit volume of metal, i.e., the specific
grinding energy (Es), as shown in Equation (3) [32].

Es =
vsFt

vwapb
(3)

In the formula, vs. is the linear velocity of grinding wheel (m/s), Ft is the grinding
force (N), vw is the linear velocity of rail sample (m/s), ap is the grinding depth, and b is the
grinding width. The higher the grinding force, the greater the specific grinding energy of
passive grinding, which generates more grinding heat and accelerates the rate at which
the grinding temperature rises. Even though the grinding temperature increased with
grinding time and the number of grinding passes, the maximum grinding temperature did
not exceed 400 ◦C in any of the grinding test groups, which was below the oxidation burn
temperature of the rail material [24]. As seen in Figure 7, there is no “blue” or “yellow” rail
oxidation burn exhibited on the ground of rail samples. Burning of the rail surface during
the active rail grinding process is common [16]. Monitoring results of grinding temperature
demonstrate that the passive high-speed rail grinding procedure is less likely to cause rail
burn due to grinding maintenance than the active rail grinding process.

3.7. Comprehensive Evaluation and Analysis

According to the high-speed grinding conditions of rails, three passes of passive
grinding tests with 30 s grinding time in Group A and 10 s grinding time in Group B were
designed to investigate the effects of a single grinding time and the number of grinding
passes on grinding wheel performance and passive grinding results. As stated in the
introduction, the essence of increasing the number of passive grinding passes is to extend
the grinding time of the grinding wheel on the rails in an alternative manner. Nevertheless,
based on the results of the grinding tests, even if the total grinding time is the same, the
grinding performance of the grinding wheels and the passive grinding results of the rail in
multiple grinding passes are relatively distinct from those in a single grinding pass.

Independent analysis of the Group A grinding test results revealed that the grinding
efficiency, rail removal in a single pass, grinding temperature, surface roughness of the
rail samples after the grinding tests, and depth of the grinding marks increased as the
number of rail grinding passes increased, even though the other grinding parameters such
as grinding time, grinding pressure, and grinding speed remained unchanged. This is
related to the grinding state of the grinding wheel on the rails. Insufficient grinding time
prevents the passive grinding behavior of grinding wheels on the rail from reaching a stable
peak condition. In the three passes of 30 s of passive grinding, the grinding ratio of the
grinding wheel stabilized, but the surface roughness of the rail samples and the grinding
force increased with each additional pass. This change can be regarded as a continuation of
the grinding state taking over the rail grinding again after the last time rail passive grinding.
The continuity of the values for grinding force and rail surface roughness across various
grinding passes demonstrates this point. And the grinding test results indicated that the
passive grinding for 3 passes of 30 s improved the grinding efficiency without affecting the
service life of the grinding wheels, which is advantageous for increasing the amount of rail
grinding and can be used for grinding maintenance of the rail surface with severe damage.

Comparing the grinding test results of Group A1 with those of Groups B1, B2, and B3,
it was discovered that, under the same conditions of total grinding time and remaining
grinding parameters, the grinding performance of the grinding wheels and the grinding
results of the rail samples were slightly different when the 30 s of passive grinding was
completed in one pass versus when it was completed in three passes of 10 s. Not only
were the surface roughness and grinding mark depth of the rail sample after the third 10 s
of passive grinding lower than those after the first 30 s of passive grinding, but the total
grinding removal of the rail after the three 10 s passive grinding passes was slightly greater
than that after the first 30 s of passive grinding, and the total grinding wheel wear was
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also lower after the third 10 s of passive grinding pass. Equation (4) displays the empirical
formula for grinding efficiency per unit time [33].

Qw =
vs· x

√
Ft

f
(4)

In the formula, Qw is the grinding efficiency per unit time (mg/s), vs. is the linear
velocity of grinding wheel (m/s), Ft is the grinding force (N), and x and f are the grind-
ing constants. According to Figure 10, the grinding forces of Groups B1, B2, and B3 are
somewhat higher than those of Group A1 at the corresponding grinding time node. Conse-
quently, Equation (4) demonstrates that the grinding efficiency and total rail removal of
multi-pass passive grinding are higher than those of single-pass passive grinding. In addi-
tion, the grinding forces of Group A1 in the final 10 s of grinding fluctuated significantly,
while the grinding forces of Groups B1, B2, and B3 in the three passes of 10 s grinding
tests were relatively stable. This indicates that the short-time state of passive grinding is
more steady. Furthermore, the monitoring results of the grinding temperature revealed that
although the maximum grinding temperature increased after each 10 s of passive grinding,
the grinding temperature after 30 s of passive grinding was higher than that of all 10 s
of passive grinding tests. This is due to the accumulation of grinding heat caused by the
continuous grinding on the one hand, and the filler (Pyrite/FeS2) of the rail grinding wheel
on the other hand. The accumulation of grinding heat caused by prolonged dry grinding
accelerates the wear of the grinding wheels. This would not only shorten the service life of
the grinding wheel but also limit its grinding performance, thus diminishing the grinding
quality of the wheel on the rail [28,34]. For the implementation of preventive grinding of
rails, a short-time grinding program of 1 or 3 passes is reasonable because the low degree
of rail disease does not require a large amount of rail grinding.

In conclusion, the passive grinding operation with the short time and multiple passes
is conducive to the performance of the passive grinding, improving the grinding efficiency
of the rail within the same grinding time, optimizing the grinding quality of the grinding
wheel to the rail, and extending the service life of the grinding wheel.

4. Conclusions

This study investigated the effects of grinding time and number of grinding passes on
the grinding efficiency, rail grinding effect, and service life of grinding wheels of the passive
grinding process, as well as their underlying principles, under the conditions of a constant
relative rail motion speed and grinding wheel deflection angle. The main conclusions are
as follows:

1. The passive rail grinding strategy of repetitions with three passes is conducive to
overcoming the challenge that the grinding removal and rail surface roughness cannot
reach the desired level during the high-speed rail grinding process to achieve the
expected rail grinding objective.

2. When the total grinding time was thirty seconds, the grinding removal and rail surface
roughness of the passive grinding performed in three passes of ten seconds were
better than those of the passive grinding completed in one pass of thirty seconds.
It indicates that the passive grinding mode with short time and multiple passes
improves the grinding efficiency of the high-speed rail grinding process and the rail
grinding quality compared to completing the rail grinding operation in a single pass.

3. The maximum grinding temperature at the conclusion of the testing was 148.4 ◦C,
which is lower than the initial temperature of 400 ◦C at which the rail produces
oxidation burns. Due to the fast relative motion speed of grinding wheels and rails,
high-speed grinding of rails does not easily cause apparent oxidation burns on the
rail surface.

4. Three passes of intermittent grinding for ten seconds provide a greater grinding ratio,
lower grinding temperature, and more steady grinding force than one pass of single
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grinding for thirty seconds. It reveals that the short-time and multiple-pass passive
grinding mode can reduce the accumulation of grinding heat, slow the wear of the
grinding wheel to extend its service life, and stabilize the grinding process of the
grinding wheel on the rail.
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Abstract: In this study, the CBN (cubic boron nitride) wheel wear model of TC4 titanium alloy in
longitudinal-torsional ultrasonic-assisted grinding (LTUAG) was established to explore the grinding
wheel wear pattern of TC4 titanium alloy in LTUAG and to improve the grinding efficiency of
TC4 titanium alloy and the grinding wheel life. The establishment of the model is based on the
grinding force model, the abrasive surface temperature model, the abrasive wear model, and the
adhesion wear model of TC4 titanium alloy in LTUAG. The accuracy of the built model is verified by
the wheel wear test of TC4 titanium alloy in LTUAG. Research has shown that the grinding force and
grinding temperature in LTUAG increase with the increase of the grinding depth and workpiece feed
rate and decrease with the increase of the longitudinal ultrasonic amplitude. It also shows that the
grinding force gradually decreases with the increase of the grinding wheel speed, while the grinding
temperature gradually increases with the increase of the grinding wheel speed. In addition, the use of
LTUAG can significantly reduce the wear rate of the grinding wheel by 25.2%. It can also effectively
reduce the grinding force and grinding temperature.

Keywords: TC4 titanium alloy; longitudinal-torsional ultrasonic grinding; grinding force; grinding
temperature; grinding wheel wear

1. Introduction

Since its inception in the middle of the last century, titanium alloy has been used
as an ideal material for key spacecraft components such as space shuttle skins and com-
pressor blades because of its excellent physical properties, such as corrosion resistance,
heat resistance, fatigue resistance, and high specific strength [1–4]. However, the hardness
and strength of titanium alloy are high, and the coefficient of thermal conductivity is
poor, so the cutting performance is poor. The large cutting force and cutting temperature
also lead to the poor surface quality of the workpiece, and the tool wear is more serious,
which affects the promotion and application of titanium alloy material. In recent years, the
ultrasonic-assisted grinding technology developed by combining conventional grinding
technology and ultrasonic vibration processing technology has exhibited characteristics
such as instantaneous effect, intermittent contact, high-frequency cutting, and so on, which
have a positive effect on reducing the grinding force, grinding heat, and wheel wear. There-
fore, ultra-precision machining of titanium alloy material can be achieved [5–7]. At the
same time, scholars have also conducted related research on the wear of grinding wheels
under longitudinal-torsional ultrasonic-assisted grinding (LTUAG) of titanium alloys.

Through a large number of experimental studies, Bhushan [8] classified grinding
wheel wear types into mechanical wear, chemical wear, and diffusion wear. Among them,
the typical forms of mechanical wear include abrasive wear, plastic wear, and thermal stress
fracture. Churi et al. [9] studied the grinding wheel wear mechanism of Ti6Al4V titanium
alloy during LTUAG, and the study showed that the diamond grinding wheel wear form
of longitudinal ultrasonic vibration grinding of Ti6Al4V titanium alloy is abrasive wear,
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abrasive particle shedding, abrasive particle crushing, and binder fracture. Abrasive grains
on the edge of the end face of the grinding wheel are more obviously broken and fall off
after grinding, and abrasive particles near the center of the wheel end face are less worn.

Qin [10] established a tool wear model for titanium alloy in rotary ultrasonic grinding
based on dimensional analysis, which reflects the influence of tool structure parameters,
grinding process parameters, and ultrasonic parameters on tool wear. The validity and
significance test of the model found that the F distribution value of the model was 45.04,
which was much higher than the critical value of the F distribution, indicating that the
established tool wear model had a high degree of significance and could predict tool
wear to a certain extent. Liu [11] established a finite element model for multi-abrasive
rotary ultrasonic grinding of Ti6Al4V titanium alloy, and on this basis, the secondary
development of the wear subprogram of Deform software was carried out. Thus, the finite
element simulation of the model was realized. The research results show that the wear
amount of the grinding wheel under the rotating ultrasonic grinding of Ti6Al4V titanium
alloy decreases with the increase of the abrasive particle size and grinding wheel speed
and increases with the increase of the abrasive concentration, workpiece feed rate, and
ultrasonic frequency. The finite element simulation results are consistent with the variation
pattern of the experimental results, thus proving the correctness of the finite element
model. Li et al. [12] conducted ordinary grinding and ultrasonic-assisted grinding tests
for TC4 titanium alloy. The study found that compared to ordinary grinding, the abrasive
debris adhering to the surface of the workpiece after ultrasonic-assisted grinding was
significantly reduced, which proved that ultrasonic-assisted grinding can effectively reduce
the abrasive debris adhesion phenomenon in the process of titanium alloy grinding and
can improve the adhesion and blockage of the grinding wheel surface, thereby improving
the surface quality of the TC4 titanium alloy.

To sum up, there is little research on the wheel wear mechanism of titanium al-
loy ultrasonic-assisted grinding by scholars, and the related research mainly focuses on
the grinding wheel wear mechanism under the condition of one-dimensional ultrasonic-
assisted grinding, where vibration is applied to the grinding wheel or workpiece. The
grinding wheel wear mechanism under the LTUAG of titanium alloy is rarely involved.
From this background, TC4 titanium alloy was chosen as the research object, and the
LTUAG method was adopted. The grinding wheel wear during LTUAG of TC4 titanium
alloy is studied from the perspective of theoretical modeling and experimental research,
which is expected to provide a theoretical reference for the high-efficiency precision grind-
ing of TC4 titanium alloy by longitudinal-torsion ultrasonic-assisted grinding.

2. Establishment of a Wheel Wear Model of TC4 Titanium Alloy in LTUAG

2.1. Analysis of Kinematics Characteristics of TC4 Titanium Alloy in LTUAG

The LTUAG system is shown in Figure 1a, which is mainly composed of a longitudinal-
torsional ultrasonic vibration system and a ceramic-based CBN (cubic boron nitride) grind-
ing wheel. The longitudinal-torsional ultrasonic vibration system is composed of an
ultrasonic generator (working frequency range: 20–50 kHz), a wireless transmission system,
a BT40 ultrasonic shank (Huizhuan Technology Group Co., Ltd., Guangzhou, China), a
piezoelectric ceramic transducer, and a longitudinal-torsion ultrasonic vibration amplitude
transformer. According to Figure 1b, and assuming that the workpiece is stationary relative
to the grinding wheel, the movement of the abrasive particles on the surface of the grinding
wheel during LTUAG includes the feed movement along the x-axis with a speed of vw, the
motion work in the xoy plane includes rotational motion around the z-axis with a rotational
speed of n, a torsional ultrasonic vibration with an amplitude of b, and a longitudinal
ultrasonic vibration with an amplitude of a along the z-axis.
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Figure 1. Schematic diagram of the longitudinal-torsional ultrasonic-assisted grinding (LTUAG)
system and its motion model. (a) Schematic diagram of the grinding system in LTUAG. (b) Schematic
diagram of the motion model in LTUAG.

To facilitate the analysis of the kinematic characteristics of abrasive particles, it is
assumed that the workpiece material is uniform and isotropic, the abrasive particles on
the surface of the grinding wheel are uniformly distributed in the longitudinal and axial
directions, and the frequency and output amplitude of the longitudinal-torsional ultrasonic
vibration system remain stable during the machining process. According to the coordinate
system shown in Figure 1b, the motion of a single abrasive particle during LTUAG can be
expressed as: ⎧⎪⎪⎨

⎪⎪⎩
x(t) = vw · t + R · sin[ωtb · sin(2π f b t + ϕ)/R]
y(t) = R · cos[ωt + b · sin(2π f b t + ϕ)/R]
z(t) = asin(2π f a t)

(1)

where vw is the workpiece feed speed, R is the grinding wheel radius, ω is the grinding
wheel angular speed, b is the torsional ultrasonic vibration amplitude, a is the longitudinal
ultrasonic vibration amplitude, fb is the torsional-ultrasonic vibration frequency, fa is
the longitudinal ultrasonic vibration frequency, and ϕ is the phase difference between
longitudinal and torsional vibration.

According to Equation (1), taking the derivative of time, the velocity of a single
abrasive particle in LTUAG can be obtained as:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
vx= x′(t) = vw + [ωR + 2π f bcos(2π f t + ϕ)]cos

[
ωt + b

R sin(2π f t + ϕ)
]

vy= y′(t) = −[ωR2π f bcos(2π f t + ϕ)]sin
[
ωt + b

R sin(2π f t + ϕ)
]

vz= z′(t) = 2π f cos(2π f t)

(2)

According to Equation (2), the grinding arc length, lc, of a single abrasive particle in
LTUAG in one vibration cycle can be obtained as:

lc =
∫ t

0

√
v2

x+v2
y+v2

zdt

=
∫ t

0

√√√√ v2
w+2vwcos

[
ωt+ b

R sin(2π f t + ϕ)
]
[ωR + 2π f bcos(2π f t + ϕ)]+

[ωR + 2π f bcos(2π f t + ϕ)]2 + (2π f a)2cos2(2π f t)
dt

(3)
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When a = b = 0, according to Equation (3), the ordinary grinding arc length, lp, of a
single abrasive particle can be expressed as:

lp =
∫ t

0

√
vw2+v2

a+2vwvacos(ωt)dt (4)

where va is the rotational speed of the grinding wheel. According to Figure 2 and Equation (4),
the removal volume, Vp, of a single abrasive grain material during ordinary grinding can
be obtained as:

Vp= Splp =
1
2
(2u + 2a p tanθ)ap

∫ t

0

√
vw2+v2

a+2vwvacos(ωt)dt (5)

where Sp is the cross-sectional area of ordinary grinding chips.

Figure 2. Grinding force model of a single CBN abrasive particle in LTUAG. (In the figure: vs is the
grinding linear speed, ap is the grinding depth of a single abrasive particle in LTUAG, Fgtc is the
tangential deformation force for wear debris of a single abrasive particle, Fgtf is the tangential friction
of a single abrasive particle, Fgrc is the radial deformation force for wear debris of a single abrasive
particle, Fgrf is the radial friction of a single abrasive particle.).

It can be seen from Equation (3) that the arc length of the single abrasive particle
in LTUAG is related to the workpiece feed rate, the linear speed of the grinding wheel,
the longitudinal torsional ultrasonic vibration frequency, the longitudinal ultrasonic vi-
bration amplitude, and the torsional ultrasonic vibration amplitude. It can be seen from
Equations (3)–(5) that, under the same grinding conditions, the arc length of the single
abrasive particle in LTUAG is longer than that in ordinary grinding. This means that
LTUAG introduced changes to the grinding mechanism of the single abrasive particle and
improved the time for the single abrasive particle to participate in grinding. Therefore, it is
beneficial to improve the material removal rate of LTUAG.

2.2. Establishment of a Grinding Force Model for Titanium Alloy in LTUAG

The grinding force and grinding heat generated in LTUAG increase the mechanical
stress and thermal stress acting on the surface of the abrasive particle, which exceeds the
strength of the abrasive particle and the binding agent itself, which causes the breaking
and shedding of abrasive grains, eventually leading to grinding wheel wear. Therefore,
the study of the grinding force of titanium alloy in LTUAG is of great significance for the
subsequent establishment of the grinding wheel wear model of the titanium alloy in LTUAG.
In the study, a single CBN abrasive particle was simplified as a flat-ended quadrangular
pyramid. The cross-sectional shape of the abrasive grain can be approximated as an
isosceles trapezoid. According to the cross-sectional shape of CBN abrasive grains and the
force in LTUAG, the grinding force model of a single CBN abrasive particle in LTUAG was
established, as shown in Figure 2.
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As shown in Figure 2, the grinding force is mainly composed of two parts: one is the
tangential and radial deformation resistance of the abrasive particles acting on the rake face
of the abrasive grain, and the other is the tangential and radial friction force between the
bottom surface of the abrasive grain and the workpiece surface. The tangential grinding
force, Fgt, and the radial grinding force, Fgr, of a single abrasive particle in LTUAG can be
expressed as: {

Fgt= Fgtc+Fgt f

Fgr= Fgrc+Fgr f
(6)

where Fgtc is the tangential deformation force for wear debris of a single abrasive particle,
Fgtf is the tangential friction of a single abrasive particle, Fgrc is the radial deformation force
for wear debris of a single abrasive particle, and Fgrf is the radial friction of a single abrasive
particle. According to the research of Yan et al. [13], the tangential grinding force, Fgt, and
radial grinding force, Fgr, of a single abrasive particle in LTUAG can be expressed as:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Fgt= Fgtc+Fgt f =
πF0a2r

p tanr−1θ·(u+aptanθ)ap
∫ t

0

√
vw2+v2

a+2vwvacos(ωt)dt

4
∫ t

0

√
v2

w+vs2+2vwvscos[ωt+ b
R sin(2π f t+ϕ)]+(2π f a)2cos2(2π f t)dt

+μk1ap
a1 k2ap

a2

Fgr= Fgrc+Fgr f =
F0a2r

p tanrθ·(u+aptanθ)ap
∫ t

0

√
vw2+v2

a+2vwvacos(ωt)dt∫ t
0

√
v2

w+vs2+2vwvscos[ωt+ b
R sin(2π f t+ϕ)]+(2π f a)2cos2(2π f t)dt

+k1ap
a1 k2ap

a2

(7)

From Equation (7), it can be seen that the grinding force of a single abrasive particle
in LTUAG is related to the grinding depth, ap, grinding linear speed, vs, feed speed, vw,
longitudinal ultrasonic amplitude, a, torsional ultrasonic amplitude, b, and longitudinal-
torsional ultrasonic vibration frequency, f. During LTUAG, the grinding force increases
with the increase of the grinding depth and the feed rate and decreases with the increase
of ultrasonic amplitude, grinding linear velocity, and longitudinal-torsional ultrasonic
vibration frequency. According to Equations (3) and (4), the grinding arc length of a single
abrasive particle in LTUAG is longer than that of a single abrasive particle in ordinary
grinding. The grinding force in LTUAG is smaller than that in ordinary grinding under the
same grinding conditions.

2.3. Establishment of an Abrasive Particle Surface Temperature Model for TC4 Titanium Alloy
in LTUAG

During the LTUAG of TC4 titanium alloy, intense friction is generated between the
surface of the abrasive grain and the workpiece, and a large amount of frictional heat is
generated, causing the temperature of the workpiece surface and the surface of the abrasive
grain to rise, which in turn generates a temperature field on the surface of the abrasive
grain and the workpiece, which eventually causes the thermal stress of the abrasive grain
to fragment.

Figure 3 shows the surface temperature rise model of a single abrasive particle during
LTUAG of TC4 titanium alloy. According to Komanduri et al. [14,15], and assuming that
the coordinate of a point in a single abrasive particle is N(x, y, z), then the temperature at
the abrasive grain N(x, y, z) can be expressed as:

T(x, y, z) =
qm

2πλt

∫ Lt

0
B(s)

∫ w
2

− w
2

(
1

Rts
+

1
Rts′

)
dxidyi (8)

where λt is the tool’s thermal conductivity, qm is the heat source density, Lt is the fixed heat
source’s length, B(s) is the proportionality coefficient of grinding heat transfer into the
grinding grain generated during grinding, w is the unit cutting width, Rts is the distance
from the fixed heat source to a point inside the tool, and Rts

′ is the distance from the mirror
image heat source to a point inside the tool.
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Figure 3. Model of surface temperature rise of a single abrasive particle in LTUAG.

As can be seen from Figure 3, the heat that causes the temperature of the grinding
grain to increase during the grinding process is mainly composed of two parts: one is
the frictional heat generated by the relative sliding between the rake face of the abrasive
particle and the chip, and the other is the frictional heat generated by the relative sliding
between the bottom surface of the abrasive particle and the workpiece surface. The shear
heat generated by the shear deformation of the workpiece material can only be transferred
to the abrasive particle through the path of the shear surface heat source–chip–rake face
of the abrasive particle, and the poor thermal conductivity of TC4 titanium alloy material
leads to less heat transfer into the grinding grain. Therefore, this study does not consider
the influence of the internal shear surface heat source of the workpiece on the surface
temperature of the abrasive particles.

According to Figure 3, chip flow velocity, vc, and the length of the contact surface
between abrasive particles and chips, lAD, can be expressed as:⎧⎪⎨

⎪⎩
vc =

vssinφ
cos(θ+φ)

lAD =
apsin(φ+η−θ)

sinφcosη

(9)

where vs is the grinding line speed, φ is the shear angle, ap is the grinding depth, and η is
the friction angle.

According to Figure 3, combined with Equation (9), the friction heat source density
on the rake face and the friction heat source density on the flank face of a single abrasive
particle during LTUAG can be obtained (qf1, qf2) as:⎧⎪⎨

⎪⎩
q f 1 = f1·vc

w·lAD
=

(Fgtcosφ−Fgrsinφ)sin(2η)sin2φ·vs

w·apsin[2(φ+η−θ)]cos(θ+ φ)

q f 2 = f2·vs
w·lAG

=
μ·Fgr ·vs

w·u
(10)

where f 1 is the friction force between the rake face of the abrasive particle and the chip
interface, f 2 is the friction force between the flank face of the abrasive particle and the
workpiece surface, w is the unit cutting width, lAG is the length of the flank face of the
abrasive grain, lAG = u, and Fgt and Fgr are the tangential grinding force and radial grinding
force of a single abrasive particle in LTUAG.

It can be seen from Equation (10) that the friction heat source density for the rake face
and flank face of a single abrasive particle in LTUAG is related to the tangential grinding
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force, Fgt, the radial grinding force, Fgr, the grinding linear speed, vs, and the grinding
depth, ap. The friction heat source density on the rake face of the abrasive grain in LTUAG
increases with the increase of the tangential grinding force, Fgt, radial grinding force, Fgr,
and grinding linear velocity, vs, and decreases with the increase of grinding depth, ap. The
friction heat source density of the abrasive flank face increases with the increase of radial
grinding force, Fgr, and grinding linear velocity, vs, in LTUAG of a single abrasive particle.

During LTUAG, the heat generated by the friction heat source on the rake face of
the abrasive particles is mainly transferred into the abrasive particles and chips, and the
heat generated by the friction heat source on the flank face is mainly transferred into the
abrasive particles and the workpiece. Therefore, the proportional coefficient, B(s) [16], of
the grinding heat into the abrasive grains can be expressed by Equation (11):

B(s)=
(

1+0.974kg/
√

r0vsKtoρc
)−1

(11)

Substituting Equations (10) and (11) into Equation (8), the temperature of the abrasive
particle at N(x, y, z) in LTUAG can be obtained as:

Ttotal= T f 1+T f 2+Troom

=
q f 1

2πλt

∫ lAD
0 B(s)

∫ w
2
− w

2

(
1

N1
+ 1

N′
1

)
dlidzi +

q f 2
2πλt

∫ lAG
0 B(s)

∫ w
2
− w

2

(
1

N2
+ 1

N′
2

)
dlidzi+Troom

=

(
1+0.974kg√

r0vsKtoρc

)−1

2πλt

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

∫ lAD
0 q f 1

∫ w
2
− w

2

⎛
⎜⎝

1√
(x−x0−lisinθ)2+(y0−y−licosθ)2+(z−zi)

2

+ 1√
[licos( π

2 −θ)]
2
+y2+(z−zi)

2

⎞
⎟⎠dlidzi

+
∫ lAG

0 q f 2
∫ w

2
− w

2

⎛
⎜⎝

1√
(x−x0−lADsinθ−li)

2+(y− t
2 )

2
+(Z−Zi)

2

+ 1√
(x−x0−lADsinθ+li)

2+(y− t
2 )

2
+(z−zi)

2

⎞
⎟⎠dlidzi

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
+Troom

(12)

where Ttotal is the average temperature inside the abrasive grain, Tf1 is the temperature rise
caused by the friction heat source of the abrasive grain’s rake face, Tf2 is the temperature
rise caused by the friction heat source of the abrasive grain’s flank face, and Troom is the
room temperature.

It can be seen from Equation (12) that the temperature at the abrasive particle N(x, y, z)
during LTUAG is related to the grinding linear velocity, vs, and the friction heat source
density of the abrasive grain rake face and flank face (qf1, qf2). During the grinding process,
the surface temperature of the abrasive grains increases with the increase of the grinding
linear velocity, vs, and the friction heat source density on the rake face and the flank face
of the abrasive grains. In addition, according to Equations (7) and (10), the introduction
of longitudinal-torsional ultrasonic vibration makes the tangential grinding force and the
radial grinding force of a single abrasive particle (Fgt, Fgr), and the friction heat source of
the density of the rake face and flank face of the abrasive grain (qf1, qf2), decrease. To a
certain extent, the surface temperature of the abrasive grains is reduced, thereby reducing
the influence of the temperature field of the abrasive grain surface on the fatigue wear of
the abrasive grains and improving the durability of the grinding wheel.

2.4. Establishment of a Grinding Wheel Wear Model in LTUAG for TC4 Titanium Alloy

Grinding wheel wear of titanium alloy is an extremely complex physicochemical
process, and its grinding wheel wear mechanism is relatively diverse. According to the
research of scholars [17], the grinding wheel wear mechanism of titanium alloy in the
grinding process is mainly abrasive wear and adhesive wear. To more accurately reflect
the change of grinding wheel wear of TC4 titanium alloy in the process of LTUAG, the
abrasive wear and adhesion wear mechanisms should be comprehensively considered, and
a corresponding grinding wheel wear model should be established.

According to the research of Rabinowicz et al. [18,19], the tool wear rate caused by
abrasive wear during tool cutting can be expressed as:
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dWabbr
dt

= Gvr (13)

where dWabr
dt is the tool wear rate caused by abrasion wear, G is the characteristic correlation

coefficient of abrasive wear of CBN, and vr is the workpiece feed rate during cutting.
According to the research of Usui et al. [20], the tool wear rate caused by the adhesive

wear of workpiece material in the cutting process can be expressed as:

dWadh
dt

= Awvn pnexp
(−Bw

Tm

)
(14)

where Aw and Bw are the characteristic correlation coefficients of adhesive wear of CBN,
Vn is the relative sliding velocity of the chip contact surface, Pn is the positive pressure of the
contact surface between the tool and the workpiece, and Tm is the tool surface temperature
during cutting.

According to Figure 3, the positive pressure, FN, of the abrasive particle face during
LTUAG can be expressed as:

FN =

(
Fgtcosφ−Fgrsinφ

)
cosη

cos(η − θ+φ)
(15)

As the abrasive particle will be chunk-broken, fall off, and binder-broken in both
the initial wear stage and the rapid wear stage [21], it has a large impact on wheel wear,
while the abrasive particle in the stable wear stage is in the form of abrasive wear and
debris adhesion wear, and the abrasive wear rate changes are more stable. Assuming the
grinding wheel enters the stable wear stage, the abrasive debris that is not discharged in
time gradually fills the entire abrasive grain gap and adheres to the bottom surface of the
abrasive grains participating in the grinding, thereby increasing the grinding force and
grinding heat of the abrasive grain surface. The abrasive particles begin to break up and
wear away. At this time, the abrasive particle breakage caused by the adhesion of abrasive
debris is similar to the adhesive wear of the tool.

Substituting Equations (9) and (15) into Equation (14), and adding them to Equation (13)
to obtain the grinding wheel wear rate, rwheel(t), of the stable wear stage in LTUAG can be
expressed as:

rwheel(t) =
dWwheel

dt = dWabr
dt +

dWadh(ch−t)
dt +

dWadh(t−w)

dt

= Gvw +
[

Aw p1vcexp
(−Bw

Tf 1

)
+Aw p2vwexp

(−Bw
Tf 2

)]
= Gvw+Aw

[
(Fgtcosφ−Fgrsinφ)sinφcosη

cos(φ+η−θ)·cos(θ+ φ)vs
exp(−Bw

Tf 1
) + Fgrvwexp(−Bw

Tf 2

)] (16)

where
dWadh(ch−t)

dt is the bonded wear rate at the interface between abrasive particles and

chips,
dWadh(t−w)

dt is the bond wear rate between the abrasive bottom surface and the work-
piece contact surface, and t is the cutting time.

It can be seen from Equation (16) that the wear rate of the grinding wheel during
LTUAG is related to the workpiece feed speed, vw, the grinding linear speed, vs, and
the tangential grinding force and the radial grinding force of a single abrasive particle
in LTUAG (Fgt, Fgr). The abrasive rake face temperature, Tf1, and the abrasive flank
temperature, Tf2, are also related. It can be seen from Equations (7) and (12) that the
grinding force of LTUAG and the surface temperature of abrasive grains increase with
the increase of grinding depth and decrease with the increase of ultrasonic amplitude.
Therefore, the grinding wheel wear rate of TC4 titanium alloy in LTUAG increases with the
increase of the grinding depth and the workpiece feed rate and decreases with the increase
of the grinding linear speed and the ultrasonic amplitude.
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3. Verification and Analysis of the Grinding Wheel Wear Test of TC4 Titanium Alloy
in LTUAG

3.1. Test Conditions and Program

The test platform of TC4 titanium alloy during LTUAG is shown in Figure 4. The
test of TC4 titanium alloy during LTUAG was carried out on the VMC850E vertical ma-
chining center (Shenyang Shenyi Lathe Manufacturing Co., Ltd., Shenyang, China). The
relevant parameters of the VMC850E vertical machining center are shown in Table 1. The
longitudinal-torsional ultrasonic vibration system consisting of a wireless transmission de-
vice, an ultrasonic tool-holder, a longitudinal-torsional ultrasonic horn, and a ceramic CBN
grinding wheel was installed on the spindle of the vertical machining center, and an exter-
nal SZ12 intelligent ultrasonic generator (Hangzhou Jingzhen Ultrasonic Technology Co.,
Ltd., Hangzhou, China) to realize longitudinal ultrasonic vibration and torsional ultrasonic
vibration of the grinding wheel. The relevant parameters of the SZ12 intelligent ultrasonic
generator are shown in Table 2. After that, the grinding force and grinding temperature
during the grinding process were collected by the Kistler 9257B dynamometer (Kistler In-
strumente AG, Shanghai, China) and the DH5933D fast-response thermocouple acquisition
instrument (Jiangsu Donghua Testing Technology Co., Ltd., Jingjiang, China), respectively.

Figure 4. Test platform of TC4 titanium alloy in LTUAG.

Table 1. The parameters of VMC850E machining center performance.

Project Parameter

The maximum travel of the table (x-axis) 850 mm
The maximum travel of the table (y-axis) 500 mm

Maximum stroke of spindle (z-axis) 540 mm
Range of rotation 50~8000 r/min

Maximum spindle power 11 kW
Maximum output torque 35.8 N·m

Positioning accuracy 0.005 mm
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Table 2. Performance parameters of the SZ12 ultrasonic frequency generator.

Project Parameter

Input voltage AC voltage 220 V
Frequency 50 Hz

Output power Greater than 250 W
Frequency adjustable range 18–23 KHz

In this experiment, a ceramic base CBN grinding wheel with a diameter of 15 mm
and a particle size of 200# was used for grinding. The test piece used was TC4 titanium
alloy (30 × 15 × 10 mm). The grinding wheel and workpiece are shown in Figure 5a,b,
and the related information is shown in Tables 3 and 4. The FA1004 precision electronic
analytical balance (accuracy of 0.0001 g) produced by Zhejiang Lichen Technology Co., Ltd.
(Shaoxing, China.) was used to detect the wear amount of the grinding wheel before and
after the LTUAG test of TC4 titanium alloy.

Figure 5. Workpieces, grinding wheels, and temperature test pieces used in the test. (a) TC4 work-
piece. (b) Ceramic base CBN grinding wheel. (c) Temperature test piece.

Table 3. Grinding wheel specifications.

Project Parameter

Grinding wheel model 1A1W-type ceramic base CBN flat grinding wheel
Manufacturer Zhengzhou Abrasives Grinding Research Institute Co., Ltd.

Grinding wheel length/mm 10
Wheel diameter/mm 15

Grinding wheel particle size 100#, 200#, 300#
Grinding wheel concentration 100%

Table 4. Physical and mechanical properties of TC4 titanium alloy.

Elongation δ5 (%)
Coefficient of

Thermal Conductivity
Density Tensile Strength Hardness

≥10 7.955 W/m·K 4.5 g/cm3 ≥850 MPa HRC30

The temperature measurement specimen equipped with the thermocouple sensor is
shown in Figure 5c. The whole measurement process was as follows: Firstly, a through hole
with a diameter of 1 mm was machined by the CNC milling machine in the TC4 titanium
alloy workpiece. Secondly, the K-type thermocouple sensor was put into the through hole,
and the thermocouple tip was placed 0.3 mm away from the workpiece surface to ensure
that the grinding wheel surface is in contact with the thermocouple tip during the grinding
process, which can improve the accuracy of the measurement results. Thirdly, the thermo-
couple sensor and workpiece were tightly wrapped with insulating tape, the working end
of the thermocouple sensor was fixed near the machining area of the workpiece, and the
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sensor output was connected to the thermocouple collector; then, the grinding temperature
measurement system was built. The working principle of the thermocouple acquisition
instrument is shown in Figure 6.

Figure 6. The working principle of force and thermocouples.

To analyze the influence of grinding process parameters and longitudinal-torsional
ultrasonic parameters on the grinding force, grinding temperature, and grinding wheel
wear rate in the process of LTUAG of TC4 titanium alloy, in this study, the longitudinal-
torsional ultrasonic single-factor grinding test of TC4 titanium alloy was carried out. The
parameters of the single-factor grinding test are shown in Table 5.

Table 5. Longitudinal-torsional ultrasonic single-factor grinding parameters of TC4 titanium alloy.

Exp. Number Grinding Depth (μm)
Speed of Grinding

(Wheel r/min)
Feed Speed
(mm/min)

Ultrasonic
Amplitude (μm)

1 1/3/5/7 4000 150 4
2 3 2000/3000/4000/5000 150 4
3 3 4000 100/150/200/250 4
4 3 4000 150 0/2/4/6

3.2. Test Results and Analysis
3.2.1. Influence of Process Parameters on Grinding Force in LTUAG

Figure 7 shows the variation of grinding force under different parameters during
LTUAG. Figure 7a shows that the grinding force during LTUAG increased with the grind-
ing depth. The radial grinding force and tangential grinding force showed an increasing
trend during LTUAG when the grinding depth exceeded 5 μm, and the trend gradually
slowed down. The volume of material removed increased with the grinding depth, which
resulted in an increase of the grinding force. When the grinding depth exceeded 5 μm, the
temperature induced by the grinding was higher than the recrystallization temperature of
the workpiece, and the microhardness of the workpiece was lower than the original micro-
hardness of the workpiece. As a result, when the grinding depth was further increased, the
increasing trend of the grinding force became slower.

Figure 7b shows that the grinding force during LTUAG decreased as the grinding
wheel speed increased. The number of abrasive grains and the grinding arc length of the
abrasive grains also increased as the speed of the grinding wheel increased, which in turn
reduced the cross-sectional area of abrasive debris and the degree of adhesion wear of the
single abrasive particle. Ultimately, the grinding force during LTUAG was reduced.
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Figure 7. Influence of process parameters on the grinding force of LTUAG. (a) Depth of grinding.
(b) Speed of the grinding wheel. (c) Feed rate. (d) Lengthening amplitude.

Figure 7c shows that the grinding force during LTUAG generally increased as the
workpiece feed rate increased. With the increase of the feed rate, the volume of the
workpiece material removed by the abrasive particles during the grinding process increased,
and the deformation resistance of the workpiece material to the grinding wheel also
increased, which led to an increase in the grinding force.

Figure 7d shows that the grinding force during LTUAG decreased as the longitudinal
ultrasonic amplitude increased. As the longitudinal ultrasonic amplitude increased, the
grinding arc length of the single abrasive particle lengthened, the cross-sectional area of
the material removed decreased, and the chip deformation force decreased. The friction
between the bottom surface of the abrasive grains and the workpiece was reduced, resulting
in a reduction in the grinding force.

The experimental results of the grinding force under different process parameters
during LTUAG are consistent with the changing trend of the theoretical prediction results
of the grinding force during LTUAG, which verifies the accuracy of the grinding force
model of LTUAG established in this study, as shown in Figure 7a–d.

197



Micromachines 2022, 13, 1480

3.2.2. Effect of Process Parameters on Grinding Temperature of LTUAG

Figure 8 shows the temperature variation of LTUAG under different process parame-
ters. Figure 8a shows that the grinding temperature of LTUAG gradually increased as the
grinding depth increased. The grinding force required to remove the workpiece material
during LTUAG also increased as the grinding depth increased. This in turn led to the
increase of the frictional heat source density on the contact surface of the abrasive grain and
the workpiece as well as the increase of the grinding temperature. At the same time, the
increase in grinding depth made the contact between the abrasive grain and the workpiece
closer. The grinding area was more fully affected by the grinding heat and was not easily
dissipated, which further accelerated the rising trend of the grinding temperature.

Figure 8. The influence of process parameters on the grinding temperature of LTUAG. (a) Depth of
grinding. (b) Speed of the grinding wheel. (c) Feed rate. (d) Longitudinal amplitude.

Figure 8b shows that the grinding temperature of LTUAG gradually increased as the
grinding wheel speed increased, and the temperature of LTUAG started to rise faster when
the grinding wheel speed exceeded 4000 r/min. This is because the friction heat source
density between the abrasive particles and the workpiece increased as the grinding wheel
speed increased, which in turn led to an increase in the grinding temperature. The vibration
characteristics of LTUAG were weakened when the rotational speed of the grinding wheel

198



Micromachines 2022, 13, 1480

exceeded 4000 r/min, which in turn reduced the heat dissipation rate of grinding, resulting
in a faster rise in the grinding temperature.

Figure 8c shows that the grinding temperature of LTUAG gradually rose as the work-
piece feed rate increased. This is because with the increase of the workpiece feed rate, the
volume of TC4 material removed by the abrasive particles in LTUAG increased in unit time,
which in turn led to an increase in the grinding force of LTUAG. The friction heat source
density increased on the contact surface between the abrasive particles and the workpiece,
and the grinding temperature increased.

Figure 8d shows that as the longitudinal-torsional ultrasonic amplitude increased,
the grinding temperature of LTUAG decreased overall. This is due to the increase in the
longitudinal-ultrasonic amplitude and the decrease in the grinding force generated by the
shear deformation of the workpiece material and the ploughing slip. In turn, the friction
heat source density of the contact surface between the abrasive particles and the workpiece
increased. At the same time, the contact-separation characteristics of the abrasive particles
on the surface of the grinding wheel and the workpiece were strengthened, and the speed
of grinding heat dissipation was accelerated. This led to a significant reduction in the
temperature of the grinding area.

As shown in Figure 8a–d, the experimental results of the grinding temperature under
different process parameters during LTUAG are consistent with the changing trend of
the theoretical prediction results of the grinding temperature of LTUAG, confirming the
accuracy of the grinding temperature model in LTUAG established in this study.

3.2.3. The Effect of Process Parameters on the Wear Rate of Grinding Wheels in LTUAG

A single-factor test on the grinding wheel wear rate of TC4 titanium alloy was carried
out according to the single-factor grinding test scheme shown in Table 5, and the results of
the single-factor test are shown in Table 6. The variation of the grinding wheel wear rate
for LTUAG with different process parameters is shown in Figure 9.

Figure 9a shows that as the grinding depth increased, the wear rate of the grinding
wheel under LTUAG increased overall. This is because with the increase in the grinding
depth, the grinding force and grinding temperature also increased, which led to an increase
in stress on the surface of abrasive particles caused by the coupling of mechanical stress
and thermal stress. The crushing degree of abrasive particles was intensified, and the wear
rate of the grinding wheel showed an increasing trend.

Table 6. Single-factor experimental results of grinding wheel wear rate in LTUAG of TC4 titanium alloy.

Grinding Depth
(μm)

Wheel Speed
(r·min−1)

Feed Speed
(mm·min−1)

Longitudinal
Amplitude (μm)

Grinding Length
(mm)

Wear Rate
(g/s)

1 4000 150 4 150 0.0813
3 4000 150 4 150 0.0951
5 4000 150 4 150 0.1313
7 4000 150 4 150 0.1525
3 2000 150 4 150 0.1090
3 3000 150 4 150 0.1130
3 4000 150 44 150 0.0950
3 5000 150 4 150 0.0910
3 4000 100 4 150 0.1183
3 4000 150 4 150 0.1255
3 4000 200 4 150 0.1294
3 4000 250 4 150 0.1378
3 4000 150 0 150 0.1317
3 4000 150 2 150 0.1196
3 4000 150 4 150 0.0953
3 4000 150 6 150 0.1079
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Figure 9. Influence of process parameters on grinding wheel wear rate in LTUAG. (a) Depth of
grinding. (b) Speed of the grinding wheel. (c) Feed rate. (d) Lengthening amplitude.

Figure 9b shows that with the increase of the grinding wheel speed, the grinding
wheel wear during LTUAG increased and then decreased. This is because with the increase
of the grinding wheel speed, the relative sliding speed of the contact surface between the
abrasive grain and the workpiece increased, which led to an increase in the temperature
of the front and flank surfaces of the abrasive grain, resulting in a gradual increase in the
wear rate of the grinding wheel. When the grinding wheel speed exceeded 3000 r/min, the
increase of grinding grains on the grinding wheel surface made the grinding force decrease,
and the rising trend of grinding temperature slowed down, thus alleviating the grinding
wheel wear to a certain extent, and the grinding wheel wear rate decreased.

Figure 9c shows that the wear rate of the grinding wheel under LTUAG increased as
the workpiece feed speed increased. This is because as the feed speed increased, the contact
pressure and temperature increased, which further intensified the degree of bond wear of
abrasive particles. The wear amount caused by the bonding wear of the front and rear tool
surfaces of the abrasive particles gradually increased.

Figure 9d shows that the grinding wheel wear rate decreased as the longitudinal
ultrasonic amplitude increased and increased when the longitudinal ultrasonic amplitude
exceeded 4 μm. This is because the grinding force and grinding heat during LTUAG were
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reduced as the longitudinal amplitude increased, which in turn led to the reduction of the
wear rate. The excessively large, high ultrasonic amplitude increased the instantaneous
high-frequency impact between the grinding wheel and the workpiece when the longitu-
dinal amplitude exceeded 4 μm, which in turn led to an increase in the internal stress of
the abrasive particles on the surface of the grinding wheel and the bonding agent. The
degree of fragmentation of the abrasive particles and the bonding agent was increased, and
the wear rate of the grinding wheel significantly increased. In addition, under the same
processing conditions, the wear rate of the grinding wheel during LTUAG was reduced by
25.2% compared with ordinary grinding, indicating that LTUAG helped to improve the
durability of the grinding wheel.

Figure 9a–d show that the experimental results of the grinding wheel wear rate during
LTUAG under different process parameters agree with the theoretical prediction results of
the grinding wheel wear rate of LTUAG. The changing trend was consistent, which verified
the accuracy of the grinding wheel wear model during LTUAG established in this study.

4. Conclusions

1. The grinding force model and the grinding abrasive surface temperature model of
LTUAG were established based on the single-grain grinding arc length model in
LTUAG, and on this basis, the grinding wheel wear model of LTUAG was established
by combining the wear model and the bond wear model. The theoretical analysis
results showed that the grinding wheel wear rate of LTUAG increased as the grinding
depth and workpiece feed rate increased and decreased as the grinding linear speed
and ultrasonic amplitude decreased.

2. The single-factor test of LTUAG of TC4 titanium alloy showed that the grinding
force and grinding temperature increased as the grinding depth and workpiece feed
rate increased and decreased as the longitudinal amplitude increased. The grinding
force gradually decreased as the grinding wheel speed increased, and the grinding
temperature gradually increased as the grinding wheel speed increased. In addition,
the variation trend of the experimental results of the grinding force and grinding
temperature under different process parameters was consistent with the theoretical
prediction results, which verified the accuracy of the established grinding force model
and grinding temperature model in LTUAG.

3. The single-factor test results of the grinding wheel wear rate of TC4 titanium alloy in
LTUAG showed that the use of longitudinal-torsional ultrasonic vibration reduced
the wear rate of the grinding wheel by 25.2%, thereby increasing the service life of
the grinding wheel and improving the machining efficiency of TC4 titanium alloy.
The experimental results of the grinding wheel wear rate were consistent with the
theoretical prediction results during LTUAG, which verified the accuracy of the
grinding wheel wear model in LTUAG established in this study.
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Abstract: Titanium alloy is a typical difficult-to-machine material with features of superhigh strength
and hardness, and low elastic modulus. It is difficult to guarantee the processing quality and efficiency
due to the high cutting force and tool wear in conventional cutting. Elliptical vibration cutting (EVC)
as an effective method can improve the machinability of titanium alloys. In this paper, the finite
element method (FEM) was adopted to study the cutting force and residual stress of 3D EVC in
machining of Ti6Al4V. The Johnson-Cook constitutive model was utilized to illustrate the plastic
behavior of Ti6Al4V alloy. The kinematics of the 3D EVC was described, and then the influence of
various cutting speeds, vibration amplitudes, vibration frequencies and depths of cut on cutting force
and residual stress were carried out and analyzed. The simulation results show that the cutting speed,
vibration amplitude a, vibration frequency and depth of cut have larger effect on principal force. In
addition, the compressive stress layer can be easily obtained near the machined surface by using 3D
EVC, which is helpful to improve the working performance of workpiece.

Keywords: Ti-6Al-4V alloy; 3D EVC; cutting force; residual stress; finite element method

1. Introduction

Titanium alloy is widely used in aerospace, shipbuilding, communication equipment,
medical equipment and other fields due to its low density, high strength and stable perfor-
mance under extreme conditions. However, for titanium alloy it is hard to obtain the ideal
machining results by traditional machining methods. The characteristics of low thermal
conductivity and high elasticity of titanium alloy produce a lot of heat during the cutting
period, and the friction between the tool and the workpiece is serious, which makes the
cutting force too large [1]. The high chemical reactivity of titanium alloy leads to a com-
pound wear mechanism, which aggravates tool wear [2]. These disadvantages limit the
application of titanium alloy in many fields.

Aiming to improve the machinability and increase machining efficiency of titanium
alloy, many researchers have studied cutting methods of titanium alloy in recent years,
including laser machining [3], electrical discharge machining (EDM) [4], electron beam
machining (EBM) [5], vibration cutting [6] and so on. Among these methods, elliptical
vibration cutting (EVC) technology has been considered as an effective way to improve
the machinability of titanium alloys. As a new material processing method, EVC was first
introduced by Shamoto and Moriwaki in 1994 [7]. The characteristics of EVC is intermittent
contact and separation between the tool and the workpiece within an elliptical vibration
cycle. Moreover, the reversal of friction force direction on tool rake face, which is helpful in
chip removal, is another interesting phenomenon [8]. EVC has the advantages of reducing
cutting force [9], improving machining surface quality [10], reducing tool wear [11,12],
inhibiting burr generation [13] and reducing residual stress after machining [14] compared
with conventional cutting (CC) methods. In recent years, EVC has been widely used in
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the processing of difficult-to-machine materials [15–17], especially in the fabrication of
micro-nano structure surfaces, which highlight great advantages [18–20].

However, as the commonly used EVC only moves elliptically in the machining plane,
i.e., two-dimensional EVC (2D-EVC), the tool has a low degree of freedom, which has
limitations in machining complex free-form surfaces. Aiming to meet the processing
requirements of complicated surfaces, Shamoto introduced three-dimensional EVC (3D-
EVC) technology [21]. This method is a spatial elliptical vibration cutting technique. The
higher modulation ability of 3D-EVC makes it more suitable for machining free-form
surfaces [22]. Compared with 2D-EVC, the more parameters of 3D-EVC can be dynamically
adjusted with the characteristics of the workpiece [23]. In addition, 3D-EVC can reduce
cutting force more effectively, enhance chip removal efficiency and improve the machining
surface quality of the workpiece [24,25]. At present, for 3D-EVC, researchers mainly focus
on the studies of optimization of machining parameters [26], reduction of tool wear [27],
preparation of micro-nano structures [28] and the procession of composite materials [29].
Research on cutting force and residual stress is rare.

Generally, cutting force and residual stress are important parameters that influence
the workpiece machining process and workpiece accuracy after machining. The popular
methods for cutting force and residual stress studying are the experimental method and
the finite element method (FEM). Compared with the experimental method, FEM not only
has the characteristics of low cost and high efficiency, but also is more flexible. Therefore,
FEM is favored by many researchers. Currently, there are many studies about studying the
cutting mechanism of titanium alloy during machining by FEM [30–33], while few studies
have been carried out on the cutting force and residual stress in 2D-EVC of titanium alloy.
Xie et al. [34] used FEM to study the changes of cutting force in EVC titanium alloy with
vibration frequency, amplitude and cutting speed. The results show that the tangential
force decreases with the increase of vibration frequency, tangential amplitude and thrust
amplitude, but decreases with the decrease of cutting speed. The positive and negative
thrust force decreases with the increase of frequency and tangential amplitude but decreases
with the decrease of cutting speed and thrust amplitude. Wang et al. [35] discussed the
material removal mechanism of ultrasonic EVC under different cutting paths. Through
simulation and experiment, the material removal mechanism of medical β titanium alloy in
ultrasonic elliptical vibration cutting was studied from the aspects of cutting deformation,
cutting force and residual stress. The cutting force and residual stress of EVC on some other
difficult-to-machine materials are also investigated by FEM. Zhou et al. [36] established a
finite element model of elliptical vibration cutting SiCp/Al composite material to study the
material removal mechanism, cutting force changes and surface roughness in EVC process.
The results show that EVC not only reduces the average cutting force, but also avoids the
scratches caused by SiC particles on the machined surface, thus improving the machined
surface quality. Kurniawan et al. [37] used FEM to study the difference between ultrasonic
EVC and CC of AISI 1045. The cutting force and residual stress have been studied. The
results show that the average cutting force of ultrasonic EVC increases with the increase of
speed ratio and feed speed, and the average cutting force decreases with the increase of
vibration amplitude. In addition, the surface residual stress of the two cutting techniques
is tensile stress, and the maximum compressive stress of ultrasonic EVC process is larger
than that of CC process due to the compression effect of the vibrated cutting tool.

Above all, the research on the cutting force and residual stress in 3D-EVC needs to
be further studied. Therefore, FEM was adopted to investigate the effect on cutting force
and residual stress of different processing parameters, such as cutting speed, vibration
amplitude, vibration frequency and depth of cut.

2. Kinematic of 3D-EVC

The motion trajectory of the tool tip in 3D-EVC is shown in Figure 1. In each cutting
cycle, the tool contacts the workpiece from point t0, from which the tool cuts the surface
remaining from the previous cycle until point t1, which is the lowest point of the trajectory
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in the y direction, where the tool velocity is zero. The tool leaves the workpiece material at
point t2, ending the effective cutting stage. The next cycle of cutting starts at point t3.

Figure 1. Principle of 3D-EVC.

The trajectory projections of 3D-EVC on the cutting plane and vertical plane are both
ellipses. The elliptical path of the tool is synthesized by the sinusoidal motion of three axes
at a certain frequency. The motion equation of the tool can be summarized as follows:

⎧⎨
⎩

x(t) = a cos(ωt + ϕx)− vct
y(t) = b cos(ωt + ϕy)
z(t) = c cos(ωt + ϕz)

(1)

where a, b and c are, respectively, the vibration amplitudes in x, y and z directions, ω is
the vibration angular frequency. ϕx, ϕy and ϕz are the initial phase angles in the x, y and
z directions. vc is the cutting speed. As shown in Figure 2, by synthesizing the trajectory
equations of the three axes, the spatial trajectory of 3D-EVC can be obtained. In addition,
from the projection of each direction in Figure 2, it can be seen that 3D-EVC is reciprocating
on the three projection planes.

Figure 2. The trajectory and its projection of tool in 3D-EVC (a) 3D view (b) the projection of trajectory
in XoZ plane (c) the projection of trajectory in XoY plane (d) the projection of trajectory in YoZ plane.

Generally, the cutting speed of the tool is required to be lower than the maximum
vibration speed during the 3D-EVC process to ensure the tool has separated from the
workpiece and chip during each vibration cycle.
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3. Finite Element Method

3.1. Material Constitutive Model

In the process of metal cutting, in order to ensure that the elastic-plastic deformation
of the material in the simulation is the same as that in the real processing, the stress-strain
relationship of the material must be determined reasonably in the simulation of metal
cutting. In this paper, the Johnson-Cook constitutive model is adopted to describe the
stress-strain relationship of metal materials. The Johnson-Cook constitutive model can be
expressed as:

σ = [A + Bεn]

[
1 + c ln(

.
ε
.

ε0
)

][
1 − (

T − Tr

Tm − Tr
)m

]
(2)

where
.

ε0 is the reference strain rate, A is the elastic limit of the material, B is the hardening
modulus, C is the strain rate dependency coefficient, n is the strain hardening index of the
material, m is the thermal softening index of the material. Tm is the melting temperature
of the workpiece and Tr is the ambient temperature. In this paper, the parameters of
Johnson-Cook constitutive model are shown in Table 1.

Table 1. Johnson-Cook parameters for Ti6Al4V alloy [38].

A (MPa) B (MPa) C n m Tm (◦C) Tr (◦C)

782.7 498.4 0.028 0.28 1 1660 20

3.2. The Criterion of Material Failure

In the finite element model of cutting process, the critical value of plastic strain
accumulation is usually taken as the criterion of element failure. The material damage
model selected in this study is the Johnson-Cook damage model, which is based on the
equivalent plastic strain of each element. The damage principle of each element can be
determined by:

D = ∑
Δε

εD
(3)

where D is the fracture failure parameter, Δε is the equivalent plastic strain increment, εD is
the failure strain. When the fracture failure parameter D exceeds 1, the element begins to
sustain damage, but at this point the element does not fail completely. The fracture failure
strain of the material is expressed as follows:

εD =

[
d1 + d2 exp(d3

p
q
)

][
1 + d4 ln(

.
ε
.

ε0
)

][
1 + d5

(
T − Tr

Tm − Tr

)]
(4)

where p and q are the compressive stress and von Mises stress, d1~d5 are the material failure
constants, as shown in Table 2.

Table 2. Johnson-Cook damage parameters [39].

d1 d2 d3 d4 d5
.

ε0 (s−1)

−0.09 0.25 −0.5 0.014 3.87 0.001

After the material is damaged, the simple stress-strain relationship cannot accurately
express the damage failure behavior of the material. Hillerborg et al. [40] described the
softening phenomenon of materials after damage by establishing the stress-displacement
relationship, and defined fracture energy G to represent the energy required for cracking
of materials per unit area, thus reducing dependence on the model mesh. In the damage
evolution stage, the strain energy of the material is taken as the failure criterion, and

206



Micromachines 2022, 13, 1278

fracture energy is the integral of the stress-strain of a material from the initial stage of
damage to complete failure. It can be determined by:

Gf =
∫ ε f

ε0

L0σy0dε =
∫ u f

0
σy0du (5)

where ε0 and ε f are the equivalent plastic strain at initial damage and material failure, L0 is
the element feature length in the simulation model, σy0 is the yield stress at initial damage,
u is the equivalent plastic displacement of material failure process, u f is the equivalent
plastic displacement when the material fails completely.

In this paper, displacement-based failure is adopted as the material failure criterion. It
can be seen from Equation (5) that the failure displacement value defined in ABAQUS is
related to the element feature length L0 of the simulation model. Therefore, the initial failure
displacement value is determined according to L0. Then, according to the comparison
between the cutting force in the simulation and the cutting force in the experiment, the
appropriate failure displacement value is finally obtained.

3.3. The Establishment of Finite Element Model

The three-dimensional finite element model of EVC is shown in Figure 3. The model
simulates the turning method in the actual process. Figure 3a is the front view of the
model, and Figure 3b is the left view of the model. The model was established by ABAQUS
software, and the workpiece size was 3 mm × 1.5 mm × 1 mm. Diamond tools are used in
the model. The rake angle of the tool is 10 degrees, and the clearance angle of the tool is
10 degrees.

Figure 3. 3D finite element cutting model (a) front view (b) left view.

The material used for the workpiece is Ti6Al4V, and the material used for the tool is
PCD. The material parameters of the tool and the workpiece are shown in Table 3. The tool
material has high hardness, which is much higher than that of the workpiece material, so it
is assumed that the tool is rigid.

Table 3. The material parameters of tool and workpiece [39].

Properties Ti6Al4V PCD

Density (kg/m3) 4440 14,450
Young’s modulus (GPa) 119 640

Poisson’s ratio 0.29 0.22
Specific heat (J/kg/K) 661 220

Thermal conductivity (W/m/K) 6.8 75.4
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The mesh type of the workpiece is set to be C3D8RT, and the number of meshes is
322,000. The mesh type of the tool is set to be C3D4T, and the number of meshes is 8037. In
order to improve the calculation efficiency, the workpiece model is divided into two parts,
namely chip layer and base layer. The chip layer is in contact with the tool to form chips.
The base layer has imposed constraints to simulate the workpiece being clamped onto the
machine tool. The mesh density of the chip layer is much higher than that of the base layer.

4. Results and Discussions

4.1. Effect of Cutting Parameters on Cutting Forces

The geometric relationship of each cutting force is shown in Figure 4, where N is the
resultant force, N′ is the projection of the resultant force on the normal plane, Fp, Ft and Fn
are the principal force, thrust force and normal force respectively [41].

Figure 4. Analysis of the cutting force of the cutting tool acting on the workpiece (a) the stage similar
to ordinary cutting (b) the stage of friction reversal.

This section uses a single variable method to explore the effect of each cutting param-
eter on the cutting force. When exploring the effect of one cutting parameter on cutting
force, the other cutting parameters take the default values. The default values are that the
amplitude of the three directions of x, y and z is 15 μm, the vibration frequency is 20 kHz,
the cutting depth is 0.1 mm, the cutting speed is 0.3 m/s and the rake and clearance angles
of the tool are both 10 degrees.

4.1.1. Effect of Cutting Speed on Cutting Force

Figure 5 shows the change of real-time cutting force and average cutting force at
different cutting speeds. In addition, the curve of transient thickness of cut (TOC) changing
with time is attached. It can observe the change of material removal under different cutting
parameters. The cutting speed is altered between 0.1 m/s and 0.4 m/s with an interval of
0.1. All the above cutting speeds meet the condition of separate EVC.

The maximum principal force increases with the increase of cutting speed, and the
average principal cutting force increases with the increase of cutting speed, as shown in
Figure 5a,d. The average principal force is 26.62 N at 0.1 m/s, and 48.41 N at 0.4 m/s,
increasing by 81.9%. The reason is that, as the cutting speed increases, the elliptical path
of the cutting tool becomes longer over a cutting cycle. It means that there is a longer
contact time between the tool and the workpiece. As shown in Figure 5e, after the tool has
finished cutting the residual workpiece of the previous cycle, the TOC has an instantaneous
increase. This trend intensifies with the increase of cutting speed. Moreover, more material
is removed in a cutting cycle as the cutting speed increases. These result in an increasing of
principal force peak value.

208



Micromachines 2022, 13, 1278

Figure 5. Results of cutting force and TOC with various cutting speeds (a) principal force (b) thrust
force (c) normal force (d) average cutting force (e) TOC with various cutting speeds in XoY plane
(f) TOC with various cutting speeds in XoZ plane.

The thrust force consists of the force due to contact pressure and the force due to
frictional stress. In this paper, CFT is the thrust force, CFN is the force due to contact
pressure and CFS is the force due to frictional stress. It can be seen from Figure 5b that,
with an increase of cutting speed, CFS increases gradually in the stage similar to ordinary
cutting and decreases gradually in the stage of friction reversal. CFN increases gradually
with increasing cutting speed. CFT is the combination of CFS and CFN. The effect of cutting
speed on thrust force is lower when compared with principal force. This is also validated
by the change trend of average thrust force.

As shown in Figure 5c, the maximum real-time normal force has little change with the
change of cutting speed. This is because the maximum TOC at the various cutting speeds
differ little as shown in Figure 5f. Thus, there is no significant difference in the maximum
normal force at different speeds. In addition, increasing the cutting speed can increase the
effective cutting time. The average normal force increases as the cutting speed increases. The
average normal force is −4.38 N at 0.1 m/s, and −6.33 N at 0.4 m/s, increasing by 44.5%.
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4.1.2. Effect of Vibration Amplitude on Cutting Force

Figures 6–8 show the change of real-time cutting force and average cutting force at
different vibration amplitudes in three directions. The value of amplitudes a, b and c are set
to 8 μm, 13 μm, 18 μm and 23 μm, respectively.

Figure 6. Results of cutting force and TOC with various amplitudes a (a) principal force (b) thrust
force (c) normal force (d) average cutting force (e) TOC with various amplitudes a in XoY plane
(f) TOC with various amplitudes a in XoZ plane.

(1) Effect of amplitude a
As shown in Figure 6a, the maximum principal force increases gradually with the

increase of amplitude a. The reason is that, after the tool finishes cutting the residual work-
piece of the previous cycle, the TOC has an instantaneous increase. This trend intensifies
with the increase of amplitude a, which makes the peak value of the principal force increase.
On the other hand, the decrease of average principal force is the result of the decrease in
speed ratio (Vc/2πfa). With the increase of amplitude a, the effective cutting time decreases
in a cutting cycle. It can be seen from Figure 6d that the average principal force is 69.32 N
at 8 μm, and 34.75 N at 23 μm, decreasing by 49.9%.
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Figure 7. Results of cutting force and tool trajectories with various amplitudes b (a) principal force (b)
thrust force (c) normal force (d) average cutting force (e) cutting trajectory with various amplitudes b
in XoY plane (f) cutting trajectory with various amplitudes b in XoZ plane.

As can be seen from Figure 6b, the CFS is almost unchanged in the stage similar to
ordinary cutting, and gradually decreases in the stage of friction reversal with the increase
of amplitude a. The CFN is almost constant with the increase of amplitude a. However,
when the amplitude a is 8 μm, the tool and workpiece cannot be separated completely,
which causes a slight change both in CFN and normal force. CFT is influenced by both
CFN and CFS, and it decreases with the increase of amplitude a. It can also be seen from
Figure 6e that the maximum TOC in XoY plane decreases with the increase of amplitude
a. It means that, at the same cutting depth, the higher magnitude of amplitude a, the
smaller the cutting resistance in the cutting depth direction. In addition, the average thrust
force will decrease with the increase of amplitude a at the condition of separated EVC. It
should be noted that the CFN in the stage similar to ordinary cutting is too large due to the
continuous contact of tool and workpiece when the amplitude a is 8 μm, so the average
thrust force is small. The average thrust force is −8.03 N at 13 μm, and −4.04 N at 23 μm,
decreasing by 49.7%.
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Figure 8. Results of cutting force and tool trajectories with various amplitudes c (a) principal force (b)
thrust force (c) normal force (d) average cutting force (e) cutting trajectory with various amplitudes c
in XoY plane (f) cutting trajectory with various amplitudes c in XoZ plane.

It can be seen from Figure 6f that the maximum TOC in XoZ plane in the cutting
process remains unchanged with the increase of amplitude a. It makes the maximum
normal force almost constant with the increase of amplitude a, as shown in Figure 6c.
However, increasing amplitude a will reduce the effective cutting time within a single
cutting cycle. Therefore, the average normal force decreases as the amplitude a increases
at the condition of separated EVC. The average normal force is −6.87 N at 13 μm, and
−5.87 N at 23 μm, decreasing by 14.6%.

(2) Effect of amplitude b
As demonstrated in Figure 7a,c, the real-time principal cutting force and the real-time

normal force increase slightly with the increase of the amplitude b. The average principal
force and the average normal force have the same trend with slightly changing shown in
Figure 7d. The average principal cutting force and the average normal force are respectively
40.6 N and −6.21 N at 8 μm, 44.98 N and −6.27 N at 23 μm, increasing by 10.8% and 1%.
Therefore, the changing of amplitude b has little effect on the principal force and normal
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force. The reason can be attributed to the same cutting trajectory in the XoZ plane shown
in Figure 7f.

It can be seen from Figure 7b that, with the increase of amplitude b, CFS has little
change in the stage similar to ordinary cutting, while increases gradually in the stage of
friction reversal. CFN changes little except the singular period. The maximum thrust
force increases gradually with the increase of amplitude b due to the increasing volume of
material that needs to be removed, which can be deduced through the trajectories shown
in Figure 7e. Additionally, the friction reversal effect was shown clearly since the positive
thrust force appeared in the stage similar to ordinary cutting when the amplitude b is 23 μm.
Therefore, a smaller average thrust force was obtained when the amplitude b is 23 μm.

(3) Effect of amplitude c
Figure 8a,b shows that the real-time principal cutting force and thrust force are slightly

affected by the amplitude c. The reason is that the amplitude c mainly affects the inclination-
degree of the tool elliptical trajectory. It has no significant effect on the cutting force in the
cutting direction and the cutting depth direction since the cutting trajectory in XoY plane
are the same as shown in Figure 8e. The average principal force shown in Figure 8d has the
value of 43.43 N at 8 μm, and 40.74 N at 23 μm, decreasing by 6.2%.

With the increase of amplitude c, CFS decreases gradually in the stage similar to
ordinary cutting, and nearly remains constant in the friction reversal stage. CFN is almost
unchanged. Therefore, the average thrust force increases gradually with the increasing of
amplitude c. The average thrust force is −3.65 N at 8 μm, and −5.52 N at 23 μm, increasing
by 51.2%.

Figure 8c,d show the increase in the real-time normal force and average normal force
when increasing the amplitude c. The average normal force is −4.43 N at 8 μm, and −6.35 N
at 23 μm, increasing by 43.3%. It can be seen from Figure 8f that the higher the amplitude
c is, the smaller the inclination of the elliptical trajectory of the tool is. The decrease of
inclination of elliptical trajectory will lead to the increase of the displacement of the tool
in the feed direction, which means that more material needs to be removed in the feed
direction, i.e., the maximum normal force increases.

4.1.3. Effect of Vibration Frequency on Cutting Force

Figure 9a–c shows the changes of real-time cutting force with different vibration
frequencies (5–20 kHz) at cutting speed of 0.2 m/s. It can be seen from Figure 9a–c that
the real-time cutting forces in three directions decrease gradually with the increase of
vibration frequency. As demonstrated in Figure 9d, the average principal cutting force and
normal force decrease with the increase of vibration frequency. The decrease ratio from
frequency of 5 kHz to frequency of 20 kHz are respectively 57.4% and 36.3%. However, the
changing trend of average thrust force is increase first and then decrease due to the friction
reversal effect. The critical cutting speed (2πfa) increases directly as the vibration frequency
increases, which results in more cutting cycles at the same distance, as shown in Figure 9e,f.
With the increasing of vibration frequency, the less volume of material needs to be removed
in a single cutting cycle, resulting in a lower cutting component force in three directions.

4.1.4. Effect of Cutting Depth on Cutting Force

Figure 10a–c shows the changes of real-time cutting force at different cutting depths
(0.02–0.08 mm). It can be seen from Figure 10a–c that, with the increase of cutting depth, the
real-time principal force, the real-time thrust force and the real-time normal force increase
significantly. Figure 10d shows the changing trend of average cutting force. The average
cutting force in three directions increases with the increase of the cutting depth, except the
average thrust force at cutting depth of 0.06 mm. The abnormal value of average thrust
force is due to the abnormal periods of CFN. The average forces in three directions are:
18.92 N, −3.11 N and −8.72 N at 0.02 mm, 34.13 N, −3.91 N and −13.12 N at 0.08 mm,
increasing by 80.4%, 25.7% and 50.5%, respectively. The reason can be attributed to the
cutting area in EVC being proportional to the cutting depth [19]. As the cutting depth
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increases, the volume of material that needs to be removed increases significantly, resulting
in an increase in cutting force.

Figure 9. Results of cutting force and TOC with various vibration frequencies (a) principal force
(b) thrust force (c) normal force (d) average cutting force (e) TOC with various vibration frequencies
in XoY plane (f) TOC with various vibration frequencies in XoZ plane.

4.2. Effect of Cutting Parameters on Residual Stress

Considering that residual stress analysis involves multiple analysis steps, in order to
reduce the calculation time and improve the calculation accuracy, the model used in this
section is modified: the workpiece size is 2 mm × 1 mm × 1 mm, and the total number
of workpiece and tool meshes is 260,000 and 4506, respectively. The calculation process of
residual stress in actual production is divided into four stages [42]: cutting, tool removal,
boundary constraint removal and cooling. While the steps in the finite element simulation
are set as cutting, tool removal and cooling. When cooling is set, the clamping mode of
the workpiece is changed from fixing the bottom and both sides of the workpiece to fixing
three endpoints of the workpiece, so that the boundary constraint removal step in actual
production can be approximately simulated. As shown in Figure 11, the sampling path
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is set as the intersection line of two middle planes to study the effect of different cutting
parameters on the residual stress.

Figure 10. Results of cutting force with various cutting depths (a) principal force (b) thrust force
(c) normal force (d) average cutting force.

Figure 11. The path of obtained residual stress. (a) 3D view (b) front view.

This section also uses a single variable method to explore the effect of each cutting
parameter on the residual stress. When exploring the effect of one cutting parameter on
residual stress, the other cutting parameters take the default values. The default value is
that the amplitudes of a, b and c are 10 μm, 15 μm and 18 μm, respectively, the vibration
frequency is 20 kHz, the cutting depth is 0.08 mm, the cutting speed is 0.4 m/s and the rake
and clearance angles of the tool are both 10 degrees.

4.2.1. Effect of Cutting Speed on Residual Stress

Figure 12 shows the residual stress in three directions with different cutting speeds
(0.3–0.5 m/s). Figure 12a shows that, when the cutting speed is 0.3 m/s, the stress-xx
of the machined surface layer of the workpiece is compressive stress. As the distance
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from the machined surface increases, the compressive stress increases and reaches the
maximum value when the distance from the machined surface is about 0.03 mm. Then
the compressive stress gradually decreases and reversely changes to tensile stress. The
tensile stress firstly increases to the maximum value and then decreases gradually and
finally approaches zero. The variation trend of residual stress at 0.4 m/s and 0.5 m/s is
similar to that at 0.3 m/s. However, with the increase of the speed, the compressive stress
of the machined surface layer of the workpiece increases gradually, and the maximum
compressive stress also increases gradually.

Figure 12. Results of residual stress with various cutting speeds (a) stress-xx (b) stress-zz.

Figure 12b shows that the stress-zz of the machined surface layer of the workpiece is
tensile stress. With the increase of cutting speed, the tensile stress of the machined surface
layer of the workpiece decreases gradually. As the distance from the machined surface
increases, stress-zz tends to decrease in tensile stress and changes to compressive stress.
After the compressive stress reaches the maximum value, it decreases and then changes to
tensile stress with the increases of the distance from the machined surface. Finally, tensile
stress tends to a stable value close to zero.

4.2.2. Effect of Vibration Amplitude on Residual Stress

Figures 13–15 shows the change of residual stress at different vibration amplitudes in
three directions, setting amplitudes a, b and c, to 10 μm, 15 μm and 18 μm, respectively.
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Figure 13. Results of residual stress with various amplitudes a (a) stress-xx (b) stress-zz.

Figure 14. Results of residual stress with various amplitudes b (a) stress-xx (b) stress-zz.
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Figure 15. Results of residual stress with various amplitudes c (a) stress-xx (b) stress-zz.

(1) Effect of amplitude a
It can be seen from Figure 13a that the compressive stress of the machined surface

layer of the workpiece decreases gradually with the increase of amplitude a. The maximum
values of tensile stress and compressive stress decrease with the increase of amplitude.
Especially when the amplitude a increases from 10 μm to 15 μm, both tensile stress and
compressive stress decrease greatly. It can be concluded that, when the amplitude a is small,
the stress-xx of the machined surface layer easily becomes a large compressive stress.

As shown in Figure 13b, with the increase of amplitude a, the maximum value of the
compressive stress decreases, while the maximum value of tensile stress decreases first and
then increases with the increase of amplitude a.

(2) Effect of amplitude b
It can be seen from Figure 14a that stress-xx changes little with the increase of ampli-

tude b. The compressive stress on the machined surface layer of the workpiece decreases
first and then increases with the increase of amplitude b. Both the maximum tensile stress
and compressive stress decrease first and then increase with the increase of amplitude b.
For stress-zz, the change trend of maximum compressive stress is the same as stress-xx,
as shown in Figure 14b, while the maximum tensile stress decreases with the increase of
amplitude b. According to the results of residual stress with vary amplitude b, it can be
concluded that the effect of amplitude b on the residual stress is small.

(3) Effect of amplitude c
It can be seen from Figure 15a that, with the increase of amplitude c, the compressive

stress on the machined surface layer increases first and then decreases. Increasing amplitude
c can effectively reduce the maximum compressive stress. The maximum tensile stress
increases with the increase of amplitude c, but the variation is small.

As can be seen from Figure 15b, the maximum compressive stress decreases with the
increase of amplitude c. The maximum tensile stress increases first and then decreases.
Therefore, it can be concluded that the large compressive stress can be obtained under the
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machined surface layer by setting a small amplitude c, which is helpful to improve the
working performance of the workpiece.

4.2.3. Effect of Vibration Frequency on Residual Stress

Setting different vibration frequencies to 10 kHz, 15 kHz and 20 kHz, respectively, the
cutting speed is 0.3 m/s to ensure the cutting process be a separated EVC. The results of
residual stress corresponding to different vibration frequency are shown in Figure 16.

Figure 16. Results of residual stress with various vibration frequencies (a) stress-xx (b) stress-zz.

As can be seen from Figure 16a, with the increase of vibration frequency, the stress-xx
of the machined surface decreases gradually, and the maximum tensile stress also decreases
gradually. As the distance from the machined surface increases, the tensile stress tends to
zero with the increase of frequency. As shown in Figure 16b, with the increase of frequency,
the maximum compressive stress of stress-zz decreases gradually, and the maximum tensile
stress changes little.

4.2.4. Effect of Cutting Depth on Residual Stress

The effect of cutting depth on residual stress is shown in Figure 17. It can be seen
that, with the increase of cutting depth, both the maximum tensile stress and the maximum
compressive stress increase first and then decrease. The residual stress on machined
workpiece surface also increases first and then decreases. Compared with the stress-xx at
cutting depth of 0.08 mm shown in Figure 16a, it can be concluded that, with the increasing
of cutting depth, it is much easier to obtain a larger magnitude of compressive stress
layer near the machined surface. The same conclusion can be obtained for stress-zz when
compared with the stress-zz at cutting depth of 0.08 mm shown in Figure 16b.
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Figure 17. Results of residual stress with various cutting depths (a) stress-xx (b) stress-zz.

5. Conclusions

In this paper, the Finite Element Method was utilized to investigate the influence of
processing parameters on cutting force and residual stress. A Johnson-Cook constitutive
model was adopted to illustrate the plastic behavior of Ti6Al4V alloy. The kinematics of the
3D EVC were described first, and then the effect of vary cutting speed, vibration amplitude,
vibration frequency and depth of cut on cutting force and residual stress were carried out
and analyzed.

Compared with the effect of changing cutting parameters on thrust force and normal
force, simulation results show that the change of cutting speed, vibration amplitude a,
vibration frequency and depth of cut have larger effect on principal force. The principal
force increases gradually with the increase of cutting speed from 0.1 m/s to 0.4 m/s. The
increase ratio in average principal force can reach up to 81.9%. The maximum principal
force increases with the increase of amplitude a. However, the average principal force
decreases with the increase of amplitude a due to the decrease of effective cutting time in
a cutting cycle. The decrease ratio is about 49.9% from amplitude of 8 μm to 23 μm. The
principal force decreases with the increase of vibration frequency. The decrease ratio of
average principal force is about 57.4% from a frequency of 5 kHz to 20 kHz. Meanwhile, the
principal force increases with the increase of cutting depth. The decrease ratio of average
principal force is about 80.4% from cutting depth of 0.02 mm to 0.08 mm. In addition, an
interesting phenomenon should be noted: the friction reversal effect can not be found from
the thrust force curve due to the combination of CFN and CFS, but this reversal effect does
exist which can be seen clearly from the CFS curve.

Moreover, changing various cutting parameters have different effects on residual stress
of machined workpiece surface in x direction and z direction. The simulation results show
that the stress-xx on machined workpiece surface increases with the increase of cutting
speed, decreases with the increase of amplitude a and vibration frequency. It first increases
and then decreases with the increase of amplitude c and first decreases and then increases
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with the increase of amplitude b and cutting depth. The stress-zz on machined workpiece
surface decreases with the increase of amplitude b and cutting speed. It first increases and
then decreases with the increase of cutting depth. Meanwhile, it first decreases and then
increases with the increase of amplitude a, amplitude c and vibration frequency. Above
all, it can be seen from the study of residual stress that the compressive stress layer can be
easily obtained near the machined surface by using 3D EVC, which is helpful to improve
the working performance of workpiece.

Author Contributions: Conceptualization, S.L. and J.H.; methodology, S.L. and J.H.; software, S.L.;
validation, S.L., J.H. and H.Y.; formal analysis, S.L. and J.W.; investigation, S.L.; resources, J.H., M.L.
and J.L.; data curation, S.L.; writing—original draft preparation, S.L.; writing—review and editing,
J.H. and Y.T.; visualization, S.L.; supervision, J.H. and Y.T.; project administration, J.H.; funding
acquisition, J.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by National Natural Science Foundation of China, grant number
51905322, and the China postdoctoral Science Foundation, grant number 2021T140420.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Arrazola, P.J.; Garay, A.; Iriarte, L.M.; Armendia, M.; Marya, S.; Maître, F.L. Machinability of titanium alloys (Ti6Al4V and Ti555.3).
J. Mater. Process. Technol. 2009, 209, 2223–2230. [CrossRef]

2. Corduan, N.; Himbart, T.; Poulachon, G.; Dessoly, M.; Lambertin, M.; Vigneau, J. Wear mechanisms of new tool materials for
Ti-6AI-4V high performance machining. CIRP Ann. 2003, 52, 73–76. [CrossRef]

3. Muthuramalingam, T.; Moiduddin, K.; Akash, R.; Krishnan, S.; Mian, S.H.; Ameen, W. Influence of process parameters on
dimensional accuracy of machined Titanium (Ti-6Al-4V) alloy in Laser Beam Machining Process. Opt. Laser Technol. 2020,
132, 106494. [CrossRef]

4. Singh, N.K.; Singh, Y.; Sharma, A.; Prasad, R. Experimental investigation of flushing approaches on EDM machinability during
machining of titanium alloy. Mater. Today. Proc. 2021, 38, 139–145. [CrossRef]

5. Patrycja, S.Z.; Grzegorz, Z.; Viktoria, H.; Małgorzata, R.; Karol, K.; Marcin, M. Improved quality and functional properties of
Ti-6Al-4V ELI alloy for personalized orthopedic implants fabrication with EBM process. J. Manuf. Processes 2022, 76, 175–194.
[CrossRef]

6. Su, Y.S.; Li, L. An Investigation of Cutting Performance and Action Mechanism in Ultrasonic Vibration-Assisted Milling of
Ti6Al4V Using a PCD Tool. Micromachines 2021, 12, 1319. [CrossRef]

7. Shamoto, E.; Moriwaki, T. Study on elliptical vibration cutting. CIRP Ann. 1994, 43, 35–38. [CrossRef]
8. Maroju, N.K.; Jin, X.L. Effect of speed ratio on shear angle and forces in elliptical vibration assisted machining. J. Mater. Process.

Technol. 2022, 302, 117498. [CrossRef]
9. Ahn, J.H.; Lim, H.S.; Son, S.M. Improvement of micromachining accuracy by 2-Dimensional vibration cutting. Proc. Aspe. 1999,

20, 150–153.
10. Suzuki, N.; Haritani, M.; Yang, J.; Hino, R.; Shamoto, E. Elliptical Vibration Cutting of Tungsten Alloy Molds for Optical Glass

Parts. CIRP Ann. 2007, 56, 127–130. [CrossRef]
11. Matthew, A.C. Elliptical Diamond Milling: Kinematics, Force and Tool Wear; North Carolina State University: Raleigh, NC, USA, 2001.
12. Shamoto, E.; Moriwaki, T. Ultaprecision diamond cutting of hardened steel by applying elliptical vibration cutting. CIRP Ann.

1999, 48, 441–444. [CrossRef]
13. Ma, C.X.; Shamoto, E.; Moriwaki, T. Study on the thrust cutting force in ultrasonic elliptical vibration cutting. Mater. Sci. Forum.

2004, 471, 396–400. [CrossRef]
14. Liu, X.B.; Xiong, R.L.; Xiong, Z.W.; Zhang, S.J.; Zhao, L. Simulation and experimental study on surface residual stress of

ultra-precision turned 2024 aluminum alloy. J. Braz. Soc. Mech. Sci. 2020, 42, 386. [CrossRef]
15. Saito, H.; Jung, H.; Shamoto, E. Elliptical vibration cutting of hardened die steel with coated carbide tools. Precis. Eng. 2016, 45,

44–54. [CrossRef]
16. Nath, C. A study on ultrasonic vibration cutting of difficult-to-cut materials; National University of Singapore: Singapore, 2008.
17. Song, Y.C.; Park, C.H.; Moriwaki, T. Mirror finishing of Co-Cr-Mo alloy using elliptical vibration cutting. Precis. Eng. 2010, 34,

784–789. [CrossRef]
18. Guo, P.; Lu, Y.; Pei, P.C.; Ehmann, K.F. Fast generation of micro-channels on cylindrical surfaces by elliptical vibration texturing. J.

Manuf. Sci. Eng. ASME 2014, 136, 041008. [CrossRef]

221



Micromachines 2022, 13, 1278

19. Kurniawan, R.; Kiswanto, G.; Ko, T.J. Micro-dimple pattern process and orthogonal cutting force analysis of elliptical vibration
texturing. Int. J. Mach. Tools Manuf. 2016, 106, 127–140. [CrossRef]

20. Xu, S.L.; Shimada, K.; Mizutani, M.; Kuriyagawa, T. Development of a novel 2D rotary ultrasonic texturing technique for
fabricating tailored structures. Int. J. Adv. Manuf. Technol. 2017, 89, 1161–1172. [CrossRef]

21. Shamoto, E.; Suzuki, N.; Hino, R. Analysis of 3D elliptical vibration cutting with thin shear plane model. CIRP Ann. 2008, 57,
57–60. [CrossRef]

22. Lin, J.Q.; Li, Y.C.; Zhou, X.Q. Tool path generation for fabricating optical freeform surfaces by non-resonant three-dimensional
elliptical vibration cutting. Proc. Inst. Mech. Eng. Part C J. Manuf. Eng. Sci. 2014, 228, 1208–1222. [CrossRef]

23. Lin, J.Q.; Lu, M.M.; Zhou, X.Q. Development of a Non-Resonant 3D Elliptical Vibration Cutting Apparatus for Diamond Turning.
Exp. Tech. 2016, 40, 173–183. [CrossRef]

24. Lin, J.Q.; Liu, J.H.; Gao, X.P.; Wang, S.Q. Modeling and Analysis of Machining Force in Elliptical Vibration Cutting. Adv. Mater.
Res. 2013, 2384, 2464–2469. [CrossRef]

25. Lu, M.M.; Zhou, J.K.; Lin, J.Q.; Gu, Y.; Han, J.G.; Zhao, D.P. Study on Ti-6Al-4V alloy machining applying the non-resonant
three-dimensional elliptical vibration cutting. Micromachines 2017, 8, 306. [CrossRef] [PubMed]

26. Li, Y.C.; Zhou, X.Q.; Lu, M.M.; Lin, J.Q.; Sun, J.B. Parameters Optimization for Machining Optical Parts of Difficult-To-cut
Materials by Genetic Algorithm. Mater. Manuf. Processes 2013, 29, 9–14. [CrossRef]

27. Lin, J.Q.; Jing, X.; Lu, M.M.; Gu, Y.; Han, J.G. Study on the tool wear of 3-D elliptical vibration cutting. Mech. Sci. 2017, 8, 215–220.
[CrossRef]

28. Kurniawan, R.; Ali, S.; Ko, T.J. Measurement of wettability on rhombohedral pattern fabricated by using 3D-UEVT. Measurement
2020, 160, 107784. [CrossRef]

29. Wang, H.; Hu, Y.B.; Cong, W.L.; Hu, Z.Y.; Wang, Y.Q. A novel investigation on horizontal and 3D elliptical ultrasonic vibrations in
rotary ultrasonic surface machining of carbon fber reinforced plastic composites. J. Manuf. Processes 2020, 52, 12–25. [CrossRef]

30. Outeiro, J.; Cheng, W.Y.; Chinesta, F.; Ammar, A. Modelling and Optimization of Machining of Ti-6Al-4V Titanium Alloy Using
Machine Learning and Design of Experiments Methods. J. Manuf. Mater. Process. 2022, 6, 58. [CrossRef]

31. Friderikos, O.; Sagris, D.; David, C.N.; Korlos, A. Simulation of Adiabatic Shear Bands in Orthogonal Machining of Ti6Al4V
Using a Rigid-Viscoplastic Finite Element Analysis. Metals. 2020, 10, 338. [CrossRef]

32. Sun, Z.T.; Shuang, F.; Ma, W. Investigations of vibration cutting mechanisms of Ti6Al4V alloy. Int. J. Mech. Sci. 2018, 148, 510–530.
[CrossRef]

33. Airao, J.; Nirala, C.K.; Outeiro, J.; Khanna, N. Surface integrity in ultrasonic-assisted turning of Ti6Al4V using sustainable cutting
fluid. Procedia CIRP 2022, 108, 55–60. [CrossRef]

34. Xie, H.B.; Wang, Z.J. Study of cutting forces using FE, ANOVA, and BPNN in elliptical vibration cutting of titanium alloy
Ti-6Al-4V. Int. J. Adv. Manuf. Technol. 2019, 105, 5105–5120. [CrossRef]

35. Wang, Z.D.; Pan, Y.Z.; Zhang, Y.J.; Men, X.H.; Fu, X.L.; Ren, S.F. Study on the Material Removal Mechanism of Ultrasonic Elliptical
Vibration Cutting of Medical β Titanium Alloy. Micromachines 2022, 13, 819. [CrossRef]

36. Zhou, J.K.; Lu, M.M.; Lin, J.Q.; Du, Y.S. Elliptic vibration assisted cutting of metal matrix composite reinforced by silicon carbide:
An investigation of machining mechanisms and surface integrity. J. Mater. Res. Technol. 2021, 15, 1115–1129. [CrossRef]

37. Kurniawan, R.; Ali, S.; Ko, T.J. Finite Element Analysis in Ultrasonic Elliptical Vibration Cutting (UEVC) During Micro Grooving
in AISI 1045. Int. J. Precis. Eng. Man. 2021, 22, 1497–1515. [CrossRef]

38. Lee, W.S.; Lin, C.F. High-temperature deformation behavior of Ti6Al4V alloy evaluated by high strain-rate compression tests. J.
Mater. Process. Technol. 1998, 75, 127–136. [CrossRef]

39. Chen, G.; Ren, C.Z.; Yang, X.Y.; Jin, X.M.; Guo, T. Finite element simulation of high-speed machining of titanium alloy (Ti–6Al–4V)
based on ductile failure model. Int. J. Adv. Manuf. Technol. 2011, 56, 1027–1038. [CrossRef]

40. Hillerborg, A.; Modéer, M.; Petersson, P.E. Analysis of crack formation and crack growth in concrete by means of fracture
mechanics and finite elements. Cem. Concr. Res. 1976, 6, 773–781. [CrossRef]

41. Lin, J.Q.; Han, J.G.; Zhou, X.Q.; Hao, Z.P.; Lu, M.M. Study on predictive model of cutting force and geometry parameters for
oblique elliptical vibration cutting. Int. J. Mech. Sci. 2016, 117, 43–52. [CrossRef]

42. Shet, C.; Deng, X. Residual stresses and strains in orthogonal metal cutting. Int. J. Mach. Tools Manuf. 2003, 43, 573–587. [CrossRef]

222



Citation: Li, C.; Ma, Y.; Sun, L.;

Zhang, L.; Wu, C.; Ding, J.; Duan, D.;

Wang, X.; Chang, Z. An Investigation

into the Densification-Affected

Deformation and Fracture in Fused

Silica under Contact Sliding.

Micromachines 2022, 13, 1106.

https://doi.org/10.3390/

mi13071106

Academic Editors: Chengwei Kang,

Chunjin Wang and Jiang Guo

Received: 30 June 2022

Accepted: 9 July 2022

Published: 14 July 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

micromachines

Article

An Investigation into the Densification-Affected Deformation
and Fracture in Fused Silica under Contact Sliding

Changsheng Li 1,2, Yushan Ma 3, Lin Sun 1,*, Liangchi Zhang 4,5,6, Chuhan Wu 7, Jianjun Ding 1,*,

Duanzhi Duan 1, Xuepeng Wang 3 and Zhandong Chang 3

1 State Key Laboratory for Manufacturing Systems Engineering, Xi’an Jiaotong University, Xi’an 710049, China;
li.changsheng@xjtu.edu.cn (C.L.); dzduan@163.com (D.D.)

2 State Key Laboratory of Mechanical System and Vibration, Shanghai Jiaotong University,
Shanghai 200240, China

3 Wuzhong Instrument Co., Ltd., Wuzhong 751199, China; mys@wzyb.com.cn (Y.M.);
18729961058@163.com (X.W.); czd@wzyb.com.cn (Z.C.)

4 Shenzhen Key Laboratory of Cross-scale Manufacturing Mechanics, Southern University of Science and
Technology, Shenzhen 518055, China; zhanglc@sustech.edu.cn

5 SUSTech Institute for Manufacturing Innovation, Southern University of Science and Technology,
Shenzhen 518055, China

6 Department of Mechanics and Aerospace Engineering, Southern University of Science and Technology,
Shenzhen 518055, China

7 School of Mechanical and Manufacturing Engineering, The University of New South Wales,
Sydney, NSW 2052, Australia; chuhan.wu@unsw.edu.au

* Correspondence: sunlin@xjtu.edu.cn (L.S.); dianjianjun@126.com (J.D.)

Abstract: Subsurface damage of fused silica optics is one of the major factors restricting the perfor-
mance of optical systems. The densification-affected deformation and fracture in fused silica under a
sliding contact are investigated in this study, via three-dimensional finite element analysis (FEA). The
finite element models of scratching with 70.3◦ conical and Berkovich indenters are established. A re-
fined elliptical constitutive model is used to consider the influence of densification. The finite element
models are experimentally verified by elastic recovery, and theoretically verified by hardness ratio.
Results of densification and plastic deformation distributions indicate that the accuracy of existent
sliding stress field models may be improved if the spherical/cylindrical yield region is replaced by an
ellipsoid/cylindroid, and the embedding of the yield region is considered. The initiation sequence,
and the locations and stages of radial, median, and lateral cracks are discussed by analyzing the
predicted sliding stress fields. Median and radial cracks along the sliding direction tend to be the
first cracks that emerge in the sliding and unloading stages, respectively. They coalesce to form a big
median–radial crack that penetrates through the entire yield region. The fracture behavior of fused
silica revealed in this study is essential in the low-damage machining of fused silica optics.

Keywords: sliding contact; fused silica; densification; finite element analysis; cracks

1. Introduction

Fused silica, or silica-rich glass optics, are widely used in laser nuclear fusion de-
vices [1], large astronomical telescopes [2], semiconductor technology [3,4], and consumer
electronics. Subsurface damage has plenty of negative effects on the performance of optics,
e.g., increasing optical scatter, reducing mechanical strength, and increasing laser-induced
damage (LID). For instance, the subsurface damage is one of the precursors resulting in LID.
The LID of fused silica optics is one of the key factors restricting the output power and a key
challenge for the long-term and stable operation of high-power laser facilities [5]. Therefore,
an in-depth understanding of the material removal and damage formation mechanisms of
fused silica subjected to machining is essential to fabricate damage-free optics.
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Fused silica optics are generally fabricated by abrasive grain-based methods, e.g.,
grinding and polishing. Therefore, indentation/scratching mechanics are widely used to
study the fracture of fused silica subjected to machining [6,7]. In addition to the contact
pressure between the indenter and the sample, the indentation stress field also results
from a misfit between the plastic zone beneath the indentation and the surrounding elastic
matrix. Therefore, the elastic indentation models, e.g., the classical Boussinesq solution and
Hertzian field [8] for elastic contact, are insufficient. Later on, Hill et al. [9] developed a
model for the wedge indentation of the rigid–perfectly-plastic materials. However, this
model is not suitable for indentation with blunt indenters, or with materials with a low
ratio of Young’s modulus to yield stress. To this end, Johnson et al. [10] proposed the
expanding-cavity model that treats the indentation-induced plastic zone as an expanding
zone. This model was successfully used by Lawn et al. [11] to analyze the indentation
damage in ceramics.

Different from most materials, fused silica suffered from significant permanent volume
contraction under high hydrostatic pressure. This phenomenon is known as densifica-
tion [12]. The aforementioned indentation stress field models ignore the influence of
densification, which limits the accuracy for fused silica. In order to solve this problem,
Yoffe [13] proposed the Blister stress field model, which, for the first time, integrates the
material densification. Li et al. [14] modified the ECD model to make it suitable for materi-
als with densification. Compared with the Yoffe model, the modified ECD model considers
the distribution characteristics of the contact pressure between the indenter and the sample.
In addition, the center of the plastic zone is not restricted in the sample surface.

The grinding and polishing processes are more analogous to successive scratching
compared with indentations. The studies on analytical sliding stress fields are rather limited.
Hamilton and Goodman [15] proposed an elastic model for sliding contact. Ahn et al. [16]
developed the sliding blister stress field model by extending the Yoffe model to scratching,
in which the plastic deformation and material densification were considered. Similar
models were used to analyze the cracking behavior of BK7 glass [17], fused silica [17],
and silicon [18] subjected to scratching. However, these models assume that the indenter
is conical and the center of plastic zone locates in the sample surface, which limits the
prediction accuracy.

The finite element method is a powerful tool to investigate the deformation, fric-
tion [19], wear [20], and fracture [21] of brittle materials subjected to scratching. It should
be noted, however, that in these studies the constitutive models used were either purely
elastic or von Mises [22], and that the effects of material densification were neglected.
Imaoka et al. [23] and Gadelrab et al. [24] developed the positive linear models to consider
densification. The mean hydrostatic stress is linear with the equivalent shear stress in these
models. Xin et al. [25] proposed a negative linear model to explain the unique features of
fused silica during grinding and polishing. Kermouche et al. [26] proposed an elliptical
constitutive model to consider the shear-assisted densification. This model considers the
hardening of yield pressure with densification, which is neglected in the linear models. The
elliptical model is widely used to investigate the indentation deformation and fracture in
fused silica [12,27]. Later on, the elliptical constitutive model was refined by Li et al. [28],
to consider the influence of densification on elastic properties and the saturation of densi-
fication with hydrostatic pressure. This refined elliptical model was successfully used to
study the indentation mechanisms [28,29] and sliding friction behavior [30].

This paper aims to establish three-dimensional finite element models for conical and
Berkovich scratching using the refined elliptical model. Finite element simulations are
performed to investigate the densification and deformation in fused silica subjected to
scratching to reveal the stress field more precisely. The influence of friction on indentation
and scratching hardness is investigated, and the cracking behavior of fused silica under
scratching explored.
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2. Scratching Tests

As shown in Figure 1, fused silica samples (Corning UV 7980, Corning Corp., Corning,
NY, USA) were scratched by an edge-forward Berkovich tip on a nanoindentation machine
(TI-950 TriboIndenter, Hysitron Inc., Eden Prairie, MN, USA). The samples were carefully
polished to achieve a surface roughness small than 2 nm. Scratching tests were performed
under constant normal loads of 1 mN, 2 mN, 4 mN, 200 mN, 400 mN, 600 mN, 1 N, and
1.2 N. The sliding length was 250 μm, which is significantly greater than the scratching
depth. The scratching process consists of the approaching stage A©, the preliminary profiling
stage B© (to obtain the original surface profile), the indentation stage C©, the scratching stage
D©, the unloading stage E©, and the postmortem profiling stage F© (to obtain the residual
surface profile). The variations of normal load, normal displacement, lateral load, and
lateral displacement with time were recorded during scratching.

 

Figure 1. (a) Schematic diagram of edge-forward Berkovich scratching, (b) the applied normal force
and lateral displacement for the normal load of 200 mN, and (c) the resulting normal displacement
and lateral force.

After scratching, the samples were measured by an atomic force microscope (AFM)
(Innova, Veeco, Plainview, NY, USA) to obtain the three-dimensional topography of the
impression. After etching by the buffered HF solution to open the surface cracks [31],
the morphology of the cracks was characterized by a scanning electron microscope (SEM)
(SU3500, Hitachi, Japan).

3. Finite Element Modeling

The finite element analysis of scratching with an edge-forward Berkovich indenter
and a conical indenter was performed on a commercial finite element code ABAQUS.
A modified elliptical constitutive model [28,30] was used to consider the influence of
densification on the deformation in fused silica:

f
(
σij

)
=

( q
d

)2
+

(
p
pb

)2
− 1 = 0 (1)

where q is equivalent shear stress; p is hydrostatic pressure; d is the von Mises yield
stress under pure shear; and pb is the hydrostatic yield stress for pure compression. The
relationship between hydrostatic pressure p and the densification ζ is modeled by:

ζ =
ζmax

1 + e−k(p−p0)
(2)
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where ζmax (%) is the saturated densification under compression, and p0 (GPa) is the
hydrostatic pressure under which a densification of ζmax/2 is produced. The parameters of
the modified elliptical model used in this study are taken from the ref. [28].

In the finite element model, an infinitely sharp Berkovich edge-forward indenter slides
along the x-axis on the top surface of a deformable parallelepiped with a dimension of
W × W × (l + 2W), as shown in Figure 2. The diamond indenter is assumed to be rigid
because its Young’s modulus [32] and hardness [33] are much higher than those of the
fused silica samples [14]. An eight-node linear brick element with reduced integration
and hourglass control is used. Refined FE mesh with an element size of le is used in a
parallelepiped with a dimension of a × a × (l + 2W), and graded FE mesh is used in the
residual region. For conical scratching, the semi-included angle α of the conical indenter is
set as 70.3◦, to ensure that the projected area-to-indentation depth function is the same as
the commonly used Vickers and Berkovich indenters. A = 2.79 hmax is the nominal contact
radius for 70.3◦ conical scratching.

Figure 2. The finite element model of scratching with a Berkovich indenter.

As shown in Figures 2 and 3, the sliding process is divided into three stages, i.e.,
the indentation stage 1©, the sliding stage 2©, and the unloading stage 3©. The scratching
depth, length, and speed are denoted as hmax, l, and v, respectively. The Coulomb friction
model is used to model the adhesion friction behavior between the indenter and the sample.
The coefficient of adhesion friction f was determined to be 0.04, by comparing FEA and
scratching tests.

 

Figure 3. The velocity of the indenter during the FEA of scratching.
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The single-variable method is used to optimize the cross-section dimension W, sliding
length l, and element size le. The appropriate parameters result in stable and convergent
normal and tangential loads, and apparent coefficient of friction in the sliding stage. hmax
is assumed to be 1 μm. Results show that a cross-section dimension of 5a × 5a, a sliding
length of 10 hmax, and a mesh size of 1/8 hmax are appropriate for the simulations.

4. Verification of Finite Element Models

4.1. Experimental Verification of Elastic Recovery

The elastic recovery ratio fe for scratching reflects the extent of elastic deformation
relative to the whole deformation. In addition, fe can be conveniently measured by AFM.
Therefore, fe is used to verify the finite element model in this study.

As shown in Figure 4, the leading end of the impression induced by scratching with
an edge-forward Berkovich indenter is measured by AFM to obtain its three-dimensional
topography. Pile-up is obvious on the lateral sides of the impression. Figure 4 also indicates
that the residual depth hf (see Figure 5) slightly decreases with the distance d to the
unloading position of indenter tip. The profile shown in Figure 5 is obtained by averaging
five equally spaced cross-section profiles of the middle part of the impression. The residual
scratch depth hf after elastic recovery, determined from Figure 5, is 668 nm.

Figure 4. The AFM-measured three-dimensional topography of the scratching impression induced
by an edge-forward Berkovich indenter under the normal load of 200 mN.

Figure 5. The average cross-section profile of the scratching impression.
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In order to determine the scratching depth directly from the displacement curve, the
normal displacement of the indenter (see Figure 1c) during the scratching process was
corrected by the original profile of the sample surface. The corrected normal displacement
in the scratching stage D© was calculated by subtracting the uncorrected displacement
from t2 to t1 in the stage B© from the uncorrected displacement from t3 to t4. Similarly, the
corrected normal displacement in the postmortem profiling stage F© was calculated by
subtracting the uncorrected displacement from t1 to t2 from the uncorrected displacement
from t5 to t6. The evolution of the corrected normal displacement with time is shown in
Figure 6. The maximum scratching depth and residual depth are 1063 nm and 479 nm,
respectively. It is worth noting that this value of residual depth is smaller than that measure
by AFM (i.e., hf = 668 nm). This is possibly because the indenter did not strictly follow the
scratching path in stage F©, due to the movement of the sample or the motion error of the
indentation test in the lateral direction. By contrast, the AFM probe accurately detects the
lowest positions of the residual scratching profiles for two reasons. First, the tip radius
of the AFM probe is much smaller than that of the Berkovich indenter. Second, the AFM
probe is scanning across the impression. Using the AFM-measured hf, the elastic recovery
ratio is calculated to be fe = 1−hf/hamx = 37.2%. Ba analyzing the FEA-predicted profiles of
the scratching impression at the fully-loaded and fully-unloaded states shown in Figure 7,
the value of fe predicted by FEA is 37%, which is very close to the experimental value.

Figure 6. The evolution of the corrected normal displacement with time for scratching with an
edge-forward Berkovich indenter, under the normal load of 200 mN.

Figure 7. The FEA-simulated profiles of the scratching impression at the fully loaded and fully
unloaded states for an edge-forward Berkovich indenter.
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4.2. Theoretical Verification of Hardness Ratio

As shown in Figure 8, FEA predicts that the hardness ratio kp
H = Hp

T/Hp
s is slightly

larger than utility, and nearly independent of the sharpness of the indenter, where Hp
T and

Hp
s are the ploughing hardness along the sliding and vertical directions, respectively. This

is consistent with theoretical analysis, as detailed below.

 

Figure 8. The variation of hardness ratio kp
H with the half-included angle of the conical indenters.

For an infinitesimal contact area dA, the contact force is normal to dA. Therefore,
the forces along the sliding and vertical directions, i.e., dFT and dFN, have the following
relationship:

dFT
dApl

=
dFN
dApv

= p(h,β) (3)

where Apl and Apv are the laterally and vertically projected contact areas, respectively; p(h,β)
is the contact pressure at the point (h,β) on the indenter surface; and β and h are the phase
and the height measured from the indenter tip, respectively. According to the definition of
hardness, the ploughing hardness can be expressed by:

Hp
s =

∫
p(h, β)dApv

Apv
(4)

and

Hp
T =

∫
p(h, β)dApl

Apl
(5)

The contours of the contact stress induced by conical scratching and Berkovich scratch-
ing resemble concentric circles and triangles, respectively [30]. Therefore, p(h,β) is nearly
independent of β. As the geometries of the conical and Berkovich indenters are self-similar,
the vertically and laterally projected areas of the contact zone with a height from h to h + dh,
i.e., dApl,h∼h+Δh and dApv,h∼h+Δh have the following relationship:

dApl,h∼h+Δh

dApv,h∼h+Δh
≈ Apl

Apv
(6)

Therefore, the hardness ratio:

kp
H =

Hp
T

Hp
s
=

∫ hc
h=0 p(h)dApl,h∼h+Δh∫ hc
h=0 p(h)dApv,h∼h+Δh

· Apv

Apl
≈ 1 (7)
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By combining Equations (3), (12) and (18) in ref. [30], the following expression can be
obtained for a conical indenter:

kH

kp
H

≈ 1 +
f

μ0 sin α
(8)

where kH = HT/Hs is the ratio of tangential hardness and scratching hardness; and μ0 is the
friction coefficient induced by ploughing. As kp

H ≈ 1, we can conclude from Equation (8)
that kH > 1 when friction exists, i.e., HT > Hs. This is consistent with the scratching tests [34].
It is worth noting that the above analysis considers the non-uniform distribution of the
contact pressure. This is more accurate than the widely adopted assumption that the contact
pressure is uniformly distributed [35].

5. Deformation and Fracture in Fused Silica under Scratching

5.1. Scratching Hardness

Scratching hardness is widely used to model the scratching load that is a key factor
determining the fracture behavior. Although it is reported that friction only plays a small
role in indentation hardness for blunt indenters [36], Figure 9 shows that the indentation
hardness Hi (the hardness at the end of stage 1©) for edge-leading Berkovich scratching
is slightly increased with the rise in friction. By contrast, the scratching hardness (the
hardness in the right red box) is nearly independent of friction.

Figure 9. The variation of hardness with time at various values of adhesion friction coefficient f for
edge-leading Berkovich scratching.

In order to understand the above phenomena, the evolutions of the contact area and
normal force with time are plotted in Figure 10a,b, respectively. During the transition
from indentation to sliding, i.e., in the stage 2©-1, the contact area is considerably reduced
because the support for the indenter rear is removed. If no elastic recovery occurs, the
rear face of the indenter is entirely separated from the sample surface, and the contact area
decreases to two-thirds. However, Figure 10a shows that the contact area during the steady
sliding stage (in the right red box) is significantly bigger than two-thirds of that during
indentation (in the left red box). This is due to elastic recovery.

The moving direction of the indenter relative to the sample determines the influence of
friction on the contact area. The contact area during static indentation is slightly decreased
by friction, because the friction-induced downward shear stress applied to the sample
surface results in a decrease in the contact area, as shown in Figure 10a. By contrast, friction
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leads to an increase in the contact area during the steady sliding stage because the friction-
induced shear stress on the sample surface is upward. The indentation hardness increases
with friction, while the contact area decreases with friction. Therefore, the normal force
during indentation is nearly independent of friction, as shown in Figure 10b. During the
steady sliding stage, the scratching hardness is nearly independent of friction because the
friction increases both the contact area and the normal force.

 

(a) (b) 

Figure 10. The evolutions of (a) contact area and (b) normal force with time at various friction
coefficients for edge-leading Berkovich scratching.

Although the scratching hardness Hs for Berkovich indenter is independent of f, Hs for
conical indenter is linearly decreased with f, as demonstrated in Figure 11. The scratching
hardness induced by ploughing, i.e., Hp

s , remains nearly unchanged when f increases from
0 to 0.2.

Figure 11. The hardness during scratching as a function of adhesion friction coefficient f for scratching
with a 70.3◦ conical indenter. The value pairs of (Hs, f ) is fitted to obtain the dash line.

5.2. Plastic Deformation

It is reported that the stress and deformation are relieved by densification [13,25]. The
stress distribution is significantly influenced by the geometry and location of the elastic–
plastic boundary [14,37]. In the analytical models of sliding stress fields, e.g., the Ahn
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model [16] and the Wang model [17], the plastic region is assumed to be a sphere with the
center on the sample surface.

As shown in Figure 12, the maximum densification locates in the region that the
indenter tip passes. The maximum value of densification predicted by FEA, i.e., 22.6%, is
close to the measured saturated densification, i.e., 21% [38]. By comparing the densification
contours in the top surface and the xz-cross-section shown in Figure 12, it is found that
the contours in the yz-cross-sections are flat ellipses. Figure 12 also indicates that the
densification in fused silica caused by scratching is bigger than that caused by indentation.

(a) 

 

(b) 

Figure 12. Contours of densification at the fully unloaded state induced by scratching with a 70.3◦

conical indenter in (a) the top surface and (b) xz-cross-section.

Figure 13a shows that the elastic–plastic boundary in fused silica induced by scratching
deviates from a circle. By contrast, Figure 13b demonstrates that the boundary can be tightly
fitted by an ellipse. Figures 13 and 14 indicate that the yield region is an ellipsoid in the
front of the indenter (x/hmax > 10), and a cylindroid at the rear of the indenter (x/hmax ≤ 10).

  

(a) (b) 

Figure 13. The elastic–plastic boundaries defined by a von Mises equivalent plastic strain of 10−2 in
the yz-cross-section at the fully unloaded state for 70.3◦ conical scratching. The simulated boundaries
are fitted by (a) a circular arc and (b) an elliptical arc.

232



Micromachines 2022, 13, 1106

 

(a) 

 
(b) 

Figure 14. The contours of von Mises equivalent plastic strain in the xz-cross-section (a) at the fully
loaded and (b) fully unloaded states.

As shown in Figure 13b, the shape of the elastic–plastic boundary is characterized by
the length m of the semi-major axis, the length n of the semi-minor axis, and the depth ξ
of the elastic–plastic boundary center. The semi-major and semi-minor axes are along the
lateral and vertical directions, respectively. These parameters can be determined by fitting
the elastic–plastic boundary by the following formula:

( y
m

)2
+

(
z − ξ

n

)2
= 1 (9)

The fitted results are shown in Figure 15. The real contact radius ar predicted by
FEA equals 2.24 hmax. Figure 15a shows that m is bigger than a, while n is smaller than
a. After unloading, m remains nearly unchanged, but n in the cross-section close to point
B increases, due to the significant elastic recovery. m is significantly larger than n in the
steady sliding stage. Therefore, the prediction accuracy of the existent sliding stress field
models may be greatly improved if the spherical/cylindrical yield region is replaced by
an ellipsoid/cylindroid. Figure 15b shows that the depth of the elastic–plastic boundary
center in the yz-cross-section behind the indenter decreases rapidly when the indenter
moves far away from it. ξ for scratching is much bigger than that for indentation (close to ξ
at lB = 9.5 hmax) at both the fully loaded and the fully unloaded states. This indicates that
the Ahn and Wang models should be refined to allow for the embedding of the center of
the plastic zone.
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(a) (b) 

Figure 15. The fitted (a) dimension and (b) depth of the elastic–plastic boundary normalized by hmax.
The indenter moves from the point C to the point B in the scratching stage (see Figure 2).

5.3. Stress Fields and Cracking Behavior
5.3.1. In the Sliding Stage

The scratching-induced stress contours under a conical indenter at the end of the
sliding stage 2© are shown in Figure 16. In the front of the indenter tip, i.e., in the region
x ≥ 0, the shape of the contour lines induced by scratching is similar to those induced by
indentation [29]. By contrast, at the back of the indenter tip, the contours are flattened, due
to the plastic deformation left by the sliding indenter.

 

(a) 

 
(b) 

Figure 16. Cont.
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(c) 

Figure 16. The contours of (a) σx/H, (b) σy/H, and (c) σz/H at the end of the sliding stage 2© in
the xz-cross-section, where ar = 2.24 hmax is the real contact radius evaluated by FEA, and H is the
hardness measured by indentation tests. The indenter moves along the positive direction of the
x-axis.

The maximal values of σx and σy are identified in the regions below the indenter tip
just outside the elastic–plastic boundary, i.e., the regions R1 and R2 shown in Figure 16,
respectively. They are the driving forces of median cracks. As the maximal σy is higher
than the maximal σx, the median crack along the sliding direction tends to initiate prior
to that along the lateral direction. The maximal value of σz locates at the far rear of the
indenter (region R3), which is the driving force of lateral cracks. In the sliding stage, the
driving force of median cracks is higher than that of lateral cracks.

5.3.2. At the Fully-Unloaded State

After unloading, as shown in Figure 17a, the stress contours predict a high σy on the
sample surface at the front of the indenter (region R4), which is the driving force of radial
cracks along the sliding direction, i.e., the radial crack 1 in Figure 18a. σy at the bottom
of the yield region remains nearly unchanged after unloading. Therefore, median cracks
along the sliding direction remain open in the unloading stage if they initiate in the sliding
stage. The maximal σz increases from 0.087H to 0.137H during the unloading process. This
indicates that the lateral crack emerges more easily in the unloading stage compared with
the sliding stage.

 

(a) 
Figure 17. Cont.
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(b) 

Figure 17. The contours of (a) σy/H and (b) σz/H at the fully unloaded state in the xz-cross-section
predicted by FEA. The indenter moves along the positive direction of x-axis.

 

Figure 18. The SEM images of the impression at the (a) end, (b) middle, and (c) start of the edge-
forward Berkovich scratching, under the normal load of 600 mN.

5.3.3. Maximum Principal Stress

The contours of σ1/H shown in Figure 19 indicate that the median crack along the
sliding direction tends to be the first crack to appear during the sliding stage. It initiates
below the yield region at the rear of the indenter, i.e., in the region R2. Once initiated in the
xz-cross-section, the median crack propagates along the sliding direction during scratching.
As the value of σ1 in region R3 is smaller than that in region R2, the initiation load of
median crack under indentation is higher than that under scratching. This is consistent
with experimental observations. Though median crack is absent during indentation tests
under the normal load of 40 N [39], it is observed during scratching tests under the normal
load of 600 mN, as shown in Figure 18b. During the unloading stage, radial cracks may
initiate from the sample surface at the front of the indenter, i.e., region R4, as shown in
Figure 18a. As σy in region R4 is small before unloading, and significantly increases during
the unloading process, radial cracks tend to emerge in the unloading stage. If both radial
and median cracks form, they coalesce to form a big median–radial crack that penetrates
through the entire yield region, as verified by the experiments (see Figure 18).
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(a) 

 
(b) 

Figure 19. The contours of σ1/H at the (a) fully loaded and (b) fully unloaded states in the xz-cross-
section. The thick dash line is the boundary between σ1 ≈ σy and σ1 ≈ σ*, where σ* is the in-plane
principal stress.

6. Conclusions

This study developed three-dimensional finite element models of scratching on fused
silica with 70.3◦ conical and Berkovich indenters. A refined elliptical model was used to
consider the influence of densification on elastic properties and the saturation of densifi-
cation with hydrostatic pressure. By analyzing the predicted scratching hardness, plastic
deformation, and stress fields, the following conclusions are obtained:

(1) The tangential hardness is slightly larger than the scratching hardness, and their
ratio linearly increases with the adhesion friction coefficient f. The scratching hardness
for an edge-leading Berkovich indenter is nearly independent of f, because the friction
increases both the contact area and the normal force. By contrast, the scratching hardness
for a conical indenter linearly decreases with f. These findings are helpful to model the
friction-affected forces induced by scratching;

(2) The densification effect should not be ignored if one aims for a damage-free process
in fabrication. It is found that the material’s densification under scratching is bigger than
that under indentation. This indicates that the prediction accuracy of the sliding stress
analyses can be improved if the material’s densification is properly integrated into the mod-
elling, e.g., replacing the spherical/cylindrical plastic zone with an ellipsoid/cylindroid,
and considering the embedding of the plastic zone center;

(3) Median cracks along the sliding direction tend to be the first cracks that emerge in
the sliding stage. Radial cracks may initiate under a smaller load in the sample surface at
the front of the indenter during the unloading stage. Radial and median cracks coalesce to
form a big median–radial crack that penetrates through the entire yield region.
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Abstract: Magnetic field assisted finishing (MFAF) technology has been widely used in industries
such as aerospace, biomedical, and the optical field for both external and internal surface finishing
due to its high conformability to complex surfaces and nanometric surface finishing. However,
most of the MFAF methods only allow polishing piece-by-piece, leading to high post-processing
costs and long processing times with the increasing demand for high precision products. Hence, a
magnetic field-assisted mass polishing (MAMP) method was recently proposed, and an experimental
investigation on the effect of surface posture is presented in this paper. Two groups of experiments
were conducted with different workpiece shapes, including the square bar and roller bar, to examine
the effect of surface orientation and polishing performance on different regions. A simulation of
magnetic field distribution and computational fluid dynamics was also performed to support the
results. Experimental results show that areas near the chamber wall experience better polishing
performance, and the surface parallel or inclined to polishing direction generally allows better
shearing and thus higher polishing efficiency. Both types of workpieces show notable polishing
performance where an 80% surface roughness improvement was achieved after 20-min of rough
polishing and 20-min of fine polishing reaching approximately 20 nm.

Keywords: magnetic field assisted finishing; polishing; material removal; surface shape;
ultra-precision machining

1. Introduction

In most of the machining processes for ultra-smooth surfaces applied in various
fields such as optics, imaging, biomedical engineering, and the aerospace and automotive
fields [1,2], polishing is usually required as a final and crucial step to remove defects and
to smoothen the surfaces. Different kinds of polishing technologies have been developed,
including ion beam finishing [3], bonnet polishing [4], fluid jet polishing [5], plasma
finishing [6], magnetic field assisted finishing (MFAF) [7], etc. MFAF technology, being one
of the most promising technologies in achieving ultra-smooth surface finishing, was first
developed in the 1930s and has been widely researched and applied in various industries
such as aerospace, biomedical, optics, etc. [7–9]. This technology shows advantages over
polishing difficult-to-access surface [10], freeform surface [11] and microstructures [12] due
to its high flexibility and conformity to the workpiece shape. MFAF can now be divided
into two main streams depending on the polishing media: Magnetic Abrasive Finishing
(MAF) and Magnetorheological Finishing (MRF).

MAF adopts magnetic abrasive particles which are made up of the combination of
magnetic particles and abrasive particles to perform surface finishing [13]; with a different
combination of magnetic abrasive particles and magnetic poles movement, both exter-
nal and internal surface finishing can be achieved. Guo et al. [14] developed a localized
vibration-assisted magnetic abrasive polishing method for various types of microstructures
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and achieved surface roughness reduction by 80% while maintaining the form accuracy.
A rotating-vibrating MAF process was also proposed [15] for additive manufactured com-
ponents with complex internal structures, which successfully improved surface roughness
from 7 μm to 0.5 μm on both surfaces within 3 h. Vahdati and Rasouli [11] studied and
optimized the parameters for freeform surface MAF polishing and reported the character-
istic of magnetic abrasives. Sumit and Chhikara [16] and Deepak et al. [17] proved that
MAF is able to efficiently polish flat surfaces, internal and external surfaces of tube-like
workpieces to a mirror surface with surface roughness on the order of a few nanome-
ters. Amnieh et al. [18] presented a MAF setup which is able to finish internal grooves
of a cylindrical tube, and various experiments on the effectiveness of parameters were
performed. With the trapezium shaped grooves, a permanent magnet tool was ground
to form the appropriate shape to ensure uniform gap distance between the magnetic tool
and workpiece wall. Experimental results indicate that the proposed MAF setup is able
to improve the surface quality of internal grooves by 70%, from 1.12 μm to 0.32 μm, with
only 30 mg material loss, which further verifies the capability of MAF in internal surface
finishing. Mulik and Pandey [19] developed the ultrasonic-assisted magnetic abrasive
finishing (UMAF) process which combines ultrasonic vibration and MAF to achieve quick
surface finishing, and was successfully achieved to polish a hardened steel workpiece to
22 nm in 80 s. Sihag et al. [20] further enhanced the UMAF process into a chemo ultrasonic
assisted magnetic abrasive finishing, resulting 86% surface roughness reduction. Research
on magnetic abrasive particles (MAPs) was also conducted in the literature [21,22], which
summarized the polishing performance of various types of MAPs fabricated by different
processes, and concluded that sintered MAPs show the strongest bonding and highest
material removal.

On the other hand, MRF utilizes a magnetorheological fluid which stiffens under
the magnetic field to create a highly conforming abrasive lap to polish the workpiece
surface [23], in which the stiffness and shape of the formed MR brush can be controlled by
the magnetic field strength [24]. This technology has been widely used and commercialized
in the field of high-precision surface finishing, which is capable of achieving the nanometric
finishing of freeform optics. MRF was first invented by Kordonski et al. in the 1980s, and
the first computer-controlled MRF machine prototype was proposed later in 1995 [25,26].
Kordonski et al. [27] then widened the application of MRF to freeform and concave surfaces
by introducing Magnetorheological Jet Finishing (MRJF), which is able to provide a more
stable and precise material removal function compared to the common abrasive-water jet
polishing. Experimental results proved that MRJF could produce ultra-precise surfaces on
the order of tens of nanometers peak-to-valley together with surface roughness smaller
than 1 nm rms on various materials such as metals, ceramics and glasses. Pattanaik and
Agarwal [28] and Kumar et al. [29] innovatively developed a different MRF process of
Rotational-Magnetorheological abrasive flow finishing (R-MRAFF), and it was pointed out
that the magnetic flux density and the polishing angle (inclination) of the polished surface
were two significant parameters affecting the roughness improvement and uniformity.
A steel knee joint implant of 200 nm initial roughness was polished to a mirror surface,
which has verified its practicality in the biomedical field. Saraswathamma et al. [30]
conducted experiments on the ball end MRF to investigate the effects of parameters on
silicon wafers and revealed that the working gap plays a crucial role in surface roughness
improvement. Kansal et al. [31] introduced an innovative tool for MRF of diamagnetic
materials which is capable of reducing surface roughness from 274 nm to 29 nm within
7.5 min, further widening its application in the electronics field. Anwesa and Manas [32]
developed a polishing tool for freeform surface finishing and adopted finite element
analysis to determine the optimal design configuration of the tool; experiments were
conducted on a titanium workpiece and 95% surface roughness improvement was obtained
from 180 nm to 10 nm. An MRF method for internal surface finishing of titanium tubes was
also proposed and the effect of various parameters were investigated and optimized [33].
The application of MRF in polishing alloys and ceramics was also investigated and was
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proven to have high efficiency in achieving nanometer scale surface roughness without
surface or subsurface damage [34–36].

However, most of the above MFAF processes focus on precision polishing of the
workpiece one-by-one, which leads to high polishing costs and is time consuming when
polishing a large amount of workpieces. With the increasing demand of ultra-precision
complex and freeform surfaces, more and more attention has been paid to increase the
production efficiency of the polishing process. Hence, our research group [37] recently
developed a novel magnetic field assisted mass polishing (MAMP) system which can
polish tens of freeform surfaces simultaneously and obtain nanometric surface roughness.
A feasibility study and the effects of some key parameters have been conducted and mea-
sured in our previous research. However, the target surface for polishing in our previous
research [38,39] was only one side surface facing the external wall of the annular chamber.

Hence, an experimental investigation on the effects of the workpiece posture and
orientation during MAMP was conducted in this paper. The experimental setup and design
of experiments are presented in Section 2. Sections 3 and 4 present the experimental results
of the polishing experiments as well as the discussion on the simulated computational fluid
dynamics (CFD) model and magnetic field simulation. Finally, a conclusion is presented to
summarize the research work in this paper in Section 5.

2. Experimental Procedures

2.1. Experimental Setup

The schematic diagram of the MAMP device is shown in Figure 1. In this device,
workpieces are mounted on the cover and inserted into a Teflon (PTFE) annular chamber for
polishing. The chamber is held by a frame to reduce vibration during polishing. Magnetic
abrasives are poured into the chamber and two permanent magnetic pairs are placed
around the chamber. Magnetic abrasives were then attracted towards the magnetic poles,
forming two magnetic abrasive brushes within the chamber. The magnets were controlled
to rotate along the fixed annular chamber, driving the abrasive brushes to continuously
impinge on the workpiece surface leading to material removal.

Figure 1. Schematic diagram of the MAMP device.
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In this experiment, bonded magnetic abrasives which are made of iron particles
(i.e., average 100~200 μm, 80 wt.%) and alumina abrasive (i.e., average ~2 μm, 20 wt.%),
lubricated by silicon oil were used for rough polishing of the workpieces [39], while loose
magnetic abrasive composed of carbonyl iron particles (CIP) (i.e., average ~3 μm, 80 wt.%)
and polishing fluid (i.e., 150 nm alumina mixed with carrier fluid, 20 wt.%) were used for
fine polishing of workpiece [38].

Two different shapes of workpiece were prepared as shown in Figure 2, including
the square bar and roller. The side length of the square bar is 10 mm, and the diameter of
the roller is also 10 mm. The material is 304 stainless steels (SS304). All workpieces were
lapped with #400 silicon carbide (SiC) sandpaper before polishing.

Figure 2. Workpiece design (a) square bar (b) roller.

2.2. Experimental Design

To further investigate the polishing performance of the MAMP device, two groups of
experiments were designed. In each experiment, the workpieces were first rough polished
for 20 min and then fine polished for another 20 min with the polishing parameters as
presented in Table 1. The first group of experiments was conducted on rectangular bars
to evaluate the polishing performance on flat surfaces and examine the effect of surface
orientation. Two square bar workpieces were fixed on the chamber cover and mounted
into the chamber, with a 2.5 mm gap distance between both the external and internal wall
of the chamber. The polishing performance was evaluated based on the surface roughness
of all four surfaces of the workpiece, namely plane 1~4 as shown in Figure 3. Plane 1 and
plane 3 were perpendicular to the polishing direction, while plane 2 and plane 4 were
parallel to the polishing direction. Each plane was divided into three regions (A, B, C) for
surface roughness analysis. The workpiece was measured every 5 min. A Taylor Hobson
Talysurf profilometer PGI1240 was used to measure the arithmetic surface roughness (Sa)
of all four surfaces of the workpiece, and five measurements with a total length of 9 mm
were taken on each surface, and a Gaussian filter and 0.08 mm cutoff length (Lc) was
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applied for surface roughness analysis. The surface form profile was also measured by
PGI1240 profilometer.

Table 1. Polishing parameters in experiments.

Parameters Values

Rotational speed 1500 rpm

Polishing abrasive

Rough polishing
500~1000 μm Al2O3 sintered magnetic abrasives
Fine polishing
~2 μm CIP (80 wt.%) + 150 nm Al2O3 (20 wt.%)

Polishing time 20 min

Workpiece Square bar (10 × 10 × 60 mm); SS304
Roller (Ø10 × 60 mm); SS304

Magnets N52 Neodymium permanent magnets,
25.4 × 25.4 × 50.8 mm;

Figure 3. Square bar workpiece surface roughness measurement illustration (a) planes (b) regions.

The second group of experiments was aimed at studying the polishing performance of
an MAMP device on the roller surface and to observe the effect of different impact angles.
Two roller workpieces were rough polished for 20 min and then fine polished for another
20 min; seven measurement profiles were taken vertically along the workpiece as shown
in Figure 4, including 0◦, 30◦, 60◦, 90◦, 120◦, 150◦ and 180◦. Theoretically, the polishing
direction would form different angles with the tangents of a circle at different positions,
which implies a different impingement angle of the abrasive brush on the workpiece surface.
Measurements were taken along each angle of the workpiece every 5 min of polishing to
record the surface roughness change at each angle.
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Figure 4. Roller workpiece surface roughness measurement illustration.

3. Results

3.1. Polishing Performance in Four Different Orientations

Figure 5 shows the surface roughness results measured in each plane of the square
bar workpiece after 20 min of rough polishing. The result shows that plane 1, which was
perpendicular to the polishing direction, has very little improvement, whereas plane 2 and
plane 4, which were parallel to the polishing direction, shows a significant roughness
reduction. The lowest surface roughness was obtained in plane 4, and a drastic decrease
can be observed in the first 5 min. Moreover, plane 4 has achieved the limits of rough
polishing of the MAMP system at around 40–50 nm, which is around 70% surface roughness
convergence. A significant decrease in surface roughness deviation can be observed in
plane 1, 2 and 4 after 20 min polishing, however, plane 3 shows no improvement in surface
roughness after rough polishing. The reason is that plane 3 was not able to be polished in
this case. Under an anticlockwise polishing direction, the surface behind the workpiece
(plane 3) can hardly be polished, as the magnetic abrasive brush cannot make contact with
the surface under a high-speed rotational movement.

Figure 5. Overall surface roughness of rough polished square bar.
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The rough polished workpieces were then fine polished for 20 min and the results are
shown in Figure 6. The surface roughness of plane 2 before fine polishing shows 3 different
starting points varying from 40 to 120 nm, indicating an uneven polishing performance on
the three regions of plane 2 during rough polishing. It reveals that region A experienced the
least material removal; region B was slightly polished while region C was fully polished,
reaching around 40 nm roughness.

Figure 6. Planer surface roughness of fine polished square bar workpiece.

Looking into the fine polishing results, it can be seen that all regions in plane 2 and
3 show nearly no improvement along the 20 min fine polishing, and only plane 4 shows
a significant decrease in surface roughness to around 30 nm, with region A having the
lowest value. Figure 7 has summarized the average surface roughness of each plane
before polishing, after rough polishing and after fine polishing. It can be observed that
plane 4 shows the most significant improvement, and plane 2 has recorded the largest
surface roughness deviation within the plane after fine polishing.
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Figure 7. Summary of average surface roughness in each plane of square bar.

Figure 8 presents the snapshots of the fine polished surface of a square bar. It can
be seen that plane 4 shows a much clearer reflected image than the other three planes,
whereas plane 3 shows the poorest. The surface roughness profile of plane 4 of the square
bar before and after polishing was shown in Figure 9. It is observed that the rough peaks
were largely sheared off after the polishing process as shown in Figure 9a, and the overall
surface height deviations were improved. Figure 9b,c shows the 3D contour of surface
roughness measured by a Zygo Nexview white light interferometer, and the arithmetical
mean height (Sa) has improved from 146 nm to 26 nm, and the root-mean-square roughness
has also reduced from 193 nm to 36 nm, which signifies the polishing performance of the
process. Figure 10 shows the surface integrity of the workpiece captured by a Scanning
Electron Microscope (Hitachi tabletop microscope-TM3000). Most of the scratches and
defects have been removed after rough polishing and the surface was further smoothened
after fine polishing. Figure 11 demonstrates the comparison of the surface profile before
and after polishing, indicating that the surface form accuracy can be well maintained along
the height direction of the square bar after the MAMP process.

Figure 8. Snapshots of square bar after fine polishing.
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Figure 9. Surface roughness (a) profile of square bar plane 4 (L3); Rai signifies the arithmetic
roughness of the profile before polishing. Raf signifies the arithmetic roughness of the profile after
fine polishing. 3D surface topography of the square bar plane 4 (b) before and (c) after polishing,
measured from a ZYGO Nexview 3D optical interferometer.

Figure 10. SEM photographs of workpiece (a) before polishing (b) rough polished (c) fine polished.
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Figure 11. Surface profiles of square bar plane 4.

3.2. Polishing Performance on the Roller Surfaces

Roller type workpieces were polished to examine the effect of the polishing angles. A
snapshot of the roller surface before and after polishing was shown in Figure 12, where a
smoother surface was obtained after rough polishing, and a shiny and reflective surface can
be observed after the fine polishing process. The rough polished and fine polished surface
roughness change was shown in Figure 13, and the varied polishing performance can be
observed after fine polishing, where 0◦, 30◦ and 60◦ have experienced a more dramatic fall
in surface roughness reaching around 25 nm; 150◦ and 180◦ shows a very gradual decrease
during both rough and fine polishing; and 90◦ and 120◦ received nearly no improvement in
the rough polishing process and a slight decrease after the fine polishing process. From the
results, under the same impact angle, where 0◦ corresponds to 180◦, a different value was
obtained after the whole polishing process; better polishing performance was observed
near the external chamber wall and the reason is discussed in the section below.

Figure 12. Snapshot of roller workpieces before and after polishing.
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Figure 13. Surface roughness change of roller workpiece at different angles.

3.3. Simulations
3.3.1. Simulation of the Magnetic Field Distribution

In MFAF, the magnetic force is critical to the polishing performance. Hence, the
magnetic flux density distribution in MAMP was modelled based on the finite element
method (FEM) to explain the phenomenon of uneven roughness results. A simulation of the
magnetic flux density distribution was performed using ANSYS Maxwell. A magnetostatic
solver was adopted to solve Maxwell’s equations in a setup as shown in Figure 14. The
default boundary condition with 100% padding was applied to ensure sufficient room for
fringing, and an automatic adaptive meshing for 10 passes was set. Four non-model lines
were drawn on the surface of the four planes of the workpiece to extract the numerical
value of the magnetic flux density of the different planes. Figure 15 shows the magnetic
flux density distribution of the system, and Figure 16 presents the graphical value of
magnetic flux density along the horizontal line of each plane. From Figures 15 and 16,
plane 1 and 3 were experiencing a weaker magnetic field of 430 mT compared to 470 mT in
plane 2 and 450 mT in plane 4. This is due to the increase of distance between the magnets
and the plane, as plane 2 and 4 were closer to the chamber wall and parallel to the magnets
surface, thus experiencing a higher magnetic force. Whereas plane 1 and 3 lies in between
the two magnets, it experiences magnetic force from both sides of the permanent magnets
at the edges but less magnetic forces in the middle of the plane. Theoretically, a stronger
magnetic force indicates a tougher magnetic abrasive brush as the bonding in the magnetic
abrasive chain is stronger, thus areas near the chamber wall should have a higher material
removal rate.
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Figure 14. Finite element analysis model.

Figure 15. Simulation result of magnetic flux density distribution in (a) top view (b) front
view (sectioned).
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Figure 16. Simulation result of magnetic flux density horizontally along each workpiece plane.

3.3.2. Simulation of Impingement

In addition to the magnetic field distribution, the movement of the magnetic flow
can also be attributed to the difference in polishing performance at different orientations.
Hence, the movement of the fluid flow was also modelled by ANSYS Fluent in this study to
provide a deeper understanding on the effect of the fluid flow movement when polishing
different shapes of the workpiece. The rotational symmetry structure during polishing
makes it possible to simplify the simulation down to a 2D axisymmetric problem. The
Navier-Stokes’s equation with incompressible form is applied to solve the fluid velocity
field. To describe multiphase systems, a simple algorithm and Volume of Fluid (VOF)
model were employed to solve the pressure-velocity coupling and model the continuous
multiphase, respectively. Considering the effect of turbulence on flow field, the Shear-Stress
Transport (SST) was used to express the turbulent fluid flow in the inner region of the
boundary layer as well as in the outer part of the boundary layer for a wide range of the
Reynolds number. The inlet was defined as the velocity inlet with a velocity of 6.6 m/s,
which is calculated based on 1500 revolutions per minute, with a 42 mm distance from the
rotational axis; and the outlet was a pressure outlet. Furthermore, the fluid viscosity was
set to 0.001 kg/s to simulate the property of polishing slurry. Figure 17 shows the mesh
generation methods, and all the boundary layers were refined to guarantee the simulation
accuracy. Looking into Figure 18, according to the polishing direction, the abrasive brush
flows from the left to the right, first impinges plane 1 in Figure 18a, then separates into two
streams and rubs the surface of plane 2 and plane 4, while plane 3 remained uncontacted.
As for the roller workpiece as shown in Figure 18b, the abrasive flows along the curvature,
so half of the workpiece was polished while the other half at the back was not.
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Figure 17. Mesh generation in CFD model simulation of (a) square bar (b) roller workpiece.

Figure 18. Simulation result of fluid flow in the polishing process of (a) square bar (b) roller.

4. Discussion

4.1. Discussion on the Effect of Surface Orientation

The experimental results show that the MAMP method has different polishing perfor-
mance at different posture and orientation; better polishing performance can be observed in
the surfaces parallel to or slightly inclined to the polishing direction. In the square bar work-
piece, plane 2 and 4 shows significant roughness reduction, plane 1 has little improvement
and plane 3 has no obvious change. Whereas in the roller workpiece, 0◦ and 30◦ impact
angles show the lowest roughness after the polishing process. This result can be explained
by the varying abrasive brush stiffness and abrasive flow. The stiffness of the abrasive
brush is considered to be related to the magnetic pressure which is mainly produced by
magnetization. This magnetic pressure expression can be written as follows [40]

Pm =
B2

2μ0

(
1 − 1

μr

)
(1)

where μ0 is the free space permeability, μr is the relative magnetic permeability of the mag-
netic brush, and B is the magnetic flux density on the target surface, which can be obtained
from the simulation model of magnetic field distribution. It is known from Equation (1)
that the greater the value of B, the larger the Pm. According to the magnetic field simulation
results, the magnetic flux density near the chamber wall was stronger than that of the
middle region by around 40 mT, and magnetic force is found to be proportional to the
magnetic field strength [41]. Thus, it can be deduced that a stronger magnetic pressure
can be found near the chamber wall (plane 2 and 4) while a lower magnetic pressure was
formed at the middle of the tunnel (plane 1) which would lead to a weaker impingement
and material removal. Whereas plane 3 was not able to be polished as demonstrated in the
CFD simulation shown in Figure 18. From the roller type experiments, a perpendicular
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impact angle shows poorer improvements, while 0◦ and 30◦ polishing angles had achieved
the lowest surface roughness of 20 nm, which also conforms to the results of the bar type
workpiece. In addition, the perpendicular polishing angle has not allowed effective shear-
ing, as the magnetic abrasives were stopped by the surface when hitting the perpendicular
surface, resulting in near zero velocity along the polishing direction that material removal
can hardly occur, whereas an angled surface allows the abrasives to slide through and
shears off the material from the surface during the impingement, and thus the middle area
of the roller workpiece appears to have a higher surface roughness after polishing.

However, although plane 2 and plane 4 of the square bars were both parallel to
the polishing direction, and that 0◦ and 180◦ of the rollers shall share the same impact
angle, the polishing performance of these identical angle pairs did not show a similar
efficiency. It was found that lower surface roughness values were recorded in surfaces
near the outer circle (external chamber wall), especially during the fine polishing process,
as compared to surfaces near the inner circle (internal chamber wall) despite the stronger
magnetic force in the inner circle. This might be due to the centrifugal force brought by the
rotational movement of the abrasive brush. In the polishing process, magnetic abrasives
were attracted to two pairs of magnetic poles, and rotated at a high-speed of 1500 rpm;
centrifugal force can be loaded on the magnetic abrasives which tend to be swung outwards,
leading to a less concentrated brush in the inner circle of the chamber. The magnetic force
Fm on the magnetic particles under the magnetic field can be expressed by [42]:

Fm = V·Xm·H·∇H (2)

where V is the volume of magnetic particle and Xm is the mass susceptibility, H is the
magnetic field strength and ∇H is the gradient of H. From Equation (2), it is known
that with a greater volume of magnetic particle (V), a larger magnetic force (Fm) can be
obtained. Similarly, in fine polishing, the magnetic particles are smaller in size and loosely
bonded, and a weaker magnetic force and linkage was experienced as compared to the
large magnetic abrasives used in rough polishing. Thus, the weak magnetic force may
not withstand the strong centrifugal force experienced by the fine polishing abrasive as
reported by Shukla and Pandey [43], abrasives in the inner circle would have been thrown
outwards and accumulate on the external wall that area near internal chamber wall cannot
be reached by the abrasives, leading to the different polishing pattern between rough and
fine polishing. Thus, with the current design of the MAMP system, the target surface
should be mounted facing outwards to ensure the best polishing performance.

4.2. Discussion on the Effect of Different Region on the Same Surface

Looking into the performance in the parallel direction of the square bar workpiece,
the results show that regions at the beginning of impingement were better polished in
both plane 2 and 4, while plane 4 had a larger variation of roughness among the three
regions after fine polishing. The fluid simulation also conforms with the polishing results
that only plane 1, 2 and 4 were able to be reached, with fluid being slightly blocked apart
from the surfaces of both plane 2 and plane 4. Figure 19 has summarized the polishing
performance at different regions of impingement in plane 2 and 4, while plane 2 region
C and plane 4 region A belongs to the beginning of impingement while plane 2 region A
and plane 4 region C belongs to the end of the impingement. Generally, only regions at the
beginning and middle can be significantly polished. Magnetic abrasives may be retained
at the highest point of the workpiece (at the middle of region B), so that the sliding of the
abrasive cannot continue on regions at the end of the impingement. With the magnetic
abrasive being blocked due to the surface shape, the high flow-speed magnetic abrasive
brush might not have allowed enough time for the abrasives to re-link themselves under
the magnetic force and thus cannot completely conform to the surface, leading to a varying
polishing performance. To overcome this problem, a larger gap distance between workpiece
surface and the chamber wall is believed to be able to allow smoother pass through of the
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stiffened brush, and thus a more complete contact. Moreover, keeping the target surface at
an inclined angle against the polishing direction is important to allow efficient shearing.

Figure 19. Polishing performance at different regions of impingement in square bar (a) plane 2 and
(b) plane 4.

4.3. Discussion on the Edge-Rounding Effect of Square Bar Surface

After a 20-min rough polishing and 20-min fine polishing, the square bar component
has a great surface roughness improvement on plane 4, especially at the beginning area of
impingement. Figure 20 shows the edge width of the square bar before and after polishing.
It can be observed that the edge width has a slight increase from approximately 100 μm to
110 μm after polishing, and the sharp and clear edge (white area) has diminished slightly,
symbolizing a small round edge despite the similar width of the white area. The edge
rounding effect is mainly induced by the rough polishing process as the abrasive particle
size was larger, however, since the rough polishing process was not performed for a long
period, the edge rounding effect was insignificant in this study. In addition, the edge
rounding effect during rough polishing can be minimized by controlling the polishing time
and polishing angle, whereas in fine polishing, edge-rounding effect was not found [38].

Figure 20. Edge width of square bar workpiece before and after polishing.

4.4. Discussion on the Methods to Improve the Polishing Uniformity

From the experimental results, it can be deduced that the target surface should be
facing outwards when polishing a non-revolving surface. Moreover, an effective polishing
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angle should be determined to allow uniform material removal. For a revolving surface
(i.e., roller) that requires polishing of the entire surface, the extra rotation of the workpiece
can be added to ensure uniform polishing of the whole surface. Driving the magnetic brush
to run both in a clockwise and anti-clockwise direction should also be helpful to obtain
uniform polishing of the whole surface. Another possible approach might be controlling the
workpiece to self-rotate or performing overlapping polishing by adding a motor to match
the polishing direction and impact angle. As it was found that an area with 0–30◦ impact
angle achieves better performance, therefore by rotating the component and changing the
orientation of the surface to the effective polishing angle repetitively and constantly, the
material removal uniformity can be improved.

5. Conclusions

In this study, experimental investigation and simulation on the effect of surface shapes
and orientations in the MAMP process was conducted on the square bar and roller. The
obtained conclusions are as follows:

(1) Surfaces near the chamber wall experience higher magnetic strength, a stiffer magnetic
brush is formed and thus generally performs better, and the target surface should be
mounted facing outwards.

(2) Regions at the beginning of impingement were polished better, as the abrasive brush
was either obstructed or not conforming to the regions behind it due to the work-
piece shape and high rotational speed; polishing angle adjustment will be needed to
eliminate the limitations.

(3) Both types of workpieces have partially achieved a final surface roughness of Ra = 20 nm
after fine polishing.

(4) Further investigation is still needed to study the polishing mechanism and improve
the polishing uniformity.
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Abstract: The surface condition of the fixed abrasive pad (FAP) has a significant impact on its
machining performance, workpiece material removal rate (MRR), and surface roughness. To clarify
the wavelet packet energy characteristics of friction signal under different surface conditions of FAP
and its mapping relationship with MRR and workpiece surface quality, FAP samples in different
processing stages were obtained through a consolidated abrasive grinding quartz glass experiment.
Then, the friction signals in different stages were received by the friction and wear experiment
between the FAP and quartz glass workpiece, and the wavelet packet analysis was carried out. The
experimental results show that with the increase of lapping time, the surface wear degree of the FAP
increased gradually, and the MRR of the workpiece, the surface roughness of the FAP, and the surface
roughness of the workpiece decreased slowly. In the wavelet packet energy of friction signal during
machining, the energy proportion of frequency band 7 showed an upward trend with the increase
of lapping time. The energy proportion of frequency band 8 showed a downward trend with the
increase of lapping time. The change characteristics of the two are significantly correlated with the
surface condition of the FAP.

Keywords: fixed abrasive pad; friction and wear; quartz glass; material removal rate; surface quality;
wavelet packet energy coefficient

1. Introduction

With the development of science and technology, people put forward higher require-
ments for the quality control and machining efficiency of ultra-precision machining tech-
nology [1]. The traditional free abrasive machining technology has the following disad-
vantages: uncontrolled abrasive trajectory, low abrasive utilization, high production cost,
environmental pollution, and so on [2–5]. To overcome the shortcomings of free abrasive,
the 3M company first proposed the consolidated abrasive polishing technology, which
consolidates the abrasive on the cushion substrate and transforms the three-body removal
of workpiece material into two-body removal, which is easier to control [6,7].

In consolidated abrasive polishing, the surface material of the workpiece is mainly re-
moved by mechanical and chemical actions such as friction and extrusion between abrasive
particles and the workpiece. The friction signal between its interface reflects the real-time
tribological characteristics of the polishing pad surface [8], and it is a non-stationary sig-
nal, which is difficult to be analyzed by traditional Fourier transform. Therefore, when
analyzing the friction signal, it is necessary to use the analysis methods of non-stationary
signal, such as wavelet transform, short-time Fourier transform, Hilbert Huang transform,
etc. [9–11]. At present, many scholars have studied the analysis of non-stationary signals.
Xiong et al. [12] proposed a novel bearing fault diagnosis method based on the Wavelet
Packet Transform (WPT) and a lightweight variant of Deep Residual Networks (DRN). The
accuracy of fault identification is high, which has great potential in the practical application
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of industrial fault diagnosis. Habbouche et al. [13] proposed a new data-driven approach
for bearing prognostics based on the decomposition of wavelet packets and bidirectional
long short-term memory for preprocessing and tracking degradation. Han et al. [14] pro-
posed the modal parameter identification method and damage diagnosis method based
on Hilbert Huang Transform (HHT) to monitor the bridge structure. Lan et al. [15] used
short-time Fourier transform to analyze the vibration signal and explored structural vi-
bration’s time-varying characteristics and modal frequency characteristics. Xu et al. [16]
proposed a rolling bearing fault detection method based on Translation-Invariant Denoising
(TID) and HHT, which can effectively extract the fault features of bearings. Li et al. [17]
realized the feature extraction of weak friction vibration signal through harmonic wavelet
packet transform. J. Rabi et al. [18] proposed a method based on wavelet transform and
empirical mode decomposition to analyze the defect vibration signal of friction stir welding
tunnel. Yao et al. [19] proposed a rolling bearing fault diagnosis method based on wavelet
packet analysis and a limit learning machine, which can accurately diagnose the bearing
fault category.

To sum up, there have been many research reports on the analysis and processing
of non-stationary signals, but how to analyze the friction in the process of lapping and
find the characteristics of friction signal reflecting the surface condition of the FAP has not
been studied. Therefore, this paper proposes to use the wavelet packet analysis method
to analyze the mechanical friction signal in the processing of the FAP by comparing the
proportion of wavelet packet energy in each frequency band of friction force signal under
different FAP surface conditions to obtain the friction signal characteristics reflecting the
surface condition of the FAP.

2. Basic Principles

Wavelet packet analysis is a new method based on wavelet analysis [20] which can
decompose the high-frequency and low-frequency parts of the signal more finely and
conduct a more comprehensive signal analysis [21]. Each wavelet packet decomposition
will obtain two sub-bands of low frequency and high frequency. The three-layer wavelet
packet decomposition is shown in Figure 1. For the n-layer decomposed wavelet packet
signal, 2n sub-bands are obtained. The decomposition calculation formula is as follows:

di,j,2m = ∑
k

h(k − 2i)dk,j+1,m (1)

di,j,2m+1 = ∑
k

g(k − 2i)dk,j+1,m

The calculation formula of wavelet packet reconstruction is as follows:

di,j+1,m = ∑
k

h(i − 2k)di,j,2m + ∑
k

g(i − 2k)di,j,2m+1 (2)

where, di,j,m is the i-th wavelet packet coefficient of the m-th node of layer j; and h(k) and
g(k) are low-pass and high pass filter coefficients, respectively.
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Figure 1. Decomposition diagram of three-layer wavelet packet.

The principle of wavelet packet energy is to solve the signal energy on different
decomposition scales and arrange these energy values into eigenvectors according to the
scale order for recognition [22,23]. Wavelet packet energy contains rich signal characteristics,
and its wavelet packet decomposition result is di,j(k) energy E in different frequency bands
Ei,j. The calculation formula is:

Ei,j =
N

∑
k=1

∣∣di,j(k)
∣∣2, j = 0, 1, ···2i − 1 (3)

where N is the original signal length. All Ei,j constitute the wavelet packet energy spectrum.
The proportion of wavelet packet energy Pi,j, the calculation formula is as follows:

Pi,j =
Ei,j

∑2i−1
j=0 Ei,j

(4)

3. Experimental Part

3.1. Experimental Design

The test part mainly includes the lapping test and the wear test. The lapping test is
carried out on the ZDHP-30B ultra precision plane polishing machine. The lapping pad is
W7 fixed abrasive pad, and the lapping workpiece is a quartz glass wafer with a diameter
of 50 mm and a thickness of 3 mm. Its initial surface roughness is 60–70 nm. The total
lapping time is 180 min. Every 30 min in the lapping process is a stage. After each stage,
the quality difference of the workpiece is measured to calculate the MRR of the processing
stage. The processing performance of the FAP is characterized by the material removal rate.
FAP samples are obtained from the surface of the polishing pad for standby to observe
the surface wear condition of FAP samples. The FAP does not need to be dressed. The
next stage of lapping quartz glass is carried out, and so on until the grinding time reaches
180 min. The lapping test processing equipment and processing principle are shown in
Figure 2. Other process parameters are shown in Table 1. The wear test is performed after
each stage of the lapping test. The wear test was carried out on a microcomputer controlled
reciprocating friction and wear tester (MWF-500). Its working principle is that the spindle
rotates to drive the slider crank mechanism to move, so as to realize reciprocating linear
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motion. Paste the FAP samples of each processing stage obtained from the lapping test
on the cylindrical workbench. The FAP samples lap the quartz glass in a straight-line
reciprocating motion on the reciprocating friction and wear tester with a reciprocating
distance of 6 mm. Thus, the friction signal generated in the process of FAP lapping quartz
glass can be obtained. The test equipment and FAP sample diagram are shown in Figure 3:
150 r/min refers to the rotation speed of the spindle of MWF-500 in the wear test; the unit
of the instrument is r/min; 100 rmp represents the rotation speed of the polishing disc of
ZDHP-30B in the lapping test. The unit of the instrument is rpm. The effect of the two
instruments is consistent at specific speeds. When the spindle speed of the wear test is
150 r/min, the effect is consistent with that of the polishing disc speed of 100 rmp in the
lapping test. Other parameters are shown in Table 2. The experimental flow chart is shown
in Figure 4.

Table 1. Process parameters of lapping experiment.

Parameter Condition

Lapping fluid Deionized water
Lapping pressure 26.7 kPa
Slurry flow rate

Speed
50 mL/min

100 rpm

Figure 2. Ultra-precision plane lapping and polishing machine and its processing principle.

Figure 3. The experimental equipment and partial enlarged view. Note: (a) FAP sample; (b) local
amplification; (c) experimental equipment.
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Table 2. Wear test parameters.

Parameter Condition

Spindle speed 150 r/min (100 rpm)
Pressure 26.7 kPa

Wear time 1 min

 

Figure 4. Flow chart for experiment.

3.2. Measurement and Characterization
3.2.1. Material Removal Rate

In each lapping experiment, SatoriousCP225D precision balance is used to weigh the
mass of quartz glass samples before and after processing. The diameter of quartz glass is
measured with a micrometer. Finally, the weight loss method calculates the MRR of the
quartz glass in the lapping process.

MRR =
Δm

ρ× s × t
× 107 (5)

where “MRR” is the material removal rate, nm/min; Δm is the poor quality of quartz
glass before and after processing, g; ρ is the density of quartz glass, ρ = 2.2 g/cm3; s is the
workpiece area, cm2; and t is the processing time, min.

3.2.2. Observation of Surface Roughness and Three-Dimensional Morphology

Before and after the lapping test, Contour GT-X3/X8 white light interferometer was
used to measure the surface roughness Sa and three-dimensional surface morphology of
the FAP. Before and after the wear test, Contour GT-X3/X8 white light interferometer was
used to measure the surface roughness Sa of the workpiece. When the measuring point
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was selected in the experiment, we chose 3 points on a straight line on the surface of the
polished workpiece as measurement points, which can better reflect the surface roughness
Sa and three-dimensional topography of the polished workpiece, and the average value
was taken as the final measurement result.

4. Results and Discussion

4.1. Relationship between the MRR and Energy Proportion of Wavelet Packet

MATLAB software was used to process the friction signal, and the db2 wavelet
function was selected; the length of the signal was N = 600, and the theoretical maximum
number of decomposition layers was 4. After three-layer wavelet packet decomposition,
8 frequency bands from low to high were obtained to meet the subdivision of the signal
and reduce the amount of calculation. Finally, three-layer wavelet packet decomposition
was selected. When the decomposition scale was 3, the corresponding frequency bands of
the 8 signal nodes are shown in Table 3. The distribution of energy in different frequency
bands was calculated, and the proportion of wavelet packet energy in each processing
stage was obtained, as shown in Figure 5. It can be seen from Figure 5 that the energy was
mainly concentrated in frequency bands 7 and 8, and the energy of the low-frequency part
accounted for a relatively low proportion. Therefore, the fault signal mainly existed in the
high-frequency part. The relationship between the energy proportion in frequency bands
7 and 8 and the MRR was obtained by associating frequency band 7 and 8 with the MRR,
as shown in Figure 6.

Table 3. The corresponding frequency bands of the 8 signal nodes.

Serial Number 1 2 3 4 5 6 7 8

Node (3,1) (3,2) (3,3) (3,4) (3,5) (3,6) (3,7) (3,8)

Frequency band
(Hz) 0–0.625 0.625–1.25 1.25–1.875 1.875–2.5 2.5–3.125 3.125–3.75 3.75–4.375 4.375–5

Figure 5. Proportion of wavelet packet energy in each processing stage of the FAP. Note: (a) Lapping
time 0–30 min; (b) lapping time 30–60 min; (c) lapping time 60–90 min; (d) lapping time 90–120 min;
(e) lapping time 120–150 min; (f) lapping time 150–180 min.
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Figure 6. Relationship between the MRR and energy proportion of frequency bands 7 and 8.

4.2. Relationship between Surface Roughness of the FAP and Energy Proportion of Wavelet Packet

The surface roughness and three-dimensional surface parameters of the FAP after each
processing were measured. It can be seen from the literature that the size of peak SP can
characterize the protruding height of surface abrasive particles, and the size of arithmetic
square root Sq can characterize the condition of surface texture [24]. The surface roughness
and three-dimensional surface parameters of the FAP in each processing stage are shown
in Table 4. The three-dimensional surface parameters Sp and Sq of FAP at each processing
stage are shown in Figure 7. The relationship between the surface roughness of the FAP in
each processing stage and the energy proportion of frequency bands 7 and 8 are as shown
in Figure 8. The three-dimensional morphology of its surface is shown in Figure 9. It can
be seen from Figure 7 that Sp and Sq gradually decreased with the increase of lapping time
because the FAP surface abrasive particles were constantly worn during the lapping process,
resulting in the continuous reduction of the abrasive particle height on the FAP surface. It
can be seen from Figure 8 that the changing trend of energy proportion in frequency band
8 of wavelet packet was consistent with the changing trend of surface roughness of the FAP,
which decreased with the increase of lapping time. The energy proportion in frequency
band 7 of the wavelet packet was opposite to the changing trend of surface roughness of
the FAP and increased with the increase of lapping time. This is because, at the initial
stage of lapping, there were many exposed abrasive particles on the FAP surface, and the
exposed height of abrasive particles is high. The edge tip of the abrasive particles was
complete, the micro-cutting ability of the abrasive particles was strong, and the surface
roughness was large. During the lapping process, a large number of abrasive particles
scratched the surface of the workpiece. The energy of the wavelet packet in frequency band
8 was large, and that in the frequency band 7 was small. With the increase in lapping time,
the abrasive particles on the surface of the FAP aggravated the wear and fall off. More
and more matrix materials were exposed on the surface, and their SP and Sq decreased.
FAP surface roughness was small, which affected the micro-cutting ability of the abrasive
particles to a certain extent. A large number of substrates contacted and scratched the
workpiece, which increased the energy of frequency band 7 and decreased the energy of
frequency band 8 of the wavelet packet.
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Table 4. Surface roughness and three-dimensional surface parameters of the FAP in each process-
ing stage.

Lapping Time Sa/nm Sp/nm Sq/nm

30 min 1294.08 7855.92 1713.72
60 min 966.01 6186.56 1372.41
90 min 940.32 5778.66 1343.55
120 min 873.51 5018.38 1251.19
150 min 830.26 4629.98 1190.13
180 min 782.09 3626.41 1100.47

Figure 7. The three-dimensional surface parameters Sp and Sq of FAP at each processing stage.

Figure 8. Relationship between surface roughness of the FAP and energy proportion of frequency
bands 7 and 8.
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Figure 9. Three-dimensional surface morphology of the FAP in different processing stages. Note:
(a) Lapping time 0–30 min; (b) lapping time 30–60 min; (c) lapping time 60–90 min; (d) lapping time
90–120 min; (e) lapping time 120–150 min; (f) lapping time 150–180 min.

4.3. Relationship between Surface Roughness of Workpiece after Wear and the Energy Proportion of
Wavelet Packet

In order to observe the micro cutting performance of FAP surface abrasive particles and
the surface roughness of workpiece at different machining stages more intuitively, the FAP
samples were ground back and forth on a microcomputer controlled reciprocating friction
and wear tester (MWF-500). The surface roughness and three-dimensional morphology of
lapping quartz glass of FAP samples were measured at different processing stages after
each wear test. The surface roughness of lapping quartz glass of FAP samples at each
processing stage is shown in Table 5. The relationship between the surface roughness of
quartz glass and the energy proportion of frequency bands 7 and 8 is shown in Figure 10.
The three-dimensional morphology of quartz glass workpiece lapping by FAP samples at
different processing stages is shown in Figure 11. It can be seen from Figure 10 that the
changing trend of energy proportion in frequency band 8 of wavelet packet was consistent
with the changing trend of surface roughness of quartz glass workpiece, which decreased
with the increase of lapping time. The energy proportion of frequency band 7 was the
opposite of the changing trend of the surface roughness of quartz glass workpiece and
increased with the increase of lapping time. This is because many abrasive particles were
exposed to the FAP surface at the initial stage of lapping, and the height was high. The
abrasive particles scratched the workpiece surface during the lapping process and left
large scratches. The workpiece surface roughness was large, and the abrasive particles
had a strong micro-cutting performance. The energy proportion of frequency band 8 was
large, and the energy proportion of frequency band 7 was small. The abrasive particles
wore and fell off with the increased lapping time, and many matrices were exposed and
scratched on the workpiece surface. The damage to the workpiece surface was small, the
surface roughness was reduced, and the micro-cutting ability of abrasive particles was
weakened. The energy proportion of frequency band 7 was large, and the energy proportion
of frequency band 8 was small.
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Figure 10. Relationship between workpiece surface roughness and energy proportion of frequency
bands 7 and 8.

Figure 11. The three-dimensional morphology of quartz glass workpiece lapping by FAP samples at
different processing stages. Note: (a) The FAP samples (0–30 min) lapping quartz glass workpiece;
(b)the FAP samples (30–60 min) lapping quartz glass workpiece; (c) the FAP samples (60–90 min)
lapping quartz glass workpiece; (d) the FAP samples (90–120 min) lapping quartz glass workpiece;
(e) the FAP samples (120–150 min) lapping quartz glass workpiece; (f) the FAP samples (150–180 min)
lapping quartz glass workpiece.
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Table 5. The surface roughness of lapping quartz glass of FAP samples at each processing stage.

Lapping Time Sa/nm

30 min 1028.838
60 min 787.058
90 min 697.936

120 min 657.071
150 min 577.03
180 min 541.184

4.4. Discussion

It can be seen from the above that the MRR of the workpiece was consistent with the
change law of the surface roughness of the FAP and the surface roughness of the workpiece,
which generally showed a downward trend with the increase of lapping time. The energy
proportion in frequency bands 7 and 8 of the wavelet packet was relatively high. The
energy proportion in the frequency band 7 increased with the increase of lapping time, and
the energy proportion in the frequency band 8 decreased with the increase of lapping time.

The FAP was mainly composed of diamond abrasive particles and resin matrix. It can
be seen that there are two reasons for the change of energy proportion in frequency bands
7 and 8. On the one hand, there were a large number of diamond abrasive particles on the
surface of the FAP. The diamond abrasive particles achieved a certain MRR by scratching
and ploughing the workpiece surface in the processing process. At the initial stage of
lapping, the wear degree of the abrasive particles on the surface of the FAP was small,
most of the abrasive particles retained the complete blade tip, the surface morphology was
relatively convex, and the surface roughness was large, as shown in Figure 9a. Its processing
performance was not greatly affected. The abrasive tip cut deep into the workpiece surface,
scratched the plough workpiece’s surface, and left deep scratches. There were many
waste chips generated by scratching, and its MRR was large, as shown in Figure 12a. In
machining, the scrap and abrasive particles contact together and scratch the workpiece
surface, resulting in the change of wavelet packet energy. Therefore, the energy of frequency
band 8 was the largest in the initial lapping stage. With the increase in lapping time, the
abrasive particles on the surface of the FAP were constantly worn, part of the abrasive
particles were forced to fall off from the surface of the FAP, and the edge tips of the other
abrasive particles had a large area of edge collapse. The abrasive protrusion on the surface
of the FAP decreased, the surface became relatively smooth, and the surface roughness
decreased. The cutting performance of worn abrasive particles was greatly reduced. In
machining, the depth of abrasive particles cutting into the surface of the workpiece became
shallow, and the amount generated debris became smaller. The times of scraping the
surface of the workpiece with debris and abrasive particles were reduced, and the energy
proportion in frequency band 8 were reduced.

On the other hand, the FAP was mainly composed of a resin matrix, and the abrasive
particles were fixed on the matrix. At the initial stage of lapping, the abrasive particles
on the surface of the FAP were only slightly worn, and the abrasive particles were more
prominent. The abrasive particles scratched the cutting workpiece to remove the material
in the lapping process. Only a small part of the matrix with high protrusion contacted the
workpiece surface. The energy change caused by this part of the matrix scratching the
workpiece surface was small, so the energy proportion of frequency band 7 was small in
the initial lapping stage. As the lapping continued, the abrasive particles on the surface of
the FAP accelerated the wear, a large number of abrasive particles fell off or collapsed on
the surface, the height of abrasive particles decreased, and more matrices were exposed and
participated in scratching the workpiece surface, as shown in Figure 12e. The energy change
caused by the matrix scratching the workpiece surface increased, and the energy proportion
in the frequency band 7 increased. Due to the large difference in hardness between the matrix
and diamond abrasive particles, the scratches left by the matrix scratching the workpiece
surface were shallow and dense. The workpiece surface morphology was relatively smooth
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and had small surface roughness, as shown in Figure 11f. This is consistent with the
experimental results in Section 4.3.

 

Figure 12. Machining wear principle of the FAP. Note: (a) Lapping time 0–30 min; (b) lapping time
30–60 min; (c) lapping time 60–90 min; (d) lapping time 90–120 min; (e) lapping time 120–150 min;
(f) lapping time 150–180 min.

5. Conclusions

With the increase of lapping time, the MRR of the workpiece, the surface roughness of
the FAP, and the surface roughness of the workpiece after wear were consistent, and all
showed a downward trend with the increase of lapping time.

The wavelet packet energy was mainly concentrated in the high-frequency part of the
lapping process. The energy proportion in the frequency band 7 increased with the increase
of lapping time, and the energy proportion in the frequency band 8 decreased with the
increase of lapping time.

The energy proportion of frequency band 7 was related to the surface of the workpiece
scratched by the matrix. In contrast, the energy of frequency band 8 was connected to the
scratched workpiece scratched by abrasive particles and debris. Therefore, the processing
performance of FAP can be detected by the energy of frequency band 8, and the energy of
frequency band 7 can detect the matrix exposure on the surface of FAP.
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Abstract: In this study, the cutting of borosilicate glass plates in ambient air and water with a 355 nm
wavelength picosecond laser was carried out. Low (2.1–2.75 W) and high (15.5 W) average laser power
cutting regimes were studied. Thorough attention was paid to the effect of the hatch distance on the
cutting quality and characteristic strength of glass strips cut in both environments. At optimal cutting
parameters, ablation efficiency and cutting rates were the highest but cut sidewalls were covered
with periodically recurring ridges. Transition to smaller hatch values improved the cut sidewall
quality by suppressing the ridge formation, but negatively affected the ablation efficiency and overall
strength of glass strips. Glass strips cut in water in the low-laser-power regime had the highest
characteristic strength of 117.6 and 107.3 MPa for the front and back sides, respectively. Cutting
in a high-laser-power regime was only carried out in water. At 15.5 W, the ablation efficiency and
effective cutting speed per incident laser power increased by 16% and 22%, respectively, compared
with cutting in water in a low-laser-power regime.

Keywords: picosecond laser; glass cutting; characteristic strength; surface roughness; hatch

1. Introduction

Glass is one of the most widely adopted engineering materials, preferred for its me-
chanical strength, chemical inertness, high thermal stability, and electrical resistance [1,2]. It
is widely used in multiple areas, ranging from mass consumer electronics to specific applica-
tions, such as microfluidics, photonics, or microelectromechanical systems (MEMSs) [2–4].

Among different glass fabrication methods, glass cutting remains one of the most
common and fundamental operations [5,6]. Mechanical glass cutting is typically performed
by scoring and breaking, which produces large micro-cracks and splinters [5]. As a result,
defects inflicted during cutting reduce the strength of the glass element [7], which ultimately
could lead to glass shattering.

Nevertheless, the requirements for faster processing, higher precision, excellent surface
finish, and tighter-than-ever tolerances are constantly increasing. For this reason, one of
the most promising and versatile techniques for the drilling, milling, and cutting of fine
features in the glass is direct laser ablation. Direct laser ablation enables the possibility
of seamlessly switching between the machining of different types of features in glasses,
unlike well-established mechanical methods. Furthermore, the laser beam can be sharply
focused, allowing the production of micrometre-sized features with very high accuracy.
Additionally, the laser process is flexible, highly repeatable, and easily automated [8,9]. The
technology allows the cutting of features with a complex shape, consisting of inner and
outer contours [10]. Opaque and highly absorptive glasses can be processed, unlike other
common laser-based techniques, such as rear side ablation [11] and the internal scribing
approach [9,12].

The transition from continuous-wave and short (nanosecond) pulses to ultrashort
lasers reduces thermal damage in glasses [13]. Furthermore, the dominant mechanism
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causing ablation shifts from avalanche ionisation to multiphoton ionisation for pulses
shorter than 50 ps [14]. This improves the localisation of absorbed laser energy and
reduces thermal damage. The avoidance of such defects is crucial for cutting and scribing
applications because they determine the strength of the machined element [7,15]. Therefore,
laser ablation with ultrashort pulses has become an attractive method for the precise
machining of thin glasses (<1 mm) [15].

The average laser power of modern ultrashort lasers is constantly growing, allow-
ing one to achieve higher-than-ever processing speeds. Thus, with decent (industrially
accessible) laser focusing, such systems can easily surpass optimal laser fluence levels
for most engineering materials. In order to utilise full laser potential at optimal material
processing conditions, one must either increase the laser beam spot size at the expense of
machining accuracy or increase the laser pulse repetition rate to maintain optimal fluence
levels. Unfortunately, excessive heat would accumulate in either case and ultimately lead
to fractures and destruction of the brittle material even for ultrashort pulses [16,17].

Fortunately, excessive heat which is generated during the laser processing can effec-
tively be taken away by introducing liquid into the laser ablation zone [16,18–21]. As a
result, brittle material can withstand higher thermal loads, and higher laser power can be
irradiated into the workpiece, increasing the process throughput. Additionally, multiple
studies have reported the improved extraction of ablation products, reduced plasma shield-
ing, and the generation of high-pressure mechanical shockwaves, which further contributed
to material removing rates [22,23]. Additionally, improved machining quality was also
observed: reduced heat-affected zones (HAZs), micro-cracks, and the re-deposition and
recast of ablative debris [21,24–27].

Water is most commonly used as a laser ablation assisting liquid since it is cheap, harm-
less, and recyclable [20,28]. Water can be introduced into the ablation zone in multiple ways:
by submerging the workpiece into standing [22,26,29,30] or flowing water [20,21,31,32];
by guiding a laser beam in the water jet [33,34]; or by spraying water mist [18] or a wa-
ter jet [19,28] next to the laser beam. Most studies have investigated laser ablation with
workpieces submerged into a standing or low-velocity liquid flow with a liquid layer
thickness of a few to tens of millimetres. The key limitations of such a design were noted
in [20,28,35]: laser heating formed bubbles around the ablation zone, generating waves
at the surface of the liquid. Consequently, waves caused instability in laser processing
conditions—variations in laser focus position, beam diffraction, and refraction angles; as
a result, hampering the continuity and uniformity of ablated grooves [35]. Furthermore,
Tangwarodomnukun et al. [35] reported a substantial 6.5% loss of laser power in a 2 mm
thick water layer for 1080 nm wavelength radiation, whereas Kruusing et al. [36] observed
the laser (heating) power loss due to the water cooling.

Fortunately, air–water interface instability and laser absorption in the water layer can
be addressed by employing a thin and flowing water film [16,18]. This can be achieved
by spraying a water mist into the ablation zone instead of submerging the workpiece into
the liquid. Transitioning to shorter laser wavelengths can further reduce laser radiation
absorption in the water layer. For example, absorption of the 355 nm wavelength radiation
is about 300 times lower than the absorption of the widely used 1064 nm wavelength [36].
The highest absorption length in water is reportedly in the range of 400–600 nm, with the
peak value at 500 nm [36]. However, transitioning to UV wavelengths can improve laser
energy coupling in glasses [14] and localise laser-induced damage into a smaller area [13].
For 355 nm, higher ablation efficiency and lower ablation thresholds compared with 532
and 1064 nm wavelengths were reported in [14]. As a result, glass chipping and microcrack
formation can be further reduced, improving cut edge strength and making glass more
resistant to tensile stresses.

In our previous study, we demonstrated the efficient milling and cutting of borosilicate
glasses using a picosecond laser working at a 1064 nm wavelength in a water-assisted
environment [16]. Water introduction into the ablation zone significantly improved effective
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glass cutting speeds and the morphology of the cut wall compared with glass ablation in
ambient air.

As stated above, the transition to a shorter wavelength could further improve the cut
quality due to better laser energy coupling, improving the strength of the laser-cut glass
elements. To the best of our knowledge, no research involving efficient borosilicate glass
cutting with UV picosecond pulses in a water-assisted environment has been conducted
thus far. Additionally, we investigated the impact of the hatch distance on the cut wall
quality and the characteristic strength of laser-cut glasses when the cut line consisted of
multiple lines scanned in parallel.

Here, we experimentally studied the cutting of 0.4 mm thick borosilicate glass plates
with a picosecond laser working at 355 nm radiation wavelength. Glass ablation was carried
out in ambient air and water using optimised laser processing parameters for efficient glass
ablation. The glass shattered at elevated laser powers (above 4 W) in ambient air; therefore,
low (2.1–2.75 W) and high (15.5 W) average laser power cutting regimes were investigated
separately. The cutting quality was evaluated using an optical microscope and a profiler.
Four-point bending tests were conducted to determine the bending strength of laser-cut
glass strips.

2. Materials and Methods

Glass cutting experiments were performed using a picosecond laser: Atlantic from
Ekspla. The emission wavelength was 355 nm, the pulse width was 10 ± 3 ps, and
the maximum average laser power at the sample’s surface was 15.5 W. The laser pulse
repetition rate was adjustable between 0.4 and 1 MHz. The emitted light intensity profile
was similar to Gaussian and had linear polarisation. Cutting experiments were carried
out using P polarisation only (the polarisation vector was perpendicular to the laser beam
scanning direction).

The optical setup consisted of a laser, a beam expander, mirrors to direct the laser beam
to the scanning system, and a focusing lens. The laser beam movement was controlled with
a galvanometer scanner: IntelliSCANde14 from ScanLab. For focusing, we used an f-theta
lens with a focal distance of 100 mm. Laser beam spot sizes were measured using Liu’s
method [37]. At the focal position, the minimal diffraction-limited spot size (diameter)
was 15 μm with a beam expander installed in the laser beam path and 30 μm without the
expander. The laser fluence F (values reported further in the text) was evaluated using
the expression F = 2E/

(
πr2), where E is the laser pulse energy and r is the radius of the

focused laser beam. The focal plane was set on top of the glass sample for the laser fluence
and spot size measurements. For glass cutting experiments, the laser beam focal point was
shifted 200 μm below the surface of the glass sample.

In this study, we used borosilicate glass plates (D263m) with a thickness of 400 μm.
The length and the width of the glass plates were 26 mm and 20 mm, respectively. Glass
plates were cleaned before the laser cutting with high-purity acetone. Cutting quality was
analysed with an optical microscope: Eclipse LV100NDA from Nikon. The cut sidewall
topographies were recorded with the S neox optical profiler from Sensofar.

Morphology and topography analyses were followed by glass cleaving experiments
to determine the characteristic strength of laser-cut samples. For this, glass plates were cut
into rectangular 26 × 6 mm2 glass strips. The bending force was measured with an Alluris
FMI-S30A5 dynamometer.

The laser scanning geometry used for cutting the borosilicate glass is presented in
Figure 1. Multiple lines were scanned in parallel, separated by the hatch (the distance
between two scanned lines). The number of lines in a single scan defined the cut’s width.
After each scan, the hatch direction was changed to the opposite. In the case of an odd scan,
the scanning started at position A and ended at position B. An even scan started where the
odd scan had ended (position B) and returned to position A by following the same scan
path backwards.
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Figure 1. Graphical representation of the scan geometry used for cutting glass.

A thin flowing water film was formed at the surface of the glass workpiece by spraying
water mist (see Figure 2). The mist was formed with a commercially available airbrush
connected to a pressurised air (3 bar). Here, high-velocity air atomised water into droplets
which then were sprayed onto the glass surface and formed a liquid film flowing through
the laser ablation zone. The liquid layer was the thickest at the beginning and gradually
thinned out as the distance from the nozzle tip increased. In this study, the liquid film
flow direction was parallel to the laser scanning direction. At the start of the cut line, the
thickness of the liquid layer was 750 μm, whereas at the end of the cut line (26 mm away),
the thickness decreased to 450 μm. Variation in layer thickness had no significant effect on
ablation efficiency over the length of the cut.

Figure 2. Experimental setup. Airbrush sprayed water mist onto the glass surface, forming thin and
flowing water film.

A four-point bending test was performed to assess the characteristic strength of glass
strips cut with a laser. The bending test setup is presented in Figure 3. The testing setup
consisted of two inner loading rollers with an inner span of 6 mm and two support rollers
with a span of 16 mm. The diameter of loading and support rollers was 2 and 6 mm,
respectively. During the load, the side of the glass sample in contact with support rollers
was under the tensile load, whereas the opposite side was under the compressive load.
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Both sides underwent a different type of load during a test; therefore, bending tests were
conducted on both sides of glass samples. The loading rate was 1.7 MPa/s.

Figure 3. The four-point bending test setup.

The maximum bending strength σ is given by the following formula [38]:

σ =
3F(L − l)

2bt2 , (1)

where F is the load at glass sample failure, b is the width, t is the thickness of the sample,
and l, L are the distance between the loading and supporting rollers, respectively.

Glass is a brittle material that usually presents a widely scattered strength. Some
samples cut under the same processing parameters may break under light load, whereas
others will withstand significant bending forces [39]. For this reason, Weibull cumulative
distribution is often employed to describe the distribution of the characteristic strength of
such materials [40]:

Pf (σ) = 1 − exp
(
− σ

σ0

)m
(2)

Here, σ0 and m are the characteristic strength and shape parameters of the Weibull mod-
ulus. Characteristic strength defines the bending strength at which 63.2% of all samples fail,
whereas the shape parameter indicates the dispersion [39], and Pf is the fracture probability.

During tests, a force was applied on laser-cut strips. The maximum bending strength of
each strip was calculated based on the measured F at which glass failure occurred. Obtained
σ values were ranked in ascending order, i = 1,2, . . . ,n. Probability of fracture should be
assigned to every calculated σn, where 0 < Pf < 1, but because the exact probability values
for each σn is not known, an estimator was used to find these values [41]:

Pf , i(σ) =
(i − 0.5)

n
. (3)

This is one of the most commonly used estimators and preferred one for smaller
sample sizes of fewer than 50 measurements [42]. Finally, Equation (3) was fitted with
Weibull cumulative distribution (Equation (2)) to extract σ0 and m parameters.

3. Results and Discussion

3.1. Low-Laser-Power Cutting Regime
3.1.1. Cutting Process Optimisation

Thin glass plates are sensitive to thermal stresses caused by laser ablation and can
easily shatter when higher laser power is irradiated into the material [16]. Glass plates
used in this research fractured in ambient air if incident laser power exceeded 4 W. For this
reason, glass cutting experiments were split into two parts: low and high (average) laser
power regimes. This section presents laser parameter optimization for efficient borosilicate
glass cutting at low laser power (<4 W). In Section 3.2, results on high-laser-power cutting
are presented.
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Firstly, laser ablation parameters for cutting borosilicate glass in ambient air and water
were optimised. Initial (not optimised) ablation parameters were the same for both cutting
environments: ν = 400 kHz (laser pulse repetition rate), V = 200 mm/s (laser beam scanning
speed), h = 4 μm (hatch), and Pavg = 4 W (average laser power). The length and width of
the optimisation cuts were 5 and 0.3 mm, respectively. During the optimisation step, a
number of parameters were optimised: laser fluence, laser beam scanning speed, pulse
repetition rate, and the hatch. For every laser parameter set, a minimum number of laser
scans was found for a complete and consistent cut-through.

First, the laser fluence was optimised in both environments. The laser fluence was
varied from 2 to 12 J/cm2 by changing the laser pulse energy. The results are presented
in Figure 4. The shapes of both ablation efficiency curves were similar, despite different
ablation environments. However, the peak of the ablation efficiency curve in water was
higher by 63.6% (3.57 versus 5.84 μm3/μJ) and shifted towards higher fluencies (from
3.5 J/cm2 to 6.1 J/cm2).

Figure 4. Ablation efficiency versus laser fluence in ambient air and water. Dots are connected to
guide the eye.

After the optimal laser fluence was found, the laser pulse repetition rate was re-
adjusted, keeping in mind that the average laser power should be maintained below 4 W to
avoid glass fracture in ambient air. Laser wavelength conversion efficiency from 1064 nm
(fundamental wavelength) to 355 nm (third harmonic of the fundamental wavelength)
depends on the pulse intensity. Thus, increasing the pulse repetition rate above 400 kHz
and keeping the pump level fixed resulted in a slight decrease in laser output power.

With that being said, further optimisation in water was carried out at 529 kHz and
the average laser power of 2.75 W, whereas optimisation in ambient air was conducted at
ν = 653 kHz and Pavg = 2.1 W. Laser fluence was maintained optimal in both environments,
despite slightly different average laser power levels.

Then, the laser beam scanning speed was varied from 200 to 1000 mm/s (see Figure 5).
Glass ablation in water remained more efficient in the investigated scanning speed range.
Additionally, varying the scanning speed outside the optimal values in water was not as
detrimental as in ambient air. The optimal laser beam scanning speed for glass ablation in
water was lower (600 mm/s) compared with ablation in ambient air (800 mm/s). Here, the
difference in the optimal scanning speed was determined by the different pulse repetition
rates in both environments.
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Figure 5. Ablation efficiency versus the laser beam scanning speed in ambient air and water. Dots
are connected to guide the eye.

A decrease in ablation efficiency at scanning speeds below optimal in ambient air
was associated with increasing laser beam shielding with plasma and debris due to heat
accumulation, whereas ablation efficiency loss at scanning speeds above optimal was
associated with decreasing temperature in the ablation zone from the optimal due to the
increasing distance between laser pulses [43,44].

Finally, a hatch distance was optimised. The distance between the scan lines was
varied between 2 and 14 μm to find an optimal hatch value. Additionally, the number
of parallel cut lines was adjusted to maintain a constant cut width. Ablation efficiency
dependence on the hatch distance is presented in Figure 6. Here, the peak efficiency was
obtained at the same hatch distance (10 μm) in both environments, which indicated that
the hatch distance mostly depended on the laser beam spot size, but not on the processing
environment. At a 10 μm hatch distance, the laser ablation efficiency in ambient air was
6.6 μm3/μJ. The ablation efficiency in water was 14% higher, reaching 7.5 μm3/μJ.

Figure 6. Ablation efficiency versus hatch distance in ambient air and water. Dots are connected to
guide the eye.
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After the optimised laser parameters were determined, we varied the laser fluence,
pulse repetition rate, laser beam scanning speed, and hatch again (only in a narrower
parameter range). Despite this, the parameter values yielding the highest ablation efficiency
remained unchanged, indicating the optimal glass cutting parameter set.

Therefore, the final (optimised) processing parameters for cutting 0.3 mm wide cuts
in a low-laser-power regime are presented in Table 1. Under optimised glass ablation
parameters, the effective cutting speed of 0.4 mm thick glass plates in water was 0.26 mm/s.
Cutting in ambient air was slower—0.19 mm/s. The difference in effective cutting speed
mostly resulted from the difference in incident laser power between two environments
(2.75 W in water and 2.1 W in ambient air). Considering this, the effective cutting speed per
incident laser power (W) was 0.095 mm/s/W in water and 0.09 mm/s/W in ambient air.

Table 1. Optimised glass cutting parameters (low-laser-power cutting regime).

Cutting
Environment

Average
Laser

Power, W

Ablation
Efficiency,

μm3/μJ

Fluence,
J/cm2

Scan Speed,
mm/s

Pulse
Energy, μJ

Pulse
Repetition
Rate, kHz

Hatch,
μm

Cut Width,
μm

Air 2.1 6.6 3.5 800 3.2 653 10 300
Water (low power) 2.75 7.5 6.1 600 5.2 529 10 300

Despite the 14% higher ablation efficiency in water-assisted conditions, the improve-
ment in effective cutting speed per Watt was modest (5.5%). The reason for the discrepancy
between the ablation efficiency and effective cutting speed was caused by the steeper cut
walls produced in water [16]. Strong shockwaves are created during laser ablation in a liq-
uid environment that impinge on the cut sidewalls, producing shallower taper angles [16].
As a result, a larger volume of material was removed, yielding a higher ablation efficiency,
despite removing the same material layer thickness per laser scan.

3.1.2. Cut Sidewall Quality

The hatch (h) is the distance between two scanned lines that defines the degree of
laser beam overlap between two neighbouring cut lines. The effect of hatch distance on the
bottom of milled cavities has been investigated in multiple papers [44–47]. However, we
could not find extensive research on the influence of the hatch on the quality of laser cutting.

For this reason, rectangular glass strips (26 × 6 mm2) were cut out of the larger glass
plates using the optimised laser parameter sets presented in Table 1 (2.1 W in ambient air
and 2.75 W in water). The optimal hatch in both environments was 10 μm. Nevertheless, we
produced additional cuts with the following hatch values: 2, 4, 6, 8, and 12 μm. Here, only
the hatch value was varied, whereas other parameters remained unchanged. Micrographs
of laser-cut walls are depicted in Figure 7.

Cut sidewalls were covered with periodically recurring ridges. These formations
were parallel to the laser beam scanning direction and spanned uninterrupted throughout
the length of the cut. Ridges are visible as the dark lines in Figure 7 separated by lighter
areas—the concavities.

In the experiments, we used a Gaussian laser beam intensity profile. Thus, these
formations resulted from the cumulative beam intensity distribution projected onto the
glass plate after multiple laser scans (Figure 8). The accumulated laser intensity distribution
(the distance between intensity minimums and maximums) depended on the hatch distance
between individual cut lines. Concavities represent the laser beam intensity peaks, where
more material was removed. In Figure 8, dashed lines (normal to the glass plate surface)
were extrapolated from the laser intensity peaks to the inclined cut sidewall, indicating
positions where concavities would be formed. Ridges were formed in intensity minimums
between the cut lines, thus removing less material. However, as the hatch distance de-
creased to 2 μm in ambient air and 4 μm in water, the ridges became indistinguishable to
the eye. Hatch became comparable to the pitch, yielding a relatively uniform overlap in
both directions.
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Figure 7. Optical micrographs of cut sidewalls. Cases for cutting in ambient air and water at different
hatch values are presented. Scale bars represent 0.2 mm and apply to all panels in this figure. The
laser beam entry side is indicated with an arrow.

 
Figure 8. Schematic of the side view of the glass plate. Above the glass plate, a cumulative laser
intensity profile is shown. Dashed lines (normal to the glass surface) extrapolated from the cumulative
laser intensity peaks indicate positions where concavities were formed on the inclined cut wall. Ridges
were formed between the concavities.

The period of ridges H depended on the hatch distance and the cut wall taper angle:
sin(α) = h/H (see Figure 8), where α is the taper angle obtained in water (αwater) or in
ambient air (αair). According to the measurements, the average taper angle in water was
16◦, whereas the angle in ambient air was larger—23.4◦. As a result, fewer ridges were
projected on glass strips that were cut in water, resulting in larger ridge periods. The period
of ridges versus the hatch distance is presented in Figure 9. At h = 6 μm, the ridge period in
ambient air was 15.1 μm, whereas in water, it was almost two times larger (30.9 μm). The
ridge period increased more quickly in water with the hatch. As a result, the difference in
periods gradually increased to almost 20 μm at h = 12 μm.
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Figure 9. The period of ridges versus the hatch distance.

In both cutting environments, cut wall steepness decreased slightly near the bottom of
the cut. This resulted in a denser ridge formation in that area. Nevertheless, the relationship
between the ridge period, taper angle, and hatch distance remained valid.

The waviness of ridges seen in Figure 7 in ambient air was caused by glass chipping
at the front surface of the glass plate. Chips originated at the front glass surface and
propagated more deeply into the glass plate during the cutting, forming oblong concavities
perpendicular to the laser beam scanning direction. The dense chipping at the cut edge is a
characteristic of glass ablation in ambient air due to heat accumulation [16]. Vertical oblong
concavities tended to grow with the decreasing hatch distance. This indicated increasing
heat accumulation [48].

In the case of water-assisted cutting, chipping at the cut edge and the consequent
formation of oblong vertical concavities was suppressed by efficient cooling. However,
ridges were wavy near the bottom surface of the cut sidewall due to laser beam distortion
by the water layer. This effect was attributed to the laser beam disturbance in a liquid–
vapour layer, which increased with the depth of the cut (water flow instability, formation
and collapse of bubbles, liquid vaporisation [49–51]). According to the micrographs, glass
melting was pronounced in distorted areas.

Additionally, we observed vertical cracks formed at the cut sidewall normal to the
glass surface (a network of cracks spanned between the front and the back surfaces, as
shown in the insets in Figure 7). Cracks were more visible on cut sidewalls produced in
ambient air due to a much smoother cut wall surface (see insets at h = 2, 6, 8, 10, and 12 μm).
In the case of cutting in water, a network of vertical cracks was visible in smoother areas
of the sidewall where surface distortion was minimal. Here, cracks were clearly visible at
h = 2, 4, and 6 μm. The melting was more pronounced in distorted areas of the cut sidewall.
Thus, the network of cracks could have been covered with re-solidified melt, hindering
their detectability [52]. However, we could not identify cracks in distorted areas in the
micrographs presented in Figure 7.

At h between 6 and 8 μm, the direction of the cracks was strictly vertical in ambient
air, propagating from the front surface towards the bottom of the glass strip. However, as
the h decreased and ridges could not be distinguished any more (h = 2), the direction of
propagating cracks became not as strict, allowing individual cracks to deviate up to an
angle of 14◦ from the normal to the glass surface. In some cases, cracks intersected each
other. Furthermore, the density of the crack network was highest at h = 2 μm, indicating the
highest thermal damage. At the largest investigated hatches (10 and 12 μm), cracks became
discontinuous and short and were prone to abruptly change direction between ridges.
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3.1.3. Cut Edge Quality

A high edge quality is critical for the mechanical robustness of glass parts. Minimising
glass chipping and microcrack formation at the cut edge reduces the loss of strength of
machined glass elements [7]. Furthermore, such defects tend to grow under the tensile
strength and, over time, could cause the fracture of glass elements [53].

We assessed the front and back surface edge quality in more detail for the following
hatch distances:

Optimal hatch yielding the highest ablation efficiency (10 μm in ambient air and water);
Ridge-free hatch (2 μm in ambient air and 4 μm in water);
An intermediate hatch between the optimal and ridge-free hatch values (6 μm in

ambient air and 7 μm in water).
Multiple studies have shown that band-like damage can occur at the back surface

of transparent media during laser scribing and cutting [53–56], potentially hindering the
mechanical robustness of brittle glass elements [55]. This damage is mainly associated
with laser beam refraction and reflection from the ablated crater/channel walls and can be
avoided, or at least minimised, by properly selecting the laser beam polarisation direction.
In this study, we did not observe any formation of band-like damage next to a laser cut at
P polarisation. For this reason, experiments were conducted using P polarisation only, and
no other polarisation states were investigated.

A total of 48 strips were cut for every preselected hatch (24 in ambient air and 24 in
water). Each strip was cut with two laser cuts along the longer edge of the glass plate. This
way, four cut edges were inspected per single glass strip—two edges at the front and two
at the back surface of each strip.

We evaluated the cut edge quality of glass by assessing the mean maximum and the
average chipping widths on both sides of laser-cut glass strips (see Figure 10). The mean
maximum chipping width is defined as the width of the single widest chip per cut edge
averaged over all strips cut under the same laser parameter set. The average chipping
width (w) is an average cut edge deviation from the cut line due to glass chipping measured
normal to the glass surface, as shown in Figure 10. The cut edge quality at the front and
back surfaces was assessed separately. The mean maximum chipping and the average
chipping widths were evaluated in a central part of the cut edge over distances of 10 and
1 mm, respectively.

The most noticeable difference in cut edge quality between the two environments
was observed at the front surface of the laser-cut glass strips (see Figure 11). Cutting in
water was superior to cutting in ambient air in terms of cut edge quality. The average
chipping width in water was 7.2 ± 1.2 times smaller than in air (see Table 2). Furthermore,
variation in hatch distance in the water had an insignificant effect on the average chipping
width, which was distributed between 0.75 and 0.85 μm. Here, the smallest value of
0.75 ± 0.35 μm was observed at the optimal hatch distance (h = 10 μm).

Cutting in ambient air produced rougher cut edges. The smallest value of 4.3 ± 1.8 μm
was measured at the optimal hatch. Transition to smaller hatch values increased the average
chipping width by up to 49% to 6.2–6.4 μm, depending on the hatch distance.

However, contrasting results were observed at the back surface (see Figure 12). Here,
cutting in ambient air outperformed cutting in water by producing smoother cut edges.
Furthermore, cut edges at the back surface were smoothest at the smallest hatch distance.
In ambient air at h = 2 μm, the average chipping width was only 3.9 ± 2.9 μm. In water,
at h = 4 μm, the average chipping width was 13% higher than in air (4.4 ± 2.2 μm). Unex-
pectedly, the highest average chipping width was observed at the optimal hatch distance
(h = 10 μm) in both environments: in ambient air, the value was 6.7 ± 3.3 μm, whereas in
water, it was even larger—6.9 ± 4.3 μm.
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Figure 10. Schematics for evaluating the mean maximum and the average chipping widths at the cut
edge. The mean maximum chipping width was evaluated over a distance of 10 mm (between points
A1 and B1). An average chipping width was evaluated over a distance of 1 mm (between points
A2 and B2).

Figure 11. Optical micrographs showing cut edges at the front surface produced in ambient air
(to the left) and water (to the right). Rows represent different hatch distances: ridge-free (a,b),
intermediate (c,d), and optimal (e,f). The scale bars represent 200 μm and apply to all panels in
the figure.
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Table 2. Average chipping widths.

Cutting in Ambient Air Cutting in Water

Hatch, μm 2 μm 6 μm 10 μm 4 μm 7 μm 10 μm

Front surface, μm 6.4 ± 3.7 6.2 ± 2.9 4.3 ± 1.8 0.85 ± 0.4 0.8 ± 0.4 0.75 ± 0.35
Back surface, μm 3.9 ± 2.9 5.4 ± 3.2 6.7 ± 3.3 4.4 ± 2.2 6.7 ± 2.6 6.9 ± 4.3

Figure 12. Optical micrographs showing cut edges at the back surface produced in ambient air
(to the left) and water (to the right). Rows represent different pitch distances: ridge-free (a,b),
intermediate (c,d), and optimal (e,f). The scale bars represent 200 μm and apply to all panels in
the figure.

Next, we evaluated the mean maximum chipping widths at the back and the front
surfaces. The formation of wide chippings that were significantly wider than the average
chipping width was scarce. However, this could not be avoided entirely, even when cutting
under optimal laser processing parameters. The mean maximum chipping width at the
back surface was distributed between 34 and 44 μm in both cutting environments, with
the smallest widths at h = 2–4 μm (see Figure 13). At the front surface, maximum chipping
was smaller in water by 43% (9.3 ± 0.9 μm in water and 16.2 ± 2 μm in ambient air).
Furthermore, error bars in Figure 13 reveal that the mean maximum chipping width was
more consistent at the front surface than at the back.
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Figure 13. Mean maximum chipping width at the cut edge.

3.1.4. Cut Wall Roughness

A rougher sidewall could indicate the presence of larger defects which negatively
affect the strength of glass strips [17]. For this reason, we studied the roughness of laser-
cut sidewalls produced in ambient air and water at preselected hatch values (optimal,
ridge-free and intermediate). Recorded 3D topologies at different h values are depicted in
Figure 14.

Figure 14. Topographies of cut sidewalls produced in ambient air and in water. Cases for three
different hatch distances are presented (optimal, intermediate and ridge-free). Laser beam entry side
is indicated with an arrow and applies to all panels in the figure.

The surface roughness (Ra) was measured along the laser beam scanning direction
200 μm below the glass surface. Cutting in water produced a consistent cut sidewall surface
roughness of Ra = 0.69 ± 0.1 μm in the investigated h range (see Figure 15).
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Figure 15. Cut wall roughness (Ra) versus hatch in ambient air and water. Error bars indicate
standard deviation.

On the other hand, cut wall roughness varied greatly in ambient air. At the interme-
diate and optimal hatch values, cut sidewalls were smoother than in water. The overall
smoothest sidewall of 0.34 μm was measured at h = 6 μm in ambient air. However, the
maximum roughness of 0.95 ± 0.2 μm was also measured in the air at h = 2 μm. An
abrupt increase in roughness at h = 2 μm was associated with the formation of vertical
oblong concavities.

Improved glass cooling in water avoided cut sidewall quality degradation related to
heat accumulation, showing a consistent surface roughness irrespective of the hatch value.
The roughness was higher than in ambient air due to increased mechanical forces acting on
the glass wall during the laser ablation (collapse of cavitation bubbles, confined plasma
generated shockwaves), which led to a more mechanical glass erosion and porous-looking
cut wall surface [16,17,57].

3.1.5. Flexural Strength

Laser-cut glass strips were broken using the four-point bending setup shown in
Figure 3. The failure occurred at the tensioned side of the glass strip, facing support
rollers. For this reason, we conducted bending tests on both sides of glass strips. We
broke 12 samples per side for every preselected hatch value in both cutting environments.
Extracted characteristic strength (the bending strength at which 63.2% of all samples fail)
and shape parameters are presented in Figure 16. Glass strips were cut using average laser
powers of 2.1 and 2.75 W in ambient air and water, respectively.

Glass strips cut in the water had higher strength than those cut in ambient air. The
highest front side strength of 117.6 ± 12 MPa was recorded at the optimal hatch (h = 10 μm),
whereas the highest back side strength was recorded at the ridge-free hatch value of
h = 4 μm (101 MPa). Nevertheless, the strength at the back side at the optimal h value was
only lower by 7 MPa compared with the maximum strength recorded at the back side.

For the front side bending in ambient air, characteristic strength increased with the
hatch. The smallest characteristic strength of 96.8 ± 10 MPa was obtained at h = 2 μm, and
reached the highest value of 107.3 ± 5 MPa at h = 10 μm. The lowest strength at the back
side was also measured at the smallest hatch value of 2 μm (76 ± 7 MPa), but the strength
increased to 89 ± 8 MPa at h = 6–10 μm.
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Figure 16. Characteristic strength (a) and shape parameter (b) when loading force is applied from
the front and the back glass strip sides. Cases for cutting in ambient air and water are presented.

Overall, the strength at the front side (surface) was higher than at the back, between
7% and 27%, depending on the h value and the cutting environment.

As noted in Section 2, the shape parameter is dimensionless and indicates the disper-
sion of the characteristic strength. Therefore, measurements with a higher m parameter are
less scattered, giving more predictable and consistent results. For front side bending, the
highest shape parameters were extracted in ambient air at intermediate and optimal hatch
values. Although the characteristic strength was smaller in ambient air, the strength was
more consistent at these hatch values. The highest m parameter for back side bending was
obtained in glass strips cut in water at intermediate and optimal hatch distances (8.9 ± 1
and 7.5 ± 0.8). In other cases, the m parameter was relatively consistent, with an average
value of 5.6 ± 0.7.

Characteristic strength was distributed over a narrow range of values regardless of
the applied hatch distance. Therefore, we present averaged characteristic strength for the
front and the back side bending in Table 3. On average, cutting in water improved the front
side strength by 7.2% to 109 ± 8 MPa and back side strength by 10.9% to 93.9 ± 7 MPa,
compared with cutting in ambient air.

Table 3. Average characteristic strength of glass strips cut in ambient air and water for the front and
back side bending cases. Strength was averaged in terms of hatch distance.

Cutting Environment Front Side Back Side

Ambient air 101.7 ± 6 MPa 84.7 ± 7 MPa
Water 109 ± 8 MPa 93.9 ± 7 MPa

The front side strength of glass strips cut in ambient air decreased with the hatch. The
decrease in strength coincided well with increasing average and mean maximum chipping
widths and cut sidewall roughness (at h = 2 μm). However, the back side strength of glass
strips decreased with the hatch, contradicting the improving cut edge quality at smaller
hatch values (average and mean maximum chipping widths) and was only supported with
the increasing cut sidewall roughness. Furthermore, the vertical oblong concavities visible
in Figure 7 were the largest and most dense at h = 2 μm at the front surface, which should
cause more drastic losses of front side strength. However, relative strength losses were very
similar on both sides of the glass strip. Moreover, the relative strength losses were similar
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to those cut in water, even though oblong vertical concavities did not form during cutting
in water.

In the case of cutting in water, the cut sidewall surface roughness remained constant
regardless of the hatch and should not affect the strength of glass strips differently in
the investigated h range. The mean maximum chipping width decreased with the hatch;
therefore, the change in the characteristic strength at the front side of the strips could only
be supported by the increase in average chipping width. In the case of back side strength,
the maximum value was obtained at the smallest hatch value of 2 μm and was supported
with the decrease in average and mean maximum chipping widths.

As a result, we did not observe a relationship between the sidewall roughness mea-
surements or the average and mean maximum chipping widths with the characteristic
strength of glass strips at different hatch values.

However, the formation of vertical cracks on the glass strip sidewalls was correlated
with characteristic strength measurements. According to Figure 7, the cracks were short,
formed between ridges and were mostly discontinuous in both cutting environments at the
optimal hatch value (h = 10 μm), resulting in the highest characteristic strength. However,
the length and density of cracks increased with the decreasing hatch, indicating the loss of
strength in both environments. Thus, we believe that the evolution of the crack network at
the cut sidewall is mostly responsible for the characteristic strength degradation of strips
cut at smaller hatch distances than the optimal.

Furthermore, we speculate that the characteristic strength of glass strips cut in water
was higher due to more efficient cooling. Laser cutting generates high temperature gra-
dients, causing significant stress fields in the ablation zone [58]. Therefore, better cooling
lessens the heat diffusion into the material, as well as the generated stresses [8], conse-
quently decreasing the crack depth and increasing the mechanical strength of samples [52].

3.2. High-Laser-Power Cutting Regime

Scaling up the manufacturing throughput is one of the major objectives for successfully
implementing direct laser ablation technology for glass cutting applications. Considering
that the direct ablation is much more energy-demanding than other laser-based glass
cutting techniques (such as internal scribing and rear side ablation), significantly higher
average laser power should be used to keep the cutting speed and material removal rates
competitive. Unfortunately, glass is a brittle material with low heat conductivity, limiting
the practical use of the full potential of high-power lasers. As mentioned in Section 3.1.1,
glass plates used in the experiment could not withstand incident laser power above 4 W
and shattered during the cutting. Fortunately, water ensured sufficient cooling, enabling
glass to be cut into smaller strips at higher laser power.

For this reason, additional high-power glass cutting experiments were performed
in water at an incident laser power of 15.5 W. The laser beam spot size was increased
to 30 μm by removing the beam expander from the laser beam optical path. This was
performed to maintain optimal laser fluence at maximum laser power while staying in the
lasers’ operating pulse repetition rate range. Cutting width was not changed (300 μm) to
keep experimental conditions similar to that in the low-power cutting regime. Other laser
processing parameters, such as pulse repetition rate, hatch and laser beam scanning speed,
were re-optimised for larger beam width and higher average laser power.

The optimised processing parameters for cutting glass in a high-power regime are
presented in Table 4. At 15.5 W, the borosilicate glass ablation efficiency was 8.7 μm3/μJ,
giving an effective cutting speed of 1.8 mm/s, whereas the effective cutting speed per
incident laser power was 0.116 mm/s/W. Compared with the low-power cutting regime in
water, ablation efficiency and effective cutting speed per incident laser power increased by
16% and 29%, respectively. The increase in both parameters was associated with the more
pronounced glass cracking and disintegration at higher laser power. However, the optimal
laser fluence remained unchanged (6.1 J/cm2).

288



Micromachines 2022, 13, 785

Table 4. Optimised glass cutting parameters. High-laser-power cutting in water.

Cutting
Environment

Average
Laser Power,

W

Ablation
Efficiency,

μm3/μJ

Fluence,
J/cm2

Scan Speed,
mm/s

Pulse
Energy, μJ

Pulse
Repetition
Rate, kHz

Hatch,
μm

Cut Width,
μm

Water (high power) 15.5 8.7 6.1 1250 21.4 725 15 300

For the sake of brevity, in further text, only the cuts produced at the optimal hatch will
be discussed.

The micrographs of the front and back surface cut edges produced in water at 15.5 W
are presented in Figure 17. The average chipping and mean maximum chipping widths
at the front surface were 1.5 ± 0.7 μm and 20 ± 19 μm, respectively. Both parameters
doubled in the high-laser-power cutting regime, compared with cutting in water at 2.75 W.
Despite this, the average chipping width remained almost three times smaller compared
with cutting in ambient air at 2.1 W.

 

Figure 17. Optical micrographs showing front and back surface cut edges. Cutting was performed in
water at 15.5 W. The scale bars represent 200 μm and apply to all panels in the figure.

At the bottom surface, higher incident laser power had almost no effect on the average
chipping width, which increased only by 3% to 7.1 ± 4 μm, compared with glass cutting
in water at 2.75 W. The mean maximum chipping width in the high-power regime was
30 ± 10 μm. Compared with cutting at low laser power in water and ambient air, the mean
maximum chipping widths decreased by 32% and 26%, respectively.

The 3D topology and the optical micrograph of the cut wall produced at 15.5 W are
shown in Figure 18. The micrographs revealed that the sidewall was covered with vertical
notches. The direction of notches was normal to the glass surface, the same as the direction
of cracks formed in glass strips in Figure 7. According to the micrographs, some notches
were long and could span between several ridges, whereas the length of others was limited
to the period of ridges. The variation in length was similar to vertical cracks formed in
glass strips cut in ambient air at low average laser power (see Figure 7). Thus, we believe
that the notches were formed during the coalescence of adjacent cracks during the laser
ablation at higher incident power.
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Figure 18. Optical micrograph (left) and the topography (right) of the cut sidewall produced in water
at 15.5 W. The scale bar in the left panel represents 200 μm.

The sidewall remained covered with periodically recurring ridges, as in the strips cut
under the low-power cutting regime (Figure 18). The period of ridges corresponded well
with the relationship between the cut sidewall taper angle and the hatch distance given
in Section 3.1.2. The ridges could be easily identified in the optical micrograph. However,
they were difficult to distinguish in topographical images, indicating that the ridge height
was similar to the surface roughness of the cut wall, which was 0.82 μm. Compared with
the low-power cutting regime in water, the Ra increased by 20%. The formation of notches
at the cut sidewall seen in Figure 18 was primarily responsible for the increase in surface
roughness.

Finally, bending tests were applied on laser-cut glass strips, and the tension was
applied only on the stronger (front surface) side of the glass strips. The obtained average
characteristic strength was 107.5 ± 6.6 MPa. According to the results, the strength of glass
strips cut at 15.5 W decreased by 8.5% compared with strips cut at 2.75 W in water, and
almost equally with the strength of glasses cut in ambient air at 2.1 W. However, the glass
strips were broken more predictably in the high-power cutting regime than at 2.75 W:
the shape parameter of strips cut at 15.5 W was 9.2 ± 0.9, whereas at 2.75 W, the shape
parameter was 4.8 ± 0.6.

4. Conclusions

In this study, we investigated borosilicate glass cutting in ambient air and water with
355 nm wavelength picosecond laser pulses. Laser pulse repetition rate, fluence, beam
scanning speed and hatch parameters were optimised to cut 400 μm thick glass plates into
26 × 6 mm2 strips under efficient ablation conditions in both environments. Cutting under
optimised laser parameters in a low-laser-power regime (2.1 W in ambient air and 2.75 W
in water) was more efficient in water (7.5 μm3/μJ) than in ambient air (6.6 μm3/μJ), by 14%.
Nevertheless, the effective glass cutting speed per incident laser power remained similar in
both cutting environments (0.095 mm/s/W in water and 0.09 mm/s/W in ambient air).
The reason for the discrepancy between ablation efficiency and effective cutting speed per
incident power was mainly caused by the laser cut taper angle, which was shallower in
water. As a result, steeper cut walls in water contributed to a higher ablation efficiency, but
had little effect on the thickness of the removed material layer per single laser scan.

Additionally, more efficient cooling in water allowed us to cut glass at the maxi-
mum average laser power of 15.5 W, whereas glass in ambient air fractured when the
incident laser power exceeded 4 W. As a result, effective glass cutting speed increased from
0.26 mm/s (at 2.75 W) to 1.8 mm/s (at 15.5 W) in water. Additionally, at higher incident
laser power, the ablation efficiency increased by 16% to 8.7 μm3/μJ and effective glass
cutting speed per incident laser power increased to 0.116 mm/s/W. Improved ablation
efficiency and effective cutting speed were associated with the increased cracking and
disintegration of brittle glass material at higher power levels.

Under the optimal cutting parameters (in terms of ablation efficiency), glass strips
cut in the water had the highest characteristic strength: 117.6 MPa when bending was
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applied from the front side and 107.3 MPa from the back side of laser cut glass strips. In
comparison, glass strips cut in ambient air had a lower characteristic strength on both sides
(107.3 MPa and 88.9 MPa at the front and back surface sides, respectively). The average
front side surface characteristic strength of samples cut at 15.5 W in water was 107.5 MPa.
The strength of strips in the high-power cutting regime degraded but remained slightly
higher than strips cut in ambient air at 2.1 W.

The variation in the hatch had the largest impact on the visual quality of the cut
sidewall due to the formation of ridges, ablation efficiency and the characteristic strength
of glass strips. The formation of ridges at the cut sidewall was prominent at the optimal
hatch value (10 μm). The height and the period of ridges decreased with the hatch until
ridges could not be distinguished any more (h = 2 μm in ambient air and h = 4 μm in water),
improving the sidewall quality. However, this negatively affected the ablation efficiency
and overall strength of glass strips. Ablation efficiency and strength losses were associated
with overheating the glass plate, because the heat accumulation increased with decreasing
spacing between the neighbouring cut lines (hatch). The decrease in characteristic strength
was associated with the formation of vertical cracks on the cut sidewalls. Micrographs
revealed that at the optimal hatch distance, the cracks were short and discontinuous.
However, as the hatch decreased, the length of cracks notably increased, spanning between
multiple ridges.

The experimental results show that the borosilicate cutting in water was superior to
the ablation in ambient air, and represents a promising candidate for wider applications in
the industrial cutting of high-quality glass parts.
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Abstract: The effect of the coupling texture on the friction and wear of a piston rod-rubber seal pair
under lubricating conditions is studied in this paper. Crescentiform textures with different area
densities were fabricated on high carbon chromium bearing steel (GCr15) and ethylene propylene
diene monomer (EPDM) materials by using a laser marking machine. We compare and analyze the
effects of untextured, single-textured, and coupling-textured surfaces on the friction characteristics of
the piston rod-rubber seal pair by conducting tests on the reciprocating module of the UMT-2 friction
and wear testing machine. The results showed that the coupling-textured surface had the lowest
coefficient of friction and wear compared to the untextured and single-textured surfaces. When
the normal load was 10 N under the optimal coupling texture area density (6.4%), the friction and
wear of the sealing pair decreased the most. Compared with the untextured surface, the friction
coefficient was reduced by 27.9% and the wear amount was reduced by 30.0%; compared with the
single-textured surface, the friction coefficient was reduced by 18.9%, and the wear amount was
reduced by 23.8%. The coupling effect generated by the coupling texture effectively enhanced the
formation and stabilization of the oil lubricant film and effectively captured wear debris, preventing
it from continuously scratching the surface and reducing wear and roughness.

Keywords: surface texture; high carbon chromium bearing steel (GCr15); ethylene propylene diene
monomer (EPDM); friction; wear morphology; coupling

1. Introduction

A hydraulic cylinder is the executive component of an aircraft hydraulic system, and
its internal piston rod sealing pair is a metal-rubber sealing pair, which is prone to wear
failure under the combined action of hydraulic oil pressure, temperature, and viscosity,
resulting in leakage; this affects the servo of the main rudder surface of the aircraft and,
thus, the reliability and safety of the hydraulic system [1]. Therefore, the problem of how
to further improve the lubricating properties of the metal–rubber sealing pair to reduce the
wear of the piston rod needs to be solved urgently.

As a technology that can effectively improve the surface friction performance of oil-
lubricated friction pairs, surface texture can effectively improve the wear of piston rod seal
pairs [2,3]. Nowadays, there are various ways to process micro-texture structures. Accord-
ing to different mechanism categories, there are two main categories of ways to process
micro-texture structures: one is the micro-texture processing technique based on material
removal, and the other is the dimple texture processing technology that plastically deforms
the material. The techniques of micro-texture processing based on material removal include
electrolytic processing techniques [4–7], micro-electro-discharge machining [8–11], abrasive
air-jet technology [12–14], and laser surface micromachining technology [15–17]. Plastic
deformation technology of materials refers to the processing of micro-texture structures by
applying a load to the base material that exceeds the range of elastic deformation under
the action of an external force. Such processing techniques include conventional vibration-
impact processing techniques [18–20], ultrasonic vibration machining techniques [21,22],
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embossing techniques [23], and laser shocking techniques [24–28]. Currently, laser surface
micromachining techniques and electrolytic processing techniques are the mainstream
texture processing techniques.

The mechanisms by which surface texture improves the tribological properties of
materials include three main aspects: the ability to store lubricant under fluid lubrication
conditions, improving lubrication conditions; the generation of hydrodynamic effect, in-
creasing load-bearing capacity; and the storage of fine abrasive dust, reducing abrasive dust
scratching. The morphology of the texture, geometrical parameters, and specific working
conditions are the main parameters that influence the surface tribological properties [29].
Liao et al. [30,31] analyzed the influence mechanism of surface texture size parameters
on the tribological properties of metal–rubber seal pairs by combining simulation and
tribological experiments. The results showed that under the same conditions, the larger the
working pressure and the larger the texture diameter, the greater the elastic deformation of
the nitrile rubber and the better the tribological properties when the texture diameter was
less than 300 μm. Wang’s team [32–34] showed that a surface texture with reasonable size
parameters and arrangement could effectively reduce the friction and wear of metal–rubber
sealing pairs; some surface texture samples exhibited better parameter combinations, where
the friction coefficient, temperature increase, and wear could be reduced by more than
30%. Jiang et al. [35] used a ball-disk friction tester to study the lubrication characteristics
of micro-pit PDMS friction pairs made by photolithography-complex mold technology.
The results showed that under low-speed conditions, a smaller-diameter texture in the
mixed-lubrication region could reduce friction, and the larger the area ratio of the pits in
the experimental range, the more obvious the effect. He et al. [36] analyzed the tribological
properties of textured metal and rubber specimens through experiments and showed that
a reasonable texture combination and distribution could effectively improve the tribo-
logical properties of metal–rubber sealing pairs. Li et al. [37] designed a crescentiform
surface texture and compared the optimization of water film carrying capacity and friction-
reducing property for different rotational speeds and loads and different texture sizes by
simulation. The results showed that the crescentiform surface texture of model CC1006
had the best-integrated optimization of water film carrying capacity and friction reduction
performance. Tang et al. [38] redesigned the crescentiform surface texture and investigated
the tribological properties of ethylene propylene diene monomer (EPDM) rubber under
different loading conditions, and the results showed that under low loading conditions, the
crescentiform surface texture can effectively reduce the friction coefficient of the friction
pair and reduce corrosive wear and adhesive wear. Miao et al. [39,40] compared the friction
performance of cylinder liner and piston ring (metal–metal seal) with single texture and
coupling texture. Compared with single texture, the friction performance of coupling
texture is better; the surface of the texture is easier to generate a stable oil film, which can
enhance the ability to collect abrasive chips to prevent abrasive chips from scratching the
surface and play a role in reducing friction.

At this stage, only the coupling effect of simultaneous texture in metal–metal seals has
been studied, However, most studies on the texture of metal–rubber seals have focused
on both as separate objects, exploring the effect of texture on its overall surface properties,
respectively. The research involving the coupling effect of the simultaneous texturing
of the two is relatively lacking. Therefore, this paper uses the reciprocating module of
a UMT-2 friction and wear testing machine to compare the friction performances of the
coupling-textured, untextured, and single-textured surfaces of a piston rod–rubber seal
pair and analyze the coupling mechanism.

2. Experiments

2.1. Specimen Design

Figure 1 shows a schematic diagram of the piston rod sealing system. Under the action
of hydraulic pressure, the piston rod and the rubber ring undergo reciprocating relative
sliding, thereby converting hydraulic energy into mechanical energy. In order to simulate
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the reciprocating motion and working parameters of the piston rod and the rubber ring, the
reciprocating module of a UMT-2 friction and wear testing machine was used. The upper
sample was a pin that was made of high carbon chromium-bearing steel (GCr15), with a
diameter of 3.6 mm and a height of 20 mm; the average surface roughness Ra measured
after polishing is 0.2 μm. The lower sample was a disc made of EPDM material with a
diameter of 24 mm, a thickness of 8 mm, and an elastic modulus of 7.8 MPa.

 
Figure 1. Schematic diagram of the piston rod sealing system.

The crescentiform texture possesses good tribological properties with the advantages
of both groove-shaped texture and discrete pit texture (refer to [36,41]). Figure 2a shows
the 3D morphology of the crescentiform texture prepared by Cui et al. [41]. It can be seen
that the crescentiform texture is more complex in shape, more difficult to process, and more
costly for practical applications. Therefore, Tang et al. [38] simplified the crescentiform
texture; the newly designed crescentiform texture consists of two concentric arcs, as shown
in Figure 2b. The three-dimensional map and size map of the crescentiform texture in this
paper are shown in Figure 2c,d, with an outer diameter of 200 μm and an inner diameter
of 120 μm. The opening angle of the crescentiform pattern is β = 60◦, and the area is
St = 0.1675 mm2 [38]. In order to obtain coupling textures with different domain densities,
the texture spacing was changed while keeping the texture size constant. The area density
of the texture is defined as the ratio of the area covered by the crescentiform texture to the
area covered by the dummy cells, which is calculated as follows:

α =
St

S
=

0.1675
l2 (1)

where α is the area density of the texture, St is the area covered by the texture, S is the area
covered by the cell, and l is the interval between the textures. To investigate the effect of
coupling textures, texture patterns of different arrays were prepared by varying the texture
area density of the GCr15 metal and EPDM rubber. The detailed texture pattern array
parameters are shown in Table 1.
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Figure 2. Schematic diagram of the crescentiform surface: (a) the crescentiform surface prepared by
Cui et al., (b) the crescentiform surface prepared by Tang et al., (c) the three-dimensional schematic
diagram of the crescentiform surface in this experiment, and (d) the crescentiform surface dimensions.

Table 1. Parameters for the array of textured pattern.

Parameters Coupling Texture Area Density α Texture Height h

for all samples 6.4%, 12.8%, 19.2%, 25.6%, 32.0% 5 μm

The coupling texture is a synergistic texture produced by the simultaneous texture of
the two materials of the sealing pair. Therefore, a laser marker with a power of 75 W, a
pulse frequency of 20 kHz, and a pulse width of 100 ns were used to process a crescentiform
surface texture on the end face of the GCr15 pin; and a 50-W laser marker was used to pro-
cess a crescentiform texture on the end face of the EPDM rubber. We washed and dried the
test specimen with alcohol before texture processing. After processing, the texture heights
at different positions were measured by a non-contact three-dimensional microscope, and
the average value was calculated. Figure 3 shows the three-dimensional topography of the
texture distribution on the surfaces of the GCr15 pin and the EPDM rubber.
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Figure 3. Three-dimensional topography of surface textures of the carbon chromium bearing steel
(GCr15) pin and ethylene propylene diene monomer (EPDM) rubber: (a) GCr15 pin surface with a
texture area density of 6.4%; (b) EPDM rubber surface with a texture area density of 6.4%.

2.2. Test Content

All tests were performed using the reciprocating module of a UMT-2 friction and
wear testing machine, as shown in Figure 4. Before testing, the GCr15 metal material was
lightly polished, and the GCr15 metal pins and EPDM rubber surfaces were cleaned with
alcohol to remove dirt particles and then dried. The lower sample was fixed, and the
upper sample moved back and forth via a motor. Test loads ranged from 10 to 40 N in
10 N increments. Since the normal movement speed of a hydraulic cylinder with rubber
seals is 0.1–0.5 m/s [42], a movement speed of 0.4 m/s was selected. The movement
amplitude was 10 mm, the frequency was 20 Hz, and the reciprocating friction test was
carried out for 40 min [38]. All tests were carried out under lubricated conditions at room
temperature (30 ± 2 ◦C). In order to provide sufficient lubricating conditions at the piston
rod sealing interface, Castrol Magnetic Protection 0w-20 Oil was used; the lubricating oil
was continuously supplied at a time interval of 5 s (12 drops per min) at the inlet area of
the piston rod sealing contact. The normal load is set to 10, 20, 30, and 40 N (corresponding
contact pressure is 1, 2, 3, and 4 MPa) [30]; the detailed test conditions are shown in Table 2.

 

Figure 4. UMT-2 reciprocating test device.

Table 2. Friction test conditions.

Specification Value

Normal load 10 N, 20 N, 30 N and 40 N
Speed 0.40 m/s

Lubricant Castrol Magnetic Protection 0w-20 Oil
Displacement amplitude 10 mm

Room temperature 30 ± 2 ◦C
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The normal load and friction force were measured by the Z-axis and XY-axis force
sensors, respectively. After each test, the friction coefficient and wear amount of the EPDM
sample were calculated using Equations (2) and (3). Each test was carried out three times,
and the average values of the friction coefficient and wear amount were taken to ensure
the accuracy of the test. The EPDM samples were sprayed with gold, and the sampling
range was 0.8 × 0.8 mm. The wear scars and wear debris were observed by FE-SEM. The
distribution of elements on the surface of the GCr15 metal after the test was measured
by EDS.

Friction coe f f icient =
Ff

Fn
(2)

Abrasion = Wb − Wa (3)

where Ff is the friction force, Fn is the normal load, Wb is the weight of the EPDM sample
before the test, and Wa is the weight of the EPDM sample after the test.

In order to verify the test method in this paper, single-textured specimens with a rubber
surface texture area rate of 6.4% were selected for frictional wear tests under different
contact pressure conditions, and the variation curve of friction coefficient with contact
pressure was obtained and compared with the test data reported in the literature [38]; the
comparison graph is shown in Figure 5. The “Single texture-Rubber” data in the figure
is the test data of the textured sample only on the rubber. Under the same experimental
conditions, the two sets of experimental data agreed well.

Figure 5. Comparison of the influence of the crescentiform texture on the friction coefficient under
different contact pressures.

3. Results and Discussion

3.1. Effect of normal load

The effect of normal load on friction and wear behavior was investigated. Figure 6
shows the experimental results of the friction behavior of the piston rod seal specimens
under different normal loads in the range of 10–40 N, a texture depth of 5 μm, and a sliding
speed of 0.4 m/s. A textured area density of zero represents an untextured sample. As
the normal load increased from 10 to 40 N, the friction coefficient of the coupling-textured
sample increased gradually. This is because the larger the normal load is, the more the
volume of rubber in the untextured area is pressed into the texture of the metal dimples.
Then, the scraping and cutting effect is more obvious during the reciprocating motion
of the rubber, and stress concentration occurs at the edge of the rubber texture, which
leads to aggravated wear of the rubber texture edge, increases the surface roughness of the
specimen, and then leads to an increase in the friction coefficient. The friction coefficient of
the untextured specimen has a slowly decreasing trend, and the laser surface texture pattern
in the literature [38] also has a similar trend. Compared with the untextured specimen,
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when the normal load was less than 20 N, the friction coefficient of the coupling-textured
specimen decreased significantly, while under a normal load greater than 20 N, it increased
significantly. The minimum coefficient of friction was obtained on a textured array with a
normal load of 10 N and a coupling texture area density of 6.4%. At lower normal loads (i.e.,
less than 20 N), the friction coefficient of the coupling texture sample decreased by 27.9%
compared to the untextured specimen. Figure 7 shows the variation of the wear amount of
samples with coupling texture area densities under different normal loads. It can be seen
that when the area density of the coupling texture was in the range of 6.4–25.6%, the wear
amount and friction coefficient of the sample had a similar trend with the normal load, and
the wear amount increased with increasing normal load. When the normal load is 40 N, the
wear amount is the largest. This is due to the increased wear caused by stress concentration
at the edge of the texture; a large amount of wear debris is generated, which exceeds
the wear debris capture ability of the coupling texture, causing the large wear debris to
continue to damage the surface. This, in turn, leads to increased wear. The wear amount
of the untextured specimen increased gradually with increasing normal load. Among all
coupling textured arrays, the specimens under a normal load of 10 N had the lowest wear.
When the coupling texture area density was 6.4% and the normal load was 10 N, the wear
amount decreased by as much as 30.0% compared with the untextured specimen.

Figure 6. Variation of friction coefficient with normal load.

Figure 7. Variation of abrasion with normal load.
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3.2. Effect of Coupling Texture Area Density

The effect of different texture area densities on the friction and wear properties of
the coupling-textured and single-textured samples under a normal load of 10 N was
investigated by changing the texture spacing without changing the texture size or height.
Figure 8 shows the variation curves of friction coefficient vs. the area density of the samples
under a normal load of 10 N and a texture depth of 5 μm. In the figure, “Single texture-
Metal” indicates that the texture was only on the GCr15 metal (i.e., the upper sample).
The results show that the friction coefficient of the experimental group textured only on
the metal increased with area density, and the friction coefficient was lowest when the
areal density of the textured array was 6.4%. The friction coefficient of the test group
textured only on the rubber decreased first and then increased with increasing area density.
When the area density of the textured array was 12.8%, the friction coefficient decreased
significantly. When the area density of the textured array was greater than 12.8%, the
friction coefficient decreased. The friction coefficients were all smaller than those of the
experimental group textured only on the metal, which is consistent with the research in the
literature [43]. Under a normal load of 20 N, the friction coefficient of the coupling-textured
specimens increased with area density, and the friction coefficient was the smallest when the
area density of the textured array was 6.4%. Compared with the single-textured samples,
the friction coefficients of the coupling-textured samples were significantly reduced, with
a maximum reduction of 18.9%. It can be seen that the coupling texture plays a positive
role in the reduction of the friction coefficient, which is due to the coupling texture that
enhances the replenishment of the oil film on the contact surface; the dynamic pressure
effect is more obvious so that the friction coefficient is reduced. However, the increase of
the area density of the coupling texture will reduce the bearing area, increase the specific
pressure, and increase the friction coefficient, so that the friction coefficient increases with
the increase of the area density. Figure 9 shows the variation curve of the wear amount vs.
the area density of the sample with a texture depth of 5 μm under a normal load of 10 N.
The variation trends of the wear amount and friction coefficient of the sample vs. texture
area density were similar. The wear amount of the coupling texture increased with the
increase in the area density of the textured array. When the normal load was 10 N, the area
density was 6.4%, and the structural array experienced the least amount of wear. Compared
with the single-textured samples, the wear of the coupling-textured samples all decreased,
with a maximum decrease of 23.8%. This showed that under certain conditions, the effect
of a coupling texture on wear reduction was more significant than that of a single texture.

Figure 8. Variation of friction coefficient with area density.
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Figure 9. Variation of abrasion with area density.

3.3. Analysis of Wear Morphology

Figure 10 shows the typical morphologies of the worn surfaces of the EPDM materials
under a normal load of 10 N. Figure 10a shows the worn surface of the EPDM material
under the untextured condition, where rubber-specific pattern wear marks appeared on
the surface of the sample. The overall pattern was relatively flat and regular. The wear
debris adhered during the friction process acts as a solid lubricating layer in the friction
pair and is discharged from the friction area during the subsequent friction process. Thus,
uniform friction is achieved. Figure 10b shows the worn surface of the EPDM material
is only on the surface of the GCr15 metal, and the texture area density is 6.4%. A large
number of small corrosion pits were distributed on the surface of the material, mainly
because the hydraulic oil eroded the surface of the EPDM material during the friction
process, which is a typical manifestation of corrosion wear. The surface of the material
had obvious flake peeling, indicating that adhesive wear had occurred during the friction
process. There was a large amount of wear debris on the surface of the EPDM material,
and there was a large amount of wear debris. This was because the texture on the surface
of the GCr15 metal only collected part of the wear debris, indicating that the ability of the
single texture to collect and store wear debris was limited. Figure 10c shows the worn
surface of the EPDM material under the condition that only the EPDM rubber surface was
textured, with a texture area density of 6.4%. There was wear on the textured edge, as
well as crescent-shaped protrusions in the vertical direction, indicating that adhesive wear
mainly occurred during the grinding process. Furthermore, there was more wear debris
on the textured edge and the untextured area. Thus, the wear debris was not completely
stored in the texture, and larger debris could further damage the surface. Figure 10d shows
the worn surface of the EPDM material under the coupling texture treatment, with a texture
area density of 6.4%. It can be seen that there was no obvious wear on the textured surface,
and only a small amount of wear scars and small corrosion pits appeared in the untextured
area. The wear mechanism was mainly corrosion wear. The wear debris was mainly
concentrated in the texture, and there was basically no wear debris in the untextured area.
This was because the coupling effect improved the ability of the texture to collect and store
the wear debris, which effectively prevented large wear debris from damaging the surface.
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Figure 10. Surface topography of EPDM material after abrasion under conditions of (a) untextured,
(b) single texture on GCr15 metal, (c) single texture on EPDM rubber, and (d) coupling texture
parameters.

3.4. Morphology Analysis of Wear Debris

Wear debris can reflect the characteristics of the friction pair system and is an important
information carrier. The analysis of wear debris can map the wear characteristics of a friction
pair surface [44]. Figure 11a shows the wear debris morphology of the EPDM material
of the untextured sample after wear under a normal load of 10 N. It can be seen that the
main body of the wear debris was flake. It is generally believed that flake wear debris
is the product of wear debris between friction pairs being rolled and ironed under the
action of pressure, and its wear mechanism is mainly adhesive wear. Figure 11b shows
the wear debris morphology of the EPDM material after wear under a coupling texture
area density of 6.4% and a normal load of 10 N. Through observation, its overall size was
slightly smaller than that of the other wear debris; it was peanut-shaped, and its surface
was relatively smooth, which is typical of corrosion wear debris, where chemical reactions
such as oxidative degradation and molecular bond breakage occur on the rubber surface.
Under lower loads, the lubricating oil stored in the coupling texture could produce a good
hydrodynamic pressure effect, and the oil film pressure and the normal load could be
balanced, which could improve the formation and stability of the oil film. At the same time,
the coupling texture had a good ability to collect and store wear debris, which avoided the
continued damage from large wear debris, resulting in minimal surface wear. Figure 11c
shows the wear debris morphology of the EPDM material after wear under a coupling
texture area density of 32.0% and a normal load of 40 N. It can be seen that the wear
debris under these conditions was strip-shaped, with obvious characteristics of cutting
wear debris. Generally speaking, cutting wear particles are formed by the plowing of hard
and sharp asperities on a softer wear surface [45]. Relevant studies [46] show that the
introduction of surface texture will produce stress concentration at its edges, and when
the normal load is large, significant bulges will occur, which may lead to the occurrence
of micro-cutting. Here, the shape of the wear debris proved that under poor working
conditions and coupling texture parameters, serious furrows and even cutting wear effects
did indeed occur.
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Figure 11. SEM images of wear debris of EPDM material: (a) morphology of wear debris of untextured
samples; (b) wear debris topography with optimal coupling texture parameters; (c) wear debris
topography with worst coupling texture parameters.

3.5. Energy Spectrum Analysis

Figure 12 presents electron microscope images and energy spectrum analyses of the
GCr15 material under a normal load of 10 N for the untextured sample. Adhesive wear
was indicated by dark flakes, and localized tears were featured along the sliding direction.
From the energy spectra, it can be seen that the content of C and O elements on the surface
of the GCr15 metal sample was relatively high, indicating that the polymer material had
been transferred during the friction process. Figure 13 shows electron microscope images
and energy spectrum analyses of the GCr15 material under a coupling texture area density
of 6.4% and a normal load is 10 N. The wear surface around the dimples was smoother and
less scratched. At this time, the content of C and O elements at the edge of the pit texture
decreased compared with that of the untextured sample, indicating that the adhesion and
transfer phenomenon of the polymer material was improved. Figure 14 shows electron
microscope images and energy spectrum analyses of the GCr15 material under a coupling
texture area density of 32.0% and a normal load of 40 N. There were many scratches on the
surface of the sample, and serious wear occurred around the pit texture. The content of
the C element at the edge of the pit texture was high, while that of O was low, indicating
that during the grinding process, due to the stress concentration on the edge of the pit, the
local high temperature made the EPDM material burn and degenerate, resulting in severe
cutting wear, which was consistent with the results of the wear debris morphology analysis.

 

Figure 12. SEM images and EDS analysis of GCr15 metal surface after wear of untextured samples:
(a) SEM image of untextured sample surface; (b) corresponding EDS analysis.
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Figure 13. SEM images and EDS analysis of GCr15 metal surface under optimal coupling texture
parameters: (a) SEM image of the sample surface with optimal coupling texture parameters; (b) corre-
sponding EDS analysis.

 

Figure 14. SEM images and EDS analysis of GCr15 metal surface under the worst coupling texture
parameters: (a) SEM image of the sample surface with the worst coupling texture parameters;
(b) corresponding EDS analysis.

3.6. Mechanism of Texture Coupling

The schematic diagram of the coupling texture mechanism (at the symmetry plane)
is shown in Figure 15. Before the GCr15 metal dimple texture reached the EPDM rubber
dimple texture, the lubricating oil stored in the EPDM rubber dimple texture formed an oil
film on the untextured area. With the relative sliding of the friction pair, the GCr15 metal
dimples collected the wear debris generated by part of the wear, which led to the weakening
of the dynamic pressure effect in the dimple texture and a decrease in oil pressure. When
the GCr15 metal dimple texture passed through the EPDM rubber dimple texture, the
normal load extruded the lubricating oil from the EPDM rubber dimple, filling in the
GCr15 metal dimple texture and replenishing the oil film. At the same time, the inside of
the GCr15 metal dimple was pushed out. Part of the collected wear debris was flushed
into the underlying rubber dimple texture, preventing the wear debris from continuing to
damage the surface as the metal pin moved. When the GCr15 metal dimple texture left the
EPDM rubber dimple texture, due to the lubricating oil supplemented by the EPDM rubber
dimple texture, the lubricating oil in the GCr15 metal dimple texture enhanced the dynamic
pressure effect and increased the maximum oil film bearing capacity. The reduction of
wear debris in the metal pit texture also relatively enhanced its ability to capture new wear
debris. Under the coupling effect of the metal dimple texture and the rubber dimple texture,
the dynamic pressure effect inside the coupling texture increased, which increased the
maximum pressure that the oil film could bear, forming a virtuous circle and improving
the formation of the oil film on the contact surface during the entire friction process. After
the coupling texture treatment discussed in Section 3.3, the distribution area of the wear
debris on the worn surface of the EPDM material under an area density of 6.4% proved the
wear debris capture mechanism of the coupling texture.
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Figure 15. Action mechanism of coupling texture.

4. Conclusions

This paper presents the effects of coupling textures on the friction and wear of the
piston rod–rubber seal pair under different normal loads; different texture area densities
are introduced. We used a laser marker to create crescentiform textures on the surfaces of
the two materials of the sealing pair and performed a reciprocating sliding test. The effects
of untextured, single textured, and coupling textured surfaces on the friction characteristics
of the piston rod–rubber seal pair were compared and analyzed. This study draws the
following conclusions:

(1) The reduction in friction coefficient is inversely proportional to the normal load.
Under lubricating conditions, the friction coefficient increases linearly with the increase
of the normal load; under low normal load conditions, the magnitude of the friction
coefficient is proportional to the area density of the coupling texture. The wear on the
surface increases linearly.

(2) Under the condition of low normal load, the coupling texture array has a significant
reduction effect on the friction coefficient and wear amount compared with the untextured
and single textured surfaces. When the area density of the coupling texture is 6.4% and the
normal load is 10 N, the friction and wear of the sealing pair decrease the most. Compared
with the untextured surface, the friction coefficient decreased by 27.9% and the wear amount
decreased by 30.0%; compared with the single-textured surface, the friction coefficient
decreased by 18.9% and the wear amount decreased by 23.8%.

(3) The coupling effect generated by the coupling texture can effectively enhance the
formation and stabilization of the oil film, produce a good dynamic pressure effect, and has
a good ability to capture wear debris, prevent the wear debris from continuously scratching
the surface, and reduce wear and roughness. The service life of the piston rod seal pair
is improved.
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Abstract: As a difficult-to-process material, Inconel718 nickel-based superalloy is more and more
widely used in aerospace, ocean navigation, and large-scale machinery manufacturing. Based on
ABAQUS simulation software, this paper takes the milling force and temperature in the milling
process of the nickel-based superalloy as the research object, and establishes the empirical formula
for the prediction model of cutting force and cutting temperature based on the method of multiple
linear regression. The significance of the prediction model was verified by the residual analysis
method. Through data analysis, it is obtained: within a certain experimental range, the influence
degrees of each milling parameter on the cutting force and cutting temperature are fz > ap > n and
fz > ap ≈ n, respectively. The actual orthogonal cutting test was carried out on the machine tool,
and the reliability and accuracy of the prediction model of cutting force, cutting temperature and tool
wear amount were verified. The model formulas of the shear velocity field, shear strain field and shear
strain rate field of the main shear deformation zone are constructed by using mathematical analysis
methods. The influence law of cutting speed and tool rake angle on the variables of main shear zone
is calculated and analyzed. Through the combination of theory and experiment, the relationship
between cutting force, chip shape and machined surface quality in milling process was analyzed.
Finally, with the increase in the cutting force, the serration of the chip becomes more and more serious,
and the roughness of the machined surface becomes greater and greater.

Keywords: milling force; milling temperature; multiple linear regression; range analysis; chip
morphology; tool wear; surface quality

1. Introduction

High-temperature alloys, also known as heat-strength alloys, heat-resistant alloys
or superalloy, are mainly based on iron, cobalt, and nickel; high-temperature alloys are
those which can withstand complex stress and undergo high-temperature service in a very
harsh environment. They are widely used in aviation, aerospace, ship, power and petro-
chemical industries, and are key materials in rocket engines and aviation jet engines [1,2].
Rare metals (molybdenum, niobium, tungsten, etc.) added to nickel-based superalloys
give these materials high corrosion resistance and high temperature oxidation resistance.
Furthermore, it increases the stability of the materials and creates hard spots inside the
matrix, which makes the cutting efficiency of such materials low and causes severe tool
wear. Therefore, using experimental methods to study cutting force and cutting heat is
time-consuming, labor-intensive, and the cost is relatively high. At present, simulation
processing and numerical simulation have been widely used in the research of cutting force,
cutting temperature, chip morphology, tool wear, etc. [3–5].
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Lu Xiaohong et al. [6] studied the thermal-mechanical coupling analysis of micro-
milling of Inconel718 and proposed a modified three-dimensional analysis model of micro-
milling force. In the model, the contact area is considered a moving finite-length heat
source and an analytical cutting temperature model is proposed based on Fourier’s law.
The coupling calculation of the micro-milling force model and the temperature model
are carried out through an iterative process. Yao Yang, et al. [7] established an empirical
formula between cutting force and cutting process parameters through the linear regres-
sion method and orthogonal experiment design scheme, and verified the accuracy and
reliability of the model by variance analysis. Shafiul Islam et al. [8] established a math-
ematical model of axial cutting force and verified it through the designed experimental
group. The experimental results are in good agreement with the theoretical simulation
results. In addition, response surface methodology was employed to optimize the cutting
parameters. Xiaobin Cui et al. [9] found that the serration of chips became more and more
obvious as the cutting speed increased. During the formation process of the separated
sawtooth, the high temperature in the shear band had a substantial effect on the initiation
of the crack in the chip. When the cutting speed increased, the formation frequency of
sawteeth increased with a decreasing growth rate and the tool chip contact length exhibited
a decreasing trend.

Linjiang He et al. [10] found some very small sawteeth on the free surface of chips
under low cutting speeds, which transformed into irregular serrated chips with increasing
cutting speeds and into serrated chip with an adiabatic shear band under high cutting
speeds.Fulin Wang et al. [11] found stress concentration appears and shear slipping occurs
along the shear plane in the process of serrated chip formation. The strain rate on the
shear slipping surface is much greater than other places and the temperature gradient
perpendicular to the shear plane is relatively higher. Chen Ertao et al. [12] used ABAQUS
finite element software to study the influence of tool rake angle on chip formation and its
morphology, cutting force change, etc., and concluded that the chip size is related to the
tool angle.

Seyed Mohammad Ebrahimi et al. [13] has found that for low feed rates, the chip form
will be changed from continuous to sawtooth form. Wenlong Song et al. [14] found that
cutting speed had a profound effect on the cutting temperature. However, in high-speed
cutting, there was not much difference in cutting performance owing to the high temper-
ature caused by the elevated cutting speed. Grzesik et al. [15] studied the tool wear in
Inconel718 superalloy turning from the perspective of improving process performance
and productivity, and concluded that the main wear of the tool is abrasive, and there is
groove wear at the cutting edge. Hao Pengfei [16] mainly carried out the cutting test of
nickel-based superalloy under the condition of high-pressure cooling, and discussed the
corresponding wear mechanism of the tool under different wear morphologies according
to the experimental results. At the same time, the influence of different cutting speeds on
the tool wear profile was systematically analyzed using a scanning electron microscope and
energy spectrum analyzer.Xie Liming, Cheng Ge et al. [17] first designed the orthogonal
milling test plan, and then used the MATLAB analysis software to calculate the empirical
formula of the Cr12MoV milling temperature prediction model. Finally, the order of the in-
fluence of cutting process parameters on milling temperature and the optimal combination
of cutting factor levels are obtained by means of range analysis. Hao Zhaopeng, Cui Ruirui,
Fan Yihang et al. [18] found that there is a cutting temperature that can minimize tool
wear during the cutting process. The research results can provide a more convenient and
effective method to select reasonable process parameters.

However, as far as the current research situation is concerned, overall research is rela-
tively lacking, the research aspect is not very comprehensive to a certain extent, and there
is still relatively little research on the impact of actual cutting tests on the cutting process.
This paper uses multiple linear regression methods to establish the empirical formulas of
the cutting force and cutting temperature prediction models, and verifies the accuracy of
the prediction models through actual orthogonal cutting tests and range analysis methods
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to study the cutting mechanism of Inconel718 nickel-based superalloy. According to the
cutting simulation model, the formation process of sawtooth chips in the cutting process of
Inconel718 nickel-based superalloy is analyzed. Combined with actual cutting experiments,
the general laws of chip shape, cutting force, machining surface quality and tool wear
during the cutting process are analyzed, so as to provide a theoretical basis for the actual
machining of superalloys.

2. Establishment of the Prediction Model of Cutting Force and Cutting Temperature

Research on cutting force and cutting temperature during machining is the basis
for further research on cutting tools, workpiece material cutting performance, and tool
wear. At the same time, cutting force and cutting temperature are also important physical
quantities in machining and two of the key factors affecting the surface quality of the
workpiece. In order to reasonably select the machining parameters during the high-speed
cutting of Inconel718 nickel-based superalloy, it is necessary to effectively predict the
cutting force and temperature during milling before machining.

In the actual machining process, the milling force and temperature are not only related
to the milling parameters, but also affected by a series of factors such as tool wear and
the clamping of the machining system. However, other factors are random and uncertain,
so they cannot be summarized through experience or theory. In order to be able to obtain
the prediction model formula of milling force and milling temperature, the following
assumptions must be made about the machining process.

(1) In the milling process, it is necessary to ignore the influence of the machine tool
itself, clamping conditions, workpiece shape, material, etc. on the cutting force
and cutting temperature in the process, and set the machine tool as a rigid body
without deformation.

(2) The tool will inevitably wear out during the machining process. This factor will affect
the various parameters of the tool, which will lead to changes in the cutting force and
cutting temperature. In the modeling process of cutting force and cutting temperature,
it is assumed that the tool is always free of wear, and the size of the cutting force and
cutting temperature are not affected by tool wear.

(3) It is assumed that the entire machining process has been orthogonal milling, ignoring
the influence of possible milling angles on cutting force and cutting temperature.

Generally, J-C constitutive equations are used to simulate the behavior of workpiece
materials during cutting [19]. Therefore, in this study, the J-C constitutive equation of
plastic material, which includes the effect of temperature and strain rate strengthening,
is used for establishing the workpiece model. This model can be expressed as follows:

σ = (A + Bεn)[1 + c ln
.
ε
.
ε0
][1 − (

T − Tr

Tm − Tr
)m] (2 − 1) (1)

where σ (MPa) is the flow stress; A (MPa) is the yield strength of the material under
quasi-static conditions; B is the strain hardening coefficient of the material; n is the strain
strengthening coefficient of the material; c is the strain rate sensitivity coefficient; m is the
temperature sensitivity coefficient; T(K) is the material temperature; Tr(K) is the reference
room temperature, K; Tm(K) is the melting temperature of the material;

.
ε0 is the reference

strain rate; ε is the strain of the material;
.
ε is the strain rate. The J-C constitutive parameters

of Inconel718 provided by Huichen and Xueren [20] are shown in Table 1.
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Table 1. Johnson-Cook plasticity parameters of Inconel718.

A 450 MPa
B 1700

C
( .
ε0 = 0.001) 0.017

n 0.65
m 1.3

Melting temperature 1570 ◦C
Excessive temperature 20 ◦C

2.1. Derivation of Empirical Formula

According to the principle of metal cutting, the index formula [21–24] for calculating
cutting force and cutting temperature is:

F = CF · aa1
p · na2 · fz

a3

T = CT · ab1
p · nb2 · fz

b3
(2)

where CF and CT are coefficients depending on the processing material and cutting condi-
tions. The relationship among the feed speed ν f , the feed per tooth fz, and the speed n can
be expressed as:

ν f = fz · n · z (3)

where z is the number of milling cutter teeth, z = 4.
Take the logarithm of both sides of Equation (1) to get:

lgF = lgCF + a1 · lgap + a2 · lgn + a3 · lg fz (4)

Let a0 = lgCF, x1 = lgap, x2 = lgn, x3 = lg fz, y = lgF, we can get:

y = a0 + a1 · x1 + a2 · x2 + a3 · x3 (5)

This is a linear relationship between the dependent variable and the independent
variable. yi is used to represent the experimental result; the independent variables are
xi1, xi2, xi3, and the experimental error is εi, where i = 1 ∼ 16. Then, the multiple linear
regression equation is as follows:

⎧⎪⎪⎨
⎪⎪⎩

y1 = β0 + β1x11 + β2x12 + β3x13 + ε1
y2 = β0 + β1x21 + β2x22 + β3x23 + ε2
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

yi = β0 + β1x161 + β2x162 + β3x163 + ε16

(6)

Expressed as a matrix:
Y = Xβ + ε (7)

Among them:

Y =

⎡
⎢⎢⎣

y1
y2
. . .
y16

⎤
⎥⎥⎦ X =

⎡
⎢⎢⎣

1 x11 x12 x13
1 x21 x22 x23

. . . . . . . . . . . .
1 x161 x162 x163

⎤
⎥⎥⎦ β =

⎡
⎢⎢⎣

β0
β1
β2
β3

⎤
⎥⎥⎦ ε =

⎡
⎢⎢⎣

ε1
ε2
. . .
ε16

⎤
⎥⎥⎦ (8)

Y, X, β, and ε are corresponding matrices. The least-square method is used to estimate
the parameter β, and the regression coefficient a0, a1, a2, a3 is the least square estimation of
the parameter β0, β1, β2, β3 (including the influence of ε); then, the regression equation can
be expressed as:

ŷ = a0 + a1x1 + a2x2 + a3x3 (9)
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where ŷ is a statistical variable, where

a =

⎡
⎢⎢⎣

a0
a1
a2
a3

⎤
⎥⎥⎦ (10)

2.2. Orthogonal Simulation Experiment Design

In order to accurately calculate the empirical formula of the cutting force and cutting
temperature prediction model, this article adopts the orthogonal experiment method. Or-
thogonal experimentation is a common method to study the influence of multiple factors.
Compared with the comprehensive experiment, the orthogonal experiment selects some
representative points from all combinations for experimenting. Through the experimental
measurement values of these points, the influence of each factor on the results is ana-
lyzed. The advantage of the orthogonal experiment method is that the influence of cutting
parameters on the object can be studied through fewer experiments.

In the research, the milling cutter is fixed, and it does not need to consider the influ-
ence of cutter parameters on the milling force. This paper designs 16 sets of orthogonal
experiments with 3 factors and 4 levels. The experimental factors are axial cutting depth,
spindle speed, and feed per tooth. Starting from reality, the value of each factor level is
within the operating range of the machine tool. The range of experimental parameters is
as follows:

(1) Spindle speed n: 3000 ∼ 4500 r/min;
(2) Axial depth of cut ap: 0.2 ∼ 0.5 mm;
(3) Feed per tooth fz: 0.1 ∼ 0.4 mm/r.

The orthogonal experiment and simulation data are shown in Table 2:

Table 2. Orthogonal simulation experiment data.

Numbering
Rotating Speed

n(r/min)
Axial Depth of Cut

ap(mm)
Feed per Tooth

fz(mm/r)
F (N) T (◦C)

1 3000 0.2 0.1 184.58 292.61
2 3000 0.3 0.2 319.55 421.76
3 3000 0.4 0.3 647.19 493.56
4 3000 0.5 0.4 726.77 595.48
5 3500 0.2 0.2 420.43 408.73
6 3500 0.3 0.1 329.22 392.81
7 3500 0.4 0.4 749.23 605.54
8 3500 0.5 0.3 710.36 488.57
9 4000 0.2 0.3 646.95 542.46

10 4000 0.3 0.4 680.82 615.83
11 4000 0.4 0.1 314.51 404.08
12 4000 0.5 0.2 519.54 467.89
13 4500 0.2 0.4 401.83 422.37
14 4500 0.3 0.3 561.11 590.91
15 4500 0.4 0.2 545.96 559.71
16 4500 0.5 0.1 382.66 286.79
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2.3. Data Processing and Determination of Model Coefficients

Taking the logarithm of the milling parameters in the table, the form of the matrix
transformed by the multiple linear regression is:

YF =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2.2662
2.5045
2.8110
2.8614
2.6237
2.5175
2.8746
2.8515
2.8109
2.8330
2.4976
2.7156
2.6040
2.7490
2.7372
2.5828

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

X =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −0.6990 3.4771 −1
1 −0.5229 3.4771 −0.6990
1 −0.3979 3.4771 −0.5229
1 −0.3010 3.4771 −0.3979
1 −0.6990 3.5441 −0.6990
1 −0.5229 3.5441 −1
1 −0.3979 3.5441 −0.3979
1 −0.3010 3.5441 −0.5229
1 −0.6990 3.6021 −0.5229
1 −0.5229 3.6021 −0.3979
1 −0.3979 3.6021 −1
1 −0.3010 3.6021 −0.6990
1 −0.6990 3.6532 −0.3979
1 −0.5229 3.6532 −0.5229
1 −0.3979 3.6532 −0.6990
1 −0.3010 3.6532 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

YT =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2.4663
2.6251
2.6933
2.7749
2.6114
2.5942
2.7821
2.6889
2.7344
2.7895
2.6065
2.6701
2.6257
2.7715
2.7480
2.4576

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(11)

The M file is established by MATLAB software, and the cutting force value and each
milling parameter in Formula (11) are calculated by multiple linear regression [25,26] to
the numerical input program. The input program is:

y = [2.2662,2.5045,2.8110,2.8614,2.6237,2.5175,2.8746,2.8515,2.8109,2.8330,2.4976,2.7156,
2.6040,2.7490,2.7372,2.5828];

x1 = [−0.6990,−0.5229,−0.3979,−0.3010,−0.6990,−0.5229,−0.3979,−0.3010,−0.6990,
−0.5229,−0.3979,−0.3010,−0.6990,−0.5229,−0.3979,−0.3010];

x2 = [3.4711,3.4711,3.4711,3.4711,3.5441,3.5441,3.5441,3.5441,3.6021,3.6021,3.6021,
3.6021,3.6532,3.6532,3.6532,3.6532];

x3 = [−1,−0.6990,−0.5229,−0.3979,−0.6990,−1,−0.3979,−0.5229,−0.5229,−0.3979,−1,
−0.6990,−0.3979,−0.5229,−0.6990,−1]];

X = [ones(length(y),1),x1’,x2’ x3’];
Y = y’;
[b,bint,r,rint,stats] = regress(Y,X);
b,bint,stats
According to the results obtained by MATLAB:

a0 = 2.1253; a1 = 0.4642; a2 = 0.3260; a3 = 0.5919.

Therefore, the multiple regression model is:

y = 2.1253 + 0.4642x1 + 0.3260x2 + 0.5919x3,

and the empirical formula of the cutting force prediction model available from above is:

F = 133.44 · ap
0.4642 · n0.3260 · fz

0.5919.

Furthermore, take the logarithm of T in the table, as shown in Formula (11). Type in
MATLAB:

y = [2.4663,2.6251,2.6933,2.7749,2.6114,2.5942,2.7821,2.6889,2.7344,2.7895,2.6065,2.6701,
2.6257,2.7715,2.7480,2.4576];

According to the results obtained by MATLAB:

b0 = 2.5139; b1 = 0.1275; b2 = 0.1258; b3 = 0.3610.

Therefore, the multiple regression model is:

y = 2.5139 + 0.1275x1 + 0.1258x2 + 0.3610x3,
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and the empirical formula of the cutting force prediction model available from above is:
T = 326.51 · ap

0.1275 · n0.1258 · fz
0.3610.

2.4. Significance Tests for Predictive Models

According to the results obtained by MATLAB:

(1) Cutting force regression coefficient group: a0 = 2.1253, the confidence interval of
a0 is (−0.1699,4.4204), a1 = 0.4642, the confidence interval of a1 is (0.1722,0.7563),
a2 = 0.3260, the confidence interval of a2 is (−0.3151,0.9670), a3 = 0.5919, and the
confidence interval of a3 is (0.3998,0.7841). Statistics variable stats get: r2 = 0.8292,
F = 19.4197, p = 0.0001, obviously p < α = 0.05. Perform residual analysis on the
coefficient and enter in the MATLAB window: rcoplot(r,rint), the residual graph is
shown in Figure 1a:

Figure 1. Residual analysis graph. (a) Analysis of residual cutting force. (b) Analysis of residual
cutting temperature.

It can be seen from the residual analysis graph that, except for the 9th and 13th entries,
the residuals of the remaining data are close to the zero point and the confidence interval of
the residuals all contain the zero point, which shows that the regression model can better
conform to the original data. The 9th and 13th data can be regarded as abnormal points,
and the regression model is considered credible [27]. From the above, the regression model
y = 2.1253 + 0.4642x1 + 0.3260x2 + 0.5919x3 is established, so the cutting force empirical
formula F = 133.44 · ap

0.4642 · n0.3260 · fz
0.5919 is significant.

(2) Cutting temperature regression coefficient group: b0 = 2.5139, the confidence interval
of b0 is (0.6733,4.3544), b1 = 0.1275, the confidence interval of b1 is (−0.1066,0.3617),
b2 = 0.1258, the confidence interval of b2 is (−0.3883,0.6399), b3 = 0.3610, and the
confidence interval of b3 is (0.2069,0.5152). Statistics variable stats get: r2 = 0.6981,
F = 9.2480, p = 0.0019, obviously p < α = 0.05. Perform residual analysis on the
coefficient and enter in the MATLAB window: rcoplot(r,rint), the residual graph is
shown in Figure 1b.

It can be seen from the residual analysis graph that except for the 13th and 16th entries,
the residuals of the remaining data are all close to the zero point, and the confidence interval
of the residuals all contain the zero point, which shows that the regression model can better
conform to the original data. The 13th and 16th data can be regarded as abnormal points,
and the regression model is considered credible. From the above, the regression model
y = 2.5139 + 0.1275x1 + 0.1258x2 + 0.3610x3 is established, so the cutting force empirical
formula T = 326.51 · ap

0.1275 · n0.1258 · fz
0.3610 is significant.
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2.5. Influence Rule of Cutting Process Parameters

The range analysis method can be used to obtain the primary and secondary order
of the degree of influence of each factor on the target parameter, the optimal combination
scheme, and the influence law of the influencing factor on the target parameter in the
analysis of the results of the orthogonal experiment. In order to obtain the order of the
influence degree of each factor on the milling force and milling temperature, the range
analysis method is used to analyze the simulation results, as shown in Tables 3 and 4:

Table 3. Cutting force (F) range analysis table.

Level
Rotating Speed

n(r/min)
Axial Depth of Cut

ap(mm)
Feed per Tooth

fz(mm/r)

K1 1878.09 1653.79 1210.97
K2 2209.24 1890.70 1805.48
K3 2161.82 2256.89 2565.61
K4 1891.56 2339.33 2558.65
k1 469.52 413.45 302.74
k2 552.31 472.68 451.37
k3 540.46 564.22 641.40
k4 472.89 584.83 639.66
RF 82.79 171.38 338.66

Primary and
secondary order fz > ap > n

Table 4. Cutting temperature (T) range analysis table.

Level
Rotating Speed

n(r/min)
Axial Depth of Cut

ap(mm)
Feed per Tooth

fz(mm/r)

K1 1803.49 1666.17 1376.29
K2 1895.65 2021.31 1858.09
K3 2030.26 2062.89 2115.50
K4 1859.78 1838.73 2239.22
k1 450.87 416.54 344.07
k2 473.91 505.33 464.52
k3 507.57 515.72 528.88
k4 464.95 459.68 559.81
RT 56.7 99.18 215.74

Primary and
secondary order fz > ap > n

Figure 2 is a trend graph showing the influence of spindle speed n, axial depth of
cut ap, and feed per tooth fz on cutting force F and cutting temperature T. Based on this,
the changes in milling temperature can be seen when various parameters are changed.
Analyzing the range table and indicator factor trend chart shows that:
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Figure 2. Trend chart of indicator factors. (a) The influence of spindle speed. (b) The influence of spindle
speedon cutting forceon cutting temperature. (c) The influence of feed per tooth. (d) The influence of feed
per tooth on cutting forceon cutting temperature. (e) Influence of axial depth of cut. (f) Influence of axial
depth of cut on cutting forceon cutting temperature.

(1) The degree of influence of each milling parameter on the cutting force (F) is fz, ap, n
in descending order, where fz has a larger degree of influence, ap has a medium
influence on cutting force, and n has a smaller influence on cutting force. From the
perspective of reducing the cutting force, the best combination of milling parameters
is: n = 4000 r/min, ap = 0.4 mm, fz = 0.1 mm/r.

(2) The degree of influence of each milling parameter on the cutting temperature (T)
is fz, ap, n in descending order, where fz has a larger degree of influence, and the
influence of ap and n on cutting temperature is close. From the perspective of
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reducing the cutting temperature, the best combination of milling parameters is:
n = 4500 r/min, ap = 0.5 mm, fz = 0.1 mm/r.

(3) From Figure 2a,b, it can be seen that the milling force first increases and then decreases
with the increase in the rotational speed. Since the shear angle increases with the
increase in the rotational speed, the cutting deformation of the workpiece during
the milling process gradually decreases, and the cutting force gradually decreases.
When the rotation speed is lower than 4000 r/min, it can be seen that the change in
cutting temperature shows an obvious upward trend, because during the machining
process, severe friction occurs between the front and rear rake surfaces of the tool,
the workpiece surface and the chip surface. These mutual frictions generate a lot of
heat and gradually transfer it to other parts, so the temperature continues to increase.
However, when the rotation speed continues to increase, the flow rate of the chips
is also faster and more heat is taken away by the chip flow, so the temperature
increases slowly.

(4) It can be seen from Figure 2c,d that after the increase in the feed per tooth, the thick-
ness of the material to be cut from the workpiece increases with each turn of the
milling cutter, so the cutting force gradually increases. However, at the same time,
after the feed per tooth increases, the cutting deformation coefficient of the workpiece
material will decrease to a certain extent due to the influence of temperature, so the
change in cutting force will gradually become gentle. When the feed per tooth is
increased, more material is removed per revolution of the tool, so the tool will gen-
erate more and more heat when cutting the workpiece, and the cutting temperature
changes significantly.

(5) It can be seen from Figure 2e,f that with the gradual increase in the axial depth of
cut, the area of the workpiece to be cut gradually increases, so the cutting force also
increases. When the axial depth of cut is gradually increased, more heat needs to be
generated to cut the workpiece material of the same path, so the change in cutting
temperature will increase. However, in the actual machining process, as the axial
depth of cut continues to increase, the contact length between the workpiece and
the tool, the machining volume, etc. will increase significantly, and the machining
environment at this time has changed significantly. Therefore, the cutting temperature
does not increase in the same proportion.

3. Analysis of the Influence Law of Velocity Field, Strain Field and Strain Rate Field in
the Main Shear Deformation Zone

According to the literature [28,29], the strain rate field
.
γ, strain field γ, and velocity

field νx of the main shear deformation zone are as follows:

.
γ =

⎧⎨
⎩

.
γm

(αh)q yq y ∈ [0, αh]
.
γm

(1−α)qhq (h − y)q y ∈ [αh, h]

γ =

⎧⎨
⎩

.
γm

(q+1)V sin(Φ)(αh)q yq+1 y ∈ [0, αh]

−
.
γm

(q+1)V sin(Φ)(1−α)qhq (h − y)q+1 + cos(γo)
cos(Φ−γo) sin(Φ)

y ∈ [αh, h]

νx =

⎧⎨
⎩

.
γm

(q+1)(αh)q yq+1 − V cos(Φ) y ∈ [0, αh]

−
.
γm

(q+1)(1−α)qhq (h − y)q+1 + V sin(Φ) tan(Φ − γo) y ∈ [αh, h]

where α is the unequal coefficient, α = cos Φ cos(Φ−γo)
cos(γo)

; h is the thickness of the main shear
zone (mm), h = 0.025 mm; q is the exponent of the exponential function, which is 3 at low
speed and 7 at high speed. V is cutting speed (m/min); Φ is shear angle (◦); γo is tool rake
angle (◦);

.
γm is the maximum shear strain rate (s-1).

According to the above analysis, cutting speed and tool rake angle are the two main
factors affecting the main shear deformation zone. The following will analyze the influence
of these two factors on the main shear zone.
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3.1. The Influence Law of Cutting Speed

When analyzing the influence law of cutting speed, the rake angle of the tool used
is 12◦, and the cutting speed range is 30∼120 m/min. The curves of the influence of the
calculated cutting speed on the velocity field, shear strain field, and shear strain rate field
in the main shear deformation zone are shown in Figures 3 and 4.

It can be drawn from Figure 3a that: (1) In the main shear deformation zone, with the
increase of the width of the main shear zone, the shear speed also increases. Furthermore,
the size of the shear speed on the initial boundary (that is, the width of the main shear area
on the figure is 0 mm) is affected by the initial cutting speed. (2) The tangential velocities on
the final boundary (that is, the curves in the figure begin to stabilize) are all about 70 mm/s,
and once the width of the main shear zone is greater than 0.02 mm, the change trend of
the tangential velocity becomes gentle. (3) The main shear surface is defined as the plane
where the tangential velocity component is equal to zero. It can be seen from Figure 3a that
the lower the cutting speed is, the closer the location of the main shear surface (where the
tangential velocity along the shear surface is 0) is to the starting boundary. That is to say,
the lower the cutting speed, the smaller the width of the main cutting zone.

Figure 3. The influence of cutting speed. (a) The influence of cutting speed on the tangential velocity
along the shear plane. (b) The influence of cutting speed on shear strain.

It can be concluded from Figure 3b: (1) Regardless of the cutting speed, the shear
strain along the tangent direction of the shear plane at the beginning boundary of the
main shear deformation zone is 0, because the material on the beginning boundary has
not yet undergone any deformation. (2) Figure 3a shows the distance of the main shear
zone corresponding to the main shear surface at each cutting speed. Therefore, it can
be seen from Figure 3b that in the main shear deformation zone, the lower the cutting
speed is, the closer the main shear surface is to the starting boundary. In fact, when the
material crosses the final boundary of the main shear zone to form chips, its shear strain
remains basically unchanged. Therefore, it can be seen that, the lower the cutting speed,
the narrower the width of the main shear deformation zone. The analysis results are the
same as above. (3) After crossing the main shear plane, the variation trend of the material
shear strain gradually becomes gentle. This is because after the workpiece material crosses
the main shear plane, the cut material forms chips and falls off the workpiece, and the tool
no longer shears the chips, so the shear strain of the material tends to be stable.
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Figure 4. The influence of cutting speed on shear strain rate.

It can be concluded from Figure 4: (1) At the same cutting speed, with the gradual
increase in the width of the main shear zone, the variation trend of the shear strain rate
is to increase first and then decrease, and the greater the cutting speed, the greater the
variation of the shear strain rate. (2) In the main shear zone, the shear strain rate on the
main shear surface is the highest. It can also be seen from Figure 4 that the smaller the
cutting speed, the closer the distance between the main shearing surface and the starting
boundary. Furthermore, under each cutting speed condition, the shear surface in Figure 4
(the position with the highest shear strain rate) and the shear surface in Figure 3a are almost
at the same position, which mutually confirms the correctness of the analysis results. (3) It can
also be seen from Figure 4 that the lower the cutting speed, the smaller the maximum shear
strain rate of the main shear deformation zone along the tangent direction of the shear plane;
that is, the smaller the shear strain rate along the tangent direction of the main shear plane.

3.2. The Influence of Tool Rake Angle

When analyzing the influence law of the tool rake angle, the cutting speed adopted is
60 m/min and the range of tool rake angle is 0∼15◦. Figures 5 and 6 show the curves of the
influence of the calculated tool rake angle on the velocity field, shear strain field, and shear
strain rate field in the main shear deformation zone.

Figure 5. The influence of the tool rake angle on the tangential velocity along the shear plane.

It can be seen from Figure 5: (1) At the same tool angle, the magnitude of the tangential
velocity along the shear plane increases with the increase in the width of the main shear
zone. However, at the initial boundary of the main shearing area (that is, where the width
of the main shearing area is 0 mm in the figure), the size of the tool rake angle has little
effect on the shearing speed. (2) On the final boundary (that is, as the curves in the figure
begin to stabilize), the smaller the tool rake angle, the greater the tangential velocity along
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the shear plane. (3) It can be seen from the figure that the larger the degree of the rake angle
of the tool, the farther the position of the main shear plane (that is, the tangential velocity
along the shear plane in the figure is 0) is from the initial boundary. That is, the greater the
degree of the tool rake angle, the greater the width of the main shearing area.

It can be seen from Figure 6a: (1) The rake angle of the tool has almost no effect
on the shear strain of the starting boundary along the tangential direction of the shear
plane. (2) The shear strain along the tangential direction of the shear surface at the final
boundary of the main shear surface decreases with the increase in the rake angle of the
tool. (3) When the tool rake angle is different, the position where the shear strain tends to
be stable (where the curve tends to be stable) is not much different. It can be seen that the
tool rake angle has little effect on the width of the main shear zone.

Figure 6. The influence of tool rake angle. (a) The influence of tool rake angle on shear strain
(b) The influence of tool rake angle on shear strain rate.

It can be seen from Figure 6b: (1) The larger the rake angle of the tool, the smaller
the tangential shear strain rate of the main shear deformation zone along the shear plane.
(2) On the basis of the analysis, under the condition of each tool rake angle, the shear
surface in Figure 6b (where the position with the highest shear strain rate) and the shear
surface in Figure 4 are almost at the same position. the rake angle of the tool does not have
a great influence on the position of the cutting surface.

4. Analysis of High Temperature Alloy Milling Process

4.1. Cutting Superalloy Test

In order to verify the accuracy of the predicted value of the theoretical model, it is
necessary to conduct cutting tests on superalloys. In this paper, a CNC machining center is
used to conduct continuous milling experiments on Inconel718 nickel-based superalloy,
and the cutting force, chip shape, tool wear profile and the quality of the machined surface
are analyzed in the cutting process. After the experiment, a stereo microscope was used to
detect tool wear and chip morphology, and a surface roughness measuring instrument was
used to detect the machined surface.

1. Test machine

This experiment uses the H330 CNC machining center for cutting experiments, as shown
in Figure 7a,b:
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Figure 7. Experimental device. (a) CNC machining center. (b) The actual cutting test. (c) YG8 hard
alloy spiral mill tool. (d) The finished part.

2. Cutting test materials

The milling cutter used was: YG8 hard alloy spiral mill tool, helix angle β = 45◦,
tool diameter D = 10 mm, as shown in Figure 7c. The size of the test workpiece is:
100 mm × 100 mm × 20 mm, as shown in Figure 7d;

3. Experimental detection device

An Olympus SZ61 stereo microscope was used to observe the chip morphology.
Its dimensions are 194 (W) × 253 (D) × 368 (H) mm, the handle stroke is 120 mm, the lens
barrel tilt angle is 45◦ or 60◦, the eyepiece is WHSZ15X-H FN 16*, and the objective lens
is 110ALK0.4X 180–250. The NT1100 surface roughness measuring instrument is used to
detect the surface quality of the processed workpiece. The longitudinal scanning range
is 0.1−1 mm, the maximum scanning speed is 7.2 μm/s, and the sample stage size is
100 mm.The NT1100 surface roughness measuring instrument can perform fast, repeatable,
and high-resolution three-dimensional measurement of the surface, and the measurement
range can be from sub-nanometer roughness to millimeter step height.

4.2. Validation of the Prediction Model of Cutting Force and Cutting Temperature

Four groups of experiments were randomly conducted on the machining center to
test the degree of agreement between the actual value of the data and the predicted value.
Table 5 is as follows:
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Table 5. Comparison of predicted and measured values.

Test
Number

Rotating
Speed
(r/min)

Axial Depth
of Cut
(mm)

Feed per
Tooth
(mm/r)

F (N) T (◦C)

Predictive
Value

Measured
Value

Error
(%)

Predictive
Value

Measured
Value

Error
(%)

1 3000 0.4 0.4 689.55 730.00 5.95 571.39 533.79 6.58
2 3500 0.5 0.1 354.01 375.89 6.18 363.38 388.96 7.04
3 4000 0.3 0.3 558.91 526.55 5.79 514.77 554.61 7.74
4 4500 0.2 0.2 378.49 402.15 6.25 428.57 459.34 7.18

Average Error (%) 6.04 7.14

It can be seen from Table 5 that the average error of the milling force is about 6.04%,
the milling temperature is about 7.14%, and the error between the actual measured value
and the predicted value is relatively small, which shows that the predicted value of the
theoretical formula is more consistent with the actual measured data. So, the theoretical
prediction model can be used to predict the magnitude of force and temperature within the
range of selected milling parameters.

4.3. Analysis of the Formation Process of Sawtooth Chips

In this section, one tip of the mill tool was taken as a research object to analyze the
cutting process. The cutting parameters are simulated with a cutting speed of 18 m/min,
a cutting depth of 0.4 mm, a tool rake angle of 12◦, and a tool cutting edge radius of 0.01 mm
to systematically study the formation process of sawtooth chips.

Figure 8 shows the change trend of the workpiece cutting temperature field with
the cutting time at the initial stage of the formation of sawtooth chips. At t = 5 × 10−4 s,
the tool has just contacted the workpiece, the highest temperature of the workpiece cutting
temperature field is directly in front of the tool tip, then it decreases along the shear surface
to the free surface of the workpiece, and the cutting temperature of the free surface of the
workpiece is the lowest. At the same time, the area with the highest temperature is the
smallest. Along the shear plane, the smaller the temperature, the larger the area.

During the cutting process, the temperature of the main shear zone is distributed
in the above-mentioned manner. However, as the cutting time goes by, the maximum
temperature of the workpiece cutting temperature field continues to rise. For example,
when t = 5 × 10−4 s, it is 202 ◦C, when t = 8.8 × 10−4 s, it is 446 ◦C, when t = 1.2 × 10−3 s
is 507 ◦C, and when t = 2.2 × 10−3 s is 599 ◦C. At the same time, the minimum tempera-
ture of the free surface of the workpiece also increases with the passage of cutting time,
from t = 5 × 10−4 s to t = 2.2 × 10−3 s, and the temperature changes from 80 ◦C to 135 ◦C.
From the above data analysis, it can be seen that the closer the shear surface is to the free
surface of the workpiece, the slower the temperature increase rate is. In fact, when the
temperature of the free surface of the workpiece reaches the softening temperature of the
material, all materials on the shear surface have been softened, thus creating conditions
for the formation of jagged chips. The softening temperature of the free surface material
of the workpiece is the critical temperature for the formation of sawtooth chips. Based on
the research in this article, the critical temperature for the formation of sawtooth chips of
Inconel718 nickel-based superalloy is about 500 ◦C.
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Figure 8. Changes in the cutting temperature field at the beginning of cutting (◦C). (a) t = 5 × 10–4 s
(b) t = 8.8 × 10–4 s. (c) t = 1.2 × 10–3 s (d) t = 2.2 × 10–3 s.

Figure 9 shows the simulation results of the formation of the second block of the
sawtooth chip. When the tool moves to the moment of Figure 9a, the highest temperature
of the cut area in front of the tool tip can reach 439 ◦C. However, the maximum temperature
of the chip surface is above 668 ◦C, and the first segment of the saw-tooth chip is about to
be completely formed. At the moment of Figure 9b, the first segment of the sawtooth chip
has been completely formed, and the second segment has begun to form at the same time.
At this time, the temperature in front of the tool tip reaches 501 ◦C. From the tool tip to
the chip-free surface, the temperature decreases with the distance. As the cutting process
progresses, the high temperature zone near the tool tip continuously spreads along the
shear surface and covers the low-temperature zone near the chip-free surface. When the
cutting proceeds to the moment in Figure 9c, the material in the first deformation zone
continues to deform and the temperature continues to rise. In Figure 9e, the temperature of
the material in the shear zone reaches about 682 ◦C. At this time, the thermal softening effect
of the material is intensified, and the material on the shear surface undergoes concentrated
slippage and plastic instability, so a convex surface is formed on the free surface of the
workpiece. As the cutting progresses as shown in Figure 9f, the second block continues
to slip due to the continued cutting of the tool. When proceeding to Figure 9g, the first
deformation zone has been transferred to the second nodal block; so far, the second nodal
block has been completely formed.
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Figure 9. Changes in the cutting temperature field during the formation of serrated chips (◦C).
(a) The first section is aboutto be formed. (b) The first block isfully formed. (c) The second block
begins to form. (d) The second nodal development process. (e) The second nodal mass starts to
slip. (f) The second nodal slip process. (g) The second block is fully formed.

4.4. The Relationship between Cutting Force, Chip Morphology and Surface Quality

The actual cutting test is carried out to analyze the relationship between the cutting
force, chip shape and the surface quality of the workpiece. By using Olympus SZ61 stereo
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microscope to observe the chip morphology, the NT1100 surface roughness measuring
instrument is used to measure the surface quality after processing. As shown in Figure 10:

Figure 10. The shape of chips and roughness of surface. (a) Chip topography (Cutting force is
280 N). (b) Three-dimensional surface topography. (c) Chip topography (Cutting force is 400 N).
(d) Three-dimensional surface topography. (e) Chip topography (Cutting force is 470 N). (f) Three-
dimensional surface topography. (g) Chip topography (Cutting force is 620 N). (h) Three-dimensional
surface topography.

In this chapter, the influence of cutting factors is ignored when the relationship between
cutting force, chip morphology and surface quality is studied, and only cutting force is
used as the influencing factor. It can be seen from Figure 10a–h that the degree of chip
sawtooth generated during the cutting process becomes larger and larger with the gradual
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increase in the cutting force, and the chip burr becomes sharper and sharper. In addition,
the bottom part of the chip is relatively flat, and the other surface is sawtooth shape. It can
be seen from Figure 10a that when the cutting force is low, the cutting speed at this time
is relatively low, the shape of the chip is band-like, and the upper part of the chip has
no clear saw teeth. However, when the machining speed increases, the serration of the
chips becomes more and more serious, as shown in Figure 10c,e,g. This is because the
shear force on the shear slip surface will increase sharply with the increase in the cutting
speed, which will make the shear deformation on the shear slip surface more and more
concentrated. Shear slip on the shear plane is also increasing, so chip serrations are also
becoming more pronounced.

From Figure 10b, it can be seen that when the cutting force is low, the tool wear is not
serious, so the processed surface quality is better at this time and the surface roughness
is low. When the cutting force increases, as shown in Figure 10d,f,h, tool wear increases
sharply, the degree of sawtooth chips deepens, and the scratches on the surface of the
workpiece increase. At the same time, the increase in the cutting force increases the
plastic deformation of the surface material of the workpiece, and the residual height of the
processed surface increases, so the quality of the processed surface becomes worse and the
surface roughness becomes larger and larger.

4.5. Research on the Wear Morphology of Cemented Carbide Tools

(1) Flank wear

Flank wear is the main wear form of carbide tools when milling high-temperature
alloys. Flank wear is located at the tool flank near the main cutting edge. Flank wear
is mainly caused by the friction between the tool’s flank and the rebounding workpiece
surface, as shown in Figure 11a. The wear of the blade face is relatively uniform; dense and
uniform wear streaks appear on the wear surface. From the characteristic point of view,
the form of wear is abrasive wear. At the same time, it can be seen that the closer the tool
tip, the greater the cutting force the tool is subjected to, and the more serious the wear that
occurs. This wear feature belongs to a kind of boundary wear, which is also consistent with
the previous conclusion.

(2) Wear of rake face

When milling high-temperature alloys, the rake face wear occurs, and the manifesta-
tion is crater wear, as shown in Figure 11b. The surface wear is located on the rake surface
near the main cutting edge. It is mainly caused by the chemical interaction between the
rake face of the tool and the high-temperature chips. In the milling process, the chips
and the rake face are in direct contact and friction, so the chemical activity is very high.
When the milling speed is relatively high, higher temperature and higher pressure will be
generated, and it is easy to form crescent wear in this contact area. That is to say, the higher
the cutting temperature, the more serious the tool wear.

(3) Layers of flaking

As shown in Figure 11c, the tool also has lamellar spalling during the milling process.
This wear phenomenon is mainly reflected in the vicinity of the cutting edge of the tool,
where the cutting force and cutting temperature are the largest. The main reason is that
when the tool cuts into and out of the workpiece, contact fatigue and thermal stress are
generated. Under the action of this stress, the surface of the tool edge gradually develops
cracks until it falls off the surface of the tool in layers.
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(4) Tool chipping

The chipping phenomenon of the tool mainly occurs at the tip of the tool, as shown in
Figure 11d.As the tool continues to cut the workpiece, the work hardening of the workpiece
is gradually strengthened, and the tool is continuously weakened. When the cutting force
during the milling process is greater than the yield strength of the tool, the tip of the tool
will be chipped. After a tool is chipped, the tool is “blunted,” and therefore, no longer
capable of cutting the workpiece material.

Figure 11. Wear morphology of tool. (n = 300 r/min, ap = 0.4 mm, fz = 0.4 mm/r). (a) Wear morphology
of flank face. (b) Wear morphology of rake face. (c) Layered flaking. (d) Tool chipping.

5. Conclusions

Based on the simulation analysis and actual experiment, this paper describes an
Inconel718 nickel-base superalloy milling orthogonal experiment, establishes the cutting
force and cutting temperature prediction model empirical formulas in the milling process,
and obtains the following conclusions:

(1) Through orthogonal experiment analysis, the empirical formula of the cutting force
prediction model is established as: F = 133.44 · ap

0.4642 · n0.3260 · fz
0.5919; the empirical

formula of the cutting temperature prediction model is:

T = 326.51 · ap
0.1275 · n0.1258 · fz

0.3610.

(2) Through the range analysis of the result data, it is concluded that from the per-
spective of reducing the cutting force, the combination of the best milling param-
eters is: n = 4000 r/min, ap = 0.4 mm, fz = 0.1 mm/r, from the perspective of
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reducing the cutting temperature, the combination of the best milling parameters is:
n = 4500 r/min, ap = 0.5 mm, fz = 0.1 mm/r.

(3) The actual orthogonal cutting test was carried out on the machine tool to verify the re-
liability and accuracy of the prediction model of cutting force and cutting temperature.

(4) With the velocity field, strain field and strain rate field model of the shear deforma-
tion zone, the influence curves of cutting speed and tool rake angle on shear speed,
shear strain and shear strain rate are calculated and drawn. The influence of cut-
ting speed and tool rake angle on shear speed, shear strain and shear strain rate
are analyzed.

(5) The mechanism of the formation of sawtooth chips is analyzed, and the distribution
of stress, strain and temperature and the causes of formation are analyzed in detail
by means of distribution clouds. Through a combination of theory and experiment,
the relationship among cutting force, chip shape and surface quality in the milling
process is analyzed. Finally, as the cutting force increases, the sawtooth of the chips
becomes more and more serious, and the roughness of the machined surface becomes
larger and larger.

(6) The formation causes and formation processes of different tool wear morphologies
are analyzed. In the high-efficiency milling of Inconel718 of cemented carbide end
mills, the forms of tool wear are mainly blade spalling, tool chipping, tool surface
pits and surface scratches. At the same time, tool front and flank wear will occur in
high-speed cutting.
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5. Yiğit, M.; Arısoy, T. Prediction of machining induced microstructure in Ti–6Al–4V alloy using 3-D FE-based simulations: Effects
of tool micro-geometry, coating and cutting conditions. J. Mater. Process. Tech. 2015, 220, 1–26. [CrossRef]

6. Lu, X.; Wang, H.; Jia, Z.; Feng, Y.; Liang, S.Y. Coupled thermal and mechanical analyses of micro-milling Inconel718. Proc. Inst.
Mech. Eng. 2019, 233, 1112–1126. [CrossRef]

7. Yao, Y.; Shen, C.; Ma, D. Simulation of high-strength aluminum alloy cutting force in high-speed turning with PCD tool. Tool
Technol. 2019, 53, 81–85.

8. Islam, S.; Yuan, S.; Li, Z. A Cutting Force Prediction Model, Experimental Studies, and Optimization of Cutting Parameters for
Rotary Ultrasonic Face Milling of C/SiC Composites. Appl. Compos. Mater. 2020, 27, 407–431. [CrossRef]

329



Micromachines 2022, 13, 683

9. Cui, X.; Zhao, B.; Jiao, F.; Zheng, J. Chip formation and its effects on cutting force, tool temperature, tool stress, and cutting edge
wear in high- and ultra-high-speed milling. Int. J. Adv. Manuf. Technol. 2016, 83, 55–65. [CrossRef]

10. He, L.; Su, H.; Xu, J.; Zhang, L. Study on dynamic chip formation mechanisms of Ti2AlNb intermetallic alloy. Int. J. Adv. Manuf.
Technol. 2017, 92, 4415–4428. [CrossRef]

11. Wang, F.; Tao, Q.; Xiao, L.; Hu, J.; Xu, L. Simulation and analysis of serrated chip formation in cutting process of hardened steel
considering ploughing-effect. J. Mech. Sci. Technol. 2018, 32, 2029–2037. [CrossRef]

12. Chen, E.; Wang, J.; Huang, S.; Dong, K.; Xu, L. Research on the influence of tool rake angle on chip formation and cutting force of
SiC_p/Al composites. Tool Technol. 2018, 52, 90–93. [CrossRef]

13. Ebrahimi, S.M.; Araee, A.; Hadad, M. Investigation of the effects of constitutive law on numerical analysis of turning processes to
predict the chip morphology, tool temperature, and cutting force. Int. J. Adv. Manuf. Technol. 2019, 105, 4245–4264. [CrossRef]

14. Song, W.; Wang, Z.; Deng, J.; Zhou, K.; Wang, S.; Guo, Z. Cutting temperature analysis and experiment of Ti–MoS2/Zr-coated
cemented carbide tool. Int. J. Adv. Manuf. Technol. 2017, 93, 799–809. [CrossRef]

15. Grzesik, W.; Niesłony, P.; Habrat, W.; Sieniawski, J.; Laskowski, P. Investigation of tool wear in the turning of Inconel718
superalloy in terms of process performance and productivity enhancement. Tribol. Int. 2018, 118, 337–346. [CrossRef]

16. Hao, P. Research on Tool Wear of PCBN Tool Cutting Nickel-Based Superalloy under High Pressure Cooling. Ph.D. Thesis, Harbin
University of Science and Technology, Harbin, China, 2018.

17. Xie, L.; Cheng, G.; Jin, L. Research on Cr12MoV Cutting Temperature Prediction Model Based on Orthogonal Test. Tool Technol.
2016, 50, 30–33.

18. Hao, Z.; Cui, R.; Fan, Y. Research on Tool Wear Mechanism of Cutting Nickel-Based Superalloy GH4169. J. Chang. Univ. Technol.
2018, 39, 8–13+105. [CrossRef]

19. Rotella, G.; Dillon, O.W.; Umbrello, D.; Settineri, L.; Jawahir, I.S. Finite element modeling of microstructural changes in turning of
AA7075-T651 Alloy. J. Manuf. Process. 2013, 15, 87–95. [CrossRef]

20. Yu, H.; Wu, X. Material Data Manual for Aeroengine Design; Aviation Industry Press: Beijing, China, 2010; pp. 91–105.
21. Chen, R. Principles of Metal Cutting; China Machine Press: Beijing, China, 2007.
22. Pálmai, Z.; Kundrák, J.; Makkai, T. The transient changing of forces in interrupted milling. Int. J. Adv. Manuf. Technol. 2019, 104,

3787–3801. [CrossRef]
23. Li, Q.; Yang, S.; Zhang, Y.; Zhou, Y.; Cui, J. Evaluation of the machinability of titanium alloy using a micro-textured ball end

milling cutter. Int. J. Adv. Manuf. Technol. 2018, 98, 2083–2092. [CrossRef]
24. Peng, F.Y.; Dong, Q.; Yan, R.; Zhou, L.; Zhan, C. Analytical modeling and experimental validation of residual stress in micro-end-

milling. Int. J. Adv. Manuf. Technol. 2016, 87, 3411–3424. [CrossRef]
25. Wang, Q. Research and Application of Functional Principal Component Analysis and Functional Linear Regression Model.

Diploma Thesis, Chongqing Technology and Business University, Chongqing, China, 2020.
26. Ma, Y.; Yue, Y. Research on Surface Roughness Prediction Model of Titanium Alloy TC25 Milling. Manuf. Technol. Mach. Tool 2020,

8, 141–145. [CrossRef]
27. Liu, A. SPSS Basic Analysis Tutorial; Peking University Press: Beijing, China, 2014.
28. Liu, S.; Wan, X.; Dong, Z. Finite Element Analysis of the Influence of Chip Friction on Cutting Process. Nonferrous Met. 2007, 42,

33–36. [CrossRef]
29. Pu, X. Physical Simulation and Process Parameter Optimization of Nickel-Based Superalloy Machining. Diploma Thesis,

Southwest Petroleum University, Chengdu, China, 2016.

330



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

www.mdpi.com

Micromachines Editorial Office
E-mail: micromachines@mdpi.com

www.mdpi.com/journal/micromachines

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are

solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s).

MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from

any ideas, methods, instructions or products referred to in the content.





Academic Open 
Access Publishing

mdpi.com ISBN 978-3-7258-1565-4


