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Preface

This Special Issue on “Artificial Intelligence in Modeling and Simulation” addresses the
integration of Al in improving the accuracy and efficiency of simulation models across various
domains. The collection, featuring contributions from leading researchers, investigates Al-driven
optimization, data processing, and agent-based modeling, often focusing on model validation. Aimed
at researchers and practitioners, this issue offers valuable insights into Al applications in modeling
and simulation. We acknowledge the contributions of the authors and the efforts of the reviewers and

editorial team in bringing this work to completion.

Nuno Fachada and Nuno David
Editors
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1. Introduction

Modeling and simulation (M&S) serve as essential tools in various scientific and engi-
neering domains, enabling the representation of complex systems and processes without
the constraints of physical experimentation [1]. These tools have evolved significantly
with the integration of artificial intelligence (AI), which offers advanced capabilities in
essential aspects of M&S such as optimization [2,3], data analysis [4,5], and verification and
validation [6]. Al’s capacity to enhance M&S is demonstrated in applications ranging from
engineering [7] and physics [8,9] to social sciences [10] and biology [11], providing novel
approaches to problem-solving and system understanding.

In this Special Issue, entitled “Artificial Intelligence in Modeling and Simulation”,
we received 18 submissions from researchers worldwide. After a rigorous peer-review
process, 11 papers were selected for publication, reflecting the diversity and depth of
current research in the combined fields of Al and M&S. These papers encompass a wide
range of topics, including the use of Al in developing and optimizing simulation models,
Al-driven metamodeling, and the application of Al techniques in various domains such as
industrial systems, agent-based modeling (ABM), and public health.

2. Contents

The accepted submissions can be broadly grouped into four main categories: (1) Al
techniques for simulation and optimization [2,3], (2) Al in ABM [12], (3) Al for data
processing and classification models [13], and (4) Artificial Neural Network (ANN) methods
for improved M&S [14]. These are organized as follows:

Al techniques for simulation and optimization

1.  Comparative Analysis of Classification Methods and Suitable Datasets for Protocol
Recognition in Operational Technologies (2024), by Holasova et al., in Algorithms
17:208, https://doi.org/10.3390/a17050208.

2. A Biased-Randomized Discrete Event Algorithm to Improve the Productivity of
Automated Storage and Retrieval Systems in the Steel Industry (2024), by Neroni
et al., in Algorithms 17:46, https:/ /doi.org/10.3390/a17010046.

3. Efficient Multi-Objective Simulation Metamodeling for Researchers (2024), by Ho
et al., in Algorithms 17:41, https:/ /doi.org/10.3390/a17010041.

Al in ABM

4. Exploring the Use of Artificial Intelligence in Agent-Based Modeling Applications: A
Bibliometric Study (2024), by Ionescu et al., in Algorithms 17:21, https://doi.org/10.3
390/a17010021.

5. A Largely Unsupervised Domain-Independent Qualitative Data Extraction Approach
for Empirical Agent-Based Model Development (2023), by Paudel et al., in Algorithms
16:338, https:/ /doi.org/10.3390/a16070338.

6.  Validating and Testing an Agent-Based Model for the Spread of COVID-19 in Ireland
(2022), by Hunter et al., in Algorithms 15:270, https://doi.org/10.3390/a15080270.

Algorithms 2024, 17, 265. https://doi.org/10.3390/a17060265 1

https://www.mdpi.com/journal/algorithms



Algorithms 2024, 17, 265

Al for data processing and classification models

7. Uncertainty in Visual Generative Al (2024), by Combs et al., in Algorithms 17:136,
https:/ /doi.org/10.3390/a17040136.

8.  Framework Based on Simulation of Real-World Message Streams to Evaluate Classifi-
cation Solutions (2024), by Hojas-Mazo et al., in Algorithms 17:47, https:/ /doi.org/10
.3390/a17010047.

9.  CNN Based on Transfer Learning Models Using Data Augmentation and Transfor-
mation for Detection of Concrete Crack (2022), by Islam et al., in Algorithms 15:287,
https:/ /doi.org/10.3390/a15080287.

ANN methods for improved M&S

10. Comparing Activation Functions in Machine Learning for Finite Element Simulations
in Thermomechanical Forming (2023), by Pantalé, in Algorithms 16:537, https:/ /doi.
org/10.3390/a16120537.

11. A Literature Review on Some Trends in Artificial Neural Networks for Modeling
and Simulation with Time Series (2024), by Murfioz-Zavala et al., in Algorithms 17:76,
https:/ /doi.org/10.3390/a17020076.

These publications are described in detail in the following subsections, one per subject
category.

2.1. Al Techniques for Simulation and Optimization

Several papers focus on the integration of Al techniques to enhance simulation and
optimization processes.

In Comparative Analysis of Classification Methods and Suitable Datasets for Protocol Recogni-
tion in Operational Technologies, Holasova et al. analyze different machine learning methods
for protocol recognition in operational technology (OT) networks, addressing the unique
challenges of OT environments and highlighting the need for relevant datasets.

Neroni et al. present a hybrid approach in A Biased-Randomized Discrete Event Algorithm
to Improve the Productivity of Automated Storage and Retrieval Systems in the Steel Industry,
combining discrete event simulation with biased-randomized heuristics to minimize ma-
kespan in automated storage and retrieval systems, showcasing significant improvements
over traditional methods.

In Efficient Multi-Objective Simulation Metamodeling for Researchers, Ho et al. introduce a
methodology for multi-objective optimization using metamodels and heuristics, demon-
strating the varying performance of different metamodel-optimizer pairs across several
problem scenarios.

2.2. Al in Agent-Based Modeling

The application of Al within ABM is addressed in three studies featured in this Special
Issue.

Ionescu et al. provide a bibliometric analysis in Exploring the Use of Artificial Intelligence
in Agent-Based Modeling Applications: A Bibliometric Study, revealing trends and influential
research in the convergence of these fields, with significant growth observed post 2006.

Paudel and Ligmann-Zielinska propose a novel approach in A Largely Unsupervised
Domain-Independent Qualitative Data Extraction Approach for Empirical Agent-Based Model
Development, using natural language processing tools to automate qualitative data extraction
for ABM, reducing biases and improving efficiency.

Hunter and Kelleher detail the validation of an ABM in Validating and Testing an
Agent-Based Model for the Spread of COVID-19 in Ireland, utilizing a scaling factor to manage
computational costs while maintaining model accuracy in simulating pandemic dynamics.

2.3. Al for Data Processing and Classification Models

The potential of Al in improving data processing and classification models is demon-
strated by three articles included in this Special Issue.
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References

In the first of these articles, Uncertainty in Visual Generative Al, Combs et al. address the
issue of uncertainty in generative Al models, proposing a pipeline to quantify uncertainty
and improve model reliability.

In the following article, Framework Based on Simulation of Real-World Message Streams to
Evaluate Classification Solutions, Hojas-Mazo et al. develop a simulation-based framework
for enhancing the evaluation of message classification solutions under realistic conditions.

In the third article, CNN Based on Transfer Learning Models Using Data Augmentation
and Transformation for Detection of Concrete Crack, Islam et al. focus on structural health
monitoring in leveraging transfer learning and CNNs for accurate and efficient crack
detection in concrete structures.

2.4. Artificial Neural Network Architectures and Methodologies for Improved Modeling and
Simulation

ANN:s are powerful tools for improving model efficiency and validity. The two final
papers in this Special Issue address this theme, demonstrating the effectiveness of ANNs in
complex simulation scenarios.

Pantalé investigates the impact of different activation functions on prediction accuracy
and computational efficiency in Comparing Activation Functions in Machine Learning for Finite
Element (FE) Simulations in Thermomechanical Forming.

Finally, Mufioz-Zavala et al. review trends in A Literature Review on Some Trends in
Artificial Neural Networks for Modeling and Simulation with Time Series, summarizing ANN
applications in time series prediction and suggesting future research directions.

3. Final Remarks

These papers highlight the substantial progress and varied uses of Al in modeling
and simulation, offering useful insights and methods for both researchers and practitioners.
The Editors thank all authors, reviewers, and the editorial team in making this Special Issue
possible.
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Abstract: The interconnection of Operational Technology (OT) and Information Technology (IT)
has created new opportunities for remote management, data storage in the cloud, real-time data
transfer over long distances, or integration between different OT and IT networks. OT networks
require increased attention due to the convergence of IT and OT, mainly due to the increased risk
of cyber-attacks targeting these networks. This paper focuses on the analysis of different methods
and data processing for protocol recognition and traffic classification in the context of OT specifics.
Therefore, this paper summarizes the methods used to classify network traffic, analyzes the methods
used to recognize and identify the protocol used in the industrial network, and describes machine
learning methods to recognize industrial protocols. The output of this work is a comparative analysis
of approaches specifically for protocol recognition and traffic classification in OT networks. In
addition, publicly available datasets are compared in relation to their applicability for industrial
protocol recognition. Research challenges are also identified, highlighting the lack of relevant datasets
and defining directions for further research in the area of protocol recognition and classification in
OT environments.

Keywords: classification methods; datasets; machine learning; operational technology; protocol
classification; protocol recognition; security

1. Introduction

Cyber security is now an essential part of industrial networks. As a result of the
interconnection of Operational Technology (OT) and Information Technology (IT), new
possibilities for remote management, the use of cloud storage, real-time data transfer over
long distances, or integration between different OT and IT networks, for example, are
emerging. On the other hand, there are new security risks to which OT networks are
exposed [1]. OT networks used to be completely isolated from IT networks, so there was
not much emphasis on cyber security [2]. For this reason, there is a new emphasis on
monitoring and analyzing OT traffic.

Protocol recognition and classification is an important task in security control and
can be conducted via data analysis [3]. Knowledge of the protocols used in the network
contributes to network optimization and helps to understand how traffic is distributed and
what data are present in the network. Based on protocol recognition and data classification,
traffic routes can be optimized, the quality of traffic and transmitted data can be improved,
and network management strategies can be developed. Based on the automatic inspection
of traffic data, redundant messages can be filtered, and the volume of transmitted messages
can be reduced, thereby reducing the computational complexity and cost of transmission.
In terms of network security, the use of protocol recognition leads to earlier and timely
detection of threats, for example, in the case of a Man in the Middle attack. It is also
possible to detect and find a virus early. There is a large number of methods that can
be used to achieve protocol identification both in IT and OT networks. It is possible

Algorithms 2024, 17, 208. https:/ /doi.org/10.3390/a17050208 5
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to use traditional methods, which include classification based on ports used, or more
sophisticated approaches using Artificial Intelligence (Al). Using such approaches, it is
possible to perform an in-depth analysis of the monitored data stream (or other data
units) and classify not only the protocol used but also, for example, the cipher suite used.
Performing classification in OT networks is currently less common, but it provides great
potential in terms of security benefits for such networks. It is for this reason that this paper
has been created, in order to describe and summarize the different protocol classification
methods (especially in OT networks) and also the available datasets.

This paper focuses on the protocol recognition aspects of OT networks. Advanced
methods using Al techniques can be used to perform protocol recognition with additional
recognition capability. Conventional techniques, such as relying on known ports, may
not be fully sufficient and thus more advanced techniques that are able to directly de-
tect/recognize the protocol itself (trained marks of the protocol) need to be employed.
Based on the analysis of the current state of the art, it is clear that the recognition of indus-
trial protocols is rather minor, as is the current state of publicly available datasets. Thus,
this paper points out this gap (research gap), and for this reason, it performs (i) a summa-
rization of methods for network traffic classification, (ii) a summarization of methods for
recognition and identification of the protocol used in the network, (iii) the use of machine
learning methods for industrial protocol recognition. Finally, (iv) an analysis of publicly
available datasets that can be used for industrial protocol classification was performed.
This article takes aim at the scientific question: How can industrial protocol classification
be achieved? What publicly available datasets can currently be used specifically for the
purpose of classifying these protocols? OT networks require increased attention due to IT
and OT convergence, in particular, due to the increased risk of cyber-attacks that may target
these networks. Convergence has caused, among other things, a proliferation of attack
vectors, making advanced data monitoring necessary and using a software-as-a-service
(SaaS) approach. Industrial protocol classification thus enables (i) automatic detection of
the protocol used to assess security, including the cipher suite used, (ii) diagnostic data,
network monitoring (protocol usage within different sectors, etc.), (iii) automation of audit
tools, and (iv) development of protocol adaptive solutions—automatic protocol detection
and further actions following this knowledge.

The structure of this paper is as follows: Section 2 describes the specifics of OT
networks, the effects of the convergence of IT and OT networks, and, hence, the need
to use sophisticated methods to enhance security in the OT industry. Section 3 presents
an analysis and comparison of the current state of the art, focusing mainly on the issues
of protocol recognition and traffic classification. Furthermore, Section 4 presents various
methods for the purpose of traffic analysis. The section presents approaches to protocol
classification, recognition and identification, Machine Learning (ML) methods, and metrics
used to evaluate models. Section 5 focuses on the available datasets usable for the purpose
of traffic classification and the chosen protocol, and a comparison of the most relevant
datasets in terms of several parameters is also provided.

2. Operational Technology Networks Specifics

A significant difference between classical IT networks and OT networks is their pur-
pose and related use. OT networks have the main purpose of controlling and monitoring
the industrial process, whereas IT networks aim mainly at data transmission (by nature
non-critical in comparison with OT networks). Another distinction is the elements and
components of the individual networks themselves. IT networks use end stations (laptops,
desktop PCs, mobiles, tablets, etc.). Network elements and infrastructure provide data
transfer mainly between end-user elements using data stored on servers (located and con-
nected to the Internet). On the other hand, OT networks typically use specific devices with
a well-defined purpose to provide/monitor a specific activity within an industrial process.
These can be single active/passive elements (actuators and sensors), control PLCs, HMIs
(providing visualization of the current process status to the operator), or SCADA /DCS
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components. Another difference is the data transmitted itself and the typical orientation of
the data flow. Within IT, it is mainly the use of data obtained from higher layers (Internet)
and its local modification/processing/consumption by the user. OT networks mainly
generate data from sensors and perform operations by actuators. Thus, the data occur-
ring in an industrial network mainly contains data acquired from sensors (temperature,
pressure, speed—numerical data), and based on these data, actuators (motors, pumps,
valves—binary state I/O) are activated/deactivated [4].

Another major difference is the security of individual networks. IT networks are evolv-
ing at a very fast pace, the lifetime of equipment within IT networks is typically 3-5 years
(servers, workstations, laptops and network components), and the frequency of updates
is also very high. Systems and software are regularly updated and upgraded to improve
performance, security, and functionality. In terms of basic requirements, the priority is
security, i.e., confidentiality of data, followed by data integrity, with availability (CIA triad)
coming in third. Thus, it is necessary to transfer the data primarily in a confidential man-
ner (encryption), ensuring their integrity (preserving the content without modification),
followed by their availability (slight delays and outages are tolerated to provide more
critical services—there is no security risk not to deliver the message immediately). In
contrast, OT networks are completely identical in these aspects. Development within OT
is slow and gradual, equipment lifetimes are typically 10-20 years (i.e., decades), so the
frequency of updates is conducted at large intervals (industrial process is affected—creating
downtime and slowing production efficiency). Systems often require long-term stability
and reliability, which means that updates or changes are made less frequently to avoid the
risk of disrupting critical operations [4].

In terms of basic requirements, the priority is data and service availability, followed by
integrity and thirdly confidentiality (AIC triad). It is, therefore, necessary to have available
data from the industrial process at all times to be able to monitor and manage the process
adequately and in a timely manner. This is important because of the nature of OT networks,
where critical parts are controlled and where there is a risk of malfunction or danger to
human health in the event of a process disturbance (nuclear power plants, thermal power
plants, etc.). It is also necessary that data integrity is preserved, and only after these tears are
preserved is the safety considered. IT and OT networks differ in the nature of the services
they provide in terms of their importance. They differ in terms of priorities and especially
in terms of the security of the data transmitted. They also differ in the subject/scope of
the data transmitted. They also differ in the individual elements of the network. Another
difference is the upgrades performed, where OT is significantly more complex than IT, as
well as the replacement/upgrade of equipment (OT requires a higher lifetime).

2.1. Information Technology and Operational Technology Convergence

IT and OT convergence represent the current trend of interconnection of individual
components, especially their availability via the Internet. This convergence involves the
integration of existing OT networks and structures within the IT network. This convergence
facilitates the use of the current trend of software as a service, especially for the processing
and evaluation of available data, where this was often not possible before, and data could
not leave the closed and isolated network. It is equally possible to remotely access and
manage these data. While this brings a number of benefits, it also involves challenges
that need to be addressed, particularly from the security perspective. The problem is the
long-term enclosure of OT infrastructures, which has ensured security in terms of physical
security. In order to access the assets, it was necessary to overcome physical security,
and only then could the assets be accessed. It is convergence, however, that significantly
alters this approach. There is no need to overcome physical security, and it is possible
to access assets from a SW perspective without breaching the security perimeter (from a
physical perspective).

Convergence increases the risk of a security incident compared to a closed approach [2].
Due to the long-term closed nature and reliance on physical security alone, security mecha-
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nisms and protocols are not at the same level as in IT networks. OT networks use industrial
protocols for the transmission of individual data, which are specific protocols tailored for
the transmission of sensor data and individual commands. However, these protocols often
do not support confidentiality and integrity, and thus, various extensions and additional
mechanisms have to be used. Thus, from a software perspective, OT networks represented
insecurity by design. The challenges involved are to ensure the security of the unsecured
protocol in such a way that the priorities of the requirements (availability first) are not
affected. Thus, it is not possible to use current mechanisms from IT networks and apply
them directly to the OT network environment without modification. Similarly, a secure
separation of the IT and OT network must be implemented in such a way that the OT
network is maximally separated from the rest of the network. This requires the use of
firewalls, DMZ, IDS, and IPS mechanisms in conjunction with Al-enabled applications.

The impacts of the convergence of IT and OT networks include a significant prolifera-
tion of attack vectors. Convergence has made these networks “accessible” to the attacker,
and physical security is no longer the main security measure. Thus, it is now (from a
cyber-security perspective) a basic block that is as necessary as it used to be but no longer
represents the main attack vector. Attackers can exploit the very interface that makes the
connection between IT and OT networks. In particular, this may include internal services
for managing and monitoring industrial processes [5]. In conjunction with these systems
and devices, in general, within OT networks there are passphrases and inbuilt security
measures. Insufficient quality /complexity of passphrases and excessive system measures
also degrade cyber-security. The human factor is also a risk, especially in terms of social
engineering or phishing attacks. According to [5], the first place in the attack vector is the
compromise of IT systems, followed by the use of engineering workstations, and the third
place is external remote services.

Protocol classification will help, especially with protocol security checks in the form of
internal audits, etc. Knowledge of the protocols will also help with diagnostic data and
obtaining an overview of the traffic occurring within the monitored OT networks. Finally,
the development of a good industrial protocol classification method will help with the
development of new devices. It is the automatic protocol recognition that will enable the
creation of devices that automatically recognize the protocol in the network and can use
this knowledge to, for example, automatically inspect and set firewall rules. In order to best
secure the OT network, these approaches need to be combined. It is necessary to use tools
for detecting security incidents, classifying the protocols used, as well as educating the
human factor. The emergence of automated tools would enable effective control (auditing)
and also the supervision of critical network elements. Industrial protocol classification can
be used at individual industrial facilities (factories, plants, etc.), but also within various
SaaS service providers, which can monitor and classify traffic within the network. Last but
not least, this method can be used to perform non-invasive security checks of industrial
protocols without the need to access the data themselves directly. It is thus possible to use
the encrypted form of the messages and to perform protocol classification on this basis,
including its cipher suite.

The early detection of security incidents helps to activate adequate countermeasures.
Using the knowledge of the type of anomaly, it is possible to activate appropriate counter-
measures so that the impact on the industrial process itself is minimized. This is related
to the critical nature of the industrial processes themselves, where system shutdown can
mean potential damage. It is thus advisable to perform a timely, safe system shutdown.
However, the aim is to prevent such safety incidents. To do just that, it is advisable to use
industrial protocol classification in the form of a security audit and implement appropriate
countermeasures to minimize the likelihood of a security threat.

2.2. Operational Technology Hierarchy Model

The individual physical operations and related control and monitoring components
are sorted according to IEC 62443 [6] (also known as the Purdue model) into individual
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layers (six in total). This division is made according to the purpose of each layer so that
individual operations can be scaled and safety levels defined within the manufacturing
process. Communication within the model is vertical between the layers to achieve effective
control and monitoring of the process. The layers closer to the product itself (processed
through the LO layer) form the core and basic building blocks of OT networks. As the
layers grow, they gain abstraction and gradually move into the IT network. The individual
layers contain differently sensitive information, and therefore, it is necessary to maintain an
adequate trust level (preferably zero-trust) [7]. A graphical visualization of such a model
is shown in Figure 1, which shows the Purdue model as well as the basic blocks from the
RAMI 4.0 model (right side). Level 0 (Field level) contains components directly dedicated
to control, the actual execution of an activity using sensors (getting values) and actuators
(executing activities).

Data sent to/from L0 is conducted from the L1 layer (Control level). This layer contains
the individual Programmable Logic Controller (PLC), Distributed Control System (DCS),
and PID devices. These are the components that acquire data from sensors and actuators
(simplified as the first logic unit that evaluates the acquired data and can convert them into
digital form). These units directly control the process through the connected actuators. The
decision to intervene in the process can be initiated directly from L1 or by devices from L2
(Supervisory level) [4].

Within L2 there are parent PLCs that collect data from the slave PLCs and make process
modifications based on the defined operations/schemes and settings. This layer (L2) also
houses workstations (operator/attendant workstations) and the local Human Machine
Interface (HMI), which is used to display the current status to the operator. The process can
thus be controlled via the HMI, workstations, or status evaluation by the supervisor PLC
from L2, then the data are passed to the PLCs on the L1 level, and they trigger the required
actions on LO.

The fourth layer (L3—Planning level) serves mainly as a support layer for the whole
system. Global HMI and other server services can be located within this layer. This may
include Dynamic Host Configuration Protocol (DHCP), Domain Name System (DNS),
Lightweight Directory Access Protocol (LDAP), and Network Time Protocol (NTP) servers.
In addition, historian servers are often located at this level to provide specific services
such as storing historical data (describing the behavior and state of the process over time),
analyzing stored values, and archiving events/process states over time. This layer also
contains Supervisory Control and Data Acquisition (SCADA) or DSC.

Both systems are used for data acquisition from the OT network and process control.
The main objective of SCADA is data acquisition; networks consist of multiple Remote
Terminal Units (RTUs) that are used to collect data back to the central control system where
they can be used to make higher-level decisions (based on a global view of the data). DCS
is mainly used for on-site process control, connecting PLCs, sensors/actuators state, and
workstations. The main objective is to collect data and control the process from devices
located closer to L0O. The main difference between DCS and SCADA is, therefore, in their
focus and application. DCS is more focused on automating and controlling manufactur-
ing processes within a single facility or complex, while SCADA focuses on monitoring
and controlling equipment spread over large areas with an emphasis on data collection
and surveillance.

Layer L4, as well as L5 can be referred to as the management level. 14 is used to
provide scheduling and provisioning of other local services (e.g., printing, web server,
or domain controller), so it is the Plant operational level. This layer can also contain a
historian mirror and a remote access server. In general, Manufacturing Execution Sys-
tems (MES) are software solutions that actively improve the quality and efficiency of
manufacturing processes.

The L5 layer focuses on enterprise applications and Enterprise Resource Planning
(ERP). However, the L4 and L5 layers are very intertwined.
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This model can also be supplemented with a layer that vertically connects all the
layers. This concept is referred to as NAMUR Open Architecture (NOA) [8]. The aim is to
enable secure, flexible, and efficient interconnection of OT with IT without compromising
the functioning of critical process control systems. This may involve the collection of data
from additional sensors located on the equipment. Where these devices cannot directly
compromise the process itself (there is no direct connection between the sensors and the
OT infrastructure), there is a one-way data flow from OT to IT.

"4

&

o == =2 G6=3 =3 ERP

= ot Con o o= s
= > =D =D = =45 E.nterprlse level )
= il \VZ NV N 1/ Enterprise resource planning
4 Management
o
N level
s < =2 =3 G2 = MES
=] CA =, =, E—7 N
© w =) =D =) =D Plant operational level
2 = v W W N\ Manufacturing execution systems
=]
. E

)
. [ ] 2 = =3 SCADA /HMI
Planning @ Process control & monitor,
level = =W Ry =Rw data acquisition
[‘ @
Supervisory u|
level @
]
Control
level
Field OMES ? Sensors, actuators
level 3O = Field level

PLC, DCS, PID
Control devices

Figure 1. Hierarchical structure within OT networks expressed through the Purdue model.

For completeness, it should be noted that the term OT refers to hardware and software
that directly monitors and controls physical equipment, processes and events in an indus-
trial environment. OT includes Industrial Control Systems (ICS), which are specifically
designed to control and automate industrial processes. ICS includes a variety of systems,
including SCADA or DCS. OT networks have different requirements compared to IT net-
works. This is due to the nature of these networks and, in particular, their purpose. In the
development of these networks, it is necessary to use up-to-date approaches such as ML
and NN techniques, both for the detection of security incidents (traffic classification) and
for the recognition and identification of the industrial protocols used. The convergence of
IT and OT networks is putting pressure on the security of these networks, but it is always
necessary to consider the appropriateness of individual measures in such a way that the
functionality of the OT networks themselves is not compromised. The use of ML and NN
techniques has the potential to enhance the security of OT networks and, in particular, can
be used in such a way that they do not cause additional load to these networks. If used
appropriately, a non-invasive way of using the available data can be achieved.

3. State of the Art

Protocol classification provides benefits, especially for automatic processing and
automatic monitoring of data on the network. The use of classification in OT brings the
benefits of enabling the development of protocol-independent approaches, especially in
the area of cybersecurity. Therefore, it enables the automated management of data flows,
the creation and modification of detection and mitigation rules, etc. Table 1 shows an
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overview of the current approaches to protocol recognition and traffic classification in both
IT and OT industries. In general, supervised approaches, e.g., machine learning and neural
networks, are required in classification. A common approach is the use of convolutional
neural networks, where data streams, frames, or other data structures are visualized into
image data and these are then identified through convolutional neural networks.

In general, traffic classification is also more common than protocol recognition. Pro-
tocol classification can be more challenging than traffic classification (this is evident from
the success rates achieved by the models). Performing protocol classification in the OT
sector is particularly important in the case of encrypted traffic. In the case of encryption, it
is not possible to use common (generic) protocol identification methods, such as known
port recognition at the transport layer level, or to use multiple parsers to find a match. Due
to IT and OT convergence, it is also necessary to assume different masking techniques per-
formed by the attacker, also for this reason, these classification methods are very important.
Similarly, in the case of protocol recognition in OT, it is possible to recognize not only the
industrial protocol itself but also other parameters, such as the type of cipher suite chosen.

In total, a comparison of 20 different approaches is made, where protocol recognition
in OT networks is only addressed in a minimum of current literature, and most of them
target IT networks. In the case of traffic classification, the ratio is more balanced. In the case
of protocol recognition, OT networks are particular and present a significant challenge due
to their distinct differences. Similarly, a small number of publicly available datasets focus
on this issue. Finally, it often relies only on selected ports at the transport layer level. Al
methods are not used in the case of protocol recognition in OT networks, even though these
methods can represent a great cyber benefit (especially in connection with Industry 4.0+). A
large number of works have focused on traffic classification in IT and OT networks. Most of
the works focus on cyber-security with the aim of network anomaly detection/ classification.
This approach (traffic classification) thus represents the implementation of a classification
of the data transmitted inside a chosen traffic protocol.

For classification reasons, a supervised approach is generally used, often in combi-
nation with convolutional neural networks (CNNSs). This approach represents a method
in which data blocks are expressed using visual representation, i.e., the conversion of
information into image data. This may be processing at the level of data streams, pack-
ets, or other data units. Some papers also focus on the encrypted data stream (encoding
column). This area presents great potential from the cybersecurity perspective, where
it is possible to perform traffic recognition without having to decrypt the traffic. This
can be particularly beneficial when processing large amounts of data, for example, at the
network administrator level or for the purpose of monitoring whether industrial data are
leaving specified sections. Also, most approaches do not focus on real-time classification,
but delay-independent classification is performed. It is the low delay in the classification
performed that allows the use of these methods (protocol recognition, traffic classifica-
tion) in the control mechanisms performing the classification of the actual network traffic.
Often, authors do not provide datasets, so the classification of the protocol or network
traffic is performed on a dataset that is not publicly available. Thus, it is not possible
to re-evaluate the results, directly relate the results to the obtained results, or compare
different approaches for classification purposes. Custom (own) datasets that are no longer
available bring significant limitations in the development and comparison of available tools
and approaches.

Based on the analysis of the current state of the art, the main challenges can be identi-
fied as (i) the creation of suitable and publicly available datasets that are oriented towards
industrial protocols. These datasets must also contain multiple industry protocols in order
to validate the discriminative capabilities of each approach. Furthermore, (ii) focusing on
the potential in the area of encrypted traffic (protocols) in OT networks. (iii) Comparing
the different processing approaches of the developed dataset and identifying the main
research direction.
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4. Traffic Analysis Methods

Protocol Classification is a term typically used to describe the process by which
network traffic is classified into different categories or classes based on the characteristics
of the communication. Classification can be made based on factors such as ports, addresses,
packet headers, or traffic patterns. Classification aims to understand network traffic better
and allow different levels of network management policy to manage this traffic as needed.

Protocol Recognition is a term usually used to describe the process by which the char-
acteristics of network communications are analyzed to identify the protocols in use. This
process can be automated using a variety of techniques, including in-depth examination of
network traffic and pattern matching against a database of known protocols. The goal is to
identify what protocols are used within a given communication.

Protocol Identification is a term often used as a synonym for protocol recognition, but
it can also be used in a more specific sense when referring to the process of determining
specific attributes or properties of a protocol that are observed in a given network traffic.
Protocol identification can be important for a number of purposes, including security
analysis, network optimization, and performance tuning.

4.1. Traffic Classification Technique

Several methods for traffic classification exist, each handling traffic information
differently. These techniques are port-based classification, payload-based classification,
statistical-based classification, behavioral-based classification, and correlation-based classi-
fication [36,37].

The port-based classification method is widely used for classifying traffic using the
ports of the corresponding applications. The method is based on examining packet head-
ers and comparing port numbers of registered applications. Examining only the packet
headers presents a fast and simple classification [36]. This type of classification is especially
important for identifying network applications in large network traffic [36]. The false
negative rate increases because of dynamic port numbers and the use of non-standard
applications. Similarly, if applications are hidden behind a commonly known port, the false
positive rate increases. In general, this classification method is fast and simple, provided
the applications are used with their usual ports [37].

The payload-based classification method mainly uses the packet’s data content for
protocol recognition. The payload information contains characteristic patterns, messages,
or protocol-specific data structures [36]. Payload-based classification can be divided into
Deep Packet Inspection (DPI) and Stochastic Packet Inspection (SPI) [37]. DPI works with
network traffic and packet content and achieves high accuracies in traffic classification,
making it a well-known technique for traffic management, attack prevention, and overall
network security analysis [37,38]. SP1is a technique complementary to DPI for classifying
encrypted traffic. This method works with statistical payload information to create a
pattern of protocol behavior and then automatically distinguish it from other protocols.
This method achieves high accuracy in classifying encrypted data. However, it is complex
and computationally intensive [38]. The method represents a slight improvement over
the port-based classification method but does not achieve higher accuracy in high-speed
networks. The significant disadvantage of this method is network privacy. Since the
method uses data inside the packet, the confidentiality of the transmitted data and network
security policies are violated.

The statistical-based classification method, unlike the packet-based method and the
payload-based method, does not work with information inside the packet but measures
statistical traffic parameters. Based on these statistical traffic parameters, it is possible to
distinguish between different types of applications [36]. These parameters include the
minimum packet size, the maximum packet size, the mean packet size, and the number of
packets, etc. [37]. This method is also known as the rational-based classification method [36].
The advantage of this method is that it can efficiently recognize encrypted traffic without
violating privacy. The disadvantage is a large number of parameters, which may be
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redundant for classification and introduce errors in training and testing machine learning
models used for pattern search in large datasets [9].

The behavioral-based classification method is based on generating and analyzing
host-side communication and traffic patterns. It performs classification by observing the
host behavior in the network [36]. Assuming a large amount of data, this method achieves
high classification accuracy [37].

The correlation-based classification method is based on creating correlations between
individual data streams. Data flows are created by aggregating packets with the same
attributes, such as source and destination IP address, source and destination port, and
protocol used. This method is used in training and testing machine learning models to find
relationships and data features. This method avoids the problem of the large number of
features. However, it still poses a large computational cost [37].

4.2. Network Protocol Recognition and Identification Techniques

The basic principle in protocol recognition and identification is to extract important
traffic information from the traffic, based on which the protocol can be identified. There are
several methods that can be combined in protocol recognition and identification.

One division is into manual and automatic analysis. Manual analysis depends on
the knowledge and experience of the person who performs the analysis [9]. Automatic
analysis is based on the automatic extraction of protocol information from network traffic.
Based on the extracted information, patterns of protocol behavior are created, and the
techniques that enable automatic analysis create and operate on these patterns. Recognition
by automatic analysis can be performed using several techniques, namely preset rules
recognition, payload feature recognition, host behavior, and machine learning [9].

The preset rules recognition technique works with set rules such as port number. This
method is not very reliable in terms of user customization of network settings. The payload
features technique takes advantage of the deep packet inspection method, which means
that it recognizes protocols using the data inside the packets. This method is very simple
and easy to implement, but it cannot identify encrypted traffic and is computationally
intensive. The host behavior technique works based on statistical parameters of network
traffic. The method effectively avoids the process of extracting information from packets.
However, the results are often inaccurate due to non-standard traffic parameters [37].

Machine learning is an important artificial intelligence technique that is used to analyze
large-volume datasets based on features and associations between parameters [9]. Machine
learning can be divided into shallow learning and deep learning. Shallow learning is
used for modeling and analyzing. These are algorithms that cannot fully express complex
nonlinear problems. At the same time, the quality of data preparation is crucial and affects
the training and results of the model. Deep learning algorithms are able to solve more
complex nonlinear problems. The disadvantage of classification based on shallow learning
is that the feature extraction and learning process must be repeated after the dataset is
changed. In deep learning-based classification, the model does not always need to be
re-learned and takes advantage of the original parameters. Shallow learning algorithms
include Support Vector Machine (SVM), Naive Bayes (NB), etc. Deep learning algorithms
include deep neural networks, Long Short Term Memory algorithms [39], and Generative
Adversarial Networks algorithms [16].

The use of deep learning methods has its application in IoT applications [40]. These
methods can be used not only for anomaly detection within industrial networks but also
for various operations requiring a high level of abstraction and the ability to understand
complex structures.

4.3. Machine Learning Techniques for Traffic Classification

There are several types of learning: supervised learning, unsupervised learning, and
reinforcement learning. In supervised learning, the processed data are labeled in advance
to improve the learning process and improve the final model. In teacher-less learning, data
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are unlabeled and patterns are sought during the learning process by clustering the data.
Feedback learning works with an agent that replaces human operators and helps determine
the outcome (build a model) based on feedback [9,41].

Machine learning algorithms work with three types of data training, validation, and
testing. Training and validation data form the dataset that is used to learn the model. With
the help of training data, the model is created, and with the help of validation data, the
model is tested during the learning process to improve the model. After the model is
created/learned, the model is tested on the test dataset. Partitioning into these groups can
be conducted, for example, by cross-validation. The dataset must be balanced to avoid
incorrect model learning or lack of model validation [16].

Each algorithm analyzes the dataset in a different way using regression, classification,
clustering, time series, association, or anomaly detection. Examples of such algorithms are
linear or logistic regression, Naive Bayes algorithm, SVM, Random Forest algorithm (RF),
Gradient Boosting (GB), K-Means, K-Nearest Neighbors (KNN) or Decision Tree (DT) [16].

K-means clustering is one of the popular machine-learning techniques. It belongs
to the category of unsupervised learning and aims to identify unlabeled data in different
clusters. The dataset and the number of clusters by which the data will be identified are
essential for the proper functioning of this algorithm. Clustering consists of three parts,
namely K-cluster, distance function, and new centroid. The advantage of this method is its
simple implementation. The disadvantage is the sensitivity of the method to outliers [36].

K-Nearest Neighbors is a method used to determine the distance between features for
classification and regression. This technique belongs to the category of supervised learning.
The advantage of this method is that it is simple and suitable for problems with multiple
classifications. The disadvantages of this technique are poor performance for unbalanced
datasets and high computational cost.

Naive Bayes is a robust machine learning classifier for classification and belongs to
the supervised category. The method is based on the Bayes Network Theorem and is used
to solve complex classification and traffic identification problems. The method has many
variations that use attributes for more accurate classification. The advantage of this method
is high accuracy even with inaccurate data. The disadvantage is that the required attributes
are independent of each other [36,37].

Support Vector Machine is another robust machine learning method. This technique is
used to classify the traffic of large amounts of data. The technique is based on hyperplane
separation to achieve binary classification and is classified as supervised learning. The
advantage of this method is that it can solve nonlinear and high-dimensional problems.
The disadvantage of this method is the high memory cost [37].

Decision Tree is a technique belonging to the supervised learning group. Decision
Tree consists of a root node, several branches, and many leaves. C4.5 and ID3 machine
learning classifiers are used to construct the Decision Tree. This technique is used to classify
the target variable by determining the relationship and matching between attributes and
creating new variables. The advantage of this method is fast classification with little
computation. The disadvantage is the ease of overfitting the model when using high
dimensional data because it does not correlate with these data [36].

Random Forest is a technique composed of many decision trees that fall into the same
category as supervised learning. This method’s advantages include a fast training phase
and the fact that it is not easy to overfit due to the already mentioned large number of
Decision Trees. The disadvantage is that it is unsuitable for low-dimensional and small
datasets [36].

Logistic regression (LR) is a supervised learning technique. It is used for binary
classification and uses general linear regression. The advantage of this method is the fast
training phase and the possibility of dynamic adjustment of the classification threshold.
The disadvantage of this method is easy overfitting [37].

AdaBoost is used to create a multi-classifier by integrating several weaker classifiers.
By combining several classifiers and using their advantages together, the technique is able
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to achieve high classification accuracy. Additionally, there is no overfitting. However, the
technique is sensitive to outliers [37].

Neural networks are based on the structure of the human nervous system. The basis
of a neural network is a neuron or perceptron. These basic elements are interconnected
and transmit signals to each other. Neurons form networks composed of layers. Networks
are made up of an input layer, inner hidden layers, and an output layer. How inputs are
converted to outputs depends on the value of weights, thresholds, transformation function,
and network structure. The process in question is neural network learning. Neural network
learning, as with machine learning, can be conducted with a teacher (supervised) or without
a teacher (unsupervised). If a neural network has multiple layers, it is referred to as a
Deep Neural Network (DNN). These algorithms include Convolutional Neural Networks
(CNN) [41], Recurrent Neural Networks (RNN) [29], and Artificial Neural Networks
(ANN) [16].

Table 2 makes a comparison of the most well-known and some of the most used ML
approaches. These are mainly supervised approaches (this is due to the nature of having to
perform partitioning into known, predefined classes). Each method has defined advantages
and disadvantages. ML approaches represent an effective solution when classification
needs to be performed, usually with sufficient recognition capabilities (metrics). The
advantage over other approaches is the relative ease of use and the equally short time
required to train the model. However, the individual results are strongly influenced by
the chosen task/problem and equally strongly dependent on the chosen dataset (size,
purity of records, etc.). The AdaBoost approach is deliberately not shown in the table,
due to the fact that it is a combination of these approaches in order to achieve the highest
quality results (metrics). Neural networks represent a more sophisticated approach that can
achieve more quality metrics depending on the chosen task and, in particular, the quality
of the dataset, thus creating a more robust model capable of representing more challenging
structures. These approaches are well suited for large data volumes and more complex
problems. However, this approach requires appropriate structure and individual parameter
design (especially DNN approaches) and is also a more time and computationally intensive
operation. Another advantage is that NN approaches are suitable for so-called transfer
learning, where model “learning” and specific data (in this case industrial protocols) are
performed. This results in a more robust model.

Table 2. Comparison of ML methods for protocol recognition.

Methods Type Description Advantages Disadvantages
. Identify unlabeled data . . . - .
K-mean  Unsupervised = Simple implementation Sensitivity to outliers
in different clusters
Determine the distance Simple and suitable

K-NN Supervised High computational cost

between features for classification

Bays Network Theorem; Required attributes are

NB Supervised o High accuracy .
Complex classification independent of each other
SVM Supervised Hypelzrplane sef?a‘ratiAOH C.an so.lve noinl'mear and High memory cost
for binary classification high-dimensional problems
DT Supervised Classify the target variable Fast classification Ease of overfit
RF Supervised Algorithm composed Fast training phase; Unsuitable for low-dimensional
of many decision trees Not easy to overfit and small datasets
Fast training phase;
LR Supervised General linear regression ast traiiing phase Easy to overfit

Not easy to overfit

4.4. Metrics for Machine Learning Model Evaluation

In order to evaluate machine learning models, it is necessary to use evaluation met-
rics [37,42]. These metrics numerically express the model’s ability to perform defined
activities, such as classification. The most basic case is binary classification, where a map-
ping of an input to just two outputs (0 or 1) is performed. If 1 is marked as a positive
outcome (for example, a classified attack), four situations can occur:
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®  True Positive (TP)—(1 = 1)—the input is an attack, and the output of the model is
classified as an attack,

*  True Negative (TN)—(0 = 0)—the input is regular traffic, and the model output is
classified as regular traffic,

*  False Positive (FP)—(0 # 1)—the input is regular traffic, and the output of the model
is classified as an attack,

e  False Negative (FN)—(1 # 0)—the input is an attack, and the output of the model is
classified as regular traffic.

These metrics are further used to calculate other auxiliary evaluation metrics [42].
Visualizations of the underlying metrics can be made in the form of a Confusion Matrix,
which is used to provide a basic representation of the ratio of each group. Additional
metrics are then typically calculated based on this matrix. Accuracy is a metric that defines
the comprehensive success rate of the model and is defined as the ratio of TP and TN to
the total number of classified entries; see Equation (1). This metric can be described as a
definition of how good a model is and its recognition capabilities. Precision is a metric
that is defined as the ratio of TP to the sum of TP and FP; see Equation (2). This metric is
described as the accuracy of the model, i.e., whether the recognition capabilities are correct
and whether it produces coherent results. Recall is a metric also referred to as True Positive
Rate or Sensitivity and is the ratio of TP to the sum of TP and FN; see Equation (3). It
is an indicator of the completeness of the model’s detection of positive cases. Precision
focuses on the accuracy of positive predictions, while Recall evaluates the ability of the
model to detect as many true positive cases (TP) as possible. The F1 score metric provides a
composite view of how accurate the model is, not only in its accuracy but also in its ability
to identify TPs using the Precision and Recall metrics, see Equation (4). This metric aids
model assessment, especially in cases where the dataset is unbalanced and where separate
Precision and Recall values could be misleading.

TP+ TN

Accuracy = gp b L TN 4 EN |V g
.. TP
Precision = m [_}, (2)
L TP
TPR; Sensitivity; Recall = TP+ EN -], 3)

Precision - Recall
F1 =2 —]1. 4
score Precision + Recall -] @)

Another metric used is the False Positive Rate (FPR) H’i% This metric defines the
false positive rate (FP) to all actually negative cases, how the model misinterprets negative
cases as positives. False Negative Rate (FNR) % Metric defines the rate of false
negative cases to all actually positive cases, how the model misinterprets positive cases as
negatives. The True Negative Rate or also Specificity (TNR) metric % gives the ratio of
actual negative cases to all true negative cases, and how well the model can detect negative
situations or events.

The TPR and FPR indicators are further used to represent graphically in the form of a
Receiver Operating Characteristic (ROC) curve of the model capabilities. FPR is plotted on
the X-axis, and TPR is plotted on the Y-axis. The objective is to plot the threshold values to
find a compromise between the high Sensitivity (TPR) and low FPR. The resulting Area
Under the Curve (AUC) allows for the assessment of the model performance (a larger AUC
implies a better Al model).

As the number of recognized classes increases (input data are classified into more
groups, for example, identifying a specific type of attack), it is possible to approach accuracy
from different perspectives [37]. Thus, it is possible to obtain an overall accuracy, which
indicates the general ability of the classification model regardless of the specific class
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(number /measure of appropriately labeled samples regardless of the class). Class accuracy
indicates the accuracy achieved relative to a specific class (some classes may achieve higher
accuracy than others—this can identify strong/weak points of the model, hence the dataset).
It is also possible to relate accuracy to the data flow itself (correlation-based classification
methods) or byte accuracy. Byte accuracy focuses on individual bytes (even within a
flow) [37].

5. Industrial Datasets Analysis

Datasets can be used for research in machine learning and neural networks. These
datasets are used to train artificial intelligence tools and allow for the evaluation of different
processing approaches [41].

This is possible just with a public dataset because it allows us to compare different
approaches on an identical dataset. Thus, it is possible to identify suitable approaches
such as the algorithm itself, its settings (hyperparameters), the preprocessing, or the
representation of the dataset within Al processing.

Al development can also be performed on a custom dataset, but there is a risk of
dataset deficiencies such as inconsistency (data may be recorded in an inappropriate
way), incompleteness/diversity (not all possible states are included), duplication (dataset
contains duplicate records), imbalance (representation of individual classes is not even),
size (dataset is too small). Due to these problems/deficiencies, the developed Al algorithm
can paradoxically achieve high portability, but in the case of practical use, such a tool is
very limited (or overtraining may occur).

For this reason, datasets are published providing identical data on which the different
approaches can be evaluated. However, published datasets often run into privacy issues.
Thus, it is necessary to check the individual data within the dataset and ensure consent,
anonymize the data, or generate the dataset in a closed/protected environment where
sensitive information cannot be leaked.

Datasets can be stored in various data formats, the most common of which is the
Comma-Separated Values (CSV) format or the network traffic record—PCAP format. Where
the CSV format is more strict in terms of available information (features), the PCAP format
allows parsing a wide range of information. Another important aspect of datasets is the
documentation available. The documentation should include a complete description of
the dataset, including a description of the main components (IP addresses, transport ports,
etc.), in particular, the number of classes and the way the dataset is labeled, especially in
the case of the CSV format. In the case of the PCAP format, it is important to uniquely
identify the individual states that occurred in the record (especially in cyber-security)—
e.g., identify the attacker, their IP address, ports, time horizon, type of attack, etc. Other
useful data are the wiring/schema used to generate the dataset, tools used, etc.

Table 3 performs a comparison of publicly available datasets and makes comparisons
from several perspectives. A comparison of the IT/OT focus of the dataset is made; the
number of classes into which classification is made, the number of features (for CSV format
only), and the format of the dataset is given. It also found whether the dataset is time-series
data, whether the dataset is labeled, and the type of classification (anomalies—cyber-
security attacks, protocol classification, OT anomalies). In addition, whether the dataset is
cyber-security focused, the source is indicated, whether it is a real record or a simulation,
and the protocol (IT represents common IT protocols). Last but not least, the number of
records (CSV only) and whether documentation is available.

A total of 28 datasets were compared, where 17 datasets fall into the IT sector and
11 into the OT sector. Sixteen datasets are recorded as PCAP and 17 as CSV. Similarly,
17 datasets focus on time-series. The analysis also shows that a large part of the datasets
focuses on the problem and anomalies as well as binary classification. The datasets directly
targeting the problem of protocol analysis and classification form a very small part, with
three datasets out of 17 in IT and only one dataset out of 11 in OT. The bulk is also not
recorded directly in the real environment, which is due to the general focus on anomaly
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identification (or classification), but the recording is as close as possible to the real environ-
ment using simulated parts. All datasets contain documentation but often do not contain
all the necessary information.

The analysis shows that the majority of available public datasets are focused on cyber-
security issues, while the classification of protocols is minimal. This may also be due to the
distinct individuality of individual plants and industries. To this end, it is thus nontrivial
to use the available datasets and to use only normal/regular data flow, thus reducing the
dataset size considerably. Another aspect is the availability of public datasets, where some
datasets are difficult to access, and it is necessary to be a subscriber.

In addition, datasets are available from the OT environment that contain only sensory
data. Thus, these datasets cannot be directly used for the detection of industrial hazards
but only for the detection or classification of security incidents within a given workplace.
These datasets may include, among others, those mentioned in [43]. However, signal data
cannot be used for protocol classification purposes, and anomaly detection may be strongly
associated with a given workplace. It is necessary to train the Al model on just the specific
states that can be “accepted” /assumed in a given environment.

Thus, based on the analysis performed, individual challenges were identified in order
to classify the industrial protocols:

(i) create a representative and comprehensive dataset using an industrial protocol,

(if) to use real industrial networks and devices to get closer to real applications,

(iii) to allow modification or change of the industrial protocol (within the dataset)—
protocol diversity.

Fulfilling these challenges will thus enable research into methods to classify industrial
protocols, the protocol versions used, and the cipher suites of encrypted protocol versions
used. In the case of using the same workstation with only a change of industrial protocol, it
is possible to focus only on the protocol itself, without the influence of the transmitted data
on the industrial protocol classification performed (the protocol classification will not be
directly influenced by the transmitted data).

A total of 28 datasets were compared in the analysis, with most of them focusing only
on a specific part and, in particular, on areas of cyber security anomalies. The classification
of the protocols themselves is very limited, especially in the OT area. In the case of the use
of IT protocols, typical IT protocols such as HTTP, HTTPS, DNS, FTP, ICMP, IMAP, POP3,
etc., are often used. In the case of OT protocols, these are typically Modbus, IEC 60870-5-
104, and DNP3. There is also a range of sensor data (data obtained from the L0 Purdue
model—data obtained from sensors and actuators). However, these data are intended for
anomaly detection in terms of the behavior of individual states and do not contain the
protocol itself (they are only application data or values of individual variables). In terms of
size (records, volume parameter in Table 3), the individual datasets vary considerably, and
in the case of the PCAP source, this value is variable depending on what data are parsed.
Dataset balance has not been considered in the table because many datasets do not provide
predefined training and test sets (separate datasets). It is the train/test split parameter that
may be crucial and, as such, it may be a target of research.
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6. Discussion

The purpose of this paper was to answer the two main scientific questions presented
in the introduction. How can industrial protocol classification be achieved? What publicly
available datasets can currently be used specifically to classify these protocols? Classifica-
tion, recognition, and identification of protocols are closely related techniques that use the
same methods. The most commonly used methods for traffic classification and protocol
recognition have been presented and compared. Each method has its specific use and
depends on the purpose for which it is to be used. Among the state-of-the-art methods
are machine learning algorithms and especially neural networks. These algorithms allow
for fast traffic classification and protocol recognition and provide high-quality metrics.
However, these algorithms are limited in terms of input data. An analysis of the state of
the art revealed that the majority of research is in the IT domain. Similarly, research is not
targeted at encrypted versions of protocols.

The available datasets often do not achieve the qualities needed for good and accurate
classification, such as the number of records, the diversity of records, or the number of logs
in the dataset. Currently, the number of datasets from IT environments exceeds the number
of datasets. Although it is possible to use some IT protocols in OT systems from the point
of view of the convergence of IT and OT networks, it is not advisable to rely on this fact
alone. OT networks require specific protocols and requirements that are not as strict in
IT networks. Based on the analysis of publicly available datasets, key requirements for
future research were identified. Namely, the creation of a representative dataset containing
industrial protocols using real industrial devices. Currently, no suitable dataset has been
found for protocol recognition research in OT. It is the creation of such a dataset that would
enable follow-up research and the comparison of different methods from the ML and
NN domains.

7. Conclusions

The issue of protocol recognition and traffic classification is a broad area with overlap
from IT to OT networks. In conjunction with the convergence of IT and OT networks, it is
necessary to focus on cyber-security within OT networks and to use current techniques from
IT and implement them in the OT domain in order to increase the current level of security.
Similarly, with the trend of Industry 4.0+, data (not only IT but also OT) are leaving isolated
networks for processing on remote servers or for using software as a service. For this reason,
this paper has focused on the analysis of different methods and processing of data flow (or
other units) for the purpose of protocol recognition and traffic classification in connection
with OT specifics. Furthermore, publicly available datasets have been compared in terms
of their contribution, usability, etc. The output of this work is thus a comparative analysis
of approaches specifically to protocol recognition and traffic classification. The analysis
shows that there is currently only a very limited number of publicly available datasets that
would allow development in the area of protocol recognition and traffic classification in OT
networks. Thus, it is necessary to build on the IT networks and the knowledge gained in
the area of protocol recognition and traffic classification in IT networks and, on the basis of
a good and robust dataset, to compare these approaches, to make modifications and, in
particular, to evaluate them in OT networks.
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Abstract: In automated storage and retrieval systems (AS/RSs), the utilization of intelligent algo-
rithms can reduce the makespan required to complete a series of input/output operations. This paper
introduces a simulation optimization algorithm designed to minimize the makespan in a realistic
AS/RS commonly found in the steel sector. This system includes weight and quality constraints for
the selected items. Our hybrid approach combines discrete event simulation with biased-randomized
heuristics. This combination enables us to efficiently address the complex time dependencies inherent
in such dynamic scenarios. Simultaneously, it allows for intelligent decision making, resulting in
feasible and high-quality solutions within seconds. A series of computational experiments illustrates
the potential of our approach, which surpasses an alternative method based on traditional simulated
annealing.

Keywords: automated storage and retrieval system; makespan minimization; simulation optimization;
discrete event simulation; biased-randomized algorithms

1. Introduction

Warehousing involves the storage of raw materials, components, work in progress
(WIP), and finished goods. It has consistently been recognized as a crucial element within
the supply chain and within logistics. A well-designed and effectively managed ware-
housing system can yield significant benefits, such as reducing the risk of running out of
stock, mitigating the bullwhip effect, and decreasing the lead time of the final products [1].
Over recent decades, advancements in automation have led to the proliferation of fully
automated solutions like automated storage and retrieval systems (AS/RSs) and automated
vehicle storage and retrieval systems (AVS/RSs) across various industrial environments [2].
An AS/RS comprises two essential components: (i) a storage area that can be subdivided
and (ii) multiple automated machines responsible for material movement within and
outside the storage area. Compared to traditional manual warehouses, AS/RSs offer un-
deniable advantages, including labor savings, an increased storage capacity, a reduced
throughput time, and a decreased occurrence of errors, damage, and risks for operators.
However, the success of AS/RS implementation relies on the efficiency and alignment
of the control policies with the needs of the industrial system. A well-designed AS/RS
must autonomously address various challenges, such as scheduling retrieval and storage
operations, assigning stock items to customer orders, allocating delivery trucks to output
points, and determining routing for operations involving storage and retrieval machines,
among others [3].

Despite their complexity, and owing to their numerous benefits, AS/RSs have rapidly
gained traction across diverse sectors in recent decades. One industry where AS/RSs are
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becoming increasingly prevalent is the steel industry. According to an analysis by the
World Steel Association (https://www.worldsteel.org/, accessed on 15 January 2024), this
industry is at the heart of global development. In 2017, the steel industry achieved sales of
USD 2.5 trillion and generated USD 500 billion in value. For every USD 1 added within the
steel industry, an additional USD 2.50 of value-added activity is supported across other
sectors of the global economy due to purchases of raw materials, goods, energy, and services.
This generates over USD 1.2 trillion in value. In terms of employment, this analysis study
confirmed that the steel industry employs more than 6 million people, and for every 2 jobs
in the steel sector, 13 more jobs are supported throughout its supply chain, resulting in a
total of around 40 million jobs. AS/RSs used in the steel sector significantly differ from
those implemented in other environments, such as AS/RSs for pallets [2], miniloads [4],
shuttle-based AS/RSs [5], etc. These differences predominantly stem from the fact that,
in the steel sector, the systems are designed to handle unconventional stock-keeping units
and typically heavier and bulkier items (e.g., slabs, blooms, billets, tubes and bundles,
metal sheet bundles, etc.). Consequently, solutions proposed for other AS/RSs are often
impractical for systems intended for the steel sector. One of the most prevalent AS/RSs in
the steel sector is the shuttle-lift-crane (SLC)-based AS/RS (SLC-AS/RS) (Figure 1): a fully
automated system specifically designed for storing bundles of long metal bars or tubes,
wherein the stored items themselves act as the unit loads (i.e., the bundles themselves).

Figure 1. A picture of a shuttle-lift-crane AS/RS.

To the best of the authors” knowledge, the SLC-AS/RS has received limited attention in
the scientific literature despite its significance in this industry. Thus, this paper contributes
to partially filling this gap. Managing the handling of metal bar bundles involves several
constraints related to the weight and quality of goods, complicating operational decisions.
Previous work by Bertolini et al. [6] addressed the allocation problem using simulated
annealing (SA), albeit limited to improving the retrieval phase. In this paper, the authors
expand on the aforementioned work by enhancing both the retrieval and storage oper-
ations. Here, the problem is approached using a simulation optimization methodology
that combines discrete event simulation (DES) principles with a biased-randomized (BR)
algorithm [7]. While the DES component handles intricate time dependencies among
different events, the BR component facilitates intelligent decision making. The resulting
BR-DES is then integrated into a multi-start framework, enabling the generation of multiple
high-quality solutions within short computing times.
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The remainder of this paper is organized as follows: Section 2 provides an overview of
related work. Section 3 offers a detailed description of the AS/RS under analysis. Section 4
introduces the optimization problem to be solved. Section 5 details the deterministic
heuristic used by the authors to evaluate solutions. The proposed biased-randomized
algorithm, along with its integration into a multi-start framework, is described in Section 6.
The obtained solutions for different instances are compared with those generated by
previous approaches in Section 7. Finally, conclusions and future research directions
are presented in Section 8.

2. Related Work

Automated storage and retrieval systems have long been a focal point in the scientific
community. A comprehensive overview of AS/RS literature was first presented by Rood-
bergen and Vis [2] after over 30 years of research in the field. These authors were the first to
spotlight design and control issues addressed in AS/RSs, encompassing design decisions,
storage assignment, batching, dwell location, sequencing of storage and retrieval requests,
and performance measurement. Recently, Bertolini et al. [8] extended the review, focusing
on papers published between 2009 and 2019. Over the years, numerous aspects related to
AS/RSs have been meticulously studied, while new areas of interest, such as environmental
aspects and energy consumption, have emerged [9,10]. Moreover, as AS/RSs have become
more widespread across different sectors, many challenges initially addressed in classi-
cal AS/RSs for pallets have now been extended to modern systems. These new systems
introduce new issues due to varying physical designs, collaborative machine operations,
and limitations associated with handled unit loads. Among the most researched AS/RS
typologies are shuttle-based AS/RSs [5], mini-loads [11], autonomous vehicle AS/RSs [12],
split platform AS/RSs [13], and tier-to-tier AS/RSs [14]. Thus, Ekren and Heragu [15]
discusses the significance of material handling, specifically focusing on unit load storage
and retrieval systems. The paper highlights the evolution of crane-based automation
technologies since the 1970s, leading to the widespread use of AS/RSs in distribution
and production environments. Roy et al. [16] analyze the adoption of autonomousvehicle-
based AS/RSs as an alternative to traditional automated systems for unit-load operations.
These authors model the system as a multi-class semi-open queuing network with class
switching and propose a decomposition-based approach to evaluate system performance.
Ekren et al. [12] employ a matrix-geometric method to model and analyze an autonomous
vehicle AS/RS as a semi-open queuing network. Their model accounts for waiting times,
and it can solve the network and derive key performance measures. Liu et al. [17] focus on
the travel time analysis of a split-platform AS/RS with a dual command cycle operating
mode and an input/output dwell point policy. The study introduces a continuous travel
time model and validates its accuracy through computer simulations. Liu et al. [13] investi-
gate travel time models for split-platform AS/RSs, where machines employ independent
horizontal shuttles and vertical lifts. The paper presents two dual command travel time
models, which are validated through computer simulations. Hu et al. [18] analyze the
travel time of a novel AS/RS designed for extra heavy loads like sea container cargo, where
conventional stacker cranes may be insufficient. A travel time model is presented under the
stay dwell point policy and validated through computer simulations. In addition, the au-
thors provide guidelines for optimizing the design of a rectangular-in-time AS/RS rack.
Cai et al. [19] model and evaluate an autonomous vehicle AS/RS with tier-to-tier vehicles
utilizing a semi-open queuing network. Various storage/retrieval requests are represented
as different customer classes in the model. Due to the time-consuming nature of analyzing
multiple configurations through computer simulations, this paper employed analytical
methods. This research also compared two synchronization policies. Finally, Zou et al. [14]
also model and analyze tier-captive autonomous vehicle storage and retrieval systems,
introducing a parallel processing policy where arrival transactions can simultaneously
request both the lift and the vehicle. An approximation method, based on decomposing the
fork-join network, is developed to estimate system performance. Simulation models vali-
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dated the effectiveness of analytical models, showing that the fork-join network accurately
estimates system performance under the parallel processing policy. Although other typolo-
gies, like the adoption of two storage and retrieval machines sharing the same path, have
been highlighted [20], the steel sector has been notably neglected throughout this technical
and scientific evolution. Noteworthy contributions specifically aimed at improving AS/RS
performance in the steel sector include works by Bertolini et al. [6] and Zammori et al. [21].

This work introduces novelty in two key areas: (i) the system considered and (ii) the
proposed algorithm. The system under consideration is known as the shuttle-lift—crane
automated storage and retrieval system (SLC-AS/RS), widely deployed in the steel in-
dustry and occasionally used in the wood industry to preserve tree trunks. A detailed
system description is provided in Section 3. Apart from the aforementioned works by
Bertolini et al. [6] and Zammori et al. [21], we are pioneers in offering an optimization
technique for such systems. The proposed solution, described in Section 6, is based on a
discrete-event heuristic (DEH). The DEH combines a swift heuristic algorithm for decision
making with discrete event simulation to evaluate the impact of decisions within a complex
system characterized by high levels of parallelism and resource interaction. While similar
approaches have proven efficient in various contexts, such as those seen in Arnau et al. [22],
the application of a DEH to automated storage and retrieval systems is novel.

3. Modeling an Automated Warehouse in the Steel Sector

The shuttle-lift-crane automated storage and retrieval system is a prevalent storage
solution in the steel industry, specifically designed to store bundles of long metal bars or
tubes ranging from ten to twelve meters in length and weighing between 1000 and 5000 kg.
Notably, this system does not involve picking individual bundles. Rather, each bundle
enters and exits the warehouse without any alterations. As a result, the SLC-AS/RS does
not employ loading units or boxes to store items since the bundles themselves serve as
the unit loads. Typically, the overall storage area of an SLC-AS/RS is divided into several
bearing metal structures known as racks. Each rack can reach heights of up to 20 to 25 m,
widths of 12 m (depending on the stored tubes or bars’ length), and lengths exceeding
100 m. To facilitate understanding this complex system, a schematic representation is
provided in Figure 2, displaying a system comprising three racks and two input and
two output locations.

S

el 7
S R R
: e (B S SRR

L )
i ] o
oy RS ~:«:'m:=§‘.§: SRR, RSN NN

SHUTTLE

INPUT POINT

\ SRR \\\\\\ \ \'\\\.'\~._.\\\. N x\\' ) *\ \\\\\

DAHHHHIDBMIKY

AN AN
Figure 2. Schematic representation of ann SLC-AS/RS.
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Unlike standard AS/RSs for pallets, each rack in the SLC-AS/RS is divided into
perpendicular aisles, crossing the rack lengthwise (x-axis) and splitting it into multiple
sections. Storage locations, composed of metal shelves, line both sides of these aisles,
accommodating multiple bundles of varying types and lengths, as depicted in Figure 3.
Consequently, these storage locations are not standardized, and previous allocations can
affect the possibility of utilizing specific storage spaces. This unique aspect of the SLC-
AS/RS could be formulated as a one-dimensional cutting stock problem to minimize the
number of storage locations used.

Figure 3. Example of bundle allocation in a single storage location.

Resource-wise, an SLC-AS/RS encompasses four categories: (i) input/output (I/O)
points; (ii) shuttles; (iii) lifts; and (iv) cranes. Each shuttle serves all racks but only one I/O
point, while each lift serves a single crane and shuttle. Conversely, each crane serves every
lift within its rack. A detailed breakdown of these machines is provided below:

* /O points: Chain conveyors serve as buffers between the system and external pro-
cesses, such as truck loading or production lines. Input points, equipped with sensors
for bundle alignment and weight control, are also depicted in Figure 4A.

*  Shuttles: Vehicles handle horizontal movements, transporting bundles between I/O
points and racks. They can transport one or two bundles, depending on single-depth
or double-deep storage, as illustrated in Figure 4B.

e  Lifts: Responsible for vertical movements and transporting bundles between shuttles
and the top of racks or cranes. Figure 4C showcases an example of these lifts.

*  Cranes: Essential for storage and retrieval operations, moving bundles between lifts
and shelves or vice versa. Each rack houses one crane capable of three-axis movements,
as detailed in Figure 4D.

(A) - Input/Output point

(C) - Lift (D) - Crane

Figure 4. Main elements of a shuttle-lift-crane AS/RS.
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For a comprehensive understanding of the SLC-AS/RS operations and cycle time
computation, refer to Zammori et al. [21]. In this work, we focus on the behavior and
interactions of machines during input and output operations. The operation begins when
the entering bundle reaches an input point. If the shuttle is not near the input point, it is
recalled, the bundle is loaded upon arrival, and then proceeds to the assigned rack. Once
the bundle is loaded onto the lift, it is transported to the top of the rack and requested by
the crane for storage. The crane then moves the bundle to the designated storage location.
Similarly, we will consider the process for retrieval or output operations. The operation
is sent to the crane, which retrieves the required bundle from the storage location and
transports it to the corresponding lift for output.

4. Detailed Problem Description

This section provides an accurate description of the problem being studied in this
paper, which includes the main assumptions and description of the stock-keeping units,
a description of the customers’ orders and storage facilities, and a formal model.

4.1. Main Assumptions and Stock-Keeping Units Description

We consider an SLC-AS/RS with single, deep storage locations, featuring one single
crane on each rack and only one shuttle for each I/O point. Due to the latter two aspects,
there is no need to consider anti-collision policies. Additionally, since each shuttle is
associated with exactly one I/O point, shuttles linked to an input point solely perform
input operations, while those connecting racks to an output point exclusively execute
output operations. As previously mentioned, the stock-keeping units (SKUs) comprise
bundles of metal bars, hereafter denoted as i € B. Each SKU i is defined by the following
attributes: (i) a unique code, c;; (ii) a specific quality level, g;, influenced by factors like
the geometric dimensional tolerances of the bar, chemical purity of the material, and the
presence of surface damages; (iii) a weight w; and length L;; and (iv) the rack r; where the
bundle is located, along with its position inside the rack, denoted as p;.

4.2. Customers’ Orders and Storage Requests

All customer orders, denoted as output requests, k € R°", possess the following
attributes: (i) an arrival time, py; (ii) a required product identified by a unique code, cy;
(iii) a specified required quantity, wy; (iv) a minimum quality level of the material, g; and
(v) an indicator specifying the I/O point used, s;. Distinguishing customer orders k € RO
from storage orders (input requests k € RI") involves an additional attribute, t;. In the
former case, t; holds a value of zero, whereas in the latter case, it holds a value of one.
The interpretation of the remaining attributes varies based on t;. For instance, in a customer
order, ¢k, wy, and gy signify the product, quantity, and required quality level, respectively.
Conversely, in a storage request, they represent the product, weight, and quality of the
incoming bundle, respectively.

In an SLC-AS/RS, processing customers’ orders differs slightly from traditional AS/RS
setups for pallets. Typically, customers specify a particular product type, along with a
quantity in kilograms and a desired quality level. The fulfillment of this request necessitates
one or more bundles, ensuring that the overall quantity and quality of retrieved bundles
closely match the required specifications. This resembles a knapsack problem embedded
within the larger issue at hand.

4.3. Mathematical Formalization and Scope of the Algorithm

The primary objective of the proposed approach is to minimize the makespan, denoted
as the time required to complete a given set of operations. Here, j € | = {1,2,...,N}
represents the operations to fulfil requests, m € M denotes the set of machines (such
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as shuttles, lifts, and cranes), and END,(j) signifies the time at which machine m € M
finishes operation j. The objective function can be formally defined as:

min A D)
where A is a newly introduced variable subject to the following constraints:
A>ENDu(j), Vjie], YmeM )

For each storage request, represented by k € R, we define an input operation.
Similarly, for each customer order k € RO one or more retrieval operations are defined
based on the required quantity and stock availability. The algorithm does not handle the
assignment of input/output points to requests, as this decision relies on external factors.
Specifically, the input point depends on the production line from which the entering bundle
originates, while the output point is chosen by the truck driver, typically opting for the
first available one. The sequence in which requests are processed is highly constrained.
For input requests, rearranging the order of entry bundles once they have reached the
input point and placed on the conveyor is time-consuming due to their substantial weight
(over five tons) and length (up to twelve meters). Altering the sequencing of input requests
involves significant expenses, typically requiring at least two operators and a forklift or
a bridge crane. Hence, changing the sequence of input requests should be minimized.
Regarding output requests, due to the bulkiness of the bundles, they cannot be temporarily
stored in a loading area or yard (as with classic pallets). Therefore, output requests should
generally adhere to first-in-first-out (FIFO) logic. Postponing an output request is rare and
only considered when the required product (in the required quantity) is not in stock.

The constraints for assigning bundles to output operations and empty spaces to
input operations can be formalized as follows. For a storage operation j € R, the only
requirement is that the space accommodating the entering bundle b; must be of sufficient
length. Thus, if L; represents the length of b;, L, denotes the length of a generic space,
and z,,; € 0,1 is a decision variable equal to one only if space ¢ is assigned to operation j,
the following constraint must be satisfied:

Li*z5j <Ly, Vj€J Yo €S 3)

Conversely , for a customer order, quantity and quality constraints are essential.
For each customer order k € R°Y, the difference between the required and retrieved
quantities must fall within certain limits:

we—A <Y w <wg+ A, Vke RO 4)
iEBk

where B, represents the set of in-stock bundles selected to fulfil customer order k, and A de-
notes an acceptable deviation from the required quantity. Regarding the quality constraint,
By must have an average quality level equal to or higher than the required quality gj:

< YicB, Ji

& < , Vk € RO (5)
| By

where |By| refers to the cardinality of set By.

5. Evaluation of the Solutions

The solution generated by the proposed algorithm includes a set of operations j € J,
encompassing both input and output operations aimed at fulfilling the requests. Each
input operation corresponds to an empty storage location where the entry bundle will
be stored. Similarly, every output operation is linked to a bundle in stock for retrieval.
Sorting the operations by their scheduled execution time enables the computation of the
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makespan through a discrete event simulation. This simulation can accommodate stochastic
processing times and is applicable irrespective of the system’s complexity. Notably, the de-
terministic simulation considered here naturally extends to a stochastic one. During each
simulation run, deterministic processing times can be substituted with randomly generated
times using corresponding probability distributions. The specific probability distributions
employed to model these random processing times are derived from fitted historical data.
To elucidate the computation of the makespan analytically, a simple example is provided
below, showcasing machines and operations:

* 1, sj, and [; represent the crane, shuttle, and lift necessary for operation j, dependent
on its associated operation and the bundle it involves.

* ;s denotes the most recent operation involving machines r, s, and I. Similarly, j;
signifies the most recent operation involving only 7, while j; ; indicates the most recent
operation involving crane r and shuttle s.

Key events occurring during the simulation of each operation are defined as follows:

e AVAIL,,(j) represents the moment when operation j becomes available for machine .

e START,(j) signifies the start time when machine m initiates work on operation ;.

e END(j) indicates the completion time when machine m finishes work on operation ;.

*  Pljand P2; denote the first and second positions that crane r; must visit to execute
operation j. If j is an input operation, P1; represents the interchange point between
lift /; and crane r;, while P2; denotes the storage location. Conversely, for an output
operation, P1; corresponds to the storage location, while P2; indicates the interchange
point between lift /; and crane 7;.

An illustration of the SLC-AS/RS under consideration is depicted in Figure 5. The lay-
out assumes a configuration with one crane and two lifts within the rack (with one lift
designated for each 1/O point). The warehouse comprises ten aisles, each spanning a
length of one meter. For the input shuttle, traversal of the rack occurs through the fourth
aisle, while the output shuttle navigates along the eighth aisle. Within each aisle, storage
consists of three levels, each standing at a height of one meter. The crane’s movement
follows a uniform, linear trajectory, covering one meter per second in both length and
height. The unidirectional travel time for the lifts is presumed to be 3 s, while the upload
and download times are estimated at 5 s. Additionally, the one-way travel time for shuttles
to reach the rack is set at 6 s. The operations to be executed include:

e 4 =OUTPUT; p;=3; Ply=(51); P2 =(80).
e t =INPUT; p,=4 Ply=(40); P2%=(72).

o t3=INPUT; p3=10; Pl3=(4,0); P2 =(1,3).

L4 t4 = OUTPUT, 04 = 11; P14 = (7,2); P24 = (8,0)
e t5=OUTPUT; ps=20; Pls=(7,1); P25=(8,0).

In a properly executed simulation, the timing for each event (in seconds) is detailed in
Table 1. Additionally, a Gantt chart depicting the sequence of operations is presented in
Figure 6.

Table 1. Timing of the events (in seconds) associated with each of the operations in the showcased simulation.

Operations

Operation 1

Operation 2

Operation 3

Operation 4

Operation 5

AVAIL,, (1) = p; = 3

START,,(1) = 3
END;, (1) =17
START, (1) = 17
ENDy, (1) = 28
END;, (1) = 39

START,,(2) = 4
AVAIL,,(2) = 23
END,(2) = 26
START,,(2) = 27
END,,(2) = 42

START;,(3) = 26
AVAIL,,(3) = 45
END,(3) = 48
START,,(3) = 50
END,,(3) = 66

AVAIL,,(4) =11
START,,(4) = 77
END,,(4) =90
START, (4) = 90
ENDj,(4) = 101
ENDs, (4) = 112

AVAIL,,(5) = 20
START;(5) = 92
END,.(5) = 109
START,(5) = 112
END;(5) = 123
END;(5) = 134
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Figure 5. Planar (left) and frontal (right) view of the SLC-AS/RS considered.
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Figure 6. Schematic representation of operations in the presented example.

6. The Proposed Simulation Optimization Algorithm

This section delineates the hybrid algorithmic approach utilized to address the afore-
mentioned problem. This approach combines biased randomization with discrete-event
heuristics; consequently, both concepts are described in the following subsections.

6.1. Biased-Randomized Heuristics

The algorithm proposed can be classified as a biased-randomized heuristic. BR al-
gorithms are part of the family of random search methods extensively employed for ad-
dressing large-scale NP-hard optimization problems. As described by Dominguez et al. [7],
in a BR algorithm, solution-building elements are arranged in a list based on logical cri-
teria specific to the optimization problem at hand. Subsequently, during each iteration
of the solution-construction process, a new element is selected from this list according to
a probability distribution. The probability of selection increases with a higher position
of the element in the sorted list. This approach aims to introduce slight modifications to
the greedy constructive path, facilitating exploration beyond local optima by traversing
‘similar’ paths (retaining most of the heuristic logic) within shorter computing times.

Two of the earliest biased-randomized procedures were proposed by Arcus [23] and
Tonge [24], known as biased random sampling (BRS), and used to bias the selection of
randomly generated solutions. Subsequently, numerous priority-rule-based heuristics
have been developed. Before the advent of BR techniques utilizing skewed probability
distributions like the geometric one, probabilistic tabu search (PTS) was introduced by
Glover [25] and expanded upon again by Glover [26]. Another metaheuristic framework
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implementing similar concepts is ant colony optimization (ACO), pioneered by Dorigo
and Gambardella [27]. However, many of these approaches define probabilities using
empirical distributions. An alternative approach advocates employing theoretical probabil-
ity distributions. Consequently, some authors have advocated for the implementation of
skewed theoretical probability distributions to devise BR algorithms. Overall, the primary
advantages of utilizing a theoretical probability distribution over empirical ones include:
(i) the reduced computing times required for generating random numbers (employing ana-
lytical expressions instead of loops); and (ii) simplification of the fine-tuning process (which
might become intricate when using empirical probability distributions due to the numerous
parameters and their ranges). Among the most commonly used theoretical probability dis-
tributions in BR algorithms is the geometric distribution, chosen likely due to its flexibility,
simplicity, and dependence on a single parameter. The algorithm’s dependence on a single
parameter streamlines the fine-tuning process, avoiding time-consuming complexities.

6.2. Adding Discrete Event Simulation Principles to BR

To synchronize the various events within the warehouse, the BR heuristic is enhanced
with a discrete event simulation. Employing DES allows for a consistent and reliable
evaluation of the impacts of BR decisions. Given the system’s high parallelism and synchro-
nization complexities, measuring the makespan of a set of operations would be infeasible
without DES. Consequently, during the deterministic discrete event simulation of the sys-
tem, a BR process is employed at each decision stage to select the next building element
from a list of candidates. This hybrid BR-DES approach facilitates the rapid generation of a
range of feasible solutions (in terms of event synchronization) guided by the logic of the
constructive heuristic, ensuring potentially favorable solutions in terms of quality. The inte-
gration of BR with DES is depicted in Figure 7. The entire algorithm can be visualized as a
multi-start framework, where, until the computational time does not surpass a predefined
threshold, new, random but oriented solutions are continually generated from scratch.
This architecture comprises two distinct components: the BR heuristic, which includes a
Monte Carlo simulation that makes random but oriented decisions, and the discrete event
simulation. Each new solution is created by running the simulation, delegating decisions
to BR within what we term the algorithm simulation loop. Subsequently, the new solution
is compared with the best solution obtained so far and this is replaced if superior.

Within the simulation loop, key decisions made by BR include the sequencing of
input and output operations, the selection of retrieved bundles to fulfil customer orders,
and the allocation of storage locations for entering bundles. Specifically, input and output
requests are jointly processed using an FIFO criterion. For each request, the algorithm
strives to deliver a satisfactory and feasible solution—such as assigning a storage location
for input operations or a set of bundles for output operations. If the solution found is
deemed infeasible, the request is postponed, and the subsequent input request is processed.
For instance, when k € R represents an input request and the solution is infeasible, all
subsequent input requests originating from the same input point s are deferred. This
strategy minimizes changes to the input request queue, crucial due to the complexities of
handling large metal bar bundles, as detailed in Section 4. Specifically, if the non-feasible
input request involves storing a bundle of type ¢, all subsequent inputs are postponed
until after the next output request requiring retrieval of the same bundle type. This
action, as exemplified in Table 2, ensures sufficient space is created by the output request,
guaranteeing fulfillment of the previously postponed non-feasible request k.
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Figure 7. Flowchart of a generic discrete-event heuristic.

Table 2. List of requests before (left) and after (right) the postponement process.

Request Type I/O Point Bundle Request Type I/O Point Bundle
k tr Sk Type ci k tr Sk Type ci
1 IN 1 2 IN 2 B
2 IN 2 B 4 OuT 3 B
3 IN 1 C 5 OuT 3 A
4 OuT 3 B 1 IN 1 A
5 OuT 3 A 3 IN 1 C
6 IN 2 C 6 IN 2 C
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If the non-feasible request pertains to an output, it is deferred until after the subsequent
input that introduces the required product type into the system. The pseudo-code outlining
the overall BR-DES algorithm is presented in Algorithm 1. The parameters within the
algorithm should be interpreted as follows: requests denotes the list containing both input
and output orders to be processed; racks signifies the list of warehouse racks; and beta
represents the vector of parameters utilized for the geometric distributions employed in
the various BR processes.

Algorithm 1 Pseudo-code of the proposed BR-DES algorithm.

input: requests, racks, beta
solution <~ NULL > init final solution
while length(requests) > 0 do
nextr <— getNextRequest(requests)
reqSol <~ NULL > init solution to current request
if type(nextr) == Input then
sol < processInput(nextr,solution, racks, beta)
else if type(nextr) == Output then
sol < processOutput(nextr,solution, racks, beta)
end if
if isFeasible(sol) then
postponementProc(nextr, requests) > request postponed
else
solution < add(solution, sol)
end if
end while
return solution

For an input operation, the objective is to identify an available space within the
warehouse to accommodate the incoming bundle. The space must be sufficiently long,
aligning with the bundle’s type (code). To determine a viable solution, all racks are taken
into consideration. During each iteration, racks are prioritized based on the availability
of their respective cranes, with one of these racks chosen through a BR procedure. This
phase is crucial for ensuring an equitable distribution of workload among all cranes.
Specifically, the BR procedure incorporates a geometric probability distribution, as proposed
in Hatami et al. [28]. If x denotes the position occupied by a candidate in the previously
sorted list and 8 represents the parameter of the geometric probability distribution, then
the probability f(x) of selecting candidate x is calculated as follows:

flx)=(@1-p)" (6)

When the chosen rack contains feasible storage locations, one of them is randomly
selected using a uniform distribution. The decision is recorded in the emerging solution,
and a new operation is scheduled to update the system’s state. However, if the selected rack
lacks feasible space, it is eliminated from the list of potential racks, and the BR rack-selection
process is reiterated. If the list of potential racks becomes empty without finding a solution,
a non-feasible solution is returned. In such cases, the BR-DES procedure postpones the
input request. The pseudo-code for processing input operations is presented in Algorithm 2.
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Algorithm 2 Pseudo-code for input processing

input: nextr, solution, racks, beta
pRacks < copy(racks) > list of racks to consider
sol <~ NULL > solution to the current request
while sol == NULL and length(pRacks) > 0 do

pRacks < sort(pRacks, key : crane Availability) > sort racks prioritizing the busiest
ones

rack < findBR(pRacks, beta) > select a rack by using BR
pPlaces < feasiblePlaces(rack) > feasible storage locations
if length(pPlaces) > 0 then
place < randomUniformChoice(pPlaces) > pick a random storage location
sol <— newInputOperation(nextr,rack, place)
scheduleOperation (solution, sol) > schedule the new operation to carry out
else > if rack has no feasible solution, remove it
pRacks < remove(pRacks, rack)
end if
end while
return sol

For output operations, constructing a solution involves selecting multiple bundles.
Upon choosing a bundle, the system’s state must be updated to accurately select the
subsequent bundle. However, the solution cannot be deemed feasible until all required
bundles have been retrieved. Therefore, before initiating solution construction, the system’s
state is saved to enable restoration to a previous state if the solution is found to be non-
feasible. The construction process operates iteratively. If, at any stage, quantity constraints
are violated and no feasible bundles remain, the process is halted, the system state is
restored, and a non-feasible warning is issued. Similarly, if the construction process
adheres to quantity constraints but violates quality constraints, the system state is restored
and a non-feasible warning is issued. For a bundle to be considered feasible, its weight,
in addition to the weight of the current solution, must not surpass a predefined threshold.
Bundles from prior input operations are only considered if the respective input operation
has concluded. If no feasible bundles exist in the selected rack, the rack is eliminated from
the list of potential racks, and the process begins anew with another rack. Conversely,
if feasible bundles are available, they are arranged by decreasing the weight and then by
the difference between their quality and the required quality level. Bundles with quality
levels closer to the required level are given priority. Once the bundles are sorted, one
of them is selected using a new geometric distribution (note that the § parameter value
used here may differ from the one used for rack selection). Subsequently, the solution’s
weight, total quality, and the count of retrieved items are updated. The system state is also
updated, and the list of possible racks is reset. This process continues iteratively until a
feasible solution is achieved. The pseudo-code for processing output operations is detailed
in Algorithm 3.
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Algorithm 3 Pseudo-code for output processing.

input: nextr, solution, racks, beta

sSolution < copy(solution) > save the state of the solution
sol <~ NULL > solution to the current request
pRacks < copy(racks) > list of racks to consider
w0 > total weight of retrieved bundles
g+ 0 > total quality of retrieved bundles
n<+0 > number of retrieved bundles

while w < weightRequired(nextr) — acceptedError(nextr) and length(pRacks) > 0 do
pRacks < sort(pRacks, key : crane Availability) > sort racks prioritizing the busiest
ones
rack < findBR(pRacks, beta) > select a rack by using BR
pBundles < feasibleBundles(rack, w, nextr) > feasible bundles in rack
if length(pBundles) > 0 then
pBundles < sort(pBundles, key : increasingWeight) > sort bundles by weight

pBundles < sort(pBundles, key : deltaQuality) > sort bundles by quality
bundle < findBR(pBundles, beta) > select a bundle by using BR
w < w + weight(bundle) > update weight
q < q + quality(bundle) > update quality
n<—n+1 > update number of retrieved bundles
op < new OutputOperation(nextr, rack, bundle) > instantiate a retrieve
scheduleOperation (solution, op) > schedule a retrieval operation
sol < add(sol,op)
pRacks < copy(racks) > restore the set of possible racks

else
pRacks < remove(pRacks, rack)

end if

end while

7. Computational Experiments

The BR-DES algorithm was implemented in Python 3.7 and executed using the
CPython interpreter. The testing was conducted on a standard personal computer equipped
with an Intel QuadCore i7 CPU running at 2.4 GHz and 8 GB RAM with the Ubuntu 18.04
operating system. When constructing the experimental data sets, the quality level of each
bundle was randomly generated using a uniform probability distribution between 1 (mini-
mum level) and 10 (maximum level). Then, the quality of a solution was computed as the
average of the quality of the retrieved bundles. The input quantity was randomly generated
using a uniform probability distribution between 700 and 1300, expressed in kilograms. We
assume that two bundles enter together as input, each with an average weight of 500 kg.
Finally, since a customer might require many bundles, the output quantity was randomly
generated using a uniform probability distribution between 700 and 10,000, expressed in
kilograms. Table 3 displays the data corresponding to Instance 1, where type 0 represents
an input point and type 1 refers to an output point. Both the desired quality and quantity
are provided as reference values. These reference values will be compared with those
associated with the solution provided by each algorithm to calculate the mismatch. Similar
data for the remaining instances, as well as the algorithm code, are available at https:
/ / github.com/mattianeroni/Shuttle-Lift-Crane- AS-RS (accessed on 15 January 2024).
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Table 3. Example of an instance data set—Instance 1.

Type Bay Desired Quality Desired Quantity Length (in Shelves)

900
1200
800
800
900
1200
1000
1000
1100
3056
766
3719
6682
6788
8165
4257
9901
1449
6592
7505
6394
1922
6943
1615
2567
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6621
8400
9665
8262
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As can be seen in Tables 4 and 5, our algorithm demonstrates an efficient performance,
since it is capable of providing competitive solutions in just a few seconds, while other
approaches require noticeably longer times without reaching the same solution quality.
To validate the proposed methodology, a comparison with three distinct approaches is
presented. The selected benchmark approaches are as follows: (i) a random algorithm
utilizing a uniform probability distribution to select from different possibilities at each
step of the solution-construction process; (ii) a greedy heuristic that consistently chooses
the top-listed element in the candidates’ list, sorted based on a minimum time criterion;
and (iii) the simulated annealing method proposed by Bertolini et al. [6] for a similar
problem, adapted for the specific problem considered in this study by incorporating new
constraints. The random approach serves as a lower-bound benchmark and was obtained
by implementing the proposed BR-DES while substituting the geometric distribution with
a uniform distribution. This adjustment was achieved by setting the beta value to 0 in
the BR-DES algorithm. However, when employing such low beta values, the algorithm
often failed to find a feasible solution. To address this limitation, we utilized a geometric
probability distribution with a slightly higher beta value of 0.3, allowing the algorithm
to discover feasible solutions in most test scenarios, although not all. On the other hand,
the greedy algorithm presents a practical solution for warehouse system managers and
was acquired by implementing the proposed BR-DES with a beta value of 1. The SA
algorithm by Bertolini et al. [6] is currently the only algorithm explicitly tailored for this
type of automated warehouse system (i.e., an SLC-AS/RS). While theoretically serving as
a solid benchmark, the original SA algorithm did not consider any constraints regarding
the sequence of request processing. To ensure a fair comparison, we integrated these
constraints into the SA algorithm.
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For the comparison, we employed the actual layout of an SLC-AS/RS consisting of
three racks, each containing 500 storage locations, with two input and two output points.
In the computational experiments, 12 different request lists were used, each varying in size
(30, 60, 90, and 150 requests). Every algorithm was executed three times on each request
list to monitor both its average performance and its variability. The comparison primarily
focuses on the total makespan, expressed in minutes (Table 4), and computational time
(Table 5). Additionally, we monitored the overall mismatch between the quantities and
quality levels required by customers (Table 6). The parameters of the proposed algorithm,
namely the betas of the geometric distribution used in the selection of racks (8,) and
bundles (), were adjusted in each iteration according to trimmed Gaussian distributions.
The means of these Gaussian distributions (¢, = 0.7 and p;, = 0.9) were determined through
a series of empirical experiments, exploring combinations of y, € (0,1) and p; € (0,1)
with a step of 0.1. Both were set with a standard deviation of 0.025. Regarding SA, the same
parameter values as proposed in Bertolini et al. [6] were employed. All BR-DES and SA
results were acquired after exploring 1000 solutions. The makespan results are presented in
Table 4. As anticipated, our proposed algorithm consistently outperforms the greedy and
random approaches, as well as the SA algorithm, in all instances. Notably, the random and
greedy approaches often fail to find feasible solutions, whereas our algorithm consistently
obtains feasible solutions in all scenarios.

Table 4. Comparison of makespans (in minutes) achieved by the greedy, random, BR-DES, and SA
approaches for each instance (row).

Random (Beta = 0.3) BR-DES SA
Instance  Number of Requests  Greedy

Avg. St.Dev. Avg. St.Dev. Avg. St.Dev.
1 30 (9in/21 out) 37.24 48.36 2.29 32.04 0.15 43.22 4.52
2 30 (12 in/18 out) 35.34 39.41 0.48 31.03 0.32 37.12 3.28
3 30 (12 in/18 out) 40.53 49.47 4.87 38.02 0.18 44.97 0.01
4 60 (9 in/51 out) 55.46 71.95 3.76 51.19 0.89 59.03 0.74
5 60 (12 in/48 out) 52.20 69.00 5.82 44.63 2.08 54.25 2.17
6 60 (26 in/34 out) 52.24 72.04 0.93 48.93 0.55 52.10 1.75
7 90 (42 in/48 out) 112 132.43 - 105.02 3.9 110.84 10.23
8 90 (28 in/62 out) 89.29 115.24 4.18 88.32 1.52 89.20 3.33
9 90 (35 in/55 out) 10836  132.14 4.70 107.50 1.84 110.34 221
10 150 (38 in/112 out) - - - 23096 10023 25712  23.04
11 150 (73 in/77 out) - 255.67 - 227.94 7.90 241.23 0.34
12 150 (59 in/91 out) - - - 195.89 6.64 201.32 6.43

Table 5. Computational times (in seconds) associated with each of the approaches (greedy, random,
BR-DES, and SA) for each instance (row).

Random (Beta = 0.3) BR-DES SA
Instance Number of Requests  Greedy

Avg. St.Dev. Avg.  St.Dev.  Avg. St.Dev.
1 30 (9 in/21 out) 0.001 0.001 0 1.002  0.002 5.234 0.122
2 30 (12 in/18 out) 0.001 0.001 0 1.034  0.004 8.032 0.392
3 30 (12in/18 out) 0.001 0.002 0 1.009 0 6.003 3.211
4 60 (9 in/51 out) 0.001 0.001 0 1.023  0.002 6.023 0.045
5 60 (12 in/48 out) 0.001 0.003 0 1206  0.034 5.998 1.520
6 60 (26 in/34 out) 0.001 0.003 0 1115 0.078 5.104 2.174
7 90 (42 in/48 out) 0.002 0.005 0 1904  0.022  19.047  2.348
8 90 (28 in/62 out) 0.001 0.019 0 1.821 0.103 18222  2.011
9 90 (35 in/55 out) 0.003 0.004 0 2338  0.088 22304 8327
10 150 (38 in/112 out) - - - 2904 0155 35120 @ 2.664
11 150 (73 in/77 out) - 0.027 - 3011  0.095 33979  2.884
12 150 (59 in/91 out) - - - 2992 0121 34014  6.092

An additional noteworthy aspect is the greater variability exhibited by the SA algo-
rithm when compared to the BR-DES algorithm. This variability is due to the SA algorithm’s
exploration of infeasible solutions across numerous iterations, as it is not guided by a dis-
crete event list. In contrast, BR-DES operates based on a discrete event list, allowing for
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feasibility and making informed decisions at each stage. Consequently, it requires consider-
ably less computational time to achieve comparable or superior solutions compared to those
generated by the SA algorithm. Computational times are displayed in Table 5. Notably,
our BR-DES consistently outperforms the SA algorithm in terms of solution quality as well
as computational efficiency. Throughout the tests, we closely monitored the deviation,
encompassing both quantity and quality indicators, between the optimal solution derived
by the algorithms and the customer-requested specifications. Table 5 presents the aggregate
discrepancy observed after fulfilling all the requests. Each algorithm underwent three
executions for each instance. In these terms, BR-DES emerges as the superior approach.
The top solutions obtained by BR-DES for each instance are significantly approximate to
the customers’ specified requirements, both in terms of quality and quantity. Following
closely, the SA algorithm constitutes the second-best alternative. At times, the greedy
algorithm produces commendable solutions. However, this achievement often prolongs the
makespan. Minimizing the divergence between the proposed solution and the customers’
stipulations holds immense significance. Even as the primary objective revolves around
reducing the makespan, meticulous adherence to the aforementioned quality and quantity
requisites significantly augments customer satisfaction.

Table 6. Mismatches in quantity (kilograms) and quality levels between the required and retrieved
items for each approach (greedy, random, BR-DES, and SA) and instance (row).

Greedy Random (Beta = 0.3) BR-DES SA
Instance  Quantity Quality  Quantity Quality  Quantity Quality  Quantity Quality
Mismatch Mismatch Mismatch Mismatch Mismatch Mismatch Mismatch Mismatch

1 2373 3.70 9219 16.40 1326 9.59 2881 40.21
2 1890 8.42 6084 36.89 860 14.91 1421 28.91
3 1134 14.19 7470 16.72 931 21.95 1721 22.21
4 3468 16.94 23,205 112.86 3809 67.58 5580 93.21
5 8880 15.78 12,432 56.66 3143 12.28 5772 88.28
6 2418 29.62 7832 84.69 2539 50.36 4103 18.22
7 4896 38.63 19,296 13.96 4752 20.17 5193 33.22
8 9610 15.42 21,204 55.61 3640 41.71 3698 17.03
9 8525 13.27 4850 146.91 5225 42.46 4433 31.99
10 - - - - 6272 19.15 9003 198.02
11 - - 12,936 15.44 6006 14.14 8633 92.26
12 - - - - 7189 120.45 8874 6.31

Figures 8 and 9 visually juxtapose the considered approaches with regards to makespan
and quantity mismatch. Since the greedy and random approaches fail to produce feasible
solutions for Instances 10 to 12, only Instances 1 to 9 are considered in these figures. Notice
that the BR-DES algorithm outperforms all other approaches both in terms of the makespan
and the quantity mismatch.
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Figure 8. Makespan comparison of different approaches.
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Figure 9. Quantity mismatch comparison of different approaches.

8. Conclusions and Future Perspectives

This paper has discussed a complex and realistic warehouse automated storage and
retrieval system (AS/RS) in the steel industry sector. The peculiar characteristics of this
sector, notably the considerable size and weight of items and bundles stored and retrieved,
alongside stringent quality constraints, constitute a challenge when enhancing the system
performance. Traditional approaches such as developing a simulation model or employing
classical optimization methods, albeit viable, present limitations to providing optimal
solutions within reasonable computational time frames. Hence, this paper advocates a
novel hybrid simulation optimization algorithm. It combines the precision of discrete
event simulations, crucial in managing time dependencies within the system’s sequential
operations, with a biased-randomized heuristic. This combination, encapsulated within a
multi-start framework, swiftly generates a multitude of promising, high-quality solutions
in seconds, outperforming the more traditional simulated annealing (SA) metaheuristic.
Although the SA algorithm is a robust approach, it struggles to adequately address the
intricate time dependencies among events in the warehouse system.

Our approach boasts adaptability, a key advantage for accommodating novel scenarios.
Based on simulation principles, it holds the potential to evolve into a simheuristic [28],
adept at tackling stochastic versions of the problem. This adaptability extends to various
AS/RS configurations, thus illustrating its versatility. Furthermore, the computational
experiments conducted confirm the capacity of our approach in providing feasible and
high-quality solutions for optimization problems characterized by complex constraints,
especially those entailing intricate time dependencies among decisions.

From a managerial perspective, the proposed approach can enhance decision-making
processes, particularly in managing the complexities of AS/RS operations characterized by
time-dependent sequences and stringent constraints. The BR-DES algorithm is specifically
tailored to the challenges of steel storage systems, including large item sizes, substantial
weights, and strict quality constraints. From a business impact perspective, the algorithm
contributes to improving the operational efficiency by rapidly generating high-quality
solutions, resulting in a reduced makespan and optimized resource utilization. This,
in turn, can lead to savings in labor, energy, and equipment usage. The algorithm’s focus
on reducing the discrepancy between the proposed solutions and customer specifications
ensures an enhanced customer satisfaction, thereby positively impacting customer relations.

The following points outline the potential directions for future research: (i) extend-
ing our approach to achieve full automation, enabling the algorithm to make decisions
autonomously without human intervention; (ii) improving the algorithm’s handling of
weight and quality constraints, particularly in more constrained scenarios, to enhance
its effectiveness even further; and (iii) expanding the approach to encompass scenarios
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involving random times and stochastic availability of items, broadening its applicability to
diverse, less deterministic environments.
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Abstract: Solving multiple objective optimization problems can be computationally intensive even
when experiments can be performed with the help of a simulation model. There are many method-
ologies that can achieve good tradeoffs between solution quality and resource use. One possibility is
using an intermediate “model of a model” (metamodel) built on experimental responses from the
underlying simulation model and an optimization heuristic that leverages the metamodel to explore
the input space more efficiently. However, determining the best metamodel and optimizer pairing for
a specific problem is not directly obvious from the problem itself, and not all domains have experi-
mental answers to this conundrum. This paper introduces a discrete multiple objective simulation
metamodeling and optimization methodology that allows algorithmic testing and evaluation of four
Metamodel-Optimizer (MO) pairs for different problems. For running our experiments, we have
implemented a test environment in R and tested four different MO pairs on four different problem
scenarios in the Operations Research domain. The results of our experiments suggest that patterns of
relative performance between the four MO pairs tested differ in terms of computational time costs
for the four problems studied. With additional integration of problems, metamodels and optimizers,
the opportunity to identify ex ante the best MO pair to employ for a general problem can lead to a
more profitable use of metamodel optimization.

Keywords: discrete multiple objective; simulation; metamodel; optimization; test environment

1. Introduction

A simulation model of a physical and/or social system of interest can unlock useful
experimental capabilities [1]. Not only are the costs of simulation experimentation in
general much lower than an equivalent series of real-world experiments, but there are also
scenarios where the latter are simply unfeasible—for example, if the system does not yet
exist. However, there always exists a frontier where computational costs limit viable use
cases [2].

An Agent-Based Simulation (ABS) usually features decision-making entities who
interact with their environment and, directly or indirectly, with one another. When the
decisions of many so-called “agents” are critical to system dynamics, utilizing an ABS ap-
proach for extending standard models would be a good option, but also a computationally
expensive one.

Complicating problem-solving further, many real-world problems, from designing
ships to chemical engineering or saving energy, cannot be neatly simplified into a single
objective to be maximized or minimized [3]. If one option performs worse in all objectives
compared to another option, the first one is “dominated” and would never be worth picking
even when both are feasible. At the same time, it is possible to have two options such that
neither dominates the other; in this scenario, the decision between them is external to the
optimization that produced the options. A collection of all the non-dominated options is
most commonly known as a Pareto front but also as Pareto frontier, and Pareto set [4], and as
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in the two-option case above, does not allow improvements in any objective(s) without
having to suffer a worsening of other objective(s). This presents distinctive challenges [5],
in particular, the need to thoroughly explore a greater proportion of the input space to
generate a Pareto front [6] compared to the single objective problem.

Fortunately, for many optimization problems, a “model of a model”, commonly
referred to as a metamodel, can enable experimentation and thus optimization that is
less costly than directly using a simulation model. Metamodels are “a mathematical
approximation to the implicit input-output function of a simulation model” [7]. They
have been adopted in various domains, and depending on the context are referred to
as surrogate models, response surface models, or proxy models. Some domains have a
rich literature on the use of metamodels within their context [8], but such findings do not
necessarily apply to other domains in terms of the most effective use of a metamodel and
optimizer. A more general way to make comparisons is by using benchmark problems [9]
which may involve a mathematical function [10], domain-specific models [11] or data
sets [12]. However, the issue still remains when moving outside domains or problems
that are “similar” to these, which led to some siloing and duplication of effort in terms of
optimization research in general [13], although there have been efforts to compile this work
in a more practitioner-salient form [14].

1.1. Simulation Optimization

The use of simulation in optimization has a long history of development and deploy-
ment, and there are a variety of simulation-capable or focused platforms. AnyLogic [15,16]
is a popular choice in Operations Research (OR), and options are available for ABS-focused
applications [17]. Platforms with more general capabilities like R [18] can also be employed
in this role.

Simulation-optimizer methodologies (also known as simheuristics or metaheuris-
tics [19]) are the most direct way to employ a simulation model and optimizer to solve
problems, with packages integrating these components like OptQuest and Witness Op-
timizer being commercially available [20] and open-source options such as SimOpt [21]
enabling more user-driven development.

1.2. Metamodeling

When a good balance is struck between efficient exploration of the input space (“learn-
ing” the behavior of the system) and focusing on potential areas of optimization interest,
a metamodel allows to minimize the use of any costly simulation model evaluations,
as described in the work of [22]. Additionally, techniques reviewed by [23] such as vari-
able screening, dimensionality reduction, and use of multiple metamodels can further
extend the legs of metamodels, increasing the number of scenarios where they can be
profitably employed.

Similar to simulation optimization, methodologies employing metamodels and com-
parisons between them exist [24]. However, the points of comparison such as between
setups, problem types and domains, or specifics of the simulation models used differ
between the observed case studies, making it hard to draw fully generalizable conclusions
regarding performance or cost characteristics.

Of course, some domains have long-established and well-explored metamodels. For ex-
ample, the domain of energy prediction models [25] extends standard surrogate energy
prediction models by incorporating household preferences into the underlying simulation
model and using an artificial neural network metamodel. In engineering designs, kringing
regression is popular, as demonstrated in applications such as vacuum/pressure swing
adsorption systems [26]. Polynomial-based surrogates are also seeing advancements in
engineering applications [27]. These are not the only options, as metamodeling does not
have a “one size fits all” methodology. Technique selection comes with various trade-
offs. Ref. [28] compares a number of these trade-offs for the scenario of building design
optimization while [29,30] do the same for the water resources modeling case.
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There is a growing number of studies on deep learning to fully exploit the power of
neural networks. Deep learning has been applied to many real-world problems successfully,
however, two main issues, among others, raised by [31] are relevant to consider. First of
all, deep learning techniques require a large amount of data. As one of the goals of this
work is a methodology that minimizes the use of expensive simulation model evaluation,
gathering this data to train a deep learning system would not be ideal. Secondly, deep
learning models can have high memory and computational requirements. As a result,
while deep learning can provide a high level of flexibility, when simpler metamodels,
where the best is selected from a variety of options, can achieve good final Pareto front
performance, the approach that requires less data and incurs lower computational costs
might be more appropriate.

1.3. Optimizers

Implicit in the above discussion is the need for an optimizer heuristic to decide which
experiments to run and at which level of model; evolutionary methodologies [32] like
genetic algorithms are a popular choice. The ability to algorithmically test and evaluate
various Metamodel Optimizer (MO) pairs would also bring benefits for researchers and
practitioners in terms of reproducibility and avoiding reliance on excessive problem- or
domain-specific tuning; finely tailored heuristics can exhibit improved performance but
with less visible costs of requiring specific knowledge or reducing the generalizability of
the solution method, something pointed out by the review of [13].

1.4. Aim

The aim of this paper is to introduce a comprehensive methodology designed to
facilitate the systematic application and evaluation of metamodeling and optimization
heuristics. While platforms exist to handle setups utilizing metamodels, such as OPTI-
MIZE [33], these focus more on enabling users without specialist optimization knowledge
to employ metamodeling to solve optimization problems. In contrast, our methodology
enables researchers to compare setups experimentally, determining which MO pair is the
best performer at each tested time limit for a given problem, in a way that allows drawing
specific and in some cases general conclusions about the optimal MO pairs.

2. Test Environment and Methods

The primary feature of the test environment is to enable researchers to run exper-
iments on discrete multiple objective optimization problems using a simulation model
and metamodel. These experiments evaluate the relative performance of MO pairs on a
time and solution quality basis. As many such experiments may need to be conducted
and the main goal of employing a metamodel is to economize on simulation model costs,
the test environment utilizes a specific method for generating and storing simulation model
Full Evaluations (FEs), or FE, for all future users. For each problem, corresponding to a
simulation model, an exhaustive list of input-output data (including evaluation times)
allows for faster-than-FE lookup, and reproducible FEs. In addition, this mechanism takes
a stochastic simulation model and provides all future users with a deterministic response
to any set of inputs, namely the mean of the simulation repetitions for that specific set
of inputs.

The components of the test environment interact as illustrated in Figure 1. Notably,
while the external simulation models are evaluated on another platform (AnyLogic or
SimOpt), users will use the FE record, meaning that only R needs to be actively executed for
experiments. This record is separate from what the optimizer has in “memory” for each ex-
periment run, which only consists of FEs it has already requested and “paid for” in terms of
time costs and any Quick Evaluations (QEs) it has made via the latest updated metamodel.
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1: Request FEs
Optimizer FE record

5. Request QEs
(for exploration)

6. Deliver QEs
to Optimizer

2: Deliver FEs
Metamodel to Memory

3. FEs used to update
metamodel

4: Update Pareto front

Memaory
(for current rum)

Figure 1. MO test environment components.

The overall sequence followed to complete an experiment run is as follows:

Optimizer requests FEs;

Requested FEs are delivered to memory;

All FEs in memory are used to update the metamodel;

Optimizer updates its current Pareto front, using all FEs in memory;

Optimizer requests QEs from metamodel (this is an exploration step);

Metamodel delivers QEs to the optimizer;

If any of the QEs would be part of the Pareto front, they will be listed and requested
by returning to step 1.

NS U L=

For each experiment run, the first time step 1 occurs, the FEs requested correspond to
the initial sample. Step 4 can be considered the exploitation step each time it occurs except
the first time, as this is when the Pareto front actually improves. Although QEs are used
to identify potential additions to the Pareto front, the objective values from a QE must be
“confirmed” with FEs for those inputs.

If an experiment run reaches the time limit while going through a list of requested FEs,
only the FEs that would have been done before the time limit can be part of the final Pareto
front. Otherwise, reaching the time limit means that the most recent Pareto front is the one
that is stored and evaluated.

For each problem investigated, a set of experiments is run on the simulation model,
using different combinations of metamodel, optimizer and time limits. Each experiment run
produces a Pareto front as output, which will be stored for later use. Once the experiment
is completed, all Pareto fronts can be evaluated using the metrics detailed below. This

allows the user to compare the evolution of solution quality against the time limit for each
MO pair.

2.1. Metamodels

Two different popular metamodeling methodologies are integrated into the test en-
vironment. The first is based on Gaussian regressions, and the second is using a neural
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network approach. It should be noted that the solution Pareto fronts will only contain
points that have been obtained through FE.

2.1.1. Gaussian Regression (GR) Metamodel

This metamodel employs the “GPFDA” package (https:/ /github.com/gpfda/GPFDA-
dev, accessed on 23 May 2023) for R [34] and treats outputs as independent, though this is
not a restriction on all Gaussian regressions.

For an objective x, the FEs in memory relate values of the objective to values of the in-
puts, so if there are n FEs in memory, we can express Memory = {(x1,t1), (x2,t2),... (xn, tn)}
where ¢; is a vector of input values corresponding to x;.

The Gaussian regression model for x is then:

xi:f(ti)+€i, i=1,...,n

ej ~ i.id.N(0,02%) 1
£() ~ GP(u(.),k(.,.)) where k(t;, t;) = COV(f(k), f(t;))
The mean function used is y(.) = 0, which means the covariance function of a

Gaussian process is the only item that has to be estimated in order to characterize that
Gaussian process.
The Matern covariance function is used here, so:

k(ti, tj) = Uomlﬁ/(tj@) @)

d= |ti — f]'|2
where K, is the modified Bessel function of order v, and v = 1.5 is used.

2.1.2. Neural Network (NN) Metamodel

This metamodel employs the “neuralnet” package (https:/ / github.com /bips-hb/neuralnet,
accessed on 23 May 2023) for R [35] and uses a back propagation algorithm. Specifically, the neu-
ral network used here consists of input neurons xyn,1, Xin2, - - - , XN,y COrresponding to the
inputs, output neurons xoyt,1, Xout,2, - - - » XOUT, 1oy COTTEsponding to the number of ob-
jectives, and np layers of hidden neurons, where x;; correspond to the jth neuron on
the ith hidden layer. Input neurons interact only with neurons on the first hidden layer,
and neurons on each hidden layer interact only with neurons on the following hidden layer,
with neurons on the final hidden layer interacting with the output neurons.

As a result, in a system with Ny hidden layers, where the ith hidden layer has n;
neurons, the value of the first output neuron (dropping the OUT, 1 notation for clarity)

might be expressed as:
n Ny
x = f(wo+ Y wj*xny). 3)
j=1

Every neuron has a weight for each neuron on the previous layer, and a constant
neuron. The weighted sum of neuron values on the previous layer (for output neurons,
the previous layer is the Nyth hidden layer) is the input to f(), the activation function.
In this case, the activation function is the logistic function: f(u) = H% as it gives final
outputs in the interval [0, 1] and the metamodel works on inputs and objectives scaled to
this interval.

In keeping with the design intent to minimally adjust component settings, the main
default options are used for training the model. In particular, the algorithm used is the
resilient backpropagation with weight backtracking by [36] on two layers of hidden neurons
(five in the first layer and three in the second).
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2.2. Optimizers

The two implemented optimizers make use of a metamodel to explore potential solu-
tions before deciding which ones to request FEs for. At the start of each run, the optimizer
starts off with no FEs and thus cannot train a metamodel. This is why the first step for
all optimizers is to draw an initial sample of FEs from the input space in proportion to its
size. For our experiments, the initial sample size is always fixed at 5% of the input space.
Other than this initial sample, optimizers only request FEs for solutions that are expected
to improve their Pareto front. When the time limit is reached, optimizers will stop and
record the Pareto front from all the obtained FEs.

2.2.1. Basic (B) Optimizer
The algorithm is as follows:

Perform initial sampling;

Using the list of all prior FEs, train metamodel;

Populate the full list of candidate solutions by requesting QEs;

Remove all Pareto-dominated solutions to generate a potential Pareto front;

If any solutions of the Pareto front are from a QE, request FEs, store the results and
return to step 2, else;

6.  If all solutions on the Pareto front are from FEs, the optimizer terminates successfully.

AN

If step 6 is reached, the optimizer has no FEs to request. This means there is no new
data to update the metamodel, and as it already in step 3 used the metamodel exhaustively
for QEs, the input space is fully explored. As a result, it will terminate even if the time limit
has not yet been reached.

2.2.2. Genetic Algorithm (GA) Optimizer
The algorithm is as follows:

1.  Perform initial sampling;

Using the list of all prior FEs, train metamodel;

Remove all Pareto-dominated solutions to generate a Pareto front—this is the “parent
population”;

Generate new “children” solutions;

Request QEs for all children solutions;

Generate a new Pareto front from the combined parents and children population;

If any solutions of the Pareto front are from a QE, request FEs, store the results and
return to step 2, else;

8.  If all solutions on the Pareto front are from FEs, return to step 4.

® N

NG

The population for the genetic algorithm consists of all solutions on the Pareto front.
These always consist of FEs. Children are generated by randomly selecting two parent
individuals at random. Each time step 4 occurs, up to twice the number of the parent
population or the number of the initial sample size (whichever is greater) of children will
be generated.

There is a 10% chance for each input to undergo crossover, and a 10% chance for each
input to mutate by 1, subject to input constraints. In step 8, all “children” from the previous
step 4 become part of the next “parent” generation. This optimizer always utilizes the
full allowed time limit, even if it constantly generates new “children” that do not meet
expected improvements.

2.2.3. Normalized Hypervolume

The hypervolume measure is calculated by defining a section of the problem’s output
space bounded by each objective’s minimum and maximum as observed from the optimal
Pareto front, the set A C RY (d is the number of objectives). Any Pareto front is a set
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of points, B, with each point b € B dominating a portion of A, the set D(b,A) C A.
The hypervolume of the Pareto front B is thus:

HVp = A(Upep D(b, A)) 4)

where A is the Lebesgue measure.

The hypervolume measure is normalized by dividing the hypervolume of a Pareto
front by the hypervolume of the optimal Pareto front. The maximum is 1. Thus, a higher
normalized hypervolume indicates a better-quality solution.

2.2.4. Normalized Hausdorff Distance

The Hausdorff distance [37] measures how close two sets are to each other. For finite
sets (which the Pareto fronts here all are due to the discrete problem construction) the
Hausdorff distance between sets X and Y can be expressed as:

disty = max[maxd(x,Y), maxd(y, X)] 5)
xeX yeYy

where d(a, B) is the minimum Euclidean distance between a point 2 and any member of set
B. The Hausdorff distance is normalized by dividing the Hausdorff distance between a
Pareto front and the optimal Pareto front by the maximum Hausdorff distance between
any Pareto front from the experiment set and the optimal Pareto front. The minimum
(between a set and itself) is 0. Thus a lower normalized Hausdorff distance indicates a
better-quality solution.

2.2.5. Normalized Crowding Distance

The crowding distance [38] measures how close points on a Pareto front are to each
other. In the case where there are N, objectives and N;, Points on the Pareto front, every
point on the Pareto front will have a series of rankings (x1, x2, ... Xj oo xN, ) where each X;
is its ranking in objective j (x; € [1,2... Np]). Let I[a].b, b € [1,2... N,] denote the objective
value of element 4 in the ranking corresponding to objective b.

For every non-boundary point (not at the maximum or minimum for any one objective
as observed on the Pareto front) with the per-objective rankings as above, we can define its
crowding distance as:

No I[x;+1]-j — I[x; —1]-]
CDpoint: Z ! !
j=1

(6)

max]- — mmj

where max; and min; are the maximum and minimum values for objective j.

The crowding distance for the whole Pareto front is then calculated as the average
of the crowding distances across all non-boundary points. The crowding distance is
normalized by dividing the crowding distance of a Pareto front by the crowding distance
of the optimal Pareto front. A lower normalized crowding distance implies points on the
Pareto front are closer to one another, which indicates a better-quality solution.

3. Experimentation
3.1. Simulation Models

For our experimentation, we have chosen four OR simulation models as part of the
test environment, which are deployed together with the FE records in the Supplementary
Material: A student services model and a telecom model [39] models—which were run in
AnyLogic as well as a Continuous News Vendor model and a dual sourcing model [21],
which run in the Python-based SimOpt package (https://pypi.org/project/simoptlib/,
accessed on 23 May 2023).
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3.1.1. Student Services Simulation

This model represents a trio of student service centers that face a stochastic distribution
of incoming students in each location. These students require different types of service:
one general service and two specific services. The two objectives being examined are the
total labor costs of hiring three different classes of employees corresponding to service
types (specialists can handle their specific specialist enquiries as well as general enquiries,
while non-specialists can only handle general enquiries) and the total time cost , faced by
students on average.

The student traveling, queuing and service processes correspond to a classic discrete
event simulation with stochastic elements, while the simulation model’s main agent-based
features are the students, using a “smart app” that gives students information about queue
length and average waiting times, allowing them the decision to select between different
centers. A student using the smart app will select the service center with the lowest
expected time cost to them, considering not only the expected queuing times but also travel
time, which depends on the distance of the student from a service center as well as the
student’s travel speed.

Students start in one of three locations, with each location being close to one service
center (5 distance units away) and far from the other two service centers (15 distance units
away). The distribution of student starting locations is not uniform each day, but instead
one service center will see half of the students starting near it, and the other two service
centers will see one quarter of the students starting near each of them. Students have
stochastic travel speeds, with a mean of one distance unit per minute. Even with the smart
app, students do not know the exact time they will be queuing at the time they start, but this
is estimated by multiplying a moving average of waiting times for their enquiry type by
the queue length for their enquiry type at the time they make their decision. The expected
service time after traveling and queuing is the same across all centers for any given student
enquiry type (which they are aware of).

3.1.2. Telecom Simulation

This model is a publicly available AnyLogic example model [39] of a telecom company
operating in a market with competitors. The inputs of interest are call price per minute
and aggressiveness (referring to marketing effectiveness). The objectives of interest are as
follows: voice revenue (which is specific to people paying to make calls), “value added”
service revenue (which covers other items besides calls), as well as aggressiveness itself,
as the cost of the required marketing strategy to reach a certain level of effectiveness is
not represented within the model. In this model, aggressiveness affects the addressable
market share, but users decide which company to support based on the prices they observe.
This behavior is implemented in the model by referencing tables that presumably represent
statistical market research on the probabilities involved.

The Telecom simulation allows for dynamic adjustment of the inputs, which will result
in a transition to a new market equilibrium. For the case study, selected inputs were applied
at the start of the simulation. The experimental inputs do not correspond to the initial
market state. This requires the simulation to be run until it reaches the new equilibrium,
at which time the objectives can be measured.

3.1.3. Continuous News Vendor Simulation

This model is included in the SimOpt distribution and represents a newsvendor who
orders a quantity of stock, and decides on a price to sell it to customers. However, the day’s
demand is randomly drawn from a Burr Type XII distribution, where the cumulative
distribution is given by:

F(x)=1—(1+x%7F @)

with a« =2 and g = 20.
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The two inputs of interest relate to stock quantity and selling price decisions, while
the two objectives of interest are the news vendor’s profits and the quantity of stock
actually sold.

3.1.4. Dual Sourcing Simulation

This model is included in the SimOpt distribution and represents a manufacturing
location purchasing its input via regular or expedited suppliers with different ordering
costs and delays while facing stochastic demand. Regular deliveries cost 100 per unit and
take 2 days to arrive, while expedited deliveries cost 110 per unit but take 0 days to arrive.
One simulation run will simulate 1000 days of operation.

There are storage costs when the location carries stock from one day to the next day,
and a penalty “cost” per unit of shortage whenever there is a lack of stock to meet demand.
Satisfied demand has no benefit other than zero penalty, which implies that location is a
substitute for a cost center that aims to minimize costs and penalties.

The strategy followed by the location can be summarized as follows: It consists of
having two inventory target levels, one for the regular supplier and one for the expedited
supplier. The location will place an order with a specific supplier whenever the stock
level falls below its associated threshold value. Although the goods being ordered are
homogeneous when in stock, goods that are yet to arrive are not considered against the
target level for the expedited supplier as they will only arrive after the expedited delivery.

The two inputs of interest are these two threshold levels. The three objectives of
interest are the three main types of costs to be considered: ordering costs, holding costs
and penalties for running out of stock.

3.2. Procedural Steps

We compare the performance of MO pairs on each simulation model separately,
as each such case study corresponds to a different scenario. There are four scenarios in
total. Each case study used four time limits, so from an optimization standpoint, there
are four problem instances per case study, for sixteen total across all case studies. Each
individual experiment specification is run fifty times with the same setup, as is required for
stochastic experimentation.

More specifically, each case study covers all possible combinations of the following:

*  Two metamodel options (Gaussian regression, Neural network);
*  Two optimizer options (Basic, Genetic algorithm);
¢ Four time limits (as determined for each simulation problem).

The selection of time limits is different for each simulation model. The lowest time
limit corresponds to the time required to carry out the FEs corresponding to the initial
sample. For all experiments, initial sample sizes are 5% of the simulation model’s input
space, although this can be user-defined. The initial sample is uniformly and randomly
distributed via Latin hypercube sampling.

The experiments are run sequentially, from the initial sampling until the time limit is
reached or, for the Basic optimizer only, if the stopping condition is reached before the time
limit. As the test environment uses FE records instead of obtaining objective values from
running the simulation model directly for each required set of inputs, the real-world time
taken for an experiment will be shorter than the time limit, as the time limit accounts for
the full FE time costs. For each completed experiment, the final Pareto front is stored. All
Pareto fronts for a given case study are evaluated as a set, as the metrics used to evaluate
MO pair performance are all normalized.

Three metrics, normalized hypervolume, normalized Hausdorff distance and normal-
ized crowding distance, are used to evaluate the obtained Pareto fronts, which, for consis-
tency, use as a reference the Pareto front generated from the exhaustive FE record. This
optimal Pareto front, corresponding to the specific simulation model problem, remains
the same whenever the simulation model is referenced, ensuring that all metrics have a
common benchmark across different sets of experiments.
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3.3. System Configuration and General Experimental Setup

All experiments were run on a laptop with a dual-core 11th Gen Intel(R) Core(TM)
i5-1135G7 (2.40 GHz, 2.42 GHz) CPU and 20 GB of RAM (Intel, Santa Clara, CA, USA). This
same system was used to generate the FE records.

4. Results

When identifying specific MO pairs, the acronyms for metamodels (Gaussian Regres-
sion: GR, Neural Network: NN) and optimizers (Basic: B, Genetic Algorithm: GA) are used
to identify MO pairs in that order (metamodel optimizer). For example, GR-B corresponds
to experiments using the Gaussian regression metamodel and Basic optimizer.

For each of the four time limits, we identified the best-performing MO pair with
respect to the mean normalized hypervolume, denoted as porm, considering each case
study. We applied a paired Wilcoxon signed-rank test to determine if the best-performing
and each of the other MO pairs have a statistically significant performance difference within
a confidence interval of 95%. Tables 1-4 summarize the results obtained by repeating each
experiment for fifty trials, providing p;orm associated with the standard deviation, indicated
as o- and p-values for each pair-wise statistical performance comparison of the best and
associated MO pairs.

Before we come to presenting the individual results, there is one more point to clarify.
While one would expect the mean quality of Pareto fronts for a given MO pair to always
stagnate or increase with higher time limits, we found that the mean quality in this case
sometimes decreases. The explanation for this behavior is that experiments with different
specified time limits are not direct “progressions” from one another and there is variance
of results, even when individual time limits are higher.

4.1. Student Services Simulation Case Study

As mentioned in Section 3.1.1, the goal of this case study is to optimize the operations
of three student service centers that handle stochastic student arrivals and offer both general
and specialized services. Figure 2 shows the relationship between normalized hypervolume
and time limits for the Student Services problem. The symbols between the two lines of
each MO pair represent the mean value, while the lines represent the limits of the associated
confidence interval. The graph suggests that the Student Services problem is relatively
easy to solve, as all MO pairs, even with low time limits, can achieve a high normalized
hypervolume (above 0.98).

StudentServices

Normalized Hypervolume
0984 0986 0988 0990 0992 0994 0996
!

4 = -+- GRB
e ~he GR-GA
f,/ —#- NN-B
1 - MNN-GA
T T T T
50 75 100 125
Time Limit (s)

Figure 2. Student services experiments—hypervolume evaluation—time series.
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Table 1 summarizes the results for the Student Services experiments based on the mean
normalized hypervolume performance (j0rm5) of each MO pair with the best-performing
one at each time limit. The results show that at the lowest time limit of 50 s, GR-B turns out
to be the best-performing approach while GR-GA delivers a similar performance based on
the statistical test. As the time limit is increased to 75 s, NN-GA becomes the best approach,
where the performance difference is statistically significant with p-values being less than
0.05 when compared to both GR-based methods. NN-B delivers a similar, but slightly
worse performance than NN-GA. As the computational budget is increased further to 100 s
and 125 s, NN-B outperforms the other MO pairs, while NN-GA ranks the second best
method with a similar performance to NN-B, except for 100 s. The GR-B and GR-GA pairs
once again turn out to be the worst methods of all. The performance difference between
NN-B and GR-based methods is statistically significant at the 95% confidence level for the
time limits greater than 50 s. Regardless of the given time limit, all methods produce a
Unorm about 0.99.

Table 1. Student services experiments—normalized hypervolume performance comparison of each
MO pair with the best-performing one at each time limit.

Time Limit (s) MO Pair Hnorm 4 p-Value
50 GR-B 0.991049 323 x 1074 Best
GR-GA 0.990360 235 x 1074 8.61 x 1072
NN-B 0.986146 1.08 x 1073 157 x 1074
NN-GA 0.987603 6.28 x 1074 1.37 x 1075
75 GR-B 0.991151 271 x 1074 3.76 x 1072
GR-GA 0.990927 2.88 x 10~* 8.04 x 1073
NN-B 0.992102 8.78 x 1074 3.97 x 1071
NN-GA 0.992128 474 x 1074 Best
100 GR-B 0.992058 295 x 1074 1.93 x 105
GR-GA 0.991106 3.16 x 1074 1.94 x 1076
NN-B 0.994665 534 x 1074 Best
NN-GA 0.993041 419 x 1074 496 x 1073
125 GR-B 0.991801 292 x 1074 3.17 x 1074
GR-GA 0.990969 252 x 1074 3.94 x 107
NN-B 0.994517 5.65 x 1074 Best
NN-GA 0.994415 3.06 x 1074 1.29 x 1071

One interesting detail is that for the 75 s time limit case, the best Pareto front (Figure 3)
and the worst Pareto front (Figure 4) are both from the NN-B pair, which has the largest
standard deviation across all MO pairs and time limits. The reason for the difference
between them is that the metamodel in the worst case has underestimated the performance
of solutions that would have otherwise been located in the top left corner of the Pareto
front, where wages are low and student inquiry time is high. In this case, that means it had
an excessively high estimate for student time cost or employee wages. The explanation
for this is that the Basic optimizer uses the metamodel evaluations to check every possible
solution and does not identify them as possible candidates for inclusion.

The general pattern of slow improvements in the two Gaussian regression-based pairs,
leading to them being out-performed by the neural network-based pairs is also reflected in
the normalized Hausdorff distance plot in Figure 5.
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Figure 3. Student services experiment—optimal and best Pareto front.
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Figure 4. Student services experiment—optimal and worst Pareto front.
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Figure 5. Student services experiments—Hausdorff distance evaluation—time series.

The crowding distances depicted in Figure 6 confirm the previously identified patterns
of behavior.
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Figure 6. Student services experiments—crowding distance evaluation—time series.

4.2. Telecom Simulation Case Study

As mentioned in Section 3.1.2, the goal of this case study is to optimize the opera-
tions of a telecom company in a competitive market, considering call price, marketing
aggressiveness, and revenue components. There is a dramatic improvement in normalized
hypervolume initially, as well as a later clear separation of performance between the differ-
ent MO pairs seen in Figure 7 which depicts the hypervolume evaluation. For example,
between the two NN-based pairs (and overall between all four pairs) the NN-GA pair
underperforms in terms of not improving from between the time limits of fifty to one
hundred seconds, with the second-worst being the GR-GA pair.
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Figure 7. Telecom experiments—hypervolume evaluation—time series.

Table 2 summarizes the results for the Telecom experiments based on the mean nor-
malized hypervolume performance (p;,0rm5) of each MO pair with the best-performing one
at each time limit. At a time limit of 25 s, the NN-B pair performs the best among all MO
pairs without statistical significance. At the time limits of 50 s, 75 s and 100 s, the “top two
MO pairs” in this Telecom case study are different from the Student Services case study,
as the GR-B pair outperforms the others. For all these increasing time limits, the NN-B pair
delivers a similar performance to GR-B, while the performance differences between GR-B
and both GR-GA and NN-GA pairs are statistically significant having p-values less than
0.05. The pyorm produced by GR-B increases from 0.953 to 0.971 as the time limit is doubled.
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Table 2. Telecom experiments—normalized hypervolume performance comparison of each MO pair
with the best-performing one at each time limit.

Time Limit (s) MO Pair Hnorm o p-Value
25 GR-B 0.890518 4.84 x 1073 6.22 x 1071
GR-GA 0.889344 416 x 1073 9.85 x 1071
NN-B 0.890610 450 x 1073 Best
NN-GA 0.888545 413 x 1073 9.15 x 101
50 GR-B 0.952749 241 x 1073 Best
GR-GA 0.932791 3.53 x 1073 5.26 x 107°
NN-B 0.944377 3.67 x 1073 1.08 x 1071
NN-GA 0.941043 3.70 x 1073 1.60 x 1072
75 GR-B 0.972904 1.56 x 1073 Best
GR-GA 0.955054 2.82 x 1073 1.90 x 107
NN-B 0.965317 3.06 x 1073 6.88 x 1072
NN-GA 0.939940 408 x 1073 1.10 x 10~7
100 GR-B 0.970620 1.71 x 1073 Best
GR-GA 0.957607 292 x 1073 6.67 x 1074
NN-B 0.967764 3.26 x 1073 7.72 x 1071
NN-GA 0.942319 3.62 x 1073 2.67 x 1077

There is a small decrease in mu,orm from a time limit of 75 s to 100 s for GR-B. When
testing if this difference is statistically significant, the p-value is 0.447, so the decrease is not
statistically significant at the 95% confidence level.

Plotting the best-performing Pareto front from the 100 s case in Figure 8 highlights
where losses in quality occur relative to the optimal Pareto front. Where both Pareto fronts
overlap, the color is black, corresponding to the best Pareto front. Thus, any red points
plotted correspond to points only found on the optimal Pareto front. The right-side edge of
the Pareto fronts is where the majority of these points are seen. However, as this best Pareto
front has a high normalized hypervolume of 0.997, the quality losses from not including
the red points are not major, which implies the Pareto front already captures most of the
trade-off solutions by hypervolume.

We can compare the previous situation to the worst-performing 100 s Pareto front
(normalized hypervolume of 0.880) plotted in Figure 9. There is a more visually obvious
presence of red points on the left and right edges of the worst Pareto front.

In this case study, the two best-performing MO pairs are the GR-B and NN-B pairs.
Thus the main decider of performance is the optimizer rather than the metamodel. This
contrasts with the Student Services case where the two best-performing MO pairs are the
NN-B and NN-GA pairs which would suggest the main decider of performance is the
metamodel rather than the optimizer. If we consider the normalized Hausdorff distances
plotted in Figure 10, the two best-performing MO pairs are still the GR-B and NN-B pairs,
but the distinctive under-performance of the NN-GA pair relative to the other three MO
pairs seen in the hypervolume evaluation at time limits of 75 s or 100 s is not observed in
the Hausdorff distance evaluation.

By contrast, when considering the normalized crowding distances plotted in Figure 11,
the GR-GA pair has a noticeably higher crowding distance from the other three MO pairs
at 75 s and 100 s, although as previously noted it is not the worst-performing in the
hypervolume evaluation.
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Figure 8. Telecom experiments—optimal and best Pareto front.
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Figure 9. Telecom experiments—optimal and worst Pareto front.
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Figure 10. Telecom experiments—Hausdorff distance evaluation—time series.

Telecom

-*- GR-B

25

Normalized Crowding Distance

15

25 50 75 100

Time Limit (s)

Figure 11. Telecom experiments—crowding distance evaluation—time series.

4.3. Continuous News Vendor Simulation Case Study

As mentioned in Section 3.1.3, the goal of this case study is to optimize a news
vendor’s stock quantity and selling price, considering random daily demand. In both the
hypervolume evaluation plotted in Figure 12 and the Hausdorff distance evaluation plotted
in Figure 13, the NN-GA pair is a consistent worst-performer when compared to the other

three MO pairs.
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Figure 12. Continuous News Vendor experiments—hypervolume evaluation—time series.
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Figure 13. Continuous News Vendor experiments—Hausdorff distance evaluation—time series.

Table 3 summarises the results from the Continuous News Vendor experiments based
on the mean normalized hypervolume performance (yy0rmS) of each MO pair with the
best-performing one at each time limit. For any given time limit, the GR-B pair outperforms
the rest of the methods. At the 100 s time limit, all methods deliver a similar performance
to GR-B, although their ;oS are slightly worse. This observation persists for the time
limit of 150 s, while NN-GA performs significantly worse than GR-B. As the time limit
increases above 200 s, the performance differences between GR-B and each of the other
MO pairs become statistically significant with p-values less than 0.05, and GR-GA ranks
the second best-performing method among all. The ;01,5 0of GR-B increases from 0.836 to
0.939 as the time limit increases by a factor of 2.5.

Table 3. Continuous News Vendor experiments—normalized hypervolume performance comparison
of each MO pair with the best-performing one at each time limit.

Time Limit (s) MO Pair Hnorm s p-Value

100 GR-B 0.835878 9.33 x 1073 Best
GR-GA 0.811036 117 x 1072 1.45 x 1071
NN-B 0.820163 8.09 x 1073 1.32 x 1071
NN-GA 0.807869 1.20 x 1072 7.89 x 1072

150 GR-B 0.920727 5.03 x 1073 Best
GR-GA 0.918869 4.00 x 1073 496 x 1071
NN-B 0.899821 7.03 x 1073 1.18 x 1072
NN-GA 0.836305 9.49 x 1073 7.18 x 1078

200 GR-B 0.935907 3.00 x 1073 Best
GR-GA 0.921874 395 x 1073 9.02 x 1073
NN-B 0.914207 5.74 x 1073 2.30 x 1073
NN-GA 0.847465 8.43 x 103 291 x 1072

250 GR-B 0.939361 222 x 1073 Best
GR-GA 0.915885 424 x 1073 9.44 x 107°
NN-B 0.907325 9.17 x 103 1.21 x 1073
NN-GA 0.850925 9.84 x 1073 8.26 x 107°

One feature of the Continuous News Vendor optimization problem is that relatively
few sets of inputs will correspond to a point on the Pareto front: an exhaustive search
encompasses 651 potential input combinations of which only eleven make up the op-
timal Pareto front. Solution Pareto fronts had between four to fifteen points across all
the experiments.
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To further analyze the potential effect this causes in solution quality, we consider the
Pareto fronts from experiments with a time limit of 150 s. The best-performing Pareto front
from a 150 s time limit experiment is plotted in Figure 14 (and is from a GR-GA pair) and
can be compared with the best Pareto front from a 150 s time limit experiment specifically
from a NN-GA pair, shown plotted in Figure 15. In these figures, the Pareto front of interest
and the optimal Pareto front from the FE records are plotted, with the dominated area for

each shaded in the appropriate color.
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Figure 14. Continuous News Vendor experiments—optimal and best Pareto front.
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Figure 15. Continuous News Vendor experiments—optimal and best NN-GA Pareto front.

The main area of difference between the two Pareto front solutions is the area cor-
responding to high quantities sold and low profits. To follow up on this, consider the
best NN-GA Pareto front from an experiment with a higher time limit of 250 s plotted
in Figure 16. Although the Pareto front from this experiment captures the corner corre-
sponding to high quantities sold and low profits, it does not capture part of the medium

quantities sold and medium profits area.

These findings can indicate an issue faced by the genetic algorithm optimizer relative
to the Basic optimizer when parent populations are relatively small due to Pareto fronts
having only a few points in them. It is harder to identify ex ante which metamodel would
under-perform in this situation. However, the hypervolume evaluation shows that the
GR-B pair performs the best and the NN-GA pair performs the worst for this problem.
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Figure 16. Continuous News Vendor experiments—optimal and best NN-GA Pareto front.

The crowding distance evaluation plotted in Figure 17 confirms that the NN-GA pair
has the most widely spaced Pareto fronts of the four pairs, while the GR-B has the closest
spacing. Additionally, at a time limit of 250 s, there are GR-B Pareto fronts with normalized
crowding distances below 1.
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Figure 17. Continuous News Vendor experiments—crowding distance evaluation—time series.

4.4. Dual Sourcing Simulation Case Study

As mentioned in Section 3.1.4, the goal of this case study is to minimize costs and
penalties for a manufacturer present in multiple locations, involving procurement from
regular or expedited suppliers with varied costs and delays. The Dual Sourcing experiments
provide an important contrast with those of the Continuous News Vendor, as the proportion
of total input combinations that would be on the Pareto front is much higher (861 of
1681). While solution Pareto fronts have between 383 to 694 points across all experiments,
the hypervolume evaluation plot in Figure 18 shows that all MO pairs perform very well,
similar to what was observed in the Student Services experiments.

Table 4 summarizes the results from the Dual Sourcing experiments based on the mean
normalized hypervolume performance (y,0rmS) of each MO pair with the best-performing
one at each time limit. In all time limits (240 s, 300 s, 360 s and 420 s), GR-B outperforms the
rest of the MO pairs, and this performance variation is statistically significant with p-values

63



Algorithms 2024, 17, 41

less than 0.05. Regardless of the given time limit, all methods produce a high pr; Over
0.99. The yporms produced by GR-B increase slightly from 0.9954 to 0.9997 even if the time
limit is increased by a factor of 1.75.

DualSourcing
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1
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Figure 18. Dual Sourcing experiments—hypervolume evaluation—time series.

Table 4. Dual Sourcing experiments—normalized hypervolume performance comparison of each
MO pair with the best-performing one at each time limit.

Time Limit (s) MO Pair Hnorm o p-Value

240 GR-B 0.995415 6.93 x 1074 Best
GR-GA 0.993214 7.18 x 1074 1.10 x 10~
NN-B 0.992700 532 x 1074 3.49 x 1074
NN-GA 0.991999 1.08 x 1073 6.89 x 107°

300 GR-B 0.997616 222 x 1074 Best
GR-GA 0.995695 317 x 1074 8.17 x 107°
NN-B 0.994081 5.68 x 1074 8.71 x 10~7
NN-GA 0.994431 3.89 x 1074 2.18 x 107

360 GR-B 0.998792 151 x 1074 Best
GR-GA 0.995610 7.16 x 1074 6.25 x 1078
NN-B 0.994595 822 x 1074 9.88 x 108
NN-GA 0.996224 234 x 1074 1.82 x 1078

420 GR-B 0.999778 7.88 x 107° Best
GR-GA 0.997865 2.35 x 1074 8.83 x 10710
NN-B 0.996043 552 x 1074 9.75 x 1077
NN-GA 0.996886 257 x 1074 7.44 x 107°

However, the Hausdorff distance evaluation plotted in Figure 19 suggests a large
relative separation of solution qualities, which is not observed when considering the
normalized hypervolumes. As the Hausdorff distances are normalized, an outlier with a
high pre-normalized value will compress the distribution of normalized values towards
0. In fact, the Student Services experiments may exhibit the compression of normalized
values issue the most, as the highest plotted point in the Hausdorff distance evaluation
plot in Figure 5 which corresponds to the upper confidence interval for NN-GA at the 50 s
time limit is close to 0.3, in contrast to the highest plotted point in the Hausdorff distance
evaluation for the Dual Sourcing case which is 0.8. The definition of the Hausdorff distance
can lead to it being very sensitive to the possibility of a “very bad” solution that is part of a
solution Pareto front leading to a very high distance, even though the corresponding point
in objective space would not greatly affect the front’s measured hypervolume.
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Figure 19. Dual sourcing experiments—Hausdorff distance evaluation—time series.

However, the normalized crowding distances plotted in Figure 20 not only support
a significant improvement in Pareto front quality in terms of density, but the patterns
of relative performance differ between the Hausdorff distance and crowding distance
measures. Taken together, these two suggest that a high level of density is not required to
properly characterize the Pareto front.
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Figure 20. Dual sourcing experiments—crowding distance evaluation—time series.

We can further investigate these features by plotting the best Pareto front obtained from
a 420 s time limit in Figure 21 which has a normalized hypervolume above 0.999 despite
showing a large section of red points that were missed but do not result in significant loss.

Viewing the Pareto front from another angle, as in the plot Figure 22 shows clearly
that the large amount of red points seen previously are very close to (many are exactly
on) the plane of minimum average penalty. In this case study, it is entirely plausible to
have exactly 0 average penalty, as this corresponds to the stock never running out in all
the simulation runs done for the FE. There are also a number of points with very small
average penalties as well for the same reason. Not only does this follow the general pattern
of corners or boundary edges having the majority of “misses” by MO pairs, but in this case,
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the hypervolume loss is so extremely small because only a couple of points already capture
all the relevant space.
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Figure 21. Dual Sourcing experiments—optimal and best Pareto front.
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Figure 22. Dual sourcing experiments—optimal and best Pareto front (alternative angle of view).
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4.5. Best-Performing MO Pair

In Table 5, we provide the ny,s; value which is the number of times that an MO
pair performs the best along with the other top-ranking MO pairs delivering a similar
performance to the best (if there are any) considering all four time limits per case study.

Table 5. Best-performing MO pairs per case study.

Case Study Best MO Pair (s) Npest
Student Services NN-B & NN-GA 3
Telecom GR-B & NN-B 3
Continuous News Vendor GR-B 4
Dual Sourcing GR-B 4

The GR-B pair is the best overall option in three of the four case studies with a total
Npest Value of 11. The Basic optimization method (B) is the winner when compared to the
genetic algorithm metaheuristic, as this method appears as part of the top-ranking MO
pairs in almost all cases.

4.6. Experimental Computational Costs

Table 6 shows the MO Time which is the real-world time taken to run the experiments
on each simulation problem. While this does not include the time taken for the associated
FEs (as these are looked up from the record) the FE times are recorded and “paid for” with
the allowed time limit. As a result, an experiment that is given a time limit of 60 s may run
for 15 s of the user time, and end with 15 s of MO time and 45 s of FE time. The “FE Record
Time” is the time taken to generate the full list of FEs, and helps demonstrate the savings
when many experiments are run. For example, the Student Services experiments took under
6 h, but were able to save an additional 11 h by using the FE records. The gains are largest
in the Dual Sourcing case where a higher proportion of the allowed time limit is spent
on FEs, such that even though time limits are higher for the Dual Sourcing experiments,
the real-world time spent does not increase proportionally.

Table 6. Experimental computational costs.

FE Record Time FE Record Size

Simulation MO Time (min) FE Time (min) (min) (KB)
Student Services 352 672 3.6 13
Telecom 205 557 3.7 21
Continuous
News Vendor 462 1541 24.2 13
Dual Sourcing 337 3981 10.7 40

5. Discussion

In the experimental investigation of four simulation optimization problems, it turned
out that two of them (Student Services and Dual Sourcing) can be considered straightfor-
ward in that all the MO pairs evaluated performed similarly and produced high-quality
Pareto fronts. In the other two (Telecom and Continuous News Vendor), there was more
of a separation of quality with different patterns between the MO pairs evaluated, which
comes from the way in which the metamodels estimate objective values for the inputs
being explored by the optimizers. One can form more intuitive relationships from MO pair
performance patterns to response surface properties than starting from the simulation com-
ponents or domains, as there are only a limited number of MO pair performance patterns.

Ideally, even a problem with a computationally intensive simulation model of interest
would have well-behaved response surfaces, allowing a metamodel to identify areas of
interest quickly and with confidence. This would enable the use of expensive FEs more
sparingly, focusing on those areas of interest identified by the metamodel to maximize
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the precision of the optimization. However, being “well-behaved” is not necessarily a
simple property that would hold for all MO pairs that might be employed. As seen, some
MO pairs may perform better than others for certain problems of interest. Additionally,
multi-domain problems may or may not behave similarly to the problems of any particular
component domain [40].

The application of metamodeling to ABS is currently a topic of great interest and
ongoing research. In the Student Services case study, we showed that despite the agent-
based behavior of the model, it was still able to be solved to a high standard across all
evaluated MO pairs. In fact, for this problem, the agents” decision-making did not lead to a
complex response surface. In contrast, a more challenging problem like the one investigated
in the Continuous News Vendor case study has a simple simulation model but a response
surface that is not equally responsive to different MO pairs.

It is important to note that the FE times are based on a fixed record. However, the time
limit stopping condition treats a second of FE time as equivalent to a second of metamodel
or optimizer time. Therefore, if one runs experiments on problems where records were
generated on a slower system, the faster system will always obtain better quality solutions
within the same time limit, as the faster system has more computational resources. It will
be possible to replicate previous results by creating a different version of the record with
scaled decreased FE times. This will better match what the faster system is experiencing.
Additionally, a smaller time limit can be used in the same proportion. This approach still
allows the user to use records, but avoids having to set up numerous simulation models.

While handy for experimental work like that detailed here, the downside of using an
FE recording approach is that it does introduce an issue if there is a desire to create records
for simulation models with a large input space due to memory constraints. Furthermore,
referencing the records will take longer as they grow in size. This can lead to a memory-
computation cost tradeoff. However, for the simulation models presented in this paper,
the records are small enough so that they do not require a lot of memory to load. The ability
to use records without having to run the underlying simulation model is also a form of ex-
periment enabler, especially if the associated model would otherwise be simply inaccessible.

6. Conclusions

In this paper, we have presented and tested a comprehensive methodology designed
to facilitate the systematic application and evaluation of metamodeling and optimization
heuristics in the form of MO pairs. Our methodology enables researchers to compare setups
experimentally, in a way that allows drawing general conclusions about the optimal MO
pairs. Hence, the aim detailed in Section 1.4 has been fulfilled. The methodology has been
tested with the help of a test environment that allows algorithmic testing and evaluation of
MO pair performance for different types of problems. We have demonstrated its use with
the help of four illustrative case studies. The performance of the different four MO pairings
we tested suggests that patterns of relative performance (and thus the ideal choice) may
differ between different models that they are asked to solve.

By critically assessing our work, we have identified several limitations that will need
further research: (1) Our methodology has not been tested on highly complex models.
(2) Our test cases are limited to the OR domain. (3) Instead of conducting experiments with
different time limits, it may be more efficient to run experiments up to the highest time
limit and use vertical slicing to directly investigate the evolution of Pareto front quality
over time. (4) To evaluate Pareto front quality, we can incorporate additional metrics from
the multiple objective literature to gain further insights into the performance of MO pairs.
(5) The field of metamodeling and optimization offers numerous other metamodels and
optimizers that have not yet been tested.

This presents several opportunities for future work. The most straightforward would
be to increase the number of simulation models, metamodels and optimizers available for
experimentation and performance comparisons. Since simulation models are represented
in the environment by records of their input-objective outcomes (including time taken),
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additional simulation models from other domains and implemented in various simulation
platforms can be integrated into the environment and made accessible for comparison
purposes. Better domain coverage from this can enable testing of generalizability across
a number of domains and problems without having to manage data links to external
simulators for each one.

Additionally, where there are parameters for these components that are currently
treated as fixed across all uses in these case studies, it may be possible to improve a compo-
nent by augmenting them with algorithmic hyper-parameter optimization, although this
is a non-trivial addition when keeping to the design goal of allowing generalizability to
future models. The possibility exists that having a larger variety of less individually optimized
metamodel or optimizer options is more efficient in terms of component-possibility coverage.

Another important aspect that requires further investigation is the question of when
and why simulation models behave similarly in terms of the performance of MO pairs.
While models with similar response surface properties will show similar patterns of MO
pair performance, the question remains of identifying the more abstract properties that
lead to these similarities in the performance of MO pairs. Alternatively, the possibility
of building a selection-type hyperheuristic that explores the space of metamodel and
optimizer selection within the optimization process and selects an optimal pair on the fly
could potentially be more beneficial for practical applications. This approach could also
be generalizable if performance patterns can be detected early enough in the optimization
process to justify allocating computational resources to the hyperheuristic layer, rather than
a simple initial MO pair selection.
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Abstract: This research provides a comprehensive analysis of the dynamic interplay between agent-
based modeling (ABM) and artificial intelligence (AI) through a meticulous bibliometric study. This
study reveals a substantial increase in scholarly interest, particularly post-2006, peaking in 2021 and
2022, indicating a contemporary surge in research on the synergy between Al and ABM. Temporal
trends and fluctuations prompt questions about influencing factors, potentially linked to technological
advancements or shifts in research focus. The sustained increase in citations per document per year
underscores the field’s impact, with the 2021 peak suggesting cumulative influence. Reference
Publication Year Spectroscopy (RPYS) reveals historical patterns, and the recent decline prompts
exploration into shifts in research focus. Lotka’s law is reflected in the author’s contributions,
supported by Pareto analysis. Journal diversity signals extensive exploration of Al applications in
ABM. Identifying impactful journals and clustering them per Bradford’s Law provides insights for
researchers. Global scientific production dominance and regional collaboration maps emphasize the
worldwide landscape. Despite acknowledging limitations, such as citation lag and interdisciplinary
challenges, our study offers a global perspective with implications for future research and as a
resource in the evolving Al and ABM landscape.

Keywords: bibliometric analysis; agent-based modelling; artificial intelligence; complex systems;
RStudio; VOSviewer; Bibliometrix

1. Introduction

In the current era of technology, artificial intelligence (AI) has become a central research
field, significantly influencing numerous scientific disciplines. Simultaneously, agent-
based modeling (ABM) has captured researchers’ attention as a promising framework for
simulating and understanding complex phenomena. In this context, this study proposes
a detailed exploration of the synergies between Al and ABM, conducting an extensive
analysis of the existing scientific literature.

ABM is a powerful simulation technique that characterizes a complex dynamic system
through its interacting entities [1-3]. While ABM provides extensive flexibility for various
applications, the complexity of real-world models necessitates the intensive use of com-
puting resources and significant computational time. However, to mitigate computational
costs, a metamodel can be constructed to provide insights at a less computationally de-
manding level. ABM has a range of applications that can be modeled, such as simulating
emergency evacuation processes [4,5], specific transportation applications [6], modeling
Grey economic systems [7], financial process modeling [8], analyzing financial contagion
effects [9], medicine [10,11], etc.

Although ABM and Al are two distinct fields, they can interconnect through collab-
oration and complement each other in various ways. Thus, a series of interconnected
features can be identified, such as simulating intelligent behavior [2,12,13], flexibility and
adaptability [2,14], interconnection with AI technology [15], decision-making and collective
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intelligence [16], analysis and visualization of complexity [5,17], as well as innovation and
exploration of emergent behaviors in complex systems. Firstly, ABM is considered a model-
ing method specific to economic cybernetics and complex adaptive systems [17,18]. On the
other hand, the complexity of systems, given their dynamic and sometimes unpredictable
nature, and the fact that a complex system is composed of a multitude of entities and agents
that interact, result in a large volume of data. The most useful tools for analyzing this
large volume of data [19], given the current technological and digital era, are provided by
Al algorithms and techniques. The combination of these actions can be achieved through
modeling applications offered by ABM and Al algorithms. In this case, ABM focuses on
simulating the individual behavior of agents or individual entities and their interactions
within the complex system, while Al develops algorithms and models that mimic and
reproduce intelligent behavior through machine learning techniques. Al, especially in
machine learning, focuses on developing models capable of learning and adapting to
new data. By completing this process with ABM, its characteristic flexibility in modeling
complex systems and adaptability to real-time changes are recognized. In essence, ABM
and Al can complement each other in addressing complex problems, bringing together
the advantages of simulating agent-level details and those of automated learning in an
integrated and synergistic manner.

ABM is a simulation and modeling method that is specific to cybernetics [20]. Cyber-
netics is an interdisciplinary science that provides a framework for understanding various
processes and systems in different fields. Al as a field of study, offers machine learning
algorithms that can be used in managing and analyzing large volumes of data and infor-
mation, complementing and seamlessly integrating with the methods and frameworks
provided by cybernetics. Integrating ABM with Al provides new perspectives for study
and applicability in various fields such as sustainable agriculture [21], marketing [22],
education [23], biomedical systems [24], agent behavior [25], management [26], etc.

ABM has the capacity to simulate agent behavior, while the Al approach analyzes
and understands complex patterns, learning from real-time data. Thus, the interconnec-
tion between the two bridges the gap with the aim of contributing to more informed
and efficient decision-making, leading to the development of more flexible and resilient
systems/models. Additionally, Al is employed to analyze large volumes of data, and in
conjunction with modeling individual and collective behavior through ABM, it enables
more accurate forecasting and rapid identification of specific trends [27-29].

Turgut and Bozdag [25], in their study, provided a detailed presentation of the relation-
ship between ML technology and agent-based approaches. Based on their analysis, they
concluded that the main framework researchers can employ to address specific challenges
identified individually in both methods is to use ML models to simulate agent behavior in
their ABMs.

Hu et al. [30] conducted a study in which they examined challenges arising from agent
behavior governed by rules derived from their bounded rationality and data scarcity. The
authors addressed this challenge by incorporating domain expert knowledge with machine
learning techniques.

Other investigations focus on the applicability and interconnection between ABM
and Al in the medical field. For example, in their research, Sivakumar et al. [24] provided
examples of how ABM and ML are integrated into various contexts covering spatial
scales, including multicellular biology. The primary aim of their research was to use
published studies as a guide to identify suitable approaches to machine learning based on
specific types of ABM applications, considering the scale of the biological system and the
characteristics of the available data.

Another study combines ABM with Al by constructing a metamodel that integrates
ABM with random forest regression and neural networks. This approach has highlighted
the benefit of reducing the number of required ABM simulations to validate a model [1].

Models and agent-based simulations are commonly encountered in various fields,
providing a means to study systemic patterns resulting from individual behavior and
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interactions. Achieving the behavioral accuracy required for predictive models represents
one of the significant challenges of ABM, and the use of learning algorithms can contribute
to enhancing this accuracy in behavioral modeling [31].

The primary purpose of this study is to conduct a comprehensive bibliometric analysis
of the utilization of Al in ABM applications. By exploring the existing scholarly literature,
the aim is to identify patterns, trends, and the interconnected landscape between these two
dynamic fields. This investigation seeks to provide insights into the evolution, challenges,
and opportunities at the intersection of Al and ABM, offering a foundation for future
research directions in this interdisciplinary domain. Additionally, our study can make
a significant contribution by highlighting novelties in the field, identifying key research
directions, and providing a comprehensive perspective on the relationship between Al
and ABM. As Donthu et al. [32] suggest, the bibliometric analysis best fits the situations
in which one aims to present the state of intellectual structure and emerging trends in a
research field. The methodology involves a meticulous bibliometric approach, leveraging
a well-established database, namely WoS [33]. Selection criteria include articles related
to ABM and Al, with a focus on titles, abstracts, and keywords. The chosen data set is
then refined through language and document type filters, ensuring a targeted and relevant
sample. The bibliometric analysis utilizes the Bibliometrix platform in RStudio [34] and
VOSviewer software (version 1.6.20) [35], employing techniques such as keyword co-
occurrence clustering and network visualization to unveil patterns and connections within
the literature.

This study innovatively combines bibliometric analysis with the exploration of Al
and ABM, shedding light on the dynamics of these fields through a quantitative lens. The
use of VOSviewer facilitates the visualization of co-occurrences, enabling a more nuanced
interpretation of the relationships and interdependencies present in the literature. This
approach adds a novel dimension to the examination of Al in ABM applications, offering a
systematic and data-driven perspective on the evolution and interconnectedness of these
domains. The value of this study lies in its contribution to the scholarly understanding of
the synergies between Al and ABM. By offering a comprehensive bibliometric overview,
the research provides a valuable resource for scholars, practitioners, and policymakers
interested in the evolving landscape of these interconnected fields. The insights gained
from this analysis can inform future research directions, guide strategic decision-making,
and foster collaboration within the dynamic intersection of Al and ABM.

In addition, the above-mentioned aim, the present study tries to answer the following
research questions:

RQ1: What are the most influential articles in the field of Al utilization in ABM?
RQ2: Who are the most notable authors in the realm of Al utilization in ABM?

RQ3: Which journals have been preferred for papers on Al utilization in ABM?

RQ4: What are the most impactful journals in the field of Al utilization in ABM?
RQ5: Which universities are at the forefront of Al research based on papers published
in ABM?

RQ6: How has scientific production related to Al in ABM evolved over time?

RQ7: What are the characteristics of the collaboration network among authors who
have published in the field of Al in ABM?

This paper is structured into several sections, as follows, aiming to provide a holistic
overview of the utilization of Al in specific applications of ABM. Section 2 presents the
materials and methods underlying the bibliometric analysis. RStudio software, the Bib-
liometrix platform, and VOSviewer will be employed for the stated purpose. Section 3 is
dedicated to the analysis of the dataset, covering articles, sources, authors, and knowledge
status in the field. Section 4 introduces in-depth discussions based on the results obtained in
Section 3, as well as the exploration of potential research limitations. Our study concludes
with Section 5, presenting key findings and outlining future research directions.
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2. Materials and Methods

Bibliometric analysis relies on statistical methodologies and specialized software tools
to extract, process, and interpret data pertaining to scientific output. The primary aim
of this approach is to present an unbiased overview of the progression within a research
field, delineate the contributions made by authors or institutions, and pinpoint potential
directions for future research. In our bibliometric analysis, we utilized the R Studio soft-
ware, incorporating the bibliometrix package and the “biblioshiny()” function [34]. The
“biblioshiny()” function, as outlined in [34,36,37], furnishes a diverse set of functionalities
for our intended bibliometric analysis. It enables the extraction of bibliometric data from
various sources like Scopus and WoS, generates key bibliometric indicators (e.g., publi-
cation count, H-index, citation count), facilitates comparative analyses, and supports the
visualization of results through interactive graphics such as network maps, diagrams, and
geographic maps. Additionally, it provides the capability to export these results for further
use and dissemination. To guarantee transparency and structure in implementing the re-
search [38], we delineated the stages of the methodological process following the guidelines
put forth by Zupic and Carter [39]. The authors have outlined a procedural workflow for
executing scientific mapping studies within the realms of management and organization.
From this point of view, the process we will follow in conducting the bibliometric analysis
will be as presented below, adapted from Torres Silva et al. [38] and Zupic and Carter [39].

Step 1. Study design: The data selection process is a crucial step in refining the dataset
for further exploration. Each stage aims to obtain a set of articles relevant to our study
on ABM applications and Al The keywords used in Table 1 were chosen to cover key
aspects of this study domain, ensuring precise and specific coverage. Our study explores
the interaction between two distinct research fields: Al and agent-based models, and
the chosen keywords reflect the interdisciplinary complexity of our topic. Additionally,
the selected keywords stem from our main research question: How can Al be utilized in
ABM applications?

Step 2. Synthesis of Bibliometric Data: Regarding this step in the process, the bib-
liometric database WoS was chosen, and various queries were conducted based on the
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following keywords: “agent-based modeling”, “agent-based modelling”, “agent-based
model”, “agent-based models”, “artificial intelligence”, “machine learning”, and “deep
learning”. These key concepts were searched in the title, abstract, and keywords of articles,
covering the period from 2000 to 2022. The 22-year period chosen for our study acknowl-
edges the swift and substantial evolution witnessed in the field of Al during the past two
decades. Our selected time frame encapsulates the era when Al emerged as a prominent
domain for research and development [40]. Additionally, significant technological progress,
changes in research methodologies, and the advent of new paradigms have prominently
characterized recent decades [41]. These factors, which have influenced our decision re-
garding the time frame, are also underscored in the 2020 technical report issued by the
European Commission [42]. Subsequently, only article-type queries written in English as an
internationally recognized language were retained. This stage will be extensively described
in the interpretation of Table 1.

Regarding the dataset extraction, it shall be stated that the WoS platform offers, based
on subscription, personalized access to data. As a result, as Liu [43] and Liu [44] observed,
the results of the bibliometric analysis are highly dependent on the user’s access to the ten
indexes offered by the WoS. In this context, the authors recommend that the bibliometric
papers clearly state the access the users had to the index offered by WoS [43,44].

Furthermore, the choice for the WoS platform has been substantiated by the fact—
also highlighted in the scientific literature—that it offers extensive coverage of a broad
array of disciplines while being recognized as a platform with a strong reputation by the
scientific community [45-47]. Nevertheless, WoS is one of the few platforms on which both
Bibliometrix and VOSviewer offer a data reading option for the datasets extracted based on
the search criteria [34,48,49].
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Table 1. Data selection steps.

Exploration . . e Query
Steps Applied Filters Description Query Number Count
Contains one of the (((TT = (“agent-based modghn;g, )) OR
TI = (“agent-based modelling”)) OR
agent-based o based model”)) OR #1 5135
modeling-specific keywords TT'=("agent-based model”)
TI = (“agent-based models”)
Contains one of the artificial ~ ((TI = (artificial_intelligence)) OR
1 Title intelligence-specific TI = (machine_learning)) OR #2 211,005
keywords TI = (deep_learning)
Contains the agent-based
modeling and artificial
. . i #1 AND #2 #3 25
intelligence-specific
keywords
Contains one of the ((AB = (“agent-based mod.elmlig )) OR
AB = (“agent-based modelling”)) OR
agent-based o L, #4 11,173
modeling-specific keywords AB = ("agent-based model”)) OR
AB = (“agent-based models”)
Contains one of the artificial ~ ((AB = (artificial_intelligence)) OR
2 Abstract intelligence-specific AB = (machine_learning)) OR #5 470,238
keywords AB = (deep_learning)
Contains the agent-based
modeling and artificial
. . Co #4 AND #5 #6 257
intelligence-specific
keywords
Contains one of the (((AK 7 (“agent-based mod{ehn’ig )) OR
AK = (“agent-based modelling”)) OR
agent-based o . #7 8868
modeling- {fic kevword AK = (“agent-based model”)) OR
OACINg-SpeCIlic Keywords g = (“agent-based models”)
Contains one of the artificial ~((AK = (artificial_intelligence)) OR
3 Keywords intelligence-specific AK = (machine_learning)) OR #8 305,228
keywords AK = (deep_learning)
Contains the agent-based
modeling and artificial
. . co #7 AND #8 #9 134
intelligence-specific
keywords
. Contains one of the artificial
4 Title/Abstract/ 5\ ligence-specific #3 OR #6 OR #9 #10 344
Keywords K
eywords
5 Language Limit to English (#10) AND LA = (English) #11 340
6 Document Type Limit to Article (#11) AND DT = (Article) #12 226
7 Year published Exclude 2023 (#12) NOT PY = (2023) #13 180
Exclude 2024 (#13) NOT PY = (2024) #14 180

”

Moreover, it should be stated that the classification of the papers into the “article
category by the WoS platform follows the description provided by Donner [50]. The
author states that an article is considered a report of original research with no predefined
length, which features the use of meta-analysis. Following the description provided
by WoS regarding the inclusion of scientific papers in the article category, it should be
noted that the platform mentions that research papers, brief communications, technical
notes, chronologies, full papers, and case reports that were published in a journal and/or
presented at a symposium/conference are included in this category, explicitly stating that
proceedings papers are included in both the article and the proceedings papers category [51].
Also, Donner [50] highlights that, in the field of scientometrics, it is important to clearly
differentiate among various types of documents when conducting the analysis, as each
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type of document generates a specific citation distribution that is highly connected to the
purpose and content of the document type.

Step 3. Analysis: The third stage involved using the bibliometric software Biblioshiny
from RStudio’s Bibliometrix package. The data extracted from WoS was downloaded
in BibTeX format, and the cleaning stage was verified in RStudio v2023.09.1+494.pro2,
Bibliometrix R (version 4.3.2). No additional exclusions were necessary at this stage.

Step 4. Visualization: In the visualization stage, graphical methods were used to
prepare the analysis of sources, authors, and the literature.

Step 5. Interpretation: In the final stage, we utilize the graphical representations from
step 4 and describe and interpret the results.

Table 1 summarizes the queries and steps we conducted to build the database. We
utilized the WoS [33] platform to retrieve papers related to ABM and Al The analysis
unfolds in several stages, emphasizing a meticulous process for identifying pertinent
works. Titles, abstracts, and keywords are employed to encompass diverse aspects of each
paper. The initial step defines the keywords identified in the titles.

Table 1 delineates the methodological steps taken in the data selection process during
the exploration phase on the WoS. This systematic approach aims to refine the dataset
progressively, ensuring relevance to our study on applications of ABM and Al

e  Step 1. Title exploration: This stage focuses on identifying articles with titles relevant
to ABM and Al, providing an initial delimitation of the dataset. Queries #1 and #2
focus on titles containing keywords related to ABM and Al, respectively. Following
these queries, 5135 articles with terms specific to ABM in the title and 211,005 articles
with terms specific to Al in the title were identified. Query #3 combines these aspects,
refining the search.

e  Step 2. Abstract exploration: This stage adds relevance by identifying articles with key
terms in the abstract and amplifying details about their content. Queries #4 and #5
target abstracts with specific keywords. A total of 11,173 articles with terms specific to
ABM in the abstract were obtained, along with a substantial number of 470,238 articles
with terms specific to Al in the abstract. Query #6 combines ABM and Al criteria from
the abstracts.

e Step 3. Keyword exploration: Identifying keyword-based articles consolidates the
selection of papers that specifically address the key concepts of the research. Queries
#7 and #8 concentrate on keywords associated with ABM and Al Query #9 combines
these keyword criteria. This query focuses on articles that contain both ABM and
Al-specific keywords in the keywords section. A total of 134 articles were identified
based on this query, providing insights into publications that simultaneously address
both ABM and Al in their keyword content. This step further refines the dataset,
capturing articles that explicitly mention both key aspects in their keywords.

e  Step 4. Title/ Abstract/Keywords exploration: This stage combines relevant selec-
tion criteria to obtain a narrower and more focused subset of articles. Query #10
consolidates the Al-specific keywords from previous queries. A total of 344 arti-
cles with specific terms related to Al were identified, consolidating the criteria from
previous steps.

e  Step 5. Language restriction: By limiting it to the English language, we ensure that the
included articles are accessible and easily comparable, having a broader international
circulation. Query #11 limits results to English publications from the refined set. The
results were narrowed down to 340 articles written in English.

e  Step 6. Document type restriction: This restriction ensures that the analysis focuses on
articles, excluding other types of documents that may contain irrelevant information
for this study’s purpose. Query #12 narrows down the dataset to articles. A total of
226 articles were selected to be consistent with the scope of our study.

e  Step 7. Year published restriction: This stage ensures a focus on articles published
during the relevant period for this study, preemptively eliminating materials that
could negatively influence the results. Queries #13 and #14 exclude publications from
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the years 2023 and 2024, respectively. A total of 46 articles were removed, leaving our
final database with 180 articles that will be used in the analysis.

This methodical process ensures that the dataset used for our bibliometric analysis is
both comprehensive and relevant to the intersection of ABM and Al The sequential queries
help filter articles based on titles, abstracts, keywords, language, document type, and
publication years, contributing to the robustness and specificity of our bibliometric study.

The resulting dataset, comprising 180 articles related to Al utilization in ABM, is
close to the recommendations from the field related to the size of the data sample [52].
Furthermore, as the purpose of the dataset collection step was to extract all the papers
indexed in WoS pertaining to Al utilization in ABM, no further actions were needed to be
taken for expanding the dataset as, in this paper, we are not working with small or fractional
parts of research output. As Rogers et al. [52] suggested, in cases where the bibliometric
analysis uses an approach that relies on small or fractional parts of the researcher’s output,
one should pay more attention to the size of the dataset, as there might be cases in which
the extracted dataset does not accurately represent the average.

To ensure understanding and clarity of the methodological steps undertaken, Figure 1
describes each step that we will apply in our study. Considering the research questions
outlined in this study’s introduction, the initial step in constructing the methodological
flow involves outlining the research framework. Subsequently, the queries from Table 1
are employed to extract the database, and the RStudio software is utilized to generate the
graphs that will be visualized and interpreted.

Step I. Research Framework

RQ1: What are the most influential articles in the field of AT utilization in ABM?

RQ2: Who are the most notable authors in the realm of Al utilization in ABM?

RQ3: Which journals have been preferred for papers on Al utilization in ABM?

RQ4: What are the most impactful journals in the field of Al utilization in ABM?

RQ5: Which universities are at the forefront of Al research based on papers published in ABM?
RQ6: How has scientific production related to AIin ABM evolved over time?

RQ7: What are the characteristics of the collaboration network among authors who have
published in the field of Alin ABM?

Step IL Assembling Bibliographic Metrics

1. Bibliometric database - Web of Science, Scopus
2 filtering and ing - Keyword:

ageni-based models ; “artificial iniellig

)

ng”: “agemi-based modelling
deep learning

IL 2.2 Filter1

—*
- Language: Limit to English — 340 documents
IL. 2.1 Export data A
Step IIL Bibliometric Analytics
Keywords (article title, abstract, keywords) - 344 11.2.3 Filter 2
documents | o - N — RStudio, Bibliometrix package (<<biblioshiny>)
Filters: a) Title - 25 doct Document type: Limit to Article - 226 documents K e
b) Abstra

) Keywords — 134 documents

IL2.4 Filter 3

Year published: Exclude 2024 and 2023 - 180 documents

Step I'V. Visualization

Dataset Analysis:

a) Dataset overview

L

Step V. Interpretation

Describe and interpret the results,

Figure 1. Methodological flow.
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In the section related to mixed analysis, the interconnections between various analyzed
elements, such as authors and keywords from our bibliometric dataset, have been discussed.
For this purpose, we used the VOSviewer software, a specialized tool for analyzing and
visualizing networks in bibliometric data [53]. VOSviewer, initially created in 2010 by
Nees Jan van Eck and Ludo Waltman [54] at Leiden University’s Centre for Science and
Technology Studies (CWTS), is a software tool designed for generating maps using network
data and for visualizing and exploring these maps. The application allows users to create
graphical visualizations of networks, highlighting the connections between the analyzed
elements. Additionally, it is useful for identifying and highlighting clusters or groups
of elements that are closely related within the dataset. VOSviewer is widely used in the
academic community [55-58] to understand and graphically represent scientific information
networks, facilitating the identification of trends, connections, and patterns in the literature.

3. Dataset Analysis

The analyzed papers were sourced from the WoS database and pertain to the fields of
ABM and Al. Subsequent sections delve into discussions regarding their origins, authors,
citations, literature analysis, and a mixed analysis.

3.1. Dataset Overview

Table 2 summarizes the main information in the utilized database. The bibliometric
analysis spans an extended timeframe, ranging from 2000 to 2022, providing insights into
the evolution of research over at least two decades. Data from 146 different sources were
analyzed, indicating the diversity of resources and information used in the bibliographic
research. The analysis contains a total of 180 documents, with an average publication age
of approximately 18.26 years, suggesting the inclusion of older documents with enduring
influence and relevance. Each analyzed document received an average of 16.02 citations,
serving as a measure of its impact and recognition within the scientific community. The
average citations per year per document stand at 5.14, offering a perspective on the fre-
quency of citations each year. The analysis involved a total of 8862 bibliographic references,
highlighting the breadth of information sources and connections to other works in the
respective field. All this information provides a robust foundation for understanding the
context and impact of the conducted bibliometric research.

Table 2. Main information about WoS data.

Indicator Value
Timespan 2000:2022
Sources 146
Documents 180
Average years from publication 18.26
Average citations per document 16.02
Average citations per year per document 5.14
References 8862

The annual evolution of scientific production regarding the use of Al in ABM applica-
tions in Figure 2 shows a significant upward trend in recent years.

It is observed that, during the period 20002005, there is a low fluctuation, with certain
years where scientific production is minimal or nonexistent. From 2006 to 2008, there was a
significant increase, with production doubling or tripling from year to year. In the following
years, 2009-2015, there is a certain stability, with moderate variations in annual production.
From 2016 onward, constant growth is noted, with a significant accentuation in 2019 and
2020. The years 2021 and 2022 stand out as the most prolific, with a significant explosion in
scientific production, reaching a peak in 2021 with 42 papers and maintaining a high level
in 2022 with 40 papers. This evolution indicates an intensification of interest and activity in
the analyzed field in recent years, with a strong concentration, especially in 2021 and 2022.

79



Algorithms

2024,17,21

Articles

Citations

The evolution of the number of citations indicates a significant growth trend in the
first two decades of bibliometric analysis, with an initial fluctuation in the first five years
of the analysis, according to Figure 3. Starting in 2006, a steady increase was observed,
reaching a peak in 2021 with an average of 42 papers cited 3.15 times per year. The year
2022 maintains a high level, with 40 papers cited on average 1.96 times per year. This
evolution suggests an intensification of interest and activity in the analyzed field, with a
strong focus, particularly in 2021 and 2022.

2000
2002
2004
2006
2008
2010
2012
2014
2016
2018
2020
2022

Year

Figure 2. Annual scientific production evolution.

2000 2003 2006 2008 2010 2012 2014 2016 2018 2020 2022
Year

Figure 3. Annual average article citations per year evolution.
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According to Table 3, the database used contains 471 additional keywords and 649 au-
thor’s keywords, indicating a rich and diverse range of terms associated with the docu-
ments. This suggests a wide variety of subjects and topics covered in the research literature.

Table 3. Document contents.

Indicator Value
Keywords plus 471
Author’s keywords 649

Bornmann and Marx [59] proposed a specific new form of cited reference analysis.
This new form was named Reference Publication Year Spectroscopy (RPYS) [60]. The most
frequent applications of RPYS include discovering seminal papers and the historical roots
of papers published in a journal, on a specific topic, or by a researcher. In other words, a
graphical representation of the RPYs against the number of cited references shows early
peaks where historical roots can be identified.

References to spectroscopy indicate a significant evolution in citations over time, with
certain periods of stability and remarkable growth. As observed in Figure 4, in the early
decades of the 19th century, citations were minimal but gradually began to increase in the
1870s. In the 1920s, we observed a slight growth followed by fluctuations in the interwar
period. After the 1950s, the number of citations steadily increased, peaking in the 1980s
and 1990s. In the 21st century, despite ongoing significant activity, there has been a notable
decline in recent years. This evolution may suggest changes in the interest and relevance of
research in the field of spectroscopy.

1857
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Number of Cited References (black line) - Deviation from the 5-Year Median (red line)

Figure 4. Citation evolution: A reference spectroscopy journey.

According to Table 4, the dataset involves contributions from a total of 573 authors.
Out of these, 16 authors have produced single-authored documents, while the majority,
557 authors, have contributed to multi-authored documents. This diversity in authorship
suggests a collaborative and varied research landscape within the analyzed publications.
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% of Authors

50

Table 4. Authors.

Indicator Value
Authors 573
Authors of single-authored documents 16
Authors of multi-authored documents 557

Lotka’s Law is a bibliometric principle used to analyze author productivity based on
the distribution of the number of documents written by authors [61]. According to Figure 5,
the majority of authors have written only one document, constituting approximately 93.5%
of the total. The solid lines represent authors who have produced a significant number
of works in the researched field, indicating prolific authors or those with a substantial
contribution to the literature. On the other hand, the dashed lines represent authors who
have contributed fewer works, indicating researchers with less activity in this field. There
are 27 authors who have written two documents, making up about 4.7% of the authors.
This distribution follows Lotka’s Law, which suggests that a small percentage of authors
contribute the majority of documents, while a larger proportion of authors contribute fewer
documents [62].

0.0

Documents written

25 5.0 7.5

Figure 5. Authorship insights: unveiling Lotka’s Law Dynamics.

Table 5 provides information about author collaboration in this study. The number
of single-authored documents is 16, with an average of approximately 3.49 co-authors per
document. The collaboration index is 31.11, indicating a significant level of collaboration
among authors in the production of documents.

Table 5. Authors collaboration.

Indicator Value
Single-authored documents 16
Co-authors per document 3.49
Collaboration index 31.11
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3.2. Sources

Regarding the bibliometric analysis of sources, Bibliometrix offers the possibility to
conduct analyses based on the most relevant sources, most locally cited sources, Bradford’s
Law, sources’ local impact, and sources’ production over time. Figure 6 presents the analysis
of the top 20 most relevant journals.

N. of Dozcumen\s
Figure 6. Top 20 most relevant journals.

The analysis of the top 20 most relevant journals in the context of our research pro-
vides insights into the key journals contributing to the field, indicating the diversity and
significance of research across various platforms. The top 20 most relevant journals span a
diverse range of disciplines, indicating the interdisciplinary nature of research in Al and
ABM applications. Journals such as Journal of Economic Dynamics & Control, PLOS ONE, and
Transportation Research Part C-Emerging Technologies appear to be prominent contributors.
The variety of journals with multiple articles suggests a broad exploration of Al applica-
tions in ABM, covering economic dynamics, control, emerging technologies, computational
economics, and more. This diversity signifies a comprehensive examination of the subject
matter. Journals like Journal of Economic Dynamics & Control and PLOS ONE are notable for
having a higher number of articles, indicating a sustained interest and significant contribu-
tions in these outlets. Journals such as IEEE Transactions on Computational Social Systems
highlight engagement with cutting-edge platforms, showcasing an awareness of emerging
technologies and social aspects in computational systems. The presence of journals like
Ecological Modelling and Frontiers in Physiology indicates a cross-disciplinary exploration,
showcasing the broader impact of Al and ABM beyond traditional domains.

Bradford’s Law on Source Clustering categorizes journals into different zones based
on the distribution of articles (Figure 7).
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Figure 7. Bradford’s law on source clustering.

Journals in Zone 1 have the highest productivity and contribute significantly to the
research field. Notable journals include “Journal of Economic Dynamics and Control”,
“PLOS ONE”, and “Transportation Research Part C-Emerging Technologies”. These journals
have a high frequency of articles, indicating a concentrated focus on the chosen research
topic. Journals in Zone 2 have moderate productivity, contributing less than the top
journals but still making a substantial impact. Examples include “Administrative Sciences”,
“Advances in Complex Systems”, and “Applied Energy”. This zone represents a middle
ground in terms of research output. Journals in zone 3 have lower productivity compared
to zones 1 and 2. They cover a wide range of topics and may not be as central to the core
research focus. Examples include International Journal of Health Geographics, Sensors, and
SoftwareX.

Source Local Impact, based on the H-index, highlights the relative impact of various
sources (journals) based on the H-index. The H-index represents the number of articles
from a source that have at least H citations each. As seen in Figure 8, for example, the
journal Transportation Research Part C-Emerging Technologies has an H-index of 4, meaning
there are 4 articles with at least 4 citations each. PLOS ONE has an H-index of 3, indicating
there are 3 articles with at least 3 citations each. This analysis provides a quick overview of
the relative impact of each source, considering both the number of articles and citations. A
higher H-index suggests a more significant influence in the scientific community.

The Sources” Production over Time analyzes the evolution of the number of articles
published in various journals over the years. In this context, we can focus on several notable
observations (Figure 9):

e Journal of Economic Dynamics & Control, PLOS ONE, and Transportation Research Part
C-Emerging Technologies have shown consistent growth in production since 2008 and
have maintained a significant level in recent years;

e  The year 2012 marked a significant increase in article production for many of the listed
sources, such as Physica A-Statistical Mechanics and its Applications, Applied Sciences-
Based, and IEEE Transactions on Computational Social Systems;

e  Asignificant number of sources have recorded steady growth in recent years, including
Sustainability, Sustainable Cities and Society, and the Journal of Building Engineering;

e  After 2020, most sources seem to maintain a high level of production, suggesting a
continued interest in the fields covered by these journals.
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Figure 9. Journals’ growth (cumulative) based on the number of papers.

3.3. Authors

When it comes to author analysis, the most relevant authors will be examined, includ-
ing the top 20 authors’ production over time, the top 20 most relevant affiliations, and the
top 20 most relevant corresponding author’s countries.

Regarding the top 20 relevant authors, according to Figure 10, An G. stands out with
8 articles, followed by Filatova T., Li X., and Malleson N. with 4 articles each.
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Figure 10. Top-20 authors based on number of documents.

In Figure 11, we display the publication frequency of various authors across different
years. For example, Abdulkareem S.A. has published three articles, one in each of the years
2018, 2019, and 2020. The author has received 13 citations, with a yearly citation average
of 2.16. Additionally, author An G. has published 8 articles, one of which was cited in
2019 a total of 30 times, averaging 2 citations per year. In 2017, there was an article with
20 citations, and in 2018, there was another article with 19 citations. Similarly, in 2019,
another article had a total of 13 citations. In 2021, An G. published 4 articles, accumulating
a total of 16 citations, with an average yearly citation of 5.33.

In the context of our study, the most relevant affiliations, based on the number of
articles, are represented in Figure 12. These affiliations have shown significant productivity
in the fields of Al and ABM, contributing to the breadth and depth of research on the subject.

In the context of our research, focusing on the use of Al in ABM applications, the most
relevant countries, based on the number of articles and various metrics, are represented in
Figure 13.

These countries, particularly the USA, China, UK, Canada, and Germany, have demon-
strated notable contributions to research in the fields of AI and ABM. The SCP (single
country publications) and MCP (multiple country publications) metrics provide insights
into the collaborative nature of publications, and the frequency and MCP ratio offer addi-
tional perspectives on the distribution and collaboration patterns.

The map in Figure 14 illustrates the distribution of scientific production across var-
ious countries. The intensity of the blue color on the map corresponds to the volume of
scientific production for each country. A darker shade of blue indicates a higher number
of publications, while a lighter shade represents a lower number of publications. In this
visual representation, the color gradient serves as a quick reference to assess the relative
research output across different countries. It is evident that certain countries dominate the
research landscape, while others make more modest contributions. Additionally, regional
trends and relationships between regions can be observed based on the frequency of scien-
tific production. Furthermore, it is notable that the USA dominates scientific production,
indicating a significant contribution to global research.
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In order to analyze and classify the data underlying Figure 13, a Pareto ABC Diagram
was created. This method is based on Pareto’s Principle, which states that, in many situa-
tions, approximately 80% of results come from 20% of causes [63]. In the context of Pareto
ABC analysis, this means that a small number of elements contribute significantly to the
total, while the majority of elements contribute less. The primary objective of ABC analysis
is to prioritize stringent control for class A items, implement less rigorous control for class
B items, and exert minimal control for class C items [64]. According to the representation
in Figure 15, class A represents 81% of the contribution to global scientific production. This
category includes countries such as the USA, UK, China, Canada, Germany, and Saudi
Arabia, and they are the most important countries in this field. Special attention should
be given to collaborations, resource exchange, and partnerships to maintain and enhance
their impact. Class B contributes 15%, including countries like Poland, Singapore, Spain,
Belgium, and Mexico. Although these countries do not have as significant a contribution
as those in class A, they remain important for the diversity and amplification of scien-
tific research. Collaborations and information exchange with these countries can bring
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substantial benefits, even if not as substantial as those in class A. Class C has a contribu-
tion of approximately 4% and includes countries such as Bulgaria, Norway, or Portugal.
These countries have a smaller contribution to global scientific production but can still
play an important role regionally or in specific research areas. Cooperation with these
countries could bring benefits in developing more specialized research fields or improving
regional collaborations.
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Figure 13. Top-20 most relevant corresponding author’s country.

In Figure 16, the top 20 countries are represented based on the total number of citations.
Thus, it is observed that the USA has the highest total number of citations (1153) and the
highest average citations per article (24.00), indicating a robust and impactful scientific
production. The United Kingdom follows with a total of 266 citations and an average of
20.50 citations per article. Switzerland has fewer total citations (181) but a higher average
(25.90) compared to other countries, suggesting a high impact per article. Countries like
Serbia and Senegal have a relatively small number of articles but a high average number
of citations per article, indicating that their research has a significant impact despite the
smaller volume.

The map of collaborations between countries can be interpreted by analyzing the
frequency of collaborations between different pairs of countries. Specifically, it is important
to observe which countries collaborate most frequently and in what contexts. According to
Figure 17, the following observations can be made:

e Collaborations between European countries are evident, with multiple connections
between Belgium, Finland, France, Germany, the Netherlands, Spain, and Switzerland;

e The USA has frequent collaborations with Canada, the United Kingdom, and
Switzerland;

e  Asian countries, such as China and Korea, have connections among themselves and
with European countries;

e  Regarding region-to-region collaborations, countries from a specific region collaborate
with each other, such as Finland with Sweden and Denmark or China with Japan
and Korea;

e  From the perspective of interspecific collaboration, there are collaborations between
countries with different geographical and cultural perspectives, such as Australia and
Iraq or Brazil and China;
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e Intense collaborations are represented by higher frequencies. For example, the USA
collaborates frequently with the United Kingdom and Switzerland.

Figure 14. Scientific production based on country.
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Figure 15. Global Scientific Production represented based on the Pareto distribution.
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This collaboration map can suggest common research areas or interests between
countries, highlighting networks of researchers and international partnerships.

Regarding the author collaboration network, Figure 18 represents the network with the
top 50 authors who have collaborated. The lines or connections between nodes represent
collaborations, and the more internal the collaboration, the more connections there are
between two authors. Larger nodes represent authors who have made a more significant
contribution. Our network has been divided into 11 clusters, each of them having a different
color, indicating intensive collaborations within these groups.
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3.4. Analysis of Literature

Regarding the state of knowledge in the field, the following analyses provide an
overview of the scientific landscape and previous contributions in the analyzed domain. In
the context of our research, the current state of knowledge indicates a dynamic intersection
between two evolving domains: Al and ABM. This exploration reflects a contemporary
interest in leveraging advanced Al techniques within ABM, opening up potential new direc-
tions for modeling and simulation across various fields. This convergence marks a frontier
where traditional ABM methodologies meet advanced Al technologies, promising a more
realistic, adaptable model with enhanced predictive capabilities. The synergy between Al
and ABM holds the potential to address complex systems with greater fidelity, enabling
researchers to simulate and understand intricate real-world scenarios with increased preci-
sion. As researchers delve into this interdisciplinary realm, challenges and opportunities
emerge. Original contributions in this direction may involve refining existing Al algorithms
for ABM contexts, adapting ABM paradigms to harness the learning capabilities of Al,
and identifying novel applications that can benefit from this amalgamation. For instance,
Taghikhah et al. [28] address the challenges associated with explaining the structure and
performance of agent-based models (ABM) in the quantitative social sciences. The authors
propose an innovative approach that utilizes Al for both constructing models from data and
enhancing the way we communicate these models to stakeholders. While machine learning
is actively employed for data preprocessing, this study introduces, for the first time, its
use to facilitate the direct development of a simulation model from data. The proposed
framework, ML-ABM, is designed to capture causality and feedback loops in complex
and nonlinear systems while maintaining transparency for stakeholders [28]. The authors
argue that their approach not only leads to the creation of a behavioral ABM but also
unveils the internal workings of empirical models, traditionally considered “black boxes”.
They suggest that integrating Al into simulation practices can bring a new dimension to
modeling and provide valuable insights for future applications.

Platas-Lopez et al. [65] explore the integration of Machine Learning (ML) techniques
into ABM to enhance the design and analysis of models. The authors propose an exten-
sion of the Overview, Design Concepts, and Details (ODD) protocol to standardize the
description of ML applications within ABM. The extension categorizes the use of ML based
on various factors, facilitating transparent communication of ML workflows in ABM. The
proposed approach is exemplified through a tax evasion model, highlighting improved
precision with statistical significance.
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On the other hand, the role of ABM can be an innovative approach in various fields.
For instance, in transportation studies, it can provide an alternative to traditional equation-
based models. Delcea and Chirita [6] highlight that specific applications of ABM in trans-
portation, including the aviation, maritime, road, and rail sectors, involve the study of
airport operations, maritime efficiency, traffic congestion, evacuation scenarios, and public
transportation systems.

3.4.1. Top 10 Most Cited Papers—Overview

In Figure 19, the top 10 most globally cited documents are depicted. The highest
number of global citations is observed for the author Bagstad, with 349, followed by Hare
with 130 citations. These will be detailed further on.

0 100 200 300
Global Citations

Figure 19. Highly cited documents worldwide.

In Table 6, centralized information provides an overview of the impact and geographic
distribution of research documents. Various metrics, such as the total citations per year
and normalized citations, offer insights into the ongoing impact and relevance of these
documents within the scientific community. For instance, Bagstad et al. [66], the author with
the highest citations for their study, have a total of 349 citations, with a TCY (Total Citations
per Year) of 31.73 and a value of 8.19 for normalized total citations (NTC). Similarly, Hare
and Deadman [26] have a total of 130 citations for their study, with a value of 6.5 citations
per year (TCY), but with a relatively small value for the NCT, namely 1.

While the TC and TCY indicators are easy to read and understand, we should further
explain the calculus rules for the NTC metric in order to better understand the values listed
on the right-column of Table 6. The key point in determining the NTC is the year in which
the paper has been published, as the NTC value is obtained by dividing the TC value by
the average citations per document recorded in the extracted dataset for the year in which
the paper has been published [37]. Thus, for the year 2013 in which the paper authored by
Bagstad et al. [66] was published, the average citations per document were equal to 42.61.
By dividing the value of TC obtained by Bagstad et al. [66], namely 349 citations, by 42.61,
the 8.19 value for the NTC is obtained. Thus, it can be stated that the paper authored by
Bagstad et al. [66] has gained approximately 8.19 times more citations than the average of
the citations received in the same year by the other papers included in the dataset. As for
the papers authored by Hare and Deadman [26] and O’Sullivan and Haklay [67], as both
papers have been published in years (2004, respectively, 2000), for which in the database
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the mentioned papers are the only published papers, the value they have received for the
TC equals the average value of the citations obtained by all the papers in the database
published in the same year, making the NTC equal to 1.

Table 6. Top 10 most globally cited documents.

Number Total Total

No. Paper (FlrStIi: ?:?:;’C:)ear’ Journal, of Region Citations  Citations per Nfocn?lfllll“gd
Authors (TO) Year (TCY)
1 Bagstad, K.J. (2013), Ecosystem Services [66] 4 Denver, USA 349 31.73 8.19
2 Hare, M. (2004), Mathematics and Computers 2 Canberra, 130 6.5 1
in Simulation [26] Australia ’

O’Sullivan, D. 2000, Environment and London,

3 Planning: A-Economy and Space [67] 2 England 12 4.67 1

4 Teodorovic, D. (2008), Transportation 1 Belgrade, 112 - 397

Research Part C-Emerging Technologies [68] Serbia '
Lamperti, F. (2018), Journal of Economic .

5 Dynamics & Control [69] 3 Pisa, Italy 103 17.17 4.59
Lattila, L. (2010), Expert Systems with Shreveport,

6 Applications [70] 3 USA 84 6 2.63

. Calgary,
7 Marshall, D.A. (2015), Value in Health [71] 9 82 9.11 2.67
Canada

8 Bennett, D.A. (2006), International Journal of 2 Southampton, 71 3.94 137

Geographical Information Science [72] England ) ’
Dehghanpour, K. (2018), IEEE Transactions Bozeman,
9 on Smart Grid [73] 4 Montana 70 11.67 3.12
10 Bryson, ].J, (2007), Philosophical Transactions 3 Avon, England 63 371 1.48

of the Royal Society B-Biological Sciences [74]

3.4.2. Top 10 Most Cited Papers—Review

In order to build an overview of the impact and ongoing relevance of research in
the global scientific community, Table 7 has been compiled. Centralization provides a
comprehensive view of the impact and geographic distribution of the most globally cited
research documents. Relevant information about each document is provided, including the
total number of citations, citations per year, and normalized citations. Additionally, the
authors’ region of origin and the total number of authors for each document are highlighted.

3.4.3. Words Analysis

The analysis of keywords used in scientific articles provides an efficient way to investi-
gate the language and content of scientific documents, yielding valuable insights in the field
of research. This analysis can offer significant information about trends and characteristics
within a specific domain or subdomain. The study of keywords can assist in understanding
key concepts and the terminology employed in the field, proving helpful when clarification
or definition of specific terms is needed. Furthermore, by examining groups of keywords
that frequently appear together in documents, thematic clusters or groups of terms often
associated with each other can be identified. This can provide an overview of subdomains
or main themes within a field. Additionally, keywords associated with a high number of
citations may indicate topics of great relevance and impact in the scientific community. This
can aid in identifying works and subjects that have had a significant impact in the field.
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7

Table 8 presents the top 10 most frequently occurring words in the “keywords plus’
section of the analyzed documents. We can observe that the term “simulation” appears
most frequently, suggesting a prevalent focus on simulated scenarios, experiments, or
models in the research. The term “model” is also highly recurrent, indicating a substantial
emphasis on the creation and analysis of various models within the documents. The
term “systems” is frequently used, suggesting that research often involves the study,
development, or analysis of complex systems. The most frequently occurring words in the
keywords plus section reflect a strong emphasis on simulation, modeling, system analysis,
and the study of dynamic behaviors within various frameworks. The inclusion of terms
like networks, optimization, and evolution indicates additional specific areas of interest in
the analyzed research.

Table 8. Top-10 most frequent words in keywords plus.

Words Occurrences
Simulation 23
Model 20
Systems 19
Behavior 13
Framework 12
dynamics 10
System 10
Networks 9
Optimization 9
Evolution 6

Also, Table 9 provides an overview of the top 10 most frequently used words in the
authors’ keywords across the analyzed documents. The recurring terms reflect the prevalent
themes and focuses within the research. The list includes words such as “Machine learning”,
“Agent-based modeling”, “Artificial intelligence”, and “Simulation”, indicating a strong
emphasis on these concepts in the scholarly work. These keywords collectively suggest a
significant interest in the application of machine learning and Al techniques, particularly
within the context of ABM and simulation. The repetition of terms like “Deep learning”
and “Learning” further underscores the importance of advanced learning methodologies in
the studies. Overall, the word frequency analysis provides a consolidated view of the key
themes and areas of focus within the body of research, offering insights into the prevalent
topics and methodologies in the field.

Table 9. Top-10 most frequent words in authors” keywords.

Words Occurrences
Machine learning 43
Agent-based modeling 31
Agent-based model 25
Artificial intelligence 20
Agent-based modelling 18
Simulation 15
Agent-based models 10
Deep learning 9
Learning 9
Agent-based 8

Additionally, a word cloud for the top 50 words based on keywords plus the author’s
keywords was generated in Figure 20.
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Figure 20. Top 50 words based on keywords plus (A) and authors” keywords (B).

The word cloud based on keywords plus reveals prominent terms within the research
landscape. The most frequently occurring terms include “simulation”, “model”, “systems
“behavior”, and “framework”, indicating a focus on simulation modeling and system
behavior in the research. Additionally, terms like “optimization”, “evolution” and “impact”
suggest an interest in optimizing systems and understanding their evolutionary impact.
The presence of terms such as “management”, “strategies”, and “design” highlights a con-
cern for effective management strategies and design considerations. The word cloud also
reflects a diverse range of topics, including “immunosuppression”, “land-use”, “policy”,
and “preferences”, indicating a multidisciplinary approach. Terms like “calibration”, “in-
ference”, and “algorithm” suggest a methodological focus on refining models and making
informed inferences. Furthermore, the inclusion of terms like “crime”, “diffusion” and
“ecology” suggests an application of simulation modeling in various domains, including
social sciences and environmental studies. The word cloud provides a snapshot of the key
thematic areas and methodological approaches prevalent in the research, offering insights
into the diversity and depth of the studies covered.

The word cloud generated from the author’s keywords provides insights into the
key themes and methodologies prevalent in the research landscape. The most frequently
occurrlng terms include “machine learning”, “agent-based modeling”, “artificial intelli-
gence”, and “simulation”, indicating a strong emphasis on these areas in the scholarly work.
The prominence of terms such as “deep learning”, “reinforcement learning”, and “calibra-
tion” suggests a focus on advanced learning techniques and refining models for accuracy.
The presence of terms like “COVID-19”, “epidemiology”, and “forecasting” highlights a
significant focus on applying these methodologies to address contemporary challenges.
Additionally, terms like “multi-agent systems”, “genetic algorithms”, and “transportation
modeling” reflect a diverse set of research areas, demonstrating the interdisciplinary na-
ture of the studies covered. The word "cloud" also reveals a strong emphasis on specific
modeling techniques, including “agent-based simulation”, “complexity”, and “genetic
algorithm”, underscormg the importance of these methods in the research community.
Terms such as “sensitivity analysis”, “neural networks”, and “mathematical model” indi-
cate a methodological focus on assessing model sensitivity and employing mathematical
approaches in the research. Overall, the word cloud based on the author’s keywords
provides a comprehensive overview of the major themes, methodologies, and application
areas within the academic research covered by the analyzed documents.

To analyze the relationships between categorical variables, such as the keywords in our
analysis, the Multiple Correspondences Analysis (MCA) technique was employed to con-
duct a Factorial Analysis of Mixed Data (FAMD) [77]. This technique identifies associations
between categories and provides a visual representation of these associations. In Figure 21,

”
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Dim 2 (15.18%)

we observe that in the first quadrant, keywords such as “agent-based modeling”, “decision
making”, “software agents”, and “decision support systems” are prominent. Articles as-
sociated with this quadrant are characterized by involvement in ABM, decision-making,
and the use of decision support systems. In this quadrant, research could explore the use
of agent-based models in decision-making processes and the development of decision

Vs

support systems. In the second quadrant, keywords like “deep learning”, “reinforcement
learning”, “multi-agent systems”, “sensitivity analysis”, “economics”, and “forecasting”
are prevalent. Studies in this quadrant may address ways to improve system performance
through technologies such as deep learning and reinforcement learning, with implications
for economics and forecasting. Articles in the third quadrant focus on “machine learn-
ing”, “computer models”, “risk assessment”, and “algorithms”. Articles in this quadrant
may delve into the development and application of computer models, the use of machine
learning in various contexts, risk assessment, and algorithm development. Finally, the
fourth quadrant encompasses articles addressing “decision support systems”, “computer
modeling”, and “Al”. Research in this quadrant could explore the implementation and
enhancement of decision support systems, the utilization of computerized models, and

advancements in the field of Al

2 nonhuman
. animal
deep.learning
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Dim 1 (66.91%)
Figure 21. Keyword Plus—Factorial Analysis.

Table 10 represents the results of a dimensionality reduction analysis (factor analysis
technique) for a set of words. The values in the “Dim.1” and “Dim.2” columns represent the
coordinates of each word in a two-dimensional space, while the “cluster” column indicates
the assigned cluster for each word. The words are grouped into a single cluster (cluster 1),
suggesting a commonality or similarity among them in the analyzed context. Words with
similar coordinates in this space are likely to have similar associations or patterns in the
analyzed data. The positive or negative values in each dimension indicate the direction
of the association. For instance, words like “networks”, “algorithm”, “machine learning”,
and “risk assessment” have positive coordinates in both dimensions, suggesting they share

common associations.
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Table 10. Factorial Analysis of 15 words by Cluster.

Word Dim.1 Dim.2 Cluster
Simulation —0.37 —0.38 1
Model —-0.15 0.09 1
Systems 0.25 -1.09 1
Behavior 0.72 —0.22 1
Framework —0.34 —0.94 1
dynamics —0.26 0.49 1
System —0.33 —0.56 1
Networks 1.68 0.19 1
Optimization —0.37 —0.21 1
Evolution —0.57 0.86 1
Algorithm 1.34 0.78 1
Risk assessment 0.52 0.29 1
Artificial Intelligence 0.11 —0.79 1
Machine Learning 0.46 0.72 1
Deep Learning -0.28 1.58 1

3.5. Mixed Analysis

In this section, we will conduct a mixed analysis by integrating information from
multiple perspectives with the aim of providing a comprehensive view of the scientific
landscape in our research field.

To achieve this, we employed the Three-fields plot from Bibliometrix. In Figure 22,
we generated a Three-fields plot (countries, authors, journals). The first part of the plot
illustrates how scientific contributions are distributed based on the countries of origin. This
allows us to observe whether certain countries dominate in a specific field or if there is
a balanced distribution. The second part of the plot focuses on the authors involved in
research, providing insights into collaborations among authors and their influence in a
given field. The third section highlights the distribution of results across scientific journals,
potentially revealing the top journals where most works in the analyzed field are published.
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Figure 22. Three-fields plot: countries (left), authors (middle), journals (right).
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Additionally, in Figure 23, a Three-fields plot (affiliations, authors, keywords)
was generated.
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The first section illustrates how authors’ affiliations are distributed in the scientific
space, allowing us to observe if certain institutions dominate in specific fields. The second
part of the plot focuses on the authors themselves, providing information on how they are
connected based on their affiliations. The last section highlights the keywords associated
with the research field, offering insights into emerging research trends and directions.

VOSviewer is a powerful tool for visualizing networks in bibliometric data [78,79].
From the analysis conducted in Figure 24, we can observe if there are certain patterns,
connections, and relevant trends associated with the specific research field. Each color
highlighted in Figure 24 represents a cluster, having their explanation in Table 11.

Table 11. Explanation of the clusters of co-occurrences depicted in Figure 24.

Cluster Color Label

Agent, algorithm, machine, prediction, population, ability, effect, state,
1 Red parameter, decision, impact, insight, goal, feature, interest, addition,
individual, case study, case.
Artificial intelligence, challenge, modeling, knowledge, development,

2 Blue implementation, article, example, field, information, issue, need, point,
problem, research, tool
3 Green Complexity, ABM, ABMs, performance, number
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Figure 24. Spatial Patterns of Keyword Co-Occurrences in VOSviewer (LinLog/modularity
method)—WoS source.

In Table 11, the formed clusters are described. Regarding Cluster 1 (red), among
the representative keywords, we find “agent”, “algorithm”, “machine”, “prediction”,
“decision”, “parameter”, “effect”, and “case study”. Thus, this cluster highlights specific
aspects of ABM, such as algorithms, agent abilities, and the effects and impact of predictions
on the population or individuals. Special attention is given to “agents”, “machines”, and
“algorithms” in this cluster. Cluster 2 (blue) features representative words such as “Al”,
“modeling”, “development”, “knowledge”, “issue”, “need”, etc. This cluster focuses on
aspects related to Al in the context of ABM. Cluster 2 addresses the challenges, development,
and implementation of Al in this field, highlighting the resolution of needs and associated
problems through Al As for Cluster 3 (green), it includes keywords such as “ABM”,
“complexity”, and “performance”. This cluster centers around concepts such as complexity,
performance, number, and agent-based models (ABMs). It may also reflect an interest in

analyzing how these models behave in complex contexts.

4. Discussion

Our research focuses on constructing a holistic landscape of the interconnections
between ABM and artificial intelligence. To create this comprehensive landscape, bib-
liometric analyses were conducted on the temporal evolution, citations, collaborations,
and geographical distribution in the fields of Al and ABM. Thus, we examined the sig-
nificant growth in interest and activity, the contemporary research explosion, temporal
trends and fluctuations, sustainability of impact, diversity, and interdisciplinary nature
of journals, as well as the dominance of countries and regional collaborations regarding
scientific production.

Regarding the temporal evolution of research, our results reveal a significant increase
in scientific production, especially post-2006. The peaks in 2021 and 2022 suggest height-
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ened interest and increased activity, indicating a contemporary surge in exploring Al in
ABM. However, fluctuations in the 2000s and stability from 2009 to 2015 raise questions
about the influencing factors. Possible causes could include technological advances, global
events, or shifts in research focus (RQ6).

From the perspective of citation trends, the consistent growth in citations per year per
document signifies sustained impact and recognition. The 2021 peak implies an accumula-
tion of influence, suggesting significant contributions during that period. The continued
high level of citations in 2022 underscores the ongoing relevance of recent studies. Under-
standing the factors behind these citation patterns could provide insights into influential
works and emerging trends. Our bibliometric analysis highlights that the study of Bagstad
et al. [66] is the most influential article, considering it has the highest number of citations.
The authors have developed a systemic approach to quantifying the flow of ecosystem ser-
vices using a formalized approach in the form of a class of agent-based models developed
within the Artificial Intelligence for Ecosystem Services project (RQ1). Thus, we can observe
the interest of researchers and specialists in the development of service flows in this area.
By using the same criteria regarding the total number of citations globally, the bibliometric
analysis has highlighted authors Bagstad et al. [66], Hare and Deadman [26], O’Sullivan
and Haklay [67], Teodorovi¢ [68], and Lamperti [69], ranking as the top 5 authors based on
the total number of citations (RQ2).

The application of Reference Publication Year Spectroscopy (RPYS) to analyze cited
references over time reveals historical trends in ABM and Al The recent decline may
indicate a shift in research focus or a reevaluation of seminal works. Further exploration is
necessary to understand the implications of these changes and their impact on the current
state of the field.

Additionally, Lotka’s Law, in line with our article analysis, indicates a small percentage
of authors contributing to the majority of research in this field. This is supported by the
ABC-Pareto analysis. The diversity of journals and their interdisciplinary nature indicate
extensive exploration of Al applications in ABM. According to our analysis of the top 20
most relevant journals in the context of our study, we have identified that these 20 journals
cover a diverse range of disciplines, highlighting the interdisciplinary nature of Al and
ABM applications. Journals such as the Journal of Economic Dynamics & Control, PLOS ONE,
and Transportation Research Part C-Emerging Technologies appear to be prominent contributors.
The variety of journals with multiple articles suggests a broad exploration of Al applications
in ABM, covering economic dynamics, control, emerging technologies, computational
economics, and more. This diversity signifies a comprehensive examination of the subject.
The presence of journals such as Ecological Modelling and Frontiers in Physiology indicates
interdisciplinary exploration, highlighting the extended impact of Al and ABM beyond
traditional domains (RQ3, RQ4). Identifying key journals and grouping them according to
Bradford’s Law provides valuable insights into publishing trends and can guide researchers
seeking impactful platforms. Furthermore, our analysis highlighted that universities such
as Twente, Leeds, Vermont, British Columbia, and Arizona State are at the forefront of
research in the field of artificial intelligence, based on articles published in ABM (RQ5).

The dominance of certain countries in scientific production emphasizes the global
landscape of Al in ABM research. The collaboration map between countries can be inter-
preted by analyzing the frequency of collaborations between different pairs of countries.
Specifically, it is important to observe which countries collaborate most frequently and in
what contexts. Our results have highlighted collaborations among European countries, with
multiple connections between Belgium, Finland, France, Germany, the Netherlands, Spain,
and Switzerland. Additionally, Asian countries such as China and Korea have connections
both among themselves and with European countries. An interesting observation from the
perspective of interspecific collaborations is that our results have revealed collaborations
between countries with different geographical and cultural perspectives, such as Australia
and Iraq or Brazil and China. The most intense collaborations were observed with the
USA, which frequently collaborates with the United Kingdom and Switzerland (RQ?7). The
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collaboration map highlights regional, cultural, and interdisciplinary partnerships, offering
opportunities for enhanced cooperation and knowledge exchange.

Interpreting the results of cluster analysis for keyword co-occurrences in VOSviewer
in connection with the data extracted from WoS, it can be observed that the Red cluster
highlights a broad interest in concepts such as “Agent”, “Algorithm”, “Machine”, and
“Prediction”, suggesting a focus on the technical and technological aspects of Al and
algorithms. The Blue cluster reveals terms like “Artificial Intelligence” and “Modelling”,
reflecting a particular interest in the development and implementation of AL The Green
cluster indicates an interest in “ABMs” and “Performance”. This might suggest that
the scientific community is united in exploring agent-based models and evaluating their
performance. These findings underscore the complexity and diversity of approaches in
scientific literature, also highlighting how crucial it is to understand the specific context
of each data source in interpreting the results. It is essential to consider these differences
when comparing and synthesizing results from different sources.

5. Conclusions

The present research highlights an innovative perspective on the interaction between
ABM and Al Through detailed bibliometric analyses, we have not only emphasized
the significant increase in interest and activity in these fields but also the contemporary
explosion in their research. This holistic approach has revealed temporal trends, the
sustainability of impact, diversity, and interdisciplinarity of the involved journals, as well
as the dominance of certain countries and regional collaborations in scientific production.

The results of our study shed light on the interconnections between ABM and Al,
with the bibliometric analysis conducted providing a comprehensive view of the temporal
evolution, citations, collaborations, and geographical distribution in the fields of Al and
ABM. The bibliometric analyses allowed us to examine the significant increase in inter-
est and activity, the contemporary research explosion, temporal trends and fluctuations,
sustainability of impact, diversity, and interdisciplinary nature of journals, as well as the
dominance of countries and regional collaborations in scientific production.

The utility of this research lies in providing a comprehensive map of the scientific land-
scape of the interconnections between ABM and Al, offering researchers and professionals
a robust framework for understanding the evolution of these domains and identifying
relevant research directions.

The significance of this work resides in its ability to synthesize temporal, regional, and
thematic perspectives of research, contributing to shaping a comprehensive framework.
It not only reflects the current state of the field but also opens doors to new horizons of
exploration and development. Our results reinforce the idea that researchers, practitioners,
and decision-makers should more extensively implement Al algorithms in ABM, as it can
contribute to improving the accuracy and relevance of the results, as demonstrated in their
articles and by Turgut et al. [25], Hu et al. [30], Taghikhah et al. [28], Zhang et al. [15], and
Sivakumar et al. [24].

Our paper makes a significant contribution to the existing research in the area by
highlighting and exploring the complex interactions between ABM and Al In contrast to
previous research, which predominantly focused on specific aspects, our study provides a
comprehensive overview of temporal evolution, collaborations, and geographical distri-
bution, bringing forth significant trends and key interconnections. Also, our bibliometric
analysis and keyword cluster study offer a detailed perspective on how the scientific com-
munity approaches these topics across various data sources, revealing the intricacies and
diversity of ABM and Al research.

However, potential limitations of our research include a citation lag that may impact
the accuracy of impact assessments, particularly for more recent works. The interdisci-
plinary nature of Al in ABM may pose challenges in accurately categorizing publications,
requiring careful consideration of classification criteria. While the analysis provides a
global perspective, regional variations in priorities and research challenges may not be
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fully captured. A more detailed examination of specific regions could provide additional
insights. Additionally, a limitation of our study, which could also serve as a future research
direction, is the examination of funding sources and collaborations to provide another
perspective on the dynamics of research in the fields of Al and ABM, including the role of
industry-academia partnerships and international collaborations.

Future research directions could focus on a deeper analysis of how recent technolog-
ical advancements influence the evolution of agent-based models and the utilization of
artificial intelligence. Evaluating how anticipated technological progress can shape and
steer research in ABM and Al is another future objective we have in mind. Additionally,
investigating how global events, such as major socio-economic changes or global crises, can
impact the research directions in ABM and Al Furthermore, a more detailed exploration of
how ABM and Al interact in specific domains, such as economics, ecology, or medicine,
will highlight the unique challenges and opportunities in each field. Moreover, despite the
significant contributions made by research in the fields of Al and ABM, it is crucial to be
aware of the ethical and societal implications of this integration. Future research should
conduct a more in-depth assessment of these aspects, and researchers should pay special
attention to ensuring a robust ethical framework in the development and application of
agent-based models involving artificial intelligence.
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Abstract: Agent-based model (ABM) development needs information on system components and
interactions. Qualitative narratives contain contextually rich system information beneficial for ABM
conceptualization. Traditional qualitative data extraction is manual, complex, and time- and resource-
consuming. Moreover, manual data extraction is often biased and may produce questionable and
unreliable models. A possible alternative is to employ automated approaches borrowed from Artificial
Intelligence. This study presents a largely unsupervised qualitative data extraction framework
for ABM development. Using semantic and syntactic Natural Language Processing tools, our
methodology extracts information on system agents, their attributes, and actions and interactions.
In addition to expediting information extraction for ABM, the largely unsupervised approach also
minimizes biases arising from modelers” preconceptions about target systems. We also introduce
automatic and manual noise-reduction stages to make the framework usable on large semi-structured
datasets. We demonstrate the approach by developing a conceptual ABM of household food security
in rural Mali. The data for the model contain a large set of semi-structured qualitative field interviews.
The data extraction is swift, predominantly automatic, and devoid of human manipulation. We
contextualize the model manually using the extracted information. We also put the conceptual model
to stakeholder evaluation for added credibility and validity.

Keywords: agent-based modeling; natural language processing; unsupervised data extraction;
model contextualization

1. Introduction

Qualitative data provide thick contextual information [1-4] that can support reli-
able complex system model development. Qualitative data analysis explores systems
components, their complex relationships, and behavior [3-5]) and provides a structured
framework that can guide the formulation of quantitative models [6-10]. However, qualita-
tive research is complex, and time- and resource-consuming [1,4]. Data analysis usually
involves keyword-based data extraction and evaluation that requires multiple coders to
reduce biases. Moreover, model development using qualitative data requires multiple,
lengthy, and expensive stakeholder interactions [11,12], which adds to its inconvenience.
Consequently, quantitative modelers often avoid using qualitative data for their model
development. Modelers often skip qualitative data analysis or use unorthodox approaches
for framework development, which may lead to failed capturing of target systems’ complex
dynamics and produce inaccurate and unreliable outputs [13].

The development in the information technology sector has substantially increased
access to qualitative data over the past few decades. Harvesting extensive credible data is
crucial for reliable model development. Increased access to voluminous data presents a
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challenge and an opportunity for model developers [14]. However, qualitative data analysis
has always been a hard nut to crack for complex modelers. Most existing qualitative data
analyses are highly supervised (i.e., performed mainly by humans) and hence, bias-prone
and inefficient for large datasets.

This study proposes a methodology that uses an efficient, largely unsupervised quali-
tative data extraction for credible Agent-Based Model (ABM) development using Natural
Language Processing (NLP) toolkits. ABM requires information on agents (emulating the
target system’s decision makers), their attributes, actions, and interactions for its develop-
ment. The development of a model greatly depends on its intended purpose. Abstract
theoretical models concentrate on establishing new relationships and theories with less
emphasis on data requirements and structure. In contrast, application-driven models aim to
explain specific target systems and tend to be data-intensive. They require a higher degree
of adherence to data requirements, validity, feasibility, and transferability [15-17]. Our
methodology is particularly applicable to application-driven models rich in empirical data.

ABMs help understand phenomena that emerge from nonlinear interactions of au-
tonomous and heterogeneous constituents of complex systems [18-20]. ABM is a bottom-up
approach; interactions at the micro-level produce complex and emergent phenomena at a
macro (higher) level. As micro-scale data become more accessible to the research commu-
nity, modelers increasingly use empirical data for more realistic system representation and
simulation [11,21-24].

Quantitative data are primarily useful as inputs for parameterizing and running
simulations. Additionally, quantitative model outputs are also used for model verification
and validation. Qualitative data, on the other hand, find uses at various stages of the
model cycle [25]. Apart from the routine tasks of identifying systems constituents and
behaviors for model development, qualitative data support the model structure and output
representations [26,27]. Qualitative model representations facilitate communication for
learning, model evaluation, and replication.

Various approaches have been proposed to conceptualize computational models. First
of all, selected quantitative models have predefined structures for model representation.
System dynamics, for instance, uses Causal Loop Diagrams as qualitative tools [28]. Causal
Loop Diagrams elucidate systems components, their interrelationships, and feedback that
can be used for learning and developing quantitative system dynamics models. ABM,
however, does not have a predefined structure for model representation; models are
primarily based on either highly theoretical or best-guess ad-hoc structures, which are
problematic for model structural validation [16,29].

As a consequence, social and cognitive theories [30-34] often form the basis for translating
qualitative data to empirical ABM [35]. Since social behavior is complex and challenging to
comprehend, using social and cognition theories helps determine the system’s expected behavior.
Moreover, using theories streamlines data management and analysis for model development.

Another school of thought bases model development on stakeholder cognition. Rather
than relying mainly on social theories, this approach focuses on extracting empirical
information about system components and behaviors. Participatory or companion mod-
eling [36], as well as role-playing games [11], are some of the conventional approaches
to eliciting stakeholder knowledge for model development [23,24]. Stakeholders usually
develop model structures in real time, while some modelers prefer to process stakeholders’
information after the discussions. For instance, [37] employs computer technologies to
post-process stakeholder responses to develop a rule-induction algorithm for her ABM.

Stakeholders are assumed to be the experts of their systems, and using their knowledge
in model building makes the model valid and reliable. However, stakeholder involvement
is not always feasible; for instance, when modeling remote places or historical events. In
such cases, modelers resort to information elicitation tools for information extraction. In the
context of ABM, translating empirical textual data into agent architecture is complex and
requires concrete algorithms and structures [25,38]. Therefore, modelers first explore the
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context of the narratives and then identify potential context-specific scopes. Determining
narrative elements becomes straightforward once context and scopes are identified [38].

Many ABM modelers have formulated structures for organizing qualitative data for
model development. For instance, [39] used Institutional Analysis and Development frame-
work for managing qualitative data in their Modeling Agent system based on Institutions
Analysis (MAIA). MAIA comprises five structures: collective, constitutional, physical,
operational, and evaluative. Information on agents is populated in a collective structure,
while behavior rules and environment go in constitutional and physical structures. Similar
frameworks were introduced by [40,41], to name but a few. However, all these structures
use manual, slow, and bias-prone data processing and extraction. A potential solution
presented in this paper is to employ Al tools, such as NLP, for unsupervised information
extraction for model development [30].

The remainder of the paper is structured as follows: After the introduction, we briefly
characterize NPL, focusing on its utility for ABM conceptualization. Next, we describe
the proposed methodology. Finally, we demonstrate the framework in a case study of
processing narratives from in-depth household interviews on individual food security in
Mali, noting the framework’s advantages and limitations.

2. Background, Materials, and Methods

Software engineers have been exploring various supervised and unsupervised ap-
proaches for information extraction. In supervised approaches, syntactical patterns are
defined [42], and text is manually scanned for such patterns. In unsupervised information
extraction, the machine does the pattern matching.

Supervised approaches are reliable but slow. Contrarily, the faster, unsupervised
approaches are difficult and prone to errors, mainly due to word sense ambiguation [43]. A
purely syntactical analysis cannot capture the nuanced meaning of texts, which is often the
culprit of the problem. Recently, pattern matching also involves semantic analysis. External
databases of hierarchically structured words such as WordNet or VerbNet [44] and machine
learning tools are increasingly used for understanding semantics for reduced word sense
ambiguity [45,46].

NLP toolkits are increasingly used for unsupervised pattern matching and information
extraction [47-52]. Tools such as lemmatizing, tokenizing, stemming, and part-of-speech
tagging [53] are helpful for syntactic information extraction. These tools can normalize
texts and identify subjects and main verbs from their sentences.

The ability to convert highly unstructured texts to structured information through
predominantly unsupervised approaches is one of the main advantages of NLP in qualita-
tive data analysis. NLP efficiently analyzes intertextual relationships using syntactic and
semantics algorithms. Approaches such as word co-occurrence statistics and sentiment
analysis [54] are beneficial for domain modeling [42] and for exploring contextual and
behavioral information from textual data. Similarly, its efficiency in pattern matching for
information extraction is essential for model development.

Although present for decades in object-oriented programming and database develop-
ment [55,56], NLP has a minimal footprint in ABM development. The introduction of NLP
in ABM development is very recent. Refs. [14,57] used NLP to model human cognition
through word embedding, which is a contextually analyzed vector representation of a text.
The procedure places closely related texts next to each other. Specifically, placing agents
with similar worldviews together to support theorizing agent decision-making. Although
their approach helps develop agent decision-making, it is not well-equipped for developing
a comprehensive agent architecture.

Another example is the study by [58], who applied NLP in conjunction with machine
learning to create an ABM structure from unstructured textual data. In their framework,
texts are translated to the agent-attribute-rule framework. They define agents as nouns
(e.g., person and place) that perform some actions and attributes as words that represent
some variables. Similarly, sentences containing agents or attributes and action verbs are
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considered rules. The primary goal of their approach is to create an ABM structure mainly
for communicating the model to non-modelers.

As with machine learning approaches in general, Padilla et al.’s approach required
a large amount of training data. They used ten highly concise, formally written ABM
descriptions from published journals as training datasets. Another limitation, according to
the researchers, was the lack of precise distinctions between agents and attributes, attributes
could also be nouns, which might confuse the machine. Repeated training with extensive
data effectively increased the accuracy of the agent-attribute rule detection. However, the
model frequently resulted in underpredictions and overpredictions.

Our work is of significant importance in the context of ABM development, partic-
ularly in relation to the utilization of machine learning and artificial intelligence. The
recent research papers, refs. [30,59,60], also emphasized the role of these technologies in
this domain. Ref. [60] go as far as to argue that natural language processing (NLP) can
potentially replace the conventional method of developing ABMs, which heavily relies on
field interviews. This perspective highlights the relevance and timeliness of our work, as
we effectively incorporated machine learning and artificial intelligence techniques into our
ABM development process.

Additionally, we discussed the relevance of prior works such as [14,57,58], and that
exhibit similarities to our approach. However, these studies lack certain aspects of model
development that our proposed methodology aims to address. For instance, ref. [58] relied
on extensive training datasets and struggled to differentiate between agents and attributes
effectively, whereas our methodology overcomes these limitations. Furthermore, unlike
Runck’s approach, which primarily focuses on developing agents’ decision-making abilities,
our approach strives to create a comprehensive agent architecture.

3. The Proposed Framework

In response to these limitations, our study proposes and tests a largely unsuper-
vised domain-independent approach for developing ABM structures from informal semi-
structured interviews using Python-based semantic and syntactic NLP tools (Figure 1).
The method primarily uses syntactic NLP approaches for information extraction directly
to the object-oriented programming (OOP) framework (i.e., agents, attributes, and ac-
tions/interactions) using widely accepted approaches in database design and OOP [61].
Database designers and OOP programmers generally exploit the syntactic structure of
sentences for information extraction. Syntactic analysis usually treats the subject of a
sentence as a class (an entity for a database) and the main verb as a method (a relation-
ship for a database). Since the approach is not based on machine learning, it does not
require large training data. The semantic analysis is limited to external static datasets
such as WordNet (https://wordnet.princeton.edu/) (accessed on 8 July 2020) and VerbNet
(https:/ /verbs.colorado.edu/verbnet/) (accessed on 21 July 2020).

In the proposed approach, information extraction includes systems agents, their
actions, and interactions from qualitative data for model development using syntactic and
semantic NLP tools. As our information extraction approach is primarily unsupervised
and does not require manual interventions, we argue that, in addition to being efficient,
it reduces the potential for subjectivity and biases arising from modelers’ preconceptions
about target systems.

The extracted information is then represented using Unified Modeling Language
(UML) for an object-oriented model development platform. UML is a standardized graph-
ical representation of software development [62]. It has a set of well-defined class and
activity diagrams that effectively represent the inner workings of ABMs [63]. UML dia-
grams represent systems classes, their attributes, and actions. Identified candidate agents,
attributes, and actions were manually arranged in the UML structure for supporting model
software development. Although there are other forms of graphical ABM representations
such as Petri Nets [64], Conceptual Model for Simulation [29], and sequence and activity
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diagrams [65], UML is natural in representing ABM, named by [66] the default lingua
franca of ABM.
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Figure 1. Largely unsupervised information extraction for ABM development. TFIDF: term frequency
inverse document frequency.
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In our approach, model development is mainly unsupervised and involves the follow-
ing steps (Figure 1):
Unsupervised data processing and extraction;
Data preprocessing (cleaning and normalization);
Data volume reduction;
Tagging and information extraction;
Supervised contextualization and evaluation;
UML/Model conceptualization;
Model evaluation.

N U L=

Steps one and two are required since semi-structured interviews often contain redun-
dant or inflected texts that can bog down NLP analysis. Hence, removing non-informative
contents from large textual data is highly recommended at the start of the analysis. NLP
is well-equipped with stop words removal tools that can effectively remove redundant
texts. Similarly, tools such as stemming and lemmatizing help normalize texts to their base
forms [67].

Step three is data volume reduction, which can tremendously speed up NLP analyses.
Traditional volume reduction approaches usually contain highly supervised keyword-
based methods. Data analysts use predefined keywords to select and extract sentences
perceived to be relevant [68]. Keyword identification generally requires a priori knowledge
of the system and is often bias-prone. Consequently, we recommend a domain-independent
unsupervised Term Frequency Inverse Document Frequency (TFIDF) approach [69] that
eliminates manual keyword identification requirements. The approach provides weightage
to individual words based on their uniqueness and machine-perceived importance. The
TFIDF differentiates between important and common words by comparing their frequency
in individual documents and across entire texts. Sentences that have high cumulative
TFIDF scores are perceived to have higher importance. Given a document collection D, a
word w, and an individual document d ¢ D, TFIIDF can be defined as follows:

fw,dxlog(|D|/fw, D) (1)

where fw,d equals the number of times w appears ind, | D! is the size of the corpus, and
fw,D equals the number of documents in which w appears in D [69].

Step four involves tagging and information extraction. Once the preprocessed data
are reduced, we move to tagging agents, attributes, and actions/interactions that can occur.
We propose the following approaches for tagging agent architecture:

Candidate agents: Following the conventional approaches in database design and
OOQFP [61], we propose identifying the subjects of sentences as candidate agents. For
instance, the farmer in ‘the farmer grows cotton’ can be a candidate agent. NLP has well-
developed tools such as part-of-speech tagger and named-entity tagger that can be used to
detect subjects of sentences.

Candidate actions: The main verbs of sentences can become candidate actions. The main
verbs need candidate agents as the subject of the sentences. For example, in the sentence
‘the farmer grows cotton,” the farmer is a candidate agent, and the subject of the sentence;
grows is the main verb and, hence, a candidate action.

Candidate attributes: Attributes are properties inherent to the agents. Sentences con-
taining candidate agents as subjects and be or have as their primary (non-auxiliary) verbs
provide attribute information, e.g., ‘the farmer is a member of a cooperative,” and ‘the farmer
has 10 ha of land.” Additionally, the use of possessive words also indicates attributes, e.g.,
the cow in the sentence ‘my cow is very small’ is an attribute.

Candidate interactions: Main verbs indicating relationships between two candidate
agents are identified as interactions. Hence the sentences containing two or more candidate
agents provide information on interactions, e.g., “The government trains the farmers.’

Since the data tagging is strictly unsupervised, false positives are likely to occur.
The algorithm can over-predict agents, as the subjects of all the sentences are treated as
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candidate agents. In ABM, however, agents are defined as autonomous actors, they act and
make decisions. Hence, we propose to use a hard-coded list of action verbs (e.g., eat, grow,
and walk) and decision verbs (e.g., choose, decide, and think) to filter agents from the list of
candidate agents. Only the candidate agents that use both types of verbs qualify as agents.
Candidate agents not using both verbs are categorized as entities that may be subjected
to manual evaluation. Similarly, people use different terminologies that are semantically
similar. We recommend using external databases such as WordNet to group semantically
similar terminologies.

Step five involves supervised contextualization and evaluation. While the unsupervised
analysis reduces data volume and translates semi-structured interviews to the agent-action—
attribute structure, noise can percolate to the outputs since the process is unsupervised.
Additionally, the outputs need to be contextualized. Consequently, we suggest performing a
series of supervised output filtration followed by manual contextualization and validation.
The domain-independent unsupervised analysis extracts individual sentences that can some-
times be ambiguous or domain irrelevant. Hence the output should be filtered based on
ambiguity and domain relevancy. Once output filtration is performed, contextual structures
can be developed and validated with domain experts and stakeholders.

The last two steps (UML/model conceptualization and model evaluation) are de-
scribed in the following sections.

For this study, we used Python 3.7 programming language (https://www.python.org/)
(accessed on 10 May 2020) along with a plethora of NLP libraries (e.g., scikit-learn, NLTK,
spaCy, and textacy) to perform data reduction, tagging, extraction, and structuration. Scikit-
learn provides a wide range of machine learning algorithms for classification, regression,
clustering, and dimensionality reduction tasks. Similarly, NLTK, spaCy, and textacy are
useful for analyzing natural language data. We primarily used scikit-learn for dimensionality
reduction and NLTK, spaCy, and textacy for tokenization and part of speech tagging.

4. Results and Discussion

We tested the above approach by developing a structural ABM of household food
security using semi-structured field interviews, for example, the excerpt in Figure 2. Our
qualitative data contain 42 semi-structured interviews from different members (young and
old, male and female) of farming households in Koutiala, Southern Mali. The interviews
were initially conducted to develop mental models of household food security in the
region [70]. Verbal consent was obtained from the participants prior to the interviews. The
interviews were originally conducted in the local Bambara dialect and then translated into
English for model development. The mental model development followed the lengthy
conventional qualitative data analysis approach that used multiple coders and keyword-
based sentence extraction. That inspired the research team to develop a more efficient
alternative data processing and extraction approach for ABM development, presented here.

First, we grouped the interviews by the member types (i.e., elder male, younger male,
elder female, and younger female) and analyzed the grouped narratives collectively. After
preprocessing the interviews using NLTK tools, we used the scikit-learn Tfidf Vectorizer to
reduce the volume of qualitative data. Textacy was primarily used for identifying candidate
agents, actions, and attributes. Additionally, textacy extract (textacy.extract. semi-structured
statements) was used in converting sentences to structured outputs. Finally, we manually
filtered the unsupervised outputs based on their domain relevancy and ambiguity. The
final outputs were then visualized and conceptualized using Gephi (https:/ /gephi.org/)
(accessed on 18 May 2020) and Lucid Chart (https://www.lucidchart.com/) (accessed on
21 May 2020) platforms (Figure 3).
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Enumerator: When the production reaches home, how do you consume it?

Surveyed: First of all, we are 48 people in my household. After harvesting, we beat and
weigh the crops. Then, we pick the quantity of food that is needed to feed the household.
That guantity is given to women for cooking. We continue with that quantity until the
new crop is harvested. When food is cooked and ready for eating, it is distributed by a
plate to five and six persons who eat together. &s the daily food consumption is known,
we know what guantity we can sell to address household needs. You know, when crops
are harvested, we tie them. Then we pick some pieces for beating. After beating, we
weigh and stock, Then, we know the existing quantity in the store. If it is maize, for
example, we have a cart and beating machine. We take one load of maize in the cart.
Then we beat and weigh it and finally stock in the store. Farmers start beating crops and
stock them. Because, a researcher like yvou, IER of Sikasso and CMDT trained us on
post-harvest management. By following lessons learned from training, our food won't be
over. Even if it happens that our food finishes, we would know what food to buy without
any difficulties. With lessons acguired, we can produce and increase our production that
will feed all our household over the year. Unless our food is stolen, it will cover for the
year.

Enumerator: What are the main crops you are producing?

Surveyed: We produce maize, sorghum, millet, and cowpea in one hand and use the
same crops to feed ourselves on the other hand. Some farmers prefer feeding themselves
with millet all over the yvear. Even if they produce maize, they sell it. Although other
farmers prefer maize, we consume all the crops we produce. We may consume one crop
im one month and shift to another for another month. This is how we shift food
consumption.

Enumerator: Who decides to shift from one food to another?

Surveyed: It depends. Some crops are easier to process than others. So, when there is
the farm, we decide to consume crop, which is easy and quick to process. But, only one
person is responsible for picking the food for daily consumption.

Figure 2. Excerpt from sample interview.

As expected, the unsupervised tagging overpredicted the agents. Subjects that do not
make decisions were also identified as candidate agents. To overcome the issue, we created
an external database of action/decision verbs (Table 1) that somewhat addressed the problem.
Using the external database resulted in more than 60% reduction in the number of agents (e.g.,
Figure 4). The filtration process discarded the initially identified candidates, such as porridge,
food, cereal, or farm. We also obtained multiple similar actions (synonyms). We used an
external WordNet database to group semantically similar actions. The process resulted in a
highly manageable and structured output for model conceptualization.

Next, we used the extracted information to develop UML class diagrams (Figure 5)
and contextual diagrams (Figure 6). The diagrams revealed that different members of
households support household food security differently. Male members of the households
are generally involved in farming. They grow cereal crops and vegetables and are also
into cash cropping, i.e., growing plants for selling on the market rather than subsistence
farming to feed their families. Women principally look after household work and assist
men in the fields. Households consume the food they produce. During food shortages,
households seek help from their fellow villagers or buy food from the market. They use
money obtained from cash crops to buy food.
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Figure 3. Visual representation of data processing and extraction (fragment).

Table 1. An excerpt of action and decision verbs.

Decision Verbs Action Verbs
adhere abandon
advise accelerate

approve accept
assess access
choose accompany
comply accord
consult achieve
decide acquaint
determine acquire
discourage add
educate adjust
encourage adopt
expect advertise
favor affect
guide afford
instruct aim
learn allow
obey analyze
oblige apply
plan argue
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candidate agents: {‘money’, ‘woman’, ‘water’, ‘porridge’, ‘household’, ‘father’, i’, food, ‘it’, ‘we’, ‘they’, ‘she’, ‘he’, ‘cereal’, ‘farm’}

1o

agents: [V, ‘it’, ‘we’, ‘they’, ‘she’]

Figure 4. Candidate agents before and after using the external database.
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Figure 5. UML class diagram of agents of household food security.

Additionally, household women are involved in small businesses that can support
food purchases. For example, some households might need to rely on off-farm jobs or sell
their livestock to buy food. Other organizations and credit agencies provide households
with credits and support.

Following our framework, the conceptual model required evaluation. We applied
model-to-model (M2M) comparison [71,72] and stakeholder validation. M2M involved
comparing model output with the mental model of household food security developed
using the same dataset, reported by [70]. We found that our approach captured all the
essential components of household food security that were identified in the mental model.

Initially, we aimed to develop an efficient, bias-free, completely unsupervised in-
formation extraction for conceptualizing an ABM. However, after preliminary algorithm
development, we realized that entirely unsupervised data processing and conceptualiza-
tion is unrealistic with the current NLP capabilities. Therefore, we decided to use manual
filtration and contextualization that potentially introduced subjectivity and biases in model
development. We performed a stakeholder validation to address this deficiency to check
for subjectivity and biases. Consequently, we converted the contextual model to a pictorial
representation (Figure 7) and brought it to the stakeholders (interviewees) for validation.
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Figure 6. Conceptual model of household food security in Koutiala, Mali (EM: Elderly male; YM:.

Younger male; EF: Elderly female; YF: Younger female).

The stakeholders positively evaluated the model and acknowledged that it included
all the principal dynamics of the household food system. They, however, pointed out that
the contextualized structure did not provide the dynamics of the government and non-
government actors. Since the input data only contained interviews from farm households,
we failed to capture the dynamics occurring outside of the households. Consequently, the
model revealed data gaps where more information needs to be gathered on household food
security’s government and non-government actors.

The proposed unsupervised information extraction picked individual sentences based
on their cumulative TFIDF weights. However, some of the individually extracted sentences
lacked contextuality and were ambiguous. To add context and reduce this ambiguity, we
used neighboring sentences during the unsupervised data extraction and processing phase
(Figure 1). We hypothesized that extracting a tuple of preceding and trailing sentences
along with the identified sentence can provide vital contextual information; for example,
some of the extracted sentences contained pronouns. These pronouns were impossible
to resolve without the information in the preceding sentences. Therefore, extracting the
preceding sentence should help in resolving their references.

The NLP also has a coreference resolution tool that automatically replaces pronouns
with their referenced nouns. However, the tool is in development. We found that it
generated too many errors that would require manual checks. Hence, we proceeded
without using the tool, and the pronouns identified as agents were ignored.
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Figure 7. Pictorial representation of the conceptual model presented in Figure 6.

Using our framework, we only collected information on agents, attributes, and ac-
tions/interactions. However, ABM also requires information on agent decision-making.
Although using social and behavioral theories in defining agent decision-making is predom-
inant, empirically derived decision-making frameworks are context-specific and, therefore,
more desirable when ABMs are applied in real-world situations [15,24]. We realize that
some sentences are particularly useful in deriving agent decision-making. Specifically,
conditional sentences such as ‘if it rains, we plant maize’ and compound sentences such
as ‘when production is low, we buy food from the market” can reveal decision-making.
Harvesting these sentences with semantics and machine learning approaches can open new
avenues for formulating empirically based decision-making rules for ABM.

It is important to note that the derived information is limited by the information
contained in the input. For example, we noticed that agent tagging underpredicted agents
after using the action and decision verbs. Entities such as ‘father” and ‘the government’
should also be identified as agents of this particular system. However, some information
was missed since subjects did not use both types of verbs (action and decision) in the
provided interviews. Additionally, stakeholders pointed out that our model structure did
not include the dynamics of the governmental and non-governmental actors. It prompts
a need for a careful analysis of entities that failed to qualify as agents for data gaps.
Furthermore, the interviews went through different translation stages (from local dialects
to French and English) that could have corrupted some of their original meanings.

5. Conclusions

Complexities, ambiguities, and difficulties in data processing often discourage ABM
developers from using qualitative data for model development, preventing modelers from
using rich contextual information about their target systems. ABMs are often developed
using ad-hoc approaches, potentially producing models that lack credibility and reliability.
We introduced a systematic approach for ABM development from semi-structured qualita-
tive interviews using NLP to address these gaps. The proposed methodology contained a
largely unsupervised, domain-independent, efficient, and bias-controlled data processing
and extraction approach aimed at ABM conceptualization. We demonstrated its effective-
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ness by developing an ABM of household food security from large open-ended qualitative
field interviews.

Additionally, we outlined some of the significant limitations of the approach and
recommended improvements for future development. Our framework is only relevant
to data-driven models that focus on applications and address specific geographic regions
and localities. It is not aimed at theory-driven modeling, which requires generalizable
observations, where other methods, such as metamodeling, are more appropriate. It
is also important to note that the proposed framework was developed only to handle
information derived from text. Future improvements should focus on algorithms and tools
combining text-derived and quantitative information using data analytics tools. Moreover,
our framework requires further testing and experimentation, for example, contrasting it
with alternative approaches, which is one of the objectives of our future research. Hopefully,
since the NLP development community is highly active, these limitations will soon be
resolved, making semantic and syntactic NLP more effective for unsupervised information
extraction and model conceptualization.

Although we could not fully develop a completely unsupervised approach, we success-
fully managed to reduce subjectivity and biases by limiting data extraction manipulation.
Data processing and extraction were fully unsupervised, and manual inputs were only
required towards the end of model conceptualization, limiting the opportunities for intro-
ducing human bias in model development. Furthermore, the unsupervised approach was
much faster compared with manual coding.
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Abstract: Agent-based models can be used to better understand the impacts of lifting restrictions or
implementing interventions during a pandemic. However, agent-based models are computationally
expensive, and running a model of a large population can result in a simulation taking too long to run
for the model to be a useful analysis tool during a public health crisis. To reduce computing time and
power while running a detailed agent-based model for the spread of COVID-19 in the Republic of
Ireland, we introduce a scaling factor that equates 1 agent to 100 people in the population. We present
the results from model validation and show that the scaling factor increases the variability in the
model output, but the average model results are similar in scaled and un-scaled models of the same
population, and the scaled model is able to accurately simulate the number of cases per day in Ireland
during the autumn of 2020. We then test the usability of the model by using the model to explore the
likely impacts of increasing community mixing when schools reopen after summer holidays.
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1. Introduction

During an infectious disease outbreak, modeling can be an essential tool to help un-
derstand how a disease might spread and the possible impact of any interventions [1].
Modeling has been used to respond to the UK foot and mouth epidemic in 2001 [2],
the HIN1 pandemic in 2009 [3] and more recently during the COVID-19 pandemic. Infec-
tious disease modeling has shown to be an important part of many government responses.
For example, models have been used as evidence for lockdowns in the UK and USA [4],
models have also been used in the Irish response to the pandemic [5], and Australia has
used models to understand the impacts of lifting restrictions [6].

Equation-based models, in particular, compartmental models, are the most common
type of model used for infectious disease modeling. A compartmental model is made up of
a set of differential equations. The simplest compartmental model is the SIR model that is
made up of three compartments: susceptible (S), infected (I) and recovered (R). Variations
of the model can include additional compartments, such as the SEIR model, which includes
an exposed (E) compartment [7]. The population in a compartmental model is assumed to
be homogeneous and well mixed [8].

While the homogeneous SEIR model is often used and is able to accurately predict
infectious disease dynamics, in some scenarios, more detail is needed, and the hetero-
geneity of the population needs to be taken into account. One common method for this
is to add additional compartments to the SEIR model that represent different cohorts of
the population. This can be done for age groups [9] or vaccination status [10]. These
models can play an important role in understanding how an infectious disease will spread
when the heterogeneity of the population is important, such as when vaccinations are
implemented by age group. Although a cohort SEIR model allows for heterogeneity in
the mixing between compartments, there are some drawbacks. Each compartment is still
homogeneous, and the model might not be able to capture the individual actions and
variations in characteristics that drive a pandemic [8].
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Agent-based models (ABMs) can be used when this greater level of detail is necessary.
ABMs are a type of computer simulation made up of agents who interact with each other
and their environment [11]. Those agents can be created so that they emulate a real
population. This synthetic agent population can match the real population on different
characteristics and geographic distribution, and agent networks can produce results due to
the interactions between these factors [12].

There are a number of situations where there is an advantage to using ABMs compared
to equation-based models. They allow us to create a baseline scenario where we can look
at what would have happened if a certain intervention had not occurred, for example,
if there was no lockdown, or if vaccinations were not introduced. Additionally, as ABMs are
stochastic and are driven by agent decisions, each model run is slightly different, and this
stochasticity gives a range of outcomes that could occur within the system. Because of
these advantages, a number of ABMs have been developed to help respond to and better
understand the COVID-19 pandemic [4,6,13-16]. The model we present in this paper was
part of a suite of modeling tools developed by the Irish Epidemiological Modeling Advisory
Group (IEMAG). IEMAG was a group formed to provide statistical and mathematical
modeling support and advice to the chief medical officer and the national public health
emergency team during the COVID-19 pandemic.

ABMs, however, can be computationally intensive, which can limit their usefulness
when speed of results is necessary [17]. A number of studies have attempted to reduce
the computing power while still retaining model fidelity. One method is using a hybrid
agent-based and equation-based method designed to save computing power by switching
between the two modeling types, depending on the number of infected agents in the
simulation [18]. Alternatively, computing power can be saved by only simulating infected
agents and modeling healthy agents as a property of the environment [19]. Another method
of decreasing the amount of computing power needed to run a model while still increasing
the population size is using scaling methods. Dynamic re-scaling is another method that
scales agents when certain thresholds of infection are reached [13,16]. In this paper, we
present an agent-based model for the Republic of Ireland with a population that has been
scaled so that 1 agent represents 100 people. The model can be used to understand how
changes in behaviors and movements impact the spread of COVID-19 in Ireland. In the
next section, we discuss the different components of the model. We then discuss the
validation of the model to show that the model results are trustworthy, and finally we
test the scaled model, running an experiment looking at the impacts of different levels of
community mixing when schools re-open after summer holidays, and present the result of
the experiment to show the model’s usability.

2. Materials and Methods

We use an ABM to model the spread of COVID-19 through Ireland. In this section,
we provide a brief description of the model that is used in our work and then discuss the
experiments run to validate and test the model.

2.1. Model Description

The model presented here is a version of a previous model [20] that has been scaled to
simulate the entire population of the Republic of Ireland. It was created and implemented in
the modeling environment, Netlogo [21]. The Republic of Ireland is a country in Northwest-
ern Europe. In 2016, when the last Irish census was completed, there were 4,757,976 people
in Ireland; in the scaled model, this would equate to approximately 47,580 agents. There
are 26 counties that make up the country. Approximately 40% of the population of the
country live in the region of the nation’s capital city, Dublin. The model is an agent-based
model that was created for the spread of measles in an Irish county [20] and has been
adapted to simulate the spread of COVID-19 [22]. The model is made up of four main
components: environment, transportation, disease, and society [23]. It uses census data
from the Irish Central Statistics Office to create a population that matches the demographic
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characteristics of the county at the small area level (small areas are the smallest geographic
area over which census statistics are aggregated in Ireland, and contain between 50 and
200 dwellings) [24] and transportation patterns [25]. The scaled-up model presented here
has the same four components and a similar structure. The largest difference between the
two models is that the scaled-up model is designed to simulate the entire population and
capture the interactions between counties. There are, however, other differences that are
mainly meant to reduce the computing power necessary to run a county-level agent-based
model. The more complex an agent-based model is and the more agents in the simulated
population, the more computing power that is needed [17]. Thus, to simulate at a larger
scale while still being able to produce timely results, we reduce the complexity of the
environment matching population distributions at the county level instead of the small
area level, and we scale the model so that each agent represents 100 similar people in
Ireland. The following sections discuss the different model components used in the model
in more detail as well as the model schedule, the initial conditions of the model and the
interventions that can be implemented in the model. Further details including model
parameters can be found in the model ODD [26].

2.1.1. Agents

At its heart, an agent-based model is made up of agents. The agents in this model
represent people in Ireland and have a number of characteristics that define them. Agent
characteristics fall into different categories. They have demographic information, such
as age, sex and employment status; a set of social networks, including a family network
and a work network; information on their disease status, such as if they are susceptible,
exposed, infected or immune; and information on their location (home, school, work or the
community). For more detail and for the full list of variables that define an agent, see the
model ODD [26].

2.1.2. Environment Component

The model environment is made up of grid cells or patches in NetLogo. Thirty-one
patches in the model are designated as counties (e.g., Leitrim County, and Cork County) or
city and city/county areas (e.g., Dublin City, Cork City, Waterford City and County). These
county and city labels are defined by the CSO and are referred to as county patches going
forward. The number of primary and secondary schools in each actual county in Ireland
can be found from the data from the Irish Department of Education. However, because we
are scaling the model for 1 agent to represent 100 people, we reduce the number of schools
in the counties. We do this by dividing the number of schools in the county by 50 (half the
scale for agents to people) and rounding up. This gives us at least one primary and one
secondary school in each county and also approximately reproduces the class and school
network sizes that are found in the 1 to 1 scaling in the county model.

Agents will only occupy the county patches in the model and can move between
them. Although all agents on a county patch will physically be coded in the same location,
the agents keep track of their location within the county and will be at either home, work,
school, or in the community. Agents will only come into contact with other agents in the
same location as them in the same county. For example, an agent in the community will
not be in contact with an agent at home. Additionally, all agents in the community on the
same patch will not be in contact with every other agent in the community. Instead, a set of
parameters derived using the POLYMOD contact matrix data [27] is used to determine the
number of community contacts that an agent will have. Agents can move between county
patches. Agent movement is discussed in more detail in Section 2.1.4. While on a patch,
we can access certain information about the patch, including the number of agents on the
patch and the physical distance to the other patches.
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2.1.3. Disease

The disease component in the model is set to simulate the dynamics of COVID-19
and follows the dynamics of an SEIR model with the agents moving from susceptible to
exposed then infected and finally recovered. In addition to the four stages of infection, we
match the disease component of the model to the Irish population-based SEIR model [5].
In the model, individuals start in a susceptible component, then if infected, they move
to an exposed component, and from the exposed component, individuals will move to
one of two infectious components: asymptomatic or presymptomatic. If the individual
is presymptomatic, they will then move to one of the following components: isolating,
not isolated, waiting for a test, and tested. Once recovered, individuals will move to a
recovered state. Thus in our model, an infectious agent can be in one of the following
states: asymptomatic, presymptomatic, isolating, not isolated, waiting for a test and tested.
When a susceptible agent comes into contact with an infectious agent, they have a chance of
becoming exposed. Once exposed, the agent will stay exposed for a predetermined period
of time before becoming infectious. This predetermined period of time is different for each
agent. When an agent is exposed, the agent is assigned a length of time for their exposure
period, using an exponential distribution with a mean of the exposure period taken from
the literature. Agents will remain infectious for a predetermined period of time before
recovering. Similar to the exposure period, this predetermined period of time is different
for each agent. When an agent becomes infectious, the agent is assigned a length of time
for their infectious period using an exponential distribution with a mean of the infectious
period taken from the literature. Once recovered, the agents can no longer be infectious
and cannot be re-infected. This assumption was made, as the risk of reinfection early in
the pandemic was low [28], and the model was initially designed to look at short term
outcomes of the pandemic (i.e., during a single wave). When an agent becomes infectious,
the agent will either become asymptomatic or symptomatic. If they are symptomatic,
they can either be isolating, not isolating, or waiting for a test. If waiting for a test, the
agent will be waiting for a test for a predetermined time and then have tested positive.
The infectious component that an agent is in (asymptomatic, isolating, etc.) determines how
infectious an agent is. The base infectious rate is determined using the basic reproduction
number, R, the average contacts an agent has, and the infection period [29]. The method
for calculating the infectiousness of the agents and all the parameter values are discussed
more in the model ODD [26]. Those who are presymptomatic, asymptomatic, and isolated
have a reduction in their infectiousness. We implement these reductions to match with
those in the SEIR model. The main disease parameters needed to initialize the model
are the basic reproduction number, Ry, the length of the exposed period, the length of
the pre-symptomatic period, and the length of the infectious period, and are taken from
the literature.

Additionally, as there have been multiple variants of COVID-19 during the course of
the pandemic, the model allows for agents to pass on specific variants. For example, if an
agent is infected with the alpha variant, any agents they infect will also be infected with
the alpha variant. As the variants that are widely circulated in the population tend to be
more infectious, we also include a variant multiplier that adjusts the infectiousness of an
agent for a specific variant.

2.1.4. Transport

The transportation component of the model is not altered compared to the transporta-
tion component in [20]. In the model, there are two drivers of agent movement within
the model: scheduled movements determined by the time of day and the agent type and
community movements determined from a gravity model. The schedule of movements
and the parameters that define the community movements are defined further in the model
ODD [26], but in this section, we provide a brief description of both, as well as an analysis
of the contact patterns that are generated from the model and the process of updating the
contact patterns to be more realistic using real contact data.
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Scheduled movements define the movement of agents who are students or workers.
On weekdays, these agents will move from home to school or home to work at certain
times of the day and then will return home after work or school. Additionally, all agents
will return home at a certain time of the day and will remain at home until the morning.
Commuting patterns are determined using data from the CSO Place of Work, School or
College—Census of Anonymity Records (POWSCAR) [25].

On weekdays, the movements of all agents who are not students or working and
on the weekends, the movements of all agents are determined using a gravity model.
A gravity model uses the characteristics of a location and the distances between locations to
determine interactions between location pairs [30]. In the case of our model, the interactions
between the location pairs is the probability that an agent at one location will move to the
other location in the next time step. The idea behind using a gravity model for movements
is that agents are pulled toward areas or counties that are closer to their current location
and areas that have a high population density and pushed away from areas that are farther
away and areas that have a low population density. Although not a perfect model of human
transportation, it is a proxy for human mobility.

When an agent’s movements are determined by a gravity model, they can be either at
home or in the community. In reality, there are many locations within a community that
agents might travel to, such as parks or shops; however, for simplicity, we only include
a “community” location. While this makes the model slightly less realistic, the model is
built so that not all agents in the community in the same county are in contact. Instead
the contacts are determined by agent networks. If two agents in the community in the
same county are in the same family network, they are more likely to be in contact than two
agents in the community in the same school or work network who are more likely to come
into contact than two random agents. The time that agents spend in the community and
the likelihood of coming into contact with other agents in their networks was originally
determined by parameterizing the model to match contact patterns and infection rates
with the [12] model, where the agents moves in steps around a town and only comes into
contact with another agent in the community if they are on the same patch. While this
was done to preserve model fidelity when scaling up the model, to make the model more
realistic, we adjust the parameters in the model so that the contact patterns simulated in
the model match those from real-world studies of contact patterns. We use the contact
patterns found in the POLYMOD study that examined the social contacts of people in eight
European countries. The participants of the study recorded their contacts and locations of
the contacts including home, work, school, leisure, transportation or other. As Ireland is
not one of the eight countries, we use the data from the Netherlands to estimate the Irish
contact rates [27]. The parameters determined from this analysis can be found in the model
ODD [26].

2.1.5. Society

As we are simulating the spread of COVID-19 in the Republic of Ireland, we aim
to match the characteristics of our agent population to the characteristics of the Irish
population at the county level. Thus every county in the model has the correct portion of
agents of the following characteristics: age, sex and economic status (student, working,
retired, unemployed, etc). The counties also have the correct portion of households by type
(single, couple, couple with children, etc.), and by number and ages of children (under 15,
over 15 and both under and over 15). To make the contact networks in the model more
realistic, we allow for agents to have an extended family network. This network connects
two households one with agents over 65 and one with agents under 65. The reasons for
creating these extended networks are two-fold. The first is to capture interactions and
thus transmission between children and grandparents who act as carers. The second is to
capture interactions between families during holiday periods, such as Christmas, when
inter-generational mixing typically increases. Further discussion of the creation of these
networks can be found in the model ODD [26].
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From the 2016 census, the last Irish census collected at the time of model creation,
there were 4,757,976 people in Ireland. An agent-based model with that many agents
requires a large amount of computing time and power to run such that the results may take
days or weeks. Thus we introduce a scaling factor into the model that equates 1 agent to
100 people. This greatly reduces the number of agents needed to simulate the population,
from 4,757,976 to 47,580, which allows us to model the social and economic structure of
Ireland without decreasing the level of detail in the model or taking an overly large amount
of time to run the model.

Although we still keep the same population structure with the scaling factor, we are
changing the total number of agents and need to make sure that the reduction in agents
does not impact the model results. Section 2.2 discusses the scaling factor in more detail
and the tests run to validate the changes introduced when scaling the model.

2.1.6. Schedule

The model is run on discrete time steps. Each time step represents two hours of the day,
thus 12 time steps make up a day and 84 time steps make up a week. During “nighttime”
hours, agents are not moving around the environment but are instead at home, and
transmission can only occur between others in their household network. The model keeps
track of the week of the year, as this determines when schools are open or closed for the
summer and for winter holidays. From week 26 to week 34, schools are closed for the
summer, and agents who are students do not attend school but instead move throughout
the community as they would on weekends for the summer. Additionally, schools are
closed down for weeks 51 and 52 to simulate the impacts of Christmas holidays. During two
days in week 51, agents move to a household within their extended family network for the
day and spend time to simulate family gatherings for the holidays.

2.1.7. Initial Conditions

To start the simulation the initial conditions for the disease component need to be
set. As the society and environment are set based off of real census data, these do not
change between model scenarios. For each scenario of the agent-based model that is run,
we determine the number of agents who are vaccinated, exposed, infectious, and recovered.
If vaccinations are included in the model, the number of initially vaccinated agents are
determined first from the vaccination model discussed in Section 2.1.8. The start week of the
model is used to select the number of agents in each age group that have been vaccinated.
After vaccinations, the number of infectious, exposed and immune agents are determined.
In order to run the model, there needs to be at least one agent who is either exposed or
infectious. A given number of agents, determined by the user, who are not fully vaccinated
are assigned to be sick. If variants are included, of those agents who are sick, a certain
percentage of them are assigned to being infected with each variant. Then a given number,
again assigned by the user, of sick agents are assigned to be asymptomatic, isolating, not
isolating, or waiting for a test. Following the assignment of the initially infectious agents,
we determine the exposed agents. Half of the predetermined number of exposed agents
are chosen to be agents in the households of those agents who are sick and infectious. This
is to make the distribution of exposed agents more realistic, as it is more likely that an
infectious agent will have infected a member of their close contacts versus a random agent
outside of their networks. Finally, a certain number of agents are set to be immune. We first
ask a number of agents who are infectious to set at least one agent in their networks to be
immune and then if the number of desired immune agents is greater than those selected in
the infectious agents networks, the additional immune agents are selected from random
agents in the model.

2.1.8. Interventions

The above sections describe the agent movements and patterns when the model is
not adapting its behaviors to a pandemic situation. This would be a likely scenario for
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the spread of an endemic disease such as influenza or measles where the population does
not greatly adjust their behaviors during an outbreak. However, to better capture the
response to the COVID-19 pandemic, the ability to simulate interventions and behavioral
adaptations is important. Thus, we have included a number of interventions in the model.

Lockdowns and School Closures

Prior to the introduction of vaccinations, one of the main measures used to reduce the
spread of the virus was change in behaviors. The fewer contacts individuals have, the less
the virus will spread. In the model, the agents’ behaviors are changed in two ways: schools
are closed, or lockdowns are introduced.

Primary and/or secondary schools can be closed: this requires all agents in the school
to stay at home during school hours instead of attending school. A lockdown can be
introduced that restricts agents” movements. During a lockdown, schools can be either
opened or closed and the user can determine the percentage of agents who are working from
home or no longer working as well as the reduction in movement around the community,
compared to “normal” movements.

Contact Tracing

Ireland implemented a comprehensive contact tracing program during the pandemic,
where those who tested positive were contacted by contact tracers and their close contacts
were identified and referred to a test [31]. The contact tracing program successfully com-
pleted contact tracing for 96% of the cases notified in Ireland between 17 March 2020 and
30 April 2021 [31]. However, due to the changing nature of the pandemic, the number
of close contacts identified, the length of time to complete calls and the number of calls
made varied throughout the pandemic. Additionally, not all contacts who were identified
through contact tracing attended testing [32].

In the model, when an agent tests positive, a probability determines if they take part
in contact tracing. This probability is estimated using the percent of cases in Ireland where
contact tracing has been completed for a given month as a proxy. If the agent participates
in contact tracing, then their contacts are identified, and a probability determines for each
contact identified if that contact also participates in contact tracing. The probability is
estimated using the percent of contacts that receive a test as a proxy. If an agent who is a
contact of an infectious agent does participate in contact tracing, the agent isolates for a set
number of days. In the first year of the pandemic, this isolation period was set to 14 days,
as this was the suggested time to restrict movements when identified as a close contact.

Contact tracing in the model can be turned on and off, and the parameters defining
contact tracing (probability of a case participating, probability of a contact isolating and
the number of days a contact isolates) can be adjusted to match what occurred at different
times during the pandemic or to investigate potential scenarios.

Vaccinations

Vaccinations can also be turned on or off to investigate their impact on the pandemic.
We include vaccinations in the model, but allow the user to turn vaccinations on and
off. If vaccinations are turned on, then a vaccination spreadsheet is used as input to the
model that provides information on the number of individuals by age group who have
been vaccinated, who have successfully been protected against severe disease, who have
successfully been protected against symptomatic disease and who have successfully been
protected against asymptomatic disease. There are also different levels of protection against
the two main variant, alpha and delta, that were circula