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Exploring the Use of Artificial Intelligence in Agent-Based Modeling Applications:
A Bibliometric Study
Reprinted from: Algorithms 2024, 17, 21, doi:10.3390/a17010021 . . . . . . . . . . . . . . . . . . . 72

Rajiv Paudel and Arika Ligmann-Zielinska
A Largely Unsupervised Domain-Independent Qualitative Data Extraction Approach for
Empirical Agent-Based Model Development
Reprinted from: Algorithms 2023, 16, 338, doi:10.3390/a16070338 . . . . . . . . . . . . . . . . . . . 110

Elizabeth Hunter and John. D. Kelleher
Validating and Testing an Agent-Based Model for the Spread of COVID-19 in Ireland
Reprinted from: Algorithms 2022, 15, 270, doi:10.3390/a15080270 . . . . . . . . . . . . . . . . . . . 126

Kara Combs, Adam Moyer and Trevor J. Bihl
Uncertainty in Visual Generative AI
Reprinted from: Algorithms 2024, 17, 136, doi:10.3390/a17040136 . . . . . . . . . . . . . . . . . . . 148
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Preface

This Special Issue on “Artificial Intelligence in Modeling and Simulation” addresses the

integration of AI in improving the accuracy and efficiency of simulation models across various

domains. The collection, featuring contributions from leading researchers, investigates AI-driven

optimization, data processing, and agent-based modeling, often focusing on model validation. Aimed

at researchers and practitioners, this issue offers valuable insights into AI applications in modeling

and simulation. We acknowledge the contributions of the authors and the efforts of the reviewers and

editorial team in bringing this work to completion.

Nuno Fachada and Nuno David

Editors
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1. Introduction

Modeling and simulation (M&S) serve as essential tools in various scientific and engi-
neering domains, enabling the representation of complex systems and processes without
the constraints of physical experimentation [1]. These tools have evolved significantly
with the integration of artificial intelligence (AI), which offers advanced capabilities in
essential aspects of M&S such as optimization [2,3], data analysis [4,5], and verification and
validation [6]. AI’s capacity to enhance M&S is demonstrated in applications ranging from
engineering [7] and physics [8,9] to social sciences [10] and biology [11], providing novel
approaches to problem-solving and system understanding.

In this Special Issue, entitled “Artificial Intelligence in Modeling and Simulation”,
we received 18 submissions from researchers worldwide. After a rigorous peer-review
process, 11 papers were selected for publication, reflecting the diversity and depth of
current research in the combined fields of AI and M&S. These papers encompass a wide
range of topics, including the use of AI in developing and optimizing simulation models,
AI-driven metamodeling, and the application of AI techniques in various domains such as
industrial systems, agent-based modeling (ABM), and public health.

2. Contents

The accepted submissions can be broadly grouped into four main categories: (1) AI
techniques for simulation and optimization [2,3], (2) AI in ABM [12], (3) AI for data
processing and classification models [13], and (4) Artificial Neural Network (ANN) methods
for improved M&S [14]. These are organized as follows:

AI techniques for simulation and optimization

1. Comparative Analysis of Classification Methods and Suitable Datasets for Protocol
Recognition in Operational Technologies (2024), by Holasova et al., in Algorithms
17:208, https://doi.org/10.3390/a17050208.

2. A Biased-Randomized Discrete Event Algorithm to Improve the Productivity of
Automated Storage and Retrieval Systems in the Steel Industry (2024), by Neroni
et al., in Algorithms 17:46, https://doi.org/10.3390/a17010046.

3. Efficient Multi-Objective Simulation Metamodeling for Researchers (2024), by Ho
et al., in Algorithms 17:41, https://doi.org/10.3390/a17010041.

AI in ABM

4. Exploring the Use of Artificial Intelligence in Agent-Based Modeling Applications: A
Bibliometric Study (2024), by Ionescu et al., in Algorithms 17:21, https://doi.org/10.3
390/a17010021.

5. A Largely Unsupervised Domain-Independent Qualitative Data Extraction Approach
for Empirical Agent-Based Model Development (2023), by Paudel et al., in Algorithms
16:338, https://doi.org/10.3390/a16070338.

6. Validating and Testing an Agent-Based Model for the Spread of COVID-19 in Ireland
(2022), by Hunter et al., in Algorithms 15:270, https://doi.org/10.3390/a15080270.

Algorithms 2024, 17, 265. https://doi.org/10.3390/a17060265 https://www.mdpi.com/journal/algorithms1
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AI for data processing and classification models

7. Uncertainty in Visual Generative AI (2024), by Combs et al., in Algorithms 17:136,
https://doi.org/10.3390/a17040136.

8. Framework Based on Simulation of Real-World Message Streams to Evaluate Classifi-
cation Solutions (2024), by Hojas-Mazo et al., in Algorithms 17:47, https://doi.org/10
.3390/a17010047.

9. CNN Based on Transfer Learning Models Using Data Augmentation and Transfor-
mation for Detection of Concrete Crack (2022), by Islam et al., in Algorithms 15:287,
https://doi.org/10.3390/a15080287.

ANN methods for improved M&S

10. Comparing Activation Functions in Machine Learning for Finite Element Simulations
in Thermomechanical Forming (2023), by Pantalé, in Algorithms 16:537, https://doi.
org/10.3390/a16120537.

11. A Literature Review on Some Trends in Artificial Neural Networks for Modeling
and Simulation with Time Series (2024), by Muñoz-Zavala et al., in Algorithms 17:76,
https://doi.org/10.3390/a17020076.

These publications are described in detail in the following subsections, one per subject
category.

2.1. AI Techniques for Simulation and Optimization

Several papers focus on the integration of AI techniques to enhance simulation and
optimization processes.

In Comparative Analysis of Classification Methods and Suitable Datasets for Protocol Recogni-
tion in Operational Technologies, Holasova et al. analyze different machine learning methods
for protocol recognition in operational technology (OT) networks, addressing the unique
challenges of OT environments and highlighting the need for relevant datasets.

Neroni et al. present a hybrid approach in A Biased-Randomized Discrete Event Algorithm
to Improve the Productivity of Automated Storage and Retrieval Systems in the Steel Industry,
combining discrete event simulation with biased-randomized heuristics to minimize ma-
kespan in automated storage and retrieval systems, showcasing significant improvements
over traditional methods.

In Efficient Multi-Objective Simulation Metamodeling for Researchers, Ho et al. introduce a
methodology for multi-objective optimization using metamodels and heuristics, demon-
strating the varying performance of different metamodel–optimizer pairs across several
problem scenarios.

2.2. AI in Agent-Based Modeling

The application of AI within ABM is addressed in three studies featured in this Special
Issue.

Ionescu et al. provide a bibliometric analysis in Exploring the Use of Artificial Intelligence
in Agent-Based Modeling Applications: A Bibliometric Study, revealing trends and influential
research in the convergence of these fields, with significant growth observed post 2006.

Paudel and Ligmann-Zielinska propose a novel approach in A Largely Unsupervised
Domain-Independent Qualitative Data Extraction Approach for Empirical Agent-Based Model
Development, using natural language processing tools to automate qualitative data extraction
for ABM, reducing biases and improving efficiency.

Hunter and Kelleher detail the validation of an ABM in Validating and Testing an
Agent-Based Model for the Spread of COVID-19 in Ireland, utilizing a scaling factor to manage
computational costs while maintaining model accuracy in simulating pandemic dynamics.

2.3. AI for Data Processing and Classification Models

The potential of AI in improving data processing and classification models is demon-
strated by three articles included in this Special Issue.
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In the first of these articles, Uncertainty in Visual Generative AI, Combs et al. address the
issue of uncertainty in generative AI models, proposing a pipeline to quantify uncertainty
and improve model reliability.

In the following article, Framework Based on Simulation of Real-World Message Streams to
Evaluate Classification Solutions, Hojas-Mazo et al. develop a simulation-based framework
for enhancing the evaluation of message classification solutions under realistic conditions.

In the third article, CNN Based on Transfer Learning Models Using Data Augmentation
and Transformation for Detection of Concrete Crack, Islam et al. focus on structural health
monitoring in leveraging transfer learning and CNNs for accurate and efficient crack
detection in concrete structures.

2.4. Artificial Neural Network Architectures and Methodologies for Improved Modeling and
Simulation

ANNs are powerful tools for improving model efficiency and validity. The two final
papers in this Special Issue address this theme, demonstrating the effectiveness of ANNs in
complex simulation scenarios.

Pantalé investigates the impact of different activation functions on prediction accuracy
and computational efficiency in Comparing Activation Functions in Machine Learning for Finite
Element (FE) Simulations in Thermomechanical Forming.

Finally, Muñoz-Zavala et al. review trends in A Literature Review on Some Trends in
Artificial Neural Networks for Modeling and Simulation with Time Series, summarizing ANN
applications in time series prediction and suggesting future research directions.

3. Final Remarks

These papers highlight the substantial progress and varied uses of AI in modeling
and simulation, offering useful insights and methods for both researchers and practitioners.
The Editors thank all authors, reviewers, and the editorial team in making this Special Issue
possible.
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Comparative Analysis of Classification Methods and Suitable
Datasets for Protocol Recognition in Operational Technologies
Eva Holasova *, Radek Fujdiak * and Jiri Misurec

Department of Telecommunications, Faculty of Electrical Engineering and Communication,
Brno University of Technology, Technicka 12, 616 00 Brno, Czech Republic; misurec@vut.cz
* Correspondence: eva.holasova@vut.cz (E.H.); fujdiak@vut.cz (R.F.)

Abstract: The interconnection of Operational Technology (OT) and Information Technology (IT)
has created new opportunities for remote management, data storage in the cloud, real-time data
transfer over long distances, or integration between different OT and IT networks. OT networks
require increased attention due to the convergence of IT and OT, mainly due to the increased risk
of cyber-attacks targeting these networks. This paper focuses on the analysis of different methods
and data processing for protocol recognition and traffic classification in the context of OT specifics.
Therefore, this paper summarizes the methods used to classify network traffic, analyzes the methods
used to recognize and identify the protocol used in the industrial network, and describes machine
learning methods to recognize industrial protocols. The output of this work is a comparative analysis
of approaches specifically for protocol recognition and traffic classification in OT networks. In
addition, publicly available datasets are compared in relation to their applicability for industrial
protocol recognition. Research challenges are also identified, highlighting the lack of relevant datasets
and defining directions for further research in the area of protocol recognition and classification in
OT environments.

Keywords: classification methods; datasets; machine learning; operational technology; protocol
classification; protocol recognition; security

1. Introduction

Cyber security is now an essential part of industrial networks. As a result of the
interconnection of Operational Technology (OT) and Information Technology (IT), new
possibilities for remote management, the use of cloud storage, real-time data transfer over
long distances, or integration between different OT and IT networks, for example, are
emerging. On the other hand, there are new security risks to which OT networks are
exposed [1]. OT networks used to be completely isolated from IT networks, so there was
not much emphasis on cyber security [2]. For this reason, there is a new emphasis on
monitoring and analyzing OT traffic.

Protocol recognition and classification is an important task in security control and
can be conducted via data analysis [3]. Knowledge of the protocols used in the network
contributes to network optimization and helps to understand how traffic is distributed and
what data are present in the network. Based on protocol recognition and data classification,
traffic routes can be optimized, the quality of traffic and transmitted data can be improved,
and network management strategies can be developed. Based on the automatic inspection
of traffic data, redundant messages can be filtered, and the volume of transmitted messages
can be reduced, thereby reducing the computational complexity and cost of transmission.
In terms of network security, the use of protocol recognition leads to earlier and timely
detection of threats, for example, in the case of a Man in the Middle attack. It is also
possible to detect and find a virus early. There is a large number of methods that can
be used to achieve protocol identification both in IT and OT networks. It is possible

Algorithms 2024, 17, 208. https://doi.org/10.3390/a17050208 https://www.mdpi.com/journal/algorithms5



Algorithms 2024, 17, 208

to use traditional methods, which include classification based on ports used, or more
sophisticated approaches using Artificial Intelligence (AI). Using such approaches, it is
possible to perform an in-depth analysis of the monitored data stream (or other data
units) and classify not only the protocol used but also, for example, the cipher suite used.
Performing classification in OT networks is currently less common, but it provides great
potential in terms of security benefits for such networks. It is for this reason that this paper
has been created, in order to describe and summarize the different protocol classification
methods (especially in OT networks) and also the available datasets.

This paper focuses on the protocol recognition aspects of OT networks. Advanced
methods using AI techniques can be used to perform protocol recognition with additional
recognition capability. Conventional techniques, such as relying on known ports, may
not be fully sufficient and thus more advanced techniques that are able to directly de-
tect/recognize the protocol itself (trained marks of the protocol) need to be employed.
Based on the analysis of the current state of the art, it is clear that the recognition of indus-
trial protocols is rather minor, as is the current state of publicly available datasets. Thus,
this paper points out this gap (research gap), and for this reason, it performs (i) a summa-
rization of methods for network traffic classification, (ii) a summarization of methods for
recognition and identification of the protocol used in the network, (iii) the use of machine
learning methods for industrial protocol recognition. Finally, (iv) an analysis of publicly
available datasets that can be used for industrial protocol classification was performed.
This article takes aim at the scientific question: How can industrial protocol classification
be achieved? What publicly available datasets can currently be used specifically for the
purpose of classifying these protocols? OT networks require increased attention due to IT
and OT convergence, in particular, due to the increased risk of cyber-attacks that may target
these networks. Convergence has caused, among other things, a proliferation of attack
vectors, making advanced data monitoring necessary and using a software-as-a-service
(SaaS) approach. Industrial protocol classification thus enables (i) automatic detection of
the protocol used to assess security, including the cipher suite used, (ii) diagnostic data,
network monitoring (protocol usage within different sectors, etc.), (iii) automation of audit
tools, and (iv) development of protocol adaptive solutions—automatic protocol detection
and further actions following this knowledge.

The structure of this paper is as follows: Section 2 describes the specifics of OT
networks, the effects of the convergence of IT and OT networks, and, hence, the need
to use sophisticated methods to enhance security in the OT industry. Section 3 presents
an analysis and comparison of the current state of the art, focusing mainly on the issues
of protocol recognition and traffic classification. Furthermore, Section 4 presents various
methods for the purpose of traffic analysis. The section presents approaches to protocol
classification, recognition and identification, Machine Learning (ML) methods, and metrics
used to evaluate models. Section 5 focuses on the available datasets usable for the purpose
of traffic classification and the chosen protocol, and a comparison of the most relevant
datasets in terms of several parameters is also provided.

2. Operational Technology Networks Specifics

A significant difference between classical IT networks and OT networks is their pur-
pose and related use. OT networks have the main purpose of controlling and monitoring
the industrial process, whereas IT networks aim mainly at data transmission (by nature
non-critical in comparison with OT networks). Another distinction is the elements and
components of the individual networks themselves. IT networks use end stations (laptops,
desktop PCs, mobiles, tablets, etc.). Network elements and infrastructure provide data
transfer mainly between end-user elements using data stored on servers (located and con-
nected to the Internet). On the other hand, OT networks typically use specific devices with
a well-defined purpose to provide/monitor a specific activity within an industrial process.
These can be single active/passive elements (actuators and sensors), control PLCs, HMIs
(providing visualization of the current process status to the operator), or SCADA/DCS
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components. Another difference is the data transmitted itself and the typical orientation of
the data flow. Within IT, it is mainly the use of data obtained from higher layers (Internet)
and its local modification/processing/consumption by the user. OT networks mainly
generate data from sensors and perform operations by actuators. Thus, the data occur-
ring in an industrial network mainly contains data acquired from sensors (temperature,
pressure, speed—numerical data), and based on these data, actuators (motors, pumps,
valves—binary state I/O) are activated/deactivated [4].

Another major difference is the security of individual networks. IT networks are evolv-
ing at a very fast pace, the lifetime of equipment within IT networks is typically 3–5 years
(servers, workstations, laptops and network components), and the frequency of updates
is also very high. Systems and software are regularly updated and upgraded to improve
performance, security, and functionality. In terms of basic requirements, the priority is
security, i.e., confidentiality of data, followed by data integrity, with availability (CIA triad)
coming in third. Thus, it is necessary to transfer the data primarily in a confidential man-
ner (encryption), ensuring their integrity (preserving the content without modification),
followed by their availability (slight delays and outages are tolerated to provide more
critical services—there is no security risk not to deliver the message immediately). In
contrast, OT networks are completely identical in these aspects. Development within OT
is slow and gradual, equipment lifetimes are typically 10–20 years (i.e., decades), so the
frequency of updates is conducted at large intervals (industrial process is affected—creating
downtime and slowing production efficiency). Systems often require long-term stability
and reliability, which means that updates or changes are made less frequently to avoid the
risk of disrupting critical operations [4].

In terms of basic requirements, the priority is data and service availability, followed by
integrity and thirdly confidentiality (AIC triad). It is, therefore, necessary to have available
data from the industrial process at all times to be able to monitor and manage the process
adequately and in a timely manner. This is important because of the nature of OT networks,
where critical parts are controlled and where there is a risk of malfunction or danger to
human health in the event of a process disturbance (nuclear power plants, thermal power
plants, etc.). It is also necessary that data integrity is preserved, and only after these tears are
preserved is the safety considered. IT and OT networks differ in the nature of the services
they provide in terms of their importance. They differ in terms of priorities and especially
in terms of the security of the data transmitted. They also differ in the subject/scope of
the data transmitted. They also differ in the individual elements of the network. Another
difference is the upgrades performed, where OT is significantly more complex than IT, as
well as the replacement/upgrade of equipment (OT requires a higher lifetime).

2.1. Information Technology and Operational Technology Convergence

IT and OT convergence represent the current trend of interconnection of individual
components, especially their availability via the Internet. This convergence involves the
integration of existing OT networks and structures within the IT network. This convergence
facilitates the use of the current trend of software as a service, especially for the processing
and evaluation of available data, where this was often not possible before, and data could
not leave the closed and isolated network. It is equally possible to remotely access and
manage these data. While this brings a number of benefits, it also involves challenges
that need to be addressed, particularly from the security perspective. The problem is the
long-term enclosure of OT infrastructures, which has ensured security in terms of physical
security. In order to access the assets, it was necessary to overcome physical security,
and only then could the assets be accessed. It is convergence, however, that significantly
alters this approach. There is no need to overcome physical security, and it is possible
to access assets from a SW perspective without breaching the security perimeter (from a
physical perspective).

Convergence increases the risk of a security incident compared to a closed approach [2].
Due to the long-term closed nature and reliance on physical security alone, security mecha-
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nisms and protocols are not at the same level as in IT networks. OT networks use industrial
protocols for the transmission of individual data, which are specific protocols tailored for
the transmission of sensor data and individual commands. However, these protocols often
do not support confidentiality and integrity, and thus, various extensions and additional
mechanisms have to be used. Thus, from a software perspective, OT networks represented
insecurity by design. The challenges involved are to ensure the security of the unsecured
protocol in such a way that the priorities of the requirements (availability first) are not
affected. Thus, it is not possible to use current mechanisms from IT networks and apply
them directly to the OT network environment without modification. Similarly, a secure
separation of the IT and OT network must be implemented in such a way that the OT
network is maximally separated from the rest of the network. This requires the use of
firewalls, DMZ, IDS, and IPS mechanisms in conjunction with AI-enabled applications.

The impacts of the convergence of IT and OT networks include a significant prolifera-
tion of attack vectors. Convergence has made these networks “accessible” to the attacker,
and physical security is no longer the main security measure. Thus, it is now (from a
cyber-security perspective) a basic block that is as necessary as it used to be but no longer
represents the main attack vector. Attackers can exploit the very interface that makes the
connection between IT and OT networks. In particular, this may include internal services
for managing and monitoring industrial processes [5]. In conjunction with these systems
and devices, in general, within OT networks there are passphrases and inbuilt security
measures. Insufficient quality/complexity of passphrases and excessive system measures
also degrade cyber-security. The human factor is also a risk, especially in terms of social
engineering or phishing attacks. According to [5], the first place in the attack vector is the
compromise of IT systems, followed by the use of engineering workstations, and the third
place is external remote services.

Protocol classification will help, especially with protocol security checks in the form of
internal audits, etc. Knowledge of the protocols will also help with diagnostic data and
obtaining an overview of the traffic occurring within the monitored OT networks. Finally,
the development of a good industrial protocol classification method will help with the
development of new devices. It is the automatic protocol recognition that will enable the
creation of devices that automatically recognize the protocol in the network and can use
this knowledge to, for example, automatically inspect and set firewall rules. In order to best
secure the OT network, these approaches need to be combined. It is necessary to use tools
for detecting security incidents, classifying the protocols used, as well as educating the
human factor. The emergence of automated tools would enable effective control (auditing)
and also the supervision of critical network elements. Industrial protocol classification can
be used at individual industrial facilities (factories, plants, etc.), but also within various
SaaS service providers, which can monitor and classify traffic within the network. Last but
not least, this method can be used to perform non-invasive security checks of industrial
protocols without the need to access the data themselves directly. It is thus possible to use
the encrypted form of the messages and to perform protocol classification on this basis,
including its cipher suite.

The early detection of security incidents helps to activate adequate countermeasures.
Using the knowledge of the type of anomaly, it is possible to activate appropriate counter-
measures so that the impact on the industrial process itself is minimized. This is related
to the critical nature of the industrial processes themselves, where system shutdown can
mean potential damage. It is thus advisable to perform a timely, safe system shutdown.
However, the aim is to prevent such safety incidents. To do just that, it is advisable to use
industrial protocol classification in the form of a security audit and implement appropriate
countermeasures to minimize the likelihood of a security threat.

2.2. Operational Technology Hierarchy Model

The individual physical operations and related control and monitoring components
are sorted according to IEC 62443 [6] (also known as the Purdue model) into individual

8



Algorithms 2024, 17, 208

layers (six in total). This division is made according to the purpose of each layer so that
individual operations can be scaled and safety levels defined within the manufacturing
process. Communication within the model is vertical between the layers to achieve effective
control and monitoring of the process. The layers closer to the product itself (processed
through the L0 layer) form the core and basic building blocks of OT networks. As the
layers grow, they gain abstraction and gradually move into the IT network. The individual
layers contain differently sensitive information, and therefore, it is necessary to maintain an
adequate trust level (preferably zero-trust) [7]. A graphical visualization of such a model
is shown in Figure 1, which shows the Purdue model as well as the basic blocks from the
RAMI 4.0 model (right side). Level 0 (Field level) contains components directly dedicated
to control, the actual execution of an activity using sensors (getting values) and actuators
(executing activities).

Data sent to/from L0 is conducted from the L1 layer (Control level). This layer contains
the individual Programmable Logic Controller (PLC), Distributed Control System (DCS),
and PID devices. These are the components that acquire data from sensors and actuators
(simplified as the first logic unit that evaluates the acquired data and can convert them into
digital form). These units directly control the process through the connected actuators. The
decision to intervene in the process can be initiated directly from L1 or by devices from L2
(Supervisory level) [4].

Within L2 there are parent PLCs that collect data from the slave PLCs and make process
modifications based on the defined operations/schemes and settings. This layer (L2) also
houses workstations (operator/attendant workstations) and the local Human Machine
Interface (HMI), which is used to display the current status to the operator. The process can
thus be controlled via the HMI, workstations, or status evaluation by the supervisor PLC
from L2, then the data are passed to the PLCs on the L1 level, and they trigger the required
actions on L0.

The fourth layer (L3—Planning level) serves mainly as a support layer for the whole
system. Global HMI and other server services can be located within this layer. This may
include Dynamic Host Configuration Protocol (DHCP), Domain Name System (DNS),
Lightweight Directory Access Protocol (LDAP), and Network Time Protocol (NTP) servers.
In addition, historian servers are often located at this level to provide specific services
such as storing historical data (describing the behavior and state of the process over time),
analyzing stored values, and archiving events/process states over time. This layer also
contains Supervisory Control and Data Acquisition (SCADA) or DSC.

Both systems are used for data acquisition from the OT network and process control.
The main objective of SCADA is data acquisition; networks consist of multiple Remote
Terminal Units (RTUs) that are used to collect data back to the central control system where
they can be used to make higher-level decisions (based on a global view of the data). DCS
is mainly used for on-site process control, connecting PLCs, sensors/actuators state, and
workstations. The main objective is to collect data and control the process from devices
located closer to L0. The main difference between DCS and SCADA is, therefore, in their
focus and application. DCS is more focused on automating and controlling manufactur-
ing processes within a single facility or complex, while SCADA focuses on monitoring
and controlling equipment spread over large areas with an emphasis on data collection
and surveillance.

Layer L4, as well as L5 can be referred to as the management level. L4 is used to
provide scheduling and provisioning of other local services (e.g., printing, web server,
or domain controller), so it is the Plant operational level. This layer can also contain a
historian mirror and a remote access server. In general, Manufacturing Execution Sys-
tems (MES) are software solutions that actively improve the quality and efficiency of
manufacturing processes.

The L5 layer focuses on enterprise applications and Enterprise Resource Planning
(ERP). However, the L4 and L5 layers are very intertwined.
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This model can also be supplemented with a layer that vertically connects all the
layers. This concept is referred to as NAMUR Open Architecture (NOA) [8]. The aim is to
enable secure, flexible, and efficient interconnection of OT with IT without compromising
the functioning of critical process control systems. This may involve the collection of data
from additional sensors located on the equipment. Where these devices cannot directly
compromise the process itself (there is no direct connection between the sensors and the
OT infrastructure), there is a one-way data flow from OT to IT.
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Figure 1. Hierarchical structure within OT networks expressed through the Purdue model.

For completeness, it should be noted that the term OT refers to hardware and software
that directly monitors and controls physical equipment, processes and events in an indus-
trial environment. OT includes Industrial Control Systems (ICS), which are specifically
designed to control and automate industrial processes. ICS includes a variety of systems,
including SCADA or DCS. OT networks have different requirements compared to IT net-
works. This is due to the nature of these networks and, in particular, their purpose. In the
development of these networks, it is necessary to use up-to-date approaches such as ML
and NN techniques, both for the detection of security incidents (traffic classification) and
for the recognition and identification of the industrial protocols used. The convergence of
IT and OT networks is putting pressure on the security of these networks, but it is always
necessary to consider the appropriateness of individual measures in such a way that the
functionality of the OT networks themselves is not compromised. The use of ML and NN
techniques has the potential to enhance the security of OT networks and, in particular, can
be used in such a way that they do not cause additional load to these networks. If used
appropriately, a non-invasive way of using the available data can be achieved.

3. State of the Art

Protocol classification provides benefits, especially for automatic processing and
automatic monitoring of data on the network. The use of classification in OT brings the
benefits of enabling the development of protocol-independent approaches, especially in
the area of cybersecurity. Therefore, it enables the automated management of data flows,
the creation and modification of detection and mitigation rules, etc. Table 1 shows an
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overview of the current approaches to protocol recognition and traffic classification in both
IT and OT industries. In general, supervised approaches, e.g., machine learning and neural
networks, are required in classification. A common approach is the use of convolutional
neural networks, where data streams, frames, or other data structures are visualized into
image data and these are then identified through convolutional neural networks.

In general, traffic classification is also more common than protocol recognition. Pro-
tocol classification can be more challenging than traffic classification (this is evident from
the success rates achieved by the models). Performing protocol classification in the OT
sector is particularly important in the case of encrypted traffic. In the case of encryption, it
is not possible to use common (generic) protocol identification methods, such as known
port recognition at the transport layer level, or to use multiple parsers to find a match. Due
to IT and OT convergence, it is also necessary to assume different masking techniques per-
formed by the attacker, also for this reason, these classification methods are very important.
Similarly, in the case of protocol recognition in OT, it is possible to recognize not only the
industrial protocol itself but also other parameters, such as the type of cipher suite chosen.

In total, a comparison of 20 different approaches is made, where protocol recognition
in OT networks is only addressed in a minimum of current literature, and most of them
target IT networks. In the case of traffic classification, the ratio is more balanced. In the case
of protocol recognition, OT networks are particular and present a significant challenge due
to their distinct differences. Similarly, a small number of publicly available datasets focus
on this issue. Finally, it often relies only on selected ports at the transport layer level. AI
methods are not used in the case of protocol recognition in OT networks, even though these
methods can represent a great cyber benefit (especially in connection with Industry 4.0+). A
large number of works have focused on traffic classification in IT and OT networks. Most of
the works focus on cyber-security with the aim of network anomaly detection/classification.
This approach (traffic classification) thus represents the implementation of a classification
of the data transmitted inside a chosen traffic protocol.

For classification reasons, a supervised approach is generally used, often in combi-
nation with convolutional neural networks (CNNs). This approach represents a method
in which data blocks are expressed using visual representation, i.e., the conversion of
information into image data. This may be processing at the level of data streams, pack-
ets, or other data units. Some papers also focus on the encrypted data stream (encoding
column). This area presents great potential from the cybersecurity perspective, where
it is possible to perform traffic recognition without having to decrypt the traffic. This
can be particularly beneficial when processing large amounts of data, for example, at the
network administrator level or for the purpose of monitoring whether industrial data are
leaving specified sections. Also, most approaches do not focus on real-time classification,
but delay-independent classification is performed. It is the low delay in the classification
performed that allows the use of these methods (protocol recognition, traffic classifica-
tion) in the control mechanisms performing the classification of the actual network traffic.
Often, authors do not provide datasets, so the classification of the protocol or network
traffic is performed on a dataset that is not publicly available. Thus, it is not possible
to re-evaluate the results, directly relate the results to the obtained results, or compare
different approaches for classification purposes. Custom (own) datasets that are no longer
available bring significant limitations in the development and comparison of available tools
and approaches.

Based on the analysis of the current state of the art, the main challenges can be identi-
fied as (i) the creation of suitable and publicly available datasets that are oriented towards
industrial protocols. These datasets must also contain multiple industry protocols in order
to validate the discriminative capabilities of each approach. Furthermore, (ii) focusing on
the potential in the area of encrypted traffic (protocols) in OT networks. (iii) Comparing
the different processing approaches of the developed dataset and identifying the main
research direction.
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4. Traffic Analysis Methods

Protocol Classification is a term typically used to describe the process by which
network traffic is classified into different categories or classes based on the characteristics
of the communication. Classification can be made based on factors such as ports, addresses,
packet headers, or traffic patterns. Classification aims to understand network traffic better
and allow different levels of network management policy to manage this traffic as needed.

Protocol Recognition is a term usually used to describe the process by which the char-
acteristics of network communications are analyzed to identify the protocols in use. This
process can be automated using a variety of techniques, including in-depth examination of
network traffic and pattern matching against a database of known protocols. The goal is to
identify what protocols are used within a given communication.

Protocol Identification is a term often used as a synonym for protocol recognition, but
it can also be used in a more specific sense when referring to the process of determining
specific attributes or properties of a protocol that are observed in a given network traffic.
Protocol identification can be important for a number of purposes, including security
analysis, network optimization, and performance tuning.

4.1. Traffic Classification Technique

Several methods for traffic classification exist, each handling traffic information
differently. These techniques are port-based classification, payload-based classification,
statistical-based classification, behavioral-based classification, and correlation-based classi-
fication [36,37].

The port-based classification method is widely used for classifying traffic using the
ports of the corresponding applications. The method is based on examining packet head-
ers and comparing port numbers of registered applications. Examining only the packet
headers presents a fast and simple classification [36]. This type of classification is especially
important for identifying network applications in large network traffic [36]. The false
negative rate increases because of dynamic port numbers and the use of non-standard
applications. Similarly, if applications are hidden behind a commonly known port, the false
positive rate increases. In general, this classification method is fast and simple, provided
the applications are used with their usual ports [37].

The payload-based classification method mainly uses the packet’s data content for
protocol recognition. The payload information contains characteristic patterns, messages,
or protocol-specific data structures [36]. Payload-based classification can be divided into
Deep Packet Inspection (DPI) and Stochastic Packet Inspection (SPI) [37]. DPI works with
network traffic and packet content and achieves high accuracies in traffic classification,
making it a well-known technique for traffic management, attack prevention, and overall
network security analysis [37,38]. SPI is a technique complementary to DPI for classifying
encrypted traffic. This method works with statistical payload information to create a
pattern of protocol behavior and then automatically distinguish it from other protocols.
This method achieves high accuracy in classifying encrypted data. However, it is complex
and computationally intensive [38]. The method represents a slight improvement over
the port-based classification method but does not achieve higher accuracy in high-speed
networks. The significant disadvantage of this method is network privacy. Since the
method uses data inside the packet, the confidentiality of the transmitted data and network
security policies are violated.

The statistical-based classification method, unlike the packet-based method and the
payload-based method, does not work with information inside the packet but measures
statistical traffic parameters. Based on these statistical traffic parameters, it is possible to
distinguish between different types of applications [36]. These parameters include the
minimum packet size, the maximum packet size, the mean packet size, and the number of
packets, etc. [37]. This method is also known as the rational-based classification method [36].
The advantage of this method is that it can efficiently recognize encrypted traffic without
violating privacy. The disadvantage is a large number of parameters, which may be
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redundant for classification and introduce errors in training and testing machine learning
models used for pattern search in large datasets [9].

The behavioral-based classification method is based on generating and analyzing
host-side communication and traffic patterns. It performs classification by observing the
host behavior in the network [36]. Assuming a large amount of data, this method achieves
high classification accuracy [37].

The correlation-based classification method is based on creating correlations between
individual data streams. Data flows are created by aggregating packets with the same
attributes, such as source and destination IP address, source and destination port, and
protocol used. This method is used in training and testing machine learning models to find
relationships and data features. This method avoids the problem of the large number of
features. However, it still poses a large computational cost [37].

4.2. Network Protocol Recognition and Identification Techniques

The basic principle in protocol recognition and identification is to extract important
traffic information from the traffic, based on which the protocol can be identified. There are
several methods that can be combined in protocol recognition and identification.

One division is into manual and automatic analysis. Manual analysis depends on
the knowledge and experience of the person who performs the analysis [9]. Automatic
analysis is based on the automatic extraction of protocol information from network traffic.
Based on the extracted information, patterns of protocol behavior are created, and the
techniques that enable automatic analysis create and operate on these patterns. Recognition
by automatic analysis can be performed using several techniques, namely preset rules
recognition, payload feature recognition, host behavior, and machine learning [9].

The preset rules recognition technique works with set rules such as port number. This
method is not very reliable in terms of user customization of network settings. The payload
features technique takes advantage of the deep packet inspection method, which means
that it recognizes protocols using the data inside the packets. This method is very simple
and easy to implement, but it cannot identify encrypted traffic and is computationally
intensive. The host behavior technique works based on statistical parameters of network
traffic. The method effectively avoids the process of extracting information from packets.
However, the results are often inaccurate due to non-standard traffic parameters [37].

Machine learning is an important artificial intelligence technique that is used to analyze
large-volume datasets based on features and associations between parameters [9]. Machine
learning can be divided into shallow learning and deep learning. Shallow learning is
used for modeling and analyzing. These are algorithms that cannot fully express complex
nonlinear problems. At the same time, the quality of data preparation is crucial and affects
the training and results of the model. Deep learning algorithms are able to solve more
complex nonlinear problems. The disadvantage of classification based on shallow learning
is that the feature extraction and learning process must be repeated after the dataset is
changed. In deep learning-based classification, the model does not always need to be
re-learned and takes advantage of the original parameters. Shallow learning algorithms
include Support Vector Machine (SVM), Naive Bayes (NB), etc. Deep learning algorithms
include deep neural networks, Long Short Term Memory algorithms [39], and Generative
Adversarial Networks algorithms [16].

The use of deep learning methods has its application in IoT applications [40]. These
methods can be used not only for anomaly detection within industrial networks but also
for various operations requiring a high level of abstraction and the ability to understand
complex structures.

4.3. Machine Learning Techniques for Traffic Classification

There are several types of learning: supervised learning, unsupervised learning, and
reinforcement learning. In supervised learning, the processed data are labeled in advance
to improve the learning process and improve the final model. In teacher-less learning, data
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are unlabeled and patterns are sought during the learning process by clustering the data.
Feedback learning works with an agent that replaces human operators and helps determine
the outcome (build a model) based on feedback [9,41].

Machine learning algorithms work with three types of data training, validation, and
testing. Training and validation data form the dataset that is used to learn the model. With
the help of training data, the model is created, and with the help of validation data, the
model is tested during the learning process to improve the model. After the model is
created/learned, the model is tested on the test dataset. Partitioning into these groups can
be conducted, for example, by cross-validation. The dataset must be balanced to avoid
incorrect model learning or lack of model validation [16].

Each algorithm analyzes the dataset in a different way using regression, classification,
clustering, time series, association, or anomaly detection. Examples of such algorithms are
linear or logistic regression, Naive Bayes algorithm, SVM, Random Forest algorithm (RF),
Gradient Boosting (GB), K-Means, K-Nearest Neighbors (KNN) or Decision Tree (DT) [16].

K-means clustering is one of the popular machine-learning techniques. It belongs
to the category of unsupervised learning and aims to identify unlabeled data in different
clusters. The dataset and the number of clusters by which the data will be identified are
essential for the proper functioning of this algorithm. Clustering consists of three parts,
namely K-cluster, distance function, and new centroid. The advantage of this method is its
simple implementation. The disadvantage is the sensitivity of the method to outliers [36].

K-Nearest Neighbors is a method used to determine the distance between features for
classification and regression. This technique belongs to the category of supervised learning.
The advantage of this method is that it is simple and suitable for problems with multiple
classifications. The disadvantages of this technique are poor performance for unbalanced
datasets and high computational cost.

Naive Bayes is a robust machine learning classifier for classification and belongs to
the supervised category. The method is based on the Bayes Network Theorem and is used
to solve complex classification and traffic identification problems. The method has many
variations that use attributes for more accurate classification. The advantage of this method
is high accuracy even with inaccurate data. The disadvantage is that the required attributes
are independent of each other [36,37].

Support Vector Machine is another robust machine learning method. This technique is
used to classify the traffic of large amounts of data. The technique is based on hyperplane
separation to achieve binary classification and is classified as supervised learning. The
advantage of this method is that it can solve nonlinear and high-dimensional problems.
The disadvantage of this method is the high memory cost [37].

Decision Tree is a technique belonging to the supervised learning group. Decision
Tree consists of a root node, several branches, and many leaves. C4.5 and ID3 machine
learning classifiers are used to construct the Decision Tree. This technique is used to classify
the target variable by determining the relationship and matching between attributes and
creating new variables. The advantage of this method is fast classification with little
computation. The disadvantage is the ease of overfitting the model when using high
dimensional data because it does not correlate with these data [36].

Random Forest is a technique composed of many decision trees that fall into the same
category as supervised learning. This method’s advantages include a fast training phase
and the fact that it is not easy to overfit due to the already mentioned large number of
Decision Trees. The disadvantage is that it is unsuitable for low-dimensional and small
datasets [36].

Logistic regression (LR) is a supervised learning technique. It is used for binary
classification and uses general linear regression. The advantage of this method is the fast
training phase and the possibility of dynamic adjustment of the classification threshold.
The disadvantage of this method is easy overfitting [37].

AdaBoost is used to create a multi-classifier by integrating several weaker classifiers.
By combining several classifiers and using their advantages together, the technique is able
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to achieve high classification accuracy. Additionally, there is no overfitting. However, the
technique is sensitive to outliers [37].

Neural networks are based on the structure of the human nervous system. The basis
of a neural network is a neuron or perceptron. These basic elements are interconnected
and transmit signals to each other. Neurons form networks composed of layers. Networks
are made up of an input layer, inner hidden layers, and an output layer. How inputs are
converted to outputs depends on the value of weights, thresholds, transformation function,
and network structure. The process in question is neural network learning. Neural network
learning, as with machine learning, can be conducted with a teacher (supervised) or without
a teacher (unsupervised). If a neural network has multiple layers, it is referred to as a
Deep Neural Network (DNN). These algorithms include Convolutional Neural Networks
(CNN) [41], Recurrent Neural Networks (RNN) [29], and Artificial Neural Networks
(ANN) [16].

Table 2 makes a comparison of the most well-known and some of the most used ML
approaches. These are mainly supervised approaches (this is due to the nature of having to
perform partitioning into known, predefined classes). Each method has defined advantages
and disadvantages. ML approaches represent an effective solution when classification
needs to be performed, usually with sufficient recognition capabilities (metrics). The
advantage over other approaches is the relative ease of use and the equally short time
required to train the model. However, the individual results are strongly influenced by
the chosen task/problem and equally strongly dependent on the chosen dataset (size,
purity of records, etc.). The AdaBoost approach is deliberately not shown in the table,
due to the fact that it is a combination of these approaches in order to achieve the highest
quality results (metrics). Neural networks represent a more sophisticated approach that can
achieve more quality metrics depending on the chosen task and, in particular, the quality
of the dataset, thus creating a more robust model capable of representing more challenging
structures. These approaches are well suited for large data volumes and more complex
problems. However, this approach requires appropriate structure and individual parameter
design (especially DNN approaches) and is also a more time and computationally intensive
operation. Another advantage is that NN approaches are suitable for so-called transfer
learning, where model “learning” and specific data (in this case industrial protocols) are
performed. This results in a more robust model.

Table 2. Comparison of ML methods for protocol recognition.

Methods Type Description Advantages Disadvantages

K-mean Unsupervised
Identify unlabeled data

in different clusters
Simple implementation Sensitivity to outliers

K-NN Supervised
Determine the distance

between features

Simple and suitable

for classification
High computational cost

NB Supervised
Bays Network Theorem;

Complex classification
High accuracy

Required attributes are

independent of each other

SVM Supervised
Hyperplane separation

for binary classification

Can solve nonlinear and

high-dimensional problems
High memory cost

DT Supervised Classify the target variable Fast classification Ease of overfit

RF Supervised
Algorithm composed

of many decision trees

Fast training phase;

Not easy to overfit

Unsuitable for low-dimensional

and small datasets

LR Supervised General linear regression
Fast training phase;

Not easy to overfit
Easy to overfit

4.4. Metrics for Machine Learning Model Evaluation

In order to evaluate machine learning models, it is necessary to use evaluation met-
rics [37,42]. These metrics numerically express the model’s ability to perform defined
activities, such as classification. The most basic case is binary classification, where a map-
ping of an input to just two outputs (0 or 1) is performed. If 1 is marked as a positive
outcome (for example, a classified attack), four situations can occur:
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• True Positive (TP)—(1 = 1)—the input is an attack, and the output of the model is
classified as an attack,

• True Negative (TN)—(0 = 0)—the input is regular traffic, and the model output is
classified as regular traffic,

• False Positive (FP)—(0 6= 1)—the input is regular traffic, and the output of the model
is classified as an attack,

• False Negative (FN)—(1 6= 0)—the input is an attack, and the output of the model is
classified as regular traffic.

These metrics are further used to calculate other auxiliary evaluation metrics [42].
Visualizations of the underlying metrics can be made in the form of a Confusion Matrix,
which is used to provide a basic representation of the ratio of each group. Additional
metrics are then typically calculated based on this matrix. Accuracy is a metric that defines
the comprehensive success rate of the model and is defined as the ratio of TP and TN to
the total number of classified entries; see Equation (1). This metric can be described as a
definition of how good a model is and its recognition capabilities. Precision is a metric
that is defined as the ratio of TP to the sum of TP and FP; see Equation (2). This metric is
described as the accuracy of the model, i.e., whether the recognition capabilities are correct
and whether it produces coherent results. Recall is a metric also referred to as True Positive
Rate or Sensitivity and is the ratio of TP to the sum of TP and FN; see Equation (3). It
is an indicator of the completeness of the model’s detection of positive cases. Precision
focuses on the accuracy of positive predictions, while Recall evaluates the ability of the
model to detect as many true positive cases (TP) as possible. The F1 score metric provides a
composite view of how accurate the model is, not only in its accuracy but also in its ability
to identify TPs using the Precision and Recall metrics, see Equation (4). This metric aids
model assessment, especially in cases where the dataset is unbalanced and where separate
Precision and Recall values could be misleading.

Accuracy =
TP + TN

TP + FP + TN + FN
[−], (1)

Precision =
TP

TP + FP
[−], (2)

TPR; Sensitivity; Recall =
TP

TP + FN
[−], (3)

F1 score = 2 · Precision · Recall
Precision + Recall

[−]. (4)

Another metric used is the False Positive Rate (FPR) FP
FP+TN . This metric defines the

false positive rate (FP) to all actually negative cases, how the model misinterprets negative
cases as positives. False Negative Rate (FNR) FN

FN+TP . Metric defines the rate of false
negative cases to all actually positive cases, how the model misinterprets positive cases as
negatives. The True Negative Rate or also Specificity (TNR) metric TN

TN+FP gives the ratio of
actual negative cases to all true negative cases, and how well the model can detect negative
situations or events.

The TPR and FPR indicators are further used to represent graphically in the form of a
Receiver Operating Characteristic (ROC) curve of the model capabilities. FPR is plotted on
the X-axis, and TPR is plotted on the Y-axis. The objective is to plot the threshold values to
find a compromise between the high Sensitivity (TPR) and low FPR. The resulting Area
Under the Curve (AUC) allows for the assessment of the model performance (a larger AUC
implies a better AI model).

As the number of recognized classes increases (input data are classified into more
groups, for example, identifying a specific type of attack), it is possible to approach accuracy
from different perspectives [37]. Thus, it is possible to obtain an overall accuracy, which
indicates the general ability of the classification model regardless of the specific class
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(number/measure of appropriately labeled samples regardless of the class). Class accuracy
indicates the accuracy achieved relative to a specific class (some classes may achieve higher
accuracy than others—this can identify strong/weak points of the model, hence the dataset).
It is also possible to relate accuracy to the data flow itself (correlation-based classification
methods) or byte accuracy. Byte accuracy focuses on individual bytes (even within a
flow) [37].

5. Industrial Datasets Analysis

Datasets can be used for research in machine learning and neural networks. These
datasets are used to train artificial intelligence tools and allow for the evaluation of different
processing approaches [41].

This is possible just with a public dataset because it allows us to compare different
approaches on an identical dataset. Thus, it is possible to identify suitable approaches
such as the algorithm itself, its settings (hyperparameters), the preprocessing, or the
representation of the dataset within AI processing.

AI development can also be performed on a custom dataset, but there is a risk of
dataset deficiencies such as inconsistency (data may be recorded in an inappropriate
way), incompleteness/diversity (not all possible states are included), duplication (dataset
contains duplicate records), imbalance (representation of individual classes is not even),
size (dataset is too small). Due to these problems/deficiencies, the developed AI algorithm
can paradoxically achieve high portability, but in the case of practical use, such a tool is
very limited (or overtraining may occur).

For this reason, datasets are published providing identical data on which the different
approaches can be evaluated. However, published datasets often run into privacy issues.
Thus, it is necessary to check the individual data within the dataset and ensure consent,
anonymize the data, or generate the dataset in a closed/protected environment where
sensitive information cannot be leaked.

Datasets can be stored in various data formats, the most common of which is the
Comma-Separated Values (CSV) format or the network traffic record—PCAP format. Where
the CSV format is more strict in terms of available information (features), the PCAP format
allows parsing a wide range of information. Another important aspect of datasets is the
documentation available. The documentation should include a complete description of
the dataset, including a description of the main components (IP addresses, transport ports,
etc.), in particular, the number of classes and the way the dataset is labeled, especially in
the case of the CSV format. In the case of the PCAP format, it is important to uniquely
identify the individual states that occurred in the record (especially in cyber-security)—
e.g., identify the attacker, their IP address, ports, time horizon, type of attack, etc. Other
useful data are the wiring/schema used to generate the dataset, tools used, etc.

Table 3 performs a comparison of publicly available datasets and makes comparisons
from several perspectives. A comparison of the IT/OT focus of the dataset is made; the
number of classes into which classification is made, the number of features (for CSV format
only), and the format of the dataset is given. It also found whether the dataset is time-series
data, whether the dataset is labeled, and the type of classification (anomalies—cyber-
security attacks, protocol classification, OT anomalies). In addition, whether the dataset is
cyber-security focused, the source is indicated, whether it is a real record or a simulation,
and the protocol (IT represents common IT protocols). Last but not least, the number of
records (CSV only) and whether documentation is available.

A total of 28 datasets were compared, where 17 datasets fall into the IT sector and
11 into the OT sector. Sixteen datasets are recorded as PCAP and 17 as CSV. Similarly,
17 datasets focus on time-series. The analysis also shows that a large part of the datasets
focuses on the problem and anomalies as well as binary classification. The datasets directly
targeting the problem of protocol analysis and classification form a very small part, with
three datasets out of 17 in IT and only one dataset out of 11 in OT. The bulk is also not
recorded directly in the real environment, which is due to the general focus on anomaly
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identification (or classification), but the recording is as close as possible to the real environ-
ment using simulated parts. All datasets contain documentation but often do not contain
all the necessary information.

The analysis shows that the majority of available public datasets are focused on cyber-
security issues, while the classification of protocols is minimal. This may also be due to the
distinct individuality of individual plants and industries. To this end, it is thus nontrivial
to use the available datasets and to use only normal/regular data flow, thus reducing the
dataset size considerably. Another aspect is the availability of public datasets, where some
datasets are difficult to access, and it is necessary to be a subscriber.

In addition, datasets are available from the OT environment that contain only sensory
data. Thus, these datasets cannot be directly used for the detection of industrial hazards
but only for the detection or classification of security incidents within a given workplace.
These datasets may include, among others, those mentioned in [43]. However, signal data
cannot be used for protocol classification purposes, and anomaly detection may be strongly
associated with a given workplace. It is necessary to train the AI model on just the specific
states that can be “accepted”/assumed in a given environment.

Thus, based on the analysis performed, individual challenges were identified in order
to classify the industrial protocols:

(i) create a representative and comprehensive dataset using an industrial protocol,
(ii) to use real industrial networks and devices to get closer to real applications,
(iii) to allow modification or change of the industrial protocol (within the dataset)—

protocol diversity.

Fulfilling these challenges will thus enable research into methods to classify industrial
protocols, the protocol versions used, and the cipher suites of encrypted protocol versions
used. In the case of using the same workstation with only a change of industrial protocol, it
is possible to focus only on the protocol itself, without the influence of the transmitted data
on the industrial protocol classification performed (the protocol classification will not be
directly influenced by the transmitted data).

A total of 28 datasets were compared in the analysis, with most of them focusing only
on a specific part and, in particular, on areas of cyber security anomalies. The classification
of the protocols themselves is very limited, especially in the OT area. In the case of the use
of IT protocols, typical IT protocols such as HTTP, HTTPS, DNS, FTP, ICMP, IMAP, POP3,
etc., are often used. In the case of OT protocols, these are typically Modbus, IEC 60870-5-
104, and DNP3. There is also a range of sensor data (data obtained from the L0 Purdue
model—data obtained from sensors and actuators). However, these data are intended for
anomaly detection in terms of the behavior of individual states and do not contain the
protocol itself (they are only application data or values of individual variables). In terms of
size (records, volume parameter in Table 3), the individual datasets vary considerably, and
in the case of the PCAP source, this value is variable depending on what data are parsed.
Dataset balance has not been considered in the table because many datasets do not provide
predefined training and test sets (separate datasets). It is the train/test split parameter that
may be crucial and, as such, it may be a target of research.
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6. Discussion

The purpose of this paper was to answer the two main scientific questions presented
in the introduction. How can industrial protocol classification be achieved? What publicly
available datasets can currently be used specifically to classify these protocols? Classifica-
tion, recognition, and identification of protocols are closely related techniques that use the
same methods. The most commonly used methods for traffic classification and protocol
recognition have been presented and compared. Each method has its specific use and
depends on the purpose for which it is to be used. Among the state-of-the-art methods
are machine learning algorithms and especially neural networks. These algorithms allow
for fast traffic classification and protocol recognition and provide high-quality metrics.
However, these algorithms are limited in terms of input data. An analysis of the state of
the art revealed that the majority of research is in the IT domain. Similarly, research is not
targeted at encrypted versions of protocols.

The available datasets often do not achieve the qualities needed for good and accurate
classification, such as the number of records, the diversity of records, or the number of logs
in the dataset. Currently, the number of datasets from IT environments exceeds the number
of datasets. Although it is possible to use some IT protocols in OT systems from the point
of view of the convergence of IT and OT networks, it is not advisable to rely on this fact
alone. OT networks require specific protocols and requirements that are not as strict in
IT networks. Based on the analysis of publicly available datasets, key requirements for
future research were identified. Namely, the creation of a representative dataset containing
industrial protocols using real industrial devices. Currently, no suitable dataset has been
found for protocol recognition research in OT. It is the creation of such a dataset that would
enable follow-up research and the comparison of different methods from the ML and
NN domains.

7. Conclusions

The issue of protocol recognition and traffic classification is a broad area with overlap
from IT to OT networks. In conjunction with the convergence of IT and OT networks, it is
necessary to focus on cyber-security within OT networks and to use current techniques from
IT and implement them in the OT domain in order to increase the current level of security.
Similarly, with the trend of Industry 4.0+, data (not only IT but also OT) are leaving isolated
networks for processing on remote servers or for using software as a service. For this reason,
this paper has focused on the analysis of different methods and processing of data flow (or
other units) for the purpose of protocol recognition and traffic classification in connection
with OT specifics. Furthermore, publicly available datasets have been compared in terms
of their contribution, usability, etc. The output of this work is thus a comparative analysis
of approaches specifically to protocol recognition and traffic classification. The analysis
shows that there is currently only a very limited number of publicly available datasets that
would allow development in the area of protocol recognition and traffic classification in OT
networks. Thus, it is necessary to build on the IT networks and the knowledge gained in
the area of protocol recognition and traffic classification in IT networks and, on the basis of
a good and robust dataset, to compare these approaches, to make modifications and, in
particular, to evaluate them in OT networks.
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Abstract: In automated storage and retrieval systems (AS/RSs), the utilization of intelligent algo-
rithms can reduce the makespan required to complete a series of input/output operations. This paper
introduces a simulation optimization algorithm designed to minimize the makespan in a realistic
AS/RS commonly found in the steel sector. This system includes weight and quality constraints for
the selected items. Our hybrid approach combines discrete event simulation with biased-randomized
heuristics. This combination enables us to efficiently address the complex time dependencies inherent
in such dynamic scenarios. Simultaneously, it allows for intelligent decision making, resulting in
feasible and high-quality solutions within seconds. A series of computational experiments illustrates
the potential of our approach, which surpasses an alternative method based on traditional simulated
annealing.

Keywords: automated storage and retrieval system; makespan minimization; simulation optimization;
discrete event simulation; biased-randomized algorithms

1. Introduction

Warehousing involves the storage of raw materials, components, work in progress
(WIP), and finished goods. It has consistently been recognized as a crucial element within
the supply chain and within logistics. A well-designed and effectively managed ware-
housing system can yield significant benefits, such as reducing the risk of running out of
stock, mitigating the bullwhip effect, and decreasing the lead time of the final products [1].
Over recent decades, advancements in automation have led to the proliferation of fully
automated solutions like automated storage and retrieval systems (AS/RSs) and automated
vehicle storage and retrieval systems (AVS/RSs) across various industrial environments [2].
An AS/RS comprises two essential components: (i) a storage area that can be subdivided
and (ii) multiple automated machines responsible for material movement within and
outside the storage area. Compared to traditional manual warehouses, AS/RSs offer un-
deniable advantages, including labor savings, an increased storage capacity, a reduced
throughput time, and a decreased occurrence of errors, damage, and risks for operators.
However, the success of AS/RS implementation relies on the efficiency and alignment
of the control policies with the needs of the industrial system. A well-designed AS/RS
must autonomously address various challenges, such as scheduling retrieval and storage
operations, assigning stock items to customer orders, allocating delivery trucks to output
points, and determining routing for operations involving storage and retrieval machines,
among others [3].

Despite their complexity, and owing to their numerous benefits, AS/RSs have rapidly
gained traction across diverse sectors in recent decades. One industry where AS/RSs are
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becoming increasingly prevalent is the steel industry. According to an analysis by the
World Steel Association (https://www.worldsteel.org/, accessed on 15 January 2024), this
industry is at the heart of global development. In 2017, the steel industry achieved sales of
USD 2.5 trillion and generated USD 500 billion in value. For every USD 1 added within the
steel industry, an additional USD 2.50 of value-added activity is supported across other
sectors of the global economy due to purchases of raw materials, goods, energy, and services.
This generates over USD 1.2 trillion in value. In terms of employment, this analysis study
confirmed that the steel industry employs more than 6 million people, and for every 2 jobs
in the steel sector, 13 more jobs are supported throughout its supply chain, resulting in a
total of around 40 million jobs. AS/RSs used in the steel sector significantly differ from
those implemented in other environments, such as AS/RSs for pallets [2], miniloads [4],
shuttle-based AS/RSs [5], etc. These differences predominantly stem from the fact that,
in the steel sector, the systems are designed to handle unconventional stock-keeping units
and typically heavier and bulkier items (e.g., slabs, blooms, billets, tubes and bundles,
metal sheet bundles, etc.). Consequently, solutions proposed for other AS/RSs are often
impractical for systems intended for the steel sector. One of the most prevalent AS/RSs in
the steel sector is the shuttle–lift–crane (SLC)-based AS/RS (SLC-AS/RS) (Figure 1): a fully
automated system specifically designed for storing bundles of long metal bars or tubes,
wherein the stored items themselves act as the unit loads (i.e., the bundles themselves).

Figure 1. A picture of a shuttle–lift–crane AS/RS.

To the best of the authors’ knowledge, the SLC-AS/RS has received limited attention in
the scientific literature despite its significance in this industry. Thus, this paper contributes
to partially filling this gap. Managing the handling of metal bar bundles involves several
constraints related to the weight and quality of goods, complicating operational decisions.
Previous work by Bertolini et al. [6] addressed the allocation problem using simulated
annealing (SA), albeit limited to improving the retrieval phase. In this paper, the authors
expand on the aforementioned work by enhancing both the retrieval and storage oper-
ations. Here, the problem is approached using a simulation optimization methodology
that combines discrete event simulation (DES) principles with a biased-randomized (BR)
algorithm [7]. While the DES component handles intricate time dependencies among
different events, the BR component facilitates intelligent decision making. The resulting
BR-DES is then integrated into a multi-start framework, enabling the generation of multiple
high-quality solutions within short computing times.
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The remainder of this paper is organized as follows: Section 2 provides an overview of
related work. Section 3 offers a detailed description of the AS/RS under analysis. Section 4
introduces the optimization problem to be solved. Section 5 details the deterministic
heuristic used by the authors to evaluate solutions. The proposed biased-randomized
algorithm, along with its integration into a multi-start framework, is described in Section 6.
The obtained solutions for different instances are compared with those generated by
previous approaches in Section 7. Finally, conclusions and future research directions
are presented in Section 8.

2. Related Work

Automated storage and retrieval systems have long been a focal point in the scientific
community. A comprehensive overview of AS/RS literature was first presented by Rood-
bergen and Vis [2] after over 30 years of research in the field. These authors were the first to
spotlight design and control issues addressed in AS/RSs, encompassing design decisions,
storage assignment, batching, dwell location, sequencing of storage and retrieval requests,
and performance measurement. Recently, Bertolini et al. [8] extended the review, focusing
on papers published between 2009 and 2019. Over the years, numerous aspects related to
AS/RSs have been meticulously studied, while new areas of interest, such as environmental
aspects and energy consumption, have emerged [9,10]. Moreover, as AS/RSs have become
more widespread across different sectors, many challenges initially addressed in classi-
cal AS/RSs for pallets have now been extended to modern systems. These new systems
introduce new issues due to varying physical designs, collaborative machine operations,
and limitations associated with handled unit loads. Among the most researched AS/RS
typologies are shuttle-based AS/RSs [5], mini-loads [11], autonomous vehicle AS/RSs [12],
split platform AS/RSs [13], and tier-to-tier AS/RSs [14]. Thus, Ekren and Heragu [15]
discusses the significance of material handling, specifically focusing on unit load storage
and retrieval systems. The paper highlights the evolution of crane-based automation
technologies since the 1970s, leading to the widespread use of AS/RSs in distribution
and production environments. Roy et al. [16] analyze the adoption of autonomousvehicle-
based AS/RSs as an alternative to traditional automated systems for unit-load operations.
These authors model the system as a multi-class semi-open queuing network with class
switching and propose a decomposition-based approach to evaluate system performance.
Ekren et al. [12] employ a matrix-geometric method to model and analyze an autonomous
vehicle AS/RS as a semi-open queuing network. Their model accounts for waiting times,
and it can solve the network and derive key performance measures. Liu et al. [17] focus on
the travel time analysis of a split-platform AS/RS with a dual command cycle operating
mode and an input/output dwell point policy. The study introduces a continuous travel
time model and validates its accuracy through computer simulations. Liu et al. [13] investi-
gate travel time models for split-platform AS/RSs, where machines employ independent
horizontal shuttles and vertical lifts. The paper presents two dual command travel time
models, which are validated through computer simulations. Hu et al. [18] analyze the
travel time of a novel AS/RS designed for extra heavy loads like sea container cargo, where
conventional stacker cranes may be insufficient. A travel time model is presented under the
stay dwell point policy and validated through computer simulations. In addition, the au-
thors provide guidelines for optimizing the design of a rectangular-in-time AS/RS rack.
Cai et al. [19] model and evaluate an autonomous vehicle AS/RS with tier-to-tier vehicles
utilizing a semi-open queuing network. Various storage/retrieval requests are represented
as different customer classes in the model. Due to the time-consuming nature of analyzing
multiple configurations through computer simulations, this paper employed analytical
methods. This research also compared two synchronization policies. Finally, Zou et al. [14]
also model and analyze tier-captive autonomous vehicle storage and retrieval systems,
introducing a parallel processing policy where arrival transactions can simultaneously
request both the lift and the vehicle. An approximation method, based on decomposing the
fork-join network, is developed to estimate system performance. Simulation models vali-
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dated the effectiveness of analytical models, showing that the fork-join network accurately
estimates system performance under the parallel processing policy. Although other typolo-
gies, like the adoption of two storage and retrieval machines sharing the same path, have
been highlighted [20], the steel sector has been notably neglected throughout this technical
and scientific evolution. Noteworthy contributions specifically aimed at improving AS/RS
performance in the steel sector include works by Bertolini et al. [6] and Zammori et al. [21].

This work introduces novelty in two key areas: (i) the system considered and (ii) the
proposed algorithm. The system under consideration is known as the shuttle–lift–crane
automated storage and retrieval system (SLC-AS/RS), widely deployed in the steel in-
dustry and occasionally used in the wood industry to preserve tree trunks. A detailed
system description is provided in Section 3. Apart from the aforementioned works by
Bertolini et al. [6] and Zammori et al. [21], we are pioneers in offering an optimization
technique for such systems. The proposed solution, described in Section 6, is based on a
discrete-event heuristic (DEH). The DEH combines a swift heuristic algorithm for decision
making with discrete event simulation to evaluate the impact of decisions within a complex
system characterized by high levels of parallelism and resource interaction. While similar
approaches have proven efficient in various contexts, such as those seen in Arnau et al. [22],
the application of a DEH to automated storage and retrieval systems is novel.

3. Modeling an Automated Warehouse in the Steel Sector

The shuttle–lift–crane automated storage and retrieval system is a prevalent storage
solution in the steel industry, specifically designed to store bundles of long metal bars or
tubes ranging from ten to twelve meters in length and weighing between 1000 and 5000 kg.
Notably, this system does not involve picking individual bundles. Rather, each bundle
enters and exits the warehouse without any alterations. As a result, the SLC-AS/RS does
not employ loading units or boxes to store items since the bundles themselves serve as
the unit loads. Typically, the overall storage area of an SLC-AS/RS is divided into several
bearing metal structures known as racks. Each rack can reach heights of up to 20 to 25 m,
widths of 12 m (depending on the stored tubes or bars’ length), and lengths exceeding
100 m. To facilitate understanding this complex system, a schematic representation is
provided in Figure 2, displaying a system comprising three racks and two input and
two output locations.

Figure 2. Schematic representation of ann SLC-AS/RS.
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Unlike standard AS/RSs for pallets, each rack in the SLC-AS/RS is divided into
perpendicular aisles, crossing the rack lengthwise (x-axis) and splitting it into multiple
sections. Storage locations, composed of metal shelves, line both sides of these aisles,
accommodating multiple bundles of varying types and lengths, as depicted in Figure 3.
Consequently, these storage locations are not standardized, and previous allocations can
affect the possibility of utilizing specific storage spaces. This unique aspect of the SLC-
AS/RS could be formulated as a one-dimensional cutting stock problem to minimize the
number of storage locations used.

Figure 3. Example of bundle allocation in a single storage location.

Resource-wise, an SLC-AS/RS encompasses four categories: (i) input/output (I/O)
points; (ii) shuttles; (iii) lifts; and (iv) cranes. Each shuttle serves all racks but only one I/O
point, while each lift serves a single crane and shuttle. Conversely, each crane serves every
lift within its rack. A detailed breakdown of these machines is provided below:

• I/O points: Chain conveyors serve as buffers between the system and external pro-
cesses, such as truck loading or production lines. Input points, equipped with sensors
for bundle alignment and weight control, are also depicted in Figure 4A.

• Shuttles: Vehicles handle horizontal movements, transporting bundles between I/O
points and racks. They can transport one or two bundles, depending on single-depth
or double-deep storage, as illustrated in Figure 4B.

• Lifts: Responsible for vertical movements and transporting bundles between shuttles
and the top of racks or cranes. Figure 4C showcases an example of these lifts.

• Cranes: Essential for storage and retrieval operations, moving bundles between lifts
and shelves or vice versa. Each rack houses one crane capable of three-axis movements,
as detailed in Figure 4D.

Figure 4. Main elements of a shuttle–lift–crane AS/RS.
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For a comprehensive understanding of the SLC-AS/RS operations and cycle time
computation, refer to Zammori et al. [21]. In this work, we focus on the behavior and
interactions of machines during input and output operations. The operation begins when
the entering bundle reaches an input point. If the shuttle is not near the input point, it is
recalled, the bundle is loaded upon arrival, and then proceeds to the assigned rack. Once
the bundle is loaded onto the lift, it is transported to the top of the rack and requested by
the crane for storage. The crane then moves the bundle to the designated storage location.
Similarly, we will consider the process for retrieval or output operations. The operation
is sent to the crane, which retrieves the required bundle from the storage location and
transports it to the corresponding lift for output.

4. Detailed Problem Description

This section provides an accurate description of the problem being studied in this
paper, which includes the main assumptions and description of the stock-keeping units,
a description of the customers’ orders and storage facilities, and a formal model.

4.1. Main Assumptions and Stock-Keeping Units Description

We consider an SLC-AS/RS with single, deep storage locations, featuring one single
crane on each rack and only one shuttle for each I/O point. Due to the latter two aspects,
there is no need to consider anti-collision policies. Additionally, since each shuttle is
associated with exactly one I/O point, shuttles linked to an input point solely perform
input operations, while those connecting racks to an output point exclusively execute
output operations. As previously mentioned, the stock-keeping units (SKUs) comprise
bundles of metal bars, hereafter denoted as i ∈ B. Each SKU i is defined by the following
attributes: (i) a unique code, ci; (ii) a specific quality level, qi, influenced by factors like
the geometric dimensional tolerances of the bar, chemical purity of the material, and the
presence of surface damages; (iii) a weight wi and length Li; and (iv) the rack ri where the
bundle is located, along with its position inside the rack, denoted as pi.

4.2. Customers’ Orders and Storage Requests

All customer orders, denoted as output requests, k ∈ Rout, possess the following
attributes: (i) an arrival time, ρk; (ii) a required product identified by a unique code, ck;
(iii) a specified required quantity, wk; (iv) a minimum quality level of the material, qk; and
(v) an indicator specifying the I/O point used, sk. Distinguishing customer orders k ∈ Rout

from storage orders (input requests k ∈ Rin) involves an additional attribute, tk. In the
former case, tk holds a value of zero, whereas in the latter case, it holds a value of one.
The interpretation of the remaining attributes varies based on tk. For instance, in a customer
order, ck, wk, and qk signify the product, quantity, and required quality level, respectively.
Conversely, in a storage request, they represent the product, weight, and quality of the
incoming bundle, respectively.

In an SLC-AS/RS, processing customers’ orders differs slightly from traditional AS/RS
setups for pallets. Typically, customers specify a particular product type, along with a
quantity in kilograms and a desired quality level. The fulfillment of this request necessitates
one or more bundles, ensuring that the overall quantity and quality of retrieved bundles
closely match the required specifications. This resembles a knapsack problem embedded
within the larger issue at hand.

4.3. Mathematical Formalization and Scope of the Algorithm

The primary objective of the proposed approach is to minimize the makespan, denoted
as the time required to complete a given set of operations. Here, j ∈ J = {1, 2, . . . , N}
represents the operations to fulfil requests, m ∈ M denotes the set of machines (such
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as shuttles, lifts, and cranes), and ENDm(j) signifies the time at which machine m ∈ M
finishes operation j. The objective function can be formally defined as:

min A (1)

where A is a newly introduced variable subject to the following constraints:

A ≥ ENDm(j), ∀j ∈ J, ∀m ∈ M (2)

For each storage request, represented by k ∈ Rin, we define an input operation.
Similarly, for each customer order k ∈ Rout, one or more retrieval operations are defined
based on the required quantity and stock availability. The algorithm does not handle the
assignment of input/output points to requests, as this decision relies on external factors.
Specifically, the input point depends on the production line from which the entering bundle
originates, while the output point is chosen by the truck driver, typically opting for the
first available one. The sequence in which requests are processed is highly constrained.
For input requests, rearranging the order of entry bundles once they have reached the
input point and placed on the conveyor is time-consuming due to their substantial weight
(over five tons) and length (up to twelve meters). Altering the sequencing of input requests
involves significant expenses, typically requiring at least two operators and a forklift or
a bridge crane. Hence, changing the sequence of input requests should be minimized.
Regarding output requests, due to the bulkiness of the bundles, they cannot be temporarily
stored in a loading area or yard (as with classic pallets). Therefore, output requests should
generally adhere to first-in-first-out (FIFO) logic. Postponing an output request is rare and
only considered when the required product (in the required quantity) is not in stock.

The constraints for assigning bundles to output operations and empty spaces to
input operations can be formalized as follows. For a storage operation j ∈ Rin, the only
requirement is that the space accommodating the entering bundle bj must be of sufficient
length. Thus, if Lj represents the length of bj, Lσ denotes the length of a generic space,
and zσ,j ∈ 0, 1 is a decision variable equal to one only if space σ is assigned to operation j,
the following constraint must be satisfied:

Lj ∗ zσ,j ≤ Lσ, ∀j ∈ J, ∀σ ∈ S (3)

Conversely , for a customer order, quantity and quality constraints are essential.
For each customer order k ∈ Rout, the difference between the required and retrieved
quantities must fall within certain limits:

wk −4 ≤ ∑
i∈Bk

wi ≤ wk +4, ∀k ∈ Rout (4)

where Bk represents the set of in-stock bundles selected to fulfil customer order k, and4 de-
notes an acceptable deviation from the required quantity. Regarding the quality constraint,
Bk must have an average quality level equal to or higher than the required quality qk:

qk ≤
∑i∈Bk

qi

|Bk|
, ∀k ∈ Rout (5)

where |Bk| refers to the cardinality of set Bk.

5. Evaluation of the Solutions

The solution generated by the proposed algorithm includes a set of operations j ∈ J,
encompassing both input and output operations aimed at fulfilling the requests. Each
input operation corresponds to an empty storage location where the entry bundle will
be stored. Similarly, every output operation is linked to a bundle in stock for retrieval.
Sorting the operations by their scheduled execution time enables the computation of the
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makespan through a discrete event simulation. This simulation can accommodate stochastic
processing times and is applicable irrespective of the system’s complexity. Notably, the de-
terministic simulation considered here naturally extends to a stochastic one. During each
simulation run, deterministic processing times can be substituted with randomly generated
times using corresponding probability distributions. The specific probability distributions
employed to model these random processing times are derived from fitted historical data.
To elucidate the computation of the makespan analytically, a simple example is provided
below, showcasing machines and operations:

• rj, sj, and lj represent the crane, shuttle, and lift necessary for operation j, dependent
on its associated operation and the bundle it involves.

• j∗r,s,l denotes the most recent operation involving machines r, s, and l. Similarly, j∗r
signifies the most recent operation involving only r, while j∗r,s indicates the most recent
operation involving crane r and shuttle s.

Key events occurring during the simulation of each operation are defined as follows:

• AVAILm(j) represents the moment when operation j becomes available for machine m.
• STARTm(j) signifies the start time when machine m initiates work on operation j.
• ENDm(j) indicates the completion time when machine m finishes work on operation j.
• P1j and P2j denote the first and second positions that crane rj must visit to execute

operation j. If j is an input operation, P1j represents the interchange point between
lift lj and crane rj, while P2j denotes the storage location. Conversely, for an output
operation, P1j corresponds to the storage location, while P2j indicates the interchange
point between lift lj and crane rj.

An illustration of the SLC-AS/RS under consideration is depicted in Figure 5. The lay-
out assumes a configuration with one crane and two lifts within the rack (with one lift
designated for each I/O point). The warehouse comprises ten aisles, each spanning a
length of one meter. For the input shuttle, traversal of the rack occurs through the fourth
aisle, while the output shuttle navigates along the eighth aisle. Within each aisle, storage
consists of three levels, each standing at a height of one meter. The crane’s movement
follows a uniform, linear trajectory, covering one meter per second in both length and
height. The unidirectional travel time for the lifts is presumed to be 3 s, while the upload
and download times are estimated at 5 s. Additionally, the one-way travel time for shuttles
to reach the rack is set at 6 s. The operations to be executed include:

• t1 = OUTPUT; ρ1 = 3; P11 = (5, 1); P21 = (8, 0).
• t2 = INPUT; ρ2 = 4; P12 = (4, 0); P22 = (7, 2).
• t3 = INPUT; ρ3 = 10; P13 = (4, 0); P23 = (1, 3).
• t4 = OUTPUT; ρ4 = 11; P14 = (7, 2); P24 = (8, 0).
• t5 = OUTPUT; ρ5 = 20; P15 = (7, 1); P25 = (8, 0).

In a properly executed simulation, the timing for each event (in seconds) is detailed in
Table 1. Additionally, a Gantt chart depicting the sequence of operations is presented in
Figure 6.

Table 1. Timing of the events (in seconds) associated with each of the operations in the showcased simulation.

Operations

Operation 1 Operation 2 Operation 3 Operation 4 Operation 5

AVAILr1 (1) = ρ1 = 3 STARTs2 (2) = 4 STARTs3 (3) = 26 AVAILr4 (4) = 11 AVAILr5 (5) = 20
STARTrr (1) = 3 AVAILr2 (2) = 23 AVAILr3 (3) = 45 STARTr4 (4) = 77 STARTr5 (5) = 92
ENDr1 (1) = 17 ENDs2 (2) = 26 ENDs3 (3) = 48 ENDr4 (4) = 90 ENDr5 (5) = 109

STARTs1 (1) = 17 STARTr2 (2) = 27 STARTr3 (3) = 50 STARTs4 (4) = 90 STARTs(5) = 112
ENDl1 (1) = 28 ENDr2 (2) = 42 ENDr3 (3) = 66 ENDl4 (4) = 101 ENDl(5) = 123
ENDs1 (1) = 39 ENDs4 (4) = 112 ENDs(5) = 134
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Figure 5. Planar (left) and frontal (right) view of the SLC-AS/RS considered.

Figure 6. Schematic representation of operations in the presented example.

6. The Proposed Simulation Optimization Algorithm

This section delineates the hybrid algorithmic approach utilized to address the afore-
mentioned problem. This approach combines biased randomization with discrete-event
heuristics; consequently, both concepts are described in the following subsections.

6.1. Biased-Randomized Heuristics

The algorithm proposed can be classified as a biased-randomized heuristic. BR al-
gorithms are part of the family of random search methods extensively employed for ad-
dressing large-scale NP-hard optimization problems. As described by Dominguez et al. [7],
in a BR algorithm, solution-building elements are arranged in a list based on logical cri-
teria specific to the optimization problem at hand. Subsequently, during each iteration
of the solution-construction process, a new element is selected from this list according to
a probability distribution. The probability of selection increases with a higher position
of the element in the sorted list. This approach aims to introduce slight modifications to
the greedy constructive path, facilitating exploration beyond local optima by traversing
‘similar’ paths (retaining most of the heuristic logic) within shorter computing times.

Two of the earliest biased-randomized procedures were proposed by Arcus [23] and
Tonge [24], known as biased random sampling (BRS), and used to bias the selection of
randomly generated solutions. Subsequently, numerous priority-rule-based heuristics
have been developed. Before the advent of BR techniques utilizing skewed probability
distributions like the geometric one, probabilistic tabu search (PTS) was introduced by
Glover [25] and expanded upon again by Glover [26]. Another metaheuristic framework
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implementing similar concepts is ant colony optimization (ACO), pioneered by Dorigo
and Gambardella [27]. However, many of these approaches define probabilities using
empirical distributions. An alternative approach advocates employing theoretical probabil-
ity distributions. Consequently, some authors have advocated for the implementation of
skewed theoretical probability distributions to devise BR algorithms. Overall, the primary
advantages of utilizing a theoretical probability distribution over empirical ones include:
(i) the reduced computing times required for generating random numbers (employing ana-
lytical expressions instead of loops); and (ii) simplification of the fine-tuning process (which
might become intricate when using empirical probability distributions due to the numerous
parameters and their ranges). Among the most commonly used theoretical probability dis-
tributions in BR algorithms is the geometric distribution, chosen likely due to its flexibility,
simplicity, and dependence on a single parameter. The algorithm’s dependence on a single
parameter streamlines the fine-tuning process, avoiding time-consuming complexities.

6.2. Adding Discrete Event Simulation Principles to BR

To synchronize the various events within the warehouse, the BR heuristic is enhanced
with a discrete event simulation. Employing DES allows for a consistent and reliable
evaluation of the impacts of BR decisions. Given the system’s high parallelism and synchro-
nization complexities, measuring the makespan of a set of operations would be infeasible
without DES. Consequently, during the deterministic discrete event simulation of the sys-
tem, a BR process is employed at each decision stage to select the next building element
from a list of candidates. This hybrid BR-DES approach facilitates the rapid generation of a
range of feasible solutions (in terms of event synchronization) guided by the logic of the
constructive heuristic, ensuring potentially favorable solutions in terms of quality. The inte-
gration of BR with DES is depicted in Figure 7. The entire algorithm can be visualized as a
multi-start framework, where, until the computational time does not surpass a predefined
threshold, new, random but oriented solutions are continually generated from scratch.
This architecture comprises two distinct components: the BR heuristic, which includes a
Monte Carlo simulation that makes random but oriented decisions, and the discrete event
simulation. Each new solution is created by running the simulation, delegating decisions
to BR within what we term the algorithm simulation loop. Subsequently, the new solution
is compared with the best solution obtained so far and this is replaced if superior.

Within the simulation loop, key decisions made by BR include the sequencing of
input and output operations, the selection of retrieved bundles to fulfil customer orders,
and the allocation of storage locations for entering bundles. Specifically, input and output
requests are jointly processed using an FIFO criterion. For each request, the algorithm
strives to deliver a satisfactory and feasible solution—such as assigning a storage location
for input operations or a set of bundles for output operations. If the solution found is
deemed infeasible, the request is postponed, and the subsequent input request is processed.
For instance, when k ∈ Rin represents an input request and the solution is infeasible, all
subsequent input requests originating from the same input point sk are deferred. This
strategy minimizes changes to the input request queue, crucial due to the complexities of
handling large metal bar bundles, as detailed in Section 4. Specifically, if the non-feasible
input request involves storing a bundle of type ck, all subsequent inputs are postponed
until after the next output request requiring retrieval of the same bundle type. This
action, as exemplified in Table 2, ensures sufficient space is created by the output request,
guaranteeing fulfillment of the previously postponed non-feasible request k.
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Figure 7. Flowchart of a generic discrete-event heuristic.

Table 2. List of requests before (left) and after (right) the postponement process.

Request
k

Type
tk

I/O Point
sk

Bundle
Type ck

Request
k

Type
tk

I/O Point
sk

Bundle
Type ck

1 IN 1 A 2 IN 2 B

2 IN 2 B 4 OUT 3 B

3 IN 1 C 5 OUT 3 A

4 OUT 3 B 1 IN 1 A

5 OUT 3 A 3 IN 1 C

6 IN 2 C 6 IN 2 C
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If the non-feasible request pertains to an output, it is deferred until after the subsequent
input that introduces the required product type into the system. The pseudo-code outlining
the overall BR-DES algorithm is presented in Algorithm 1. The parameters within the
algorithm should be interpreted as follows: requests denotes the list containing both input
and output orders to be processed; racks signifies the list of warehouse racks; and beta
represents the vector of parameters utilized for the geometric distributions employed in
the various BR processes.

Algorithm 1 Pseudo-code of the proposed BR-DES algorithm.

input: requests, racks, beta
solution← NULL . init final solution
while length(requests) > 0 do

nextr ← getNextRequest(requests)
reqSol ← NULL . init solution to current request
if type(nextr) == Input then

sol ← processInput(nextr, solution, racks, beta)
else if type(nextr) == Output then

sol ← processOutput(nextr, solution, racks, beta)
end if
if isFeasible(sol) then

postponementProc(nextr, requests) . request postponed
else

solution← add(solution, sol)
end if

end while
return solution

For an input operation, the objective is to identify an available space within the
warehouse to accommodate the incoming bundle. The space must be sufficiently long,
aligning with the bundle’s type (code). To determine a viable solution, all racks are taken
into consideration. During each iteration, racks are prioritized based on the availability
of their respective cranes, with one of these racks chosen through a BR procedure. This
phase is crucial for ensuring an equitable distribution of workload among all cranes.
Specifically, the BR procedure incorporates a geometric probability distribution, as proposed
in Hatami et al. [28]. If x denotes the position occupied by a candidate in the previously
sorted list and β represents the parameter of the geometric probability distribution, then
the probability f (x) of selecting candidate x is calculated as follows:

f (x) = (1− β)x (6)

When the chosen rack contains feasible storage locations, one of them is randomly
selected using a uniform distribution. The decision is recorded in the emerging solution,
and a new operation is scheduled to update the system’s state. However, if the selected rack
lacks feasible space, it is eliminated from the list of potential racks, and the BR rack-selection
process is reiterated. If the list of potential racks becomes empty without finding a solution,
a non-feasible solution is returned. In such cases, the BR-DES procedure postpones the
input request. The pseudo-code for processing input operations is presented in Algorithm 2.
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Algorithm 2 Pseudo-code for input processing

input: nextr, solution, racks, beta
pRacks← copy(racks) . list of racks to consider
sol ← NULL . solution to the current request
while sol == NULL and length(pRacks) > 0 do

pRacks← sort(pRacks, key : craneAvailability) . sort racks prioritizing the busiest
ones

rack← findBR(pRacks, beta) . select a rack by using BR
pPlaces← feasiblePlaces(rack) . feasible storage locations
if length(pPlaces) > 0 then

place← randomUniformChoice(pPlaces) . pick a random storage location
sol ← newInputOperation(nextr, rack, place)
scheduleOperation(solution, sol) . schedule the new operation to carry out

else . if rack has no feasible solution, remove it
pRacks← remove(pRacks, rack)

end if
end while
return sol

For output operations, constructing a solution involves selecting multiple bundles.
Upon choosing a bundle, the system’s state must be updated to accurately select the
subsequent bundle. However, the solution cannot be deemed feasible until all required
bundles have been retrieved. Therefore, before initiating solution construction, the system’s
state is saved to enable restoration to a previous state if the solution is found to be non-
feasible. The construction process operates iteratively. If, at any stage, quantity constraints
are violated and no feasible bundles remain, the process is halted, the system state is
restored, and a non-feasible warning is issued. Similarly, if the construction process
adheres to quantity constraints but violates quality constraints, the system state is restored
and a non-feasible warning is issued. For a bundle to be considered feasible, its weight,
in addition to the weight of the current solution, must not surpass a predefined threshold.
Bundles from prior input operations are only considered if the respective input operation
has concluded. If no feasible bundles exist in the selected rack, the rack is eliminated from
the list of potential racks, and the process begins anew with another rack. Conversely,
if feasible bundles are available, they are arranged by decreasing the weight and then by
the difference between their quality and the required quality level. Bundles with quality
levels closer to the required level are given priority. Once the bundles are sorted, one
of them is selected using a new geometric distribution (note that the β parameter value
used here may differ from the one used for rack selection). Subsequently, the solution’s
weight, total quality, and the count of retrieved items are updated. The system state is also
updated, and the list of possible racks is reset. This process continues iteratively until a
feasible solution is achieved. The pseudo-code for processing output operations is detailed
in Algorithm 3.
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Algorithm 3 Pseudo-code for output processing.

input: nextr, solution, racks, beta
sSolution← copy(solution) . save the state of the solution
sol ← NULL . solution to the current request
pRacks← copy(racks) . list of racks to consider
w← 0 . total weight of retrieved bundles
q← 0 . total quality of retrieved bundles
n← 0 . number of retrieved bundles
while w < weightRequired(nextr)− acceptedError(nextr) and length(pRacks) > 0 do

pRacks← sort(pRacks, key : craneAvailability) . sort racks prioritizing the busiest
ones

rack← findBR(pRacks, beta) . select a rack by using BR
pBundles← feasibleBundles(rack, w, nextr) . feasible bundles in rack
if length(pBundles) > 0 then

pBundles← sort(pBundles, key : increasingWeight) . sort bundles by weight
pBundles← sort(pBundles, key : deltaQuality) . sort bundles by quality
bundle← findBR(pBundles, beta) . select a bundle by using BR
w← w + weight(bundle) . update weight
q← q + quality(bundle) . update quality
n← n + 1 . update number of retrieved bundles
op← new OutputOperation(nextr, rack, bundle) . instantiate a retrieve
scheduleOperation(solution, op) . schedule a retrieval operation
sol ← add(sol, op)
pRacks← copy(racks) . restore the set of possible racks

else
pRacks← remove(pRacks, rack)

end if
end while

7. Computational Experiments

The BR-DES algorithm was implemented in Python 3.7 and executed using the
CPython interpreter. The testing was conducted on a standard personal computer equipped
with an Intel QuadCore i7 CPU running at 2.4 GHz and 8 GB RAM with the Ubuntu 18.04
operating system. When constructing the experimental data sets, the quality level of each
bundle was randomly generated using a uniform probability distribution between 1 (mini-
mum level) and 10 (maximum level). Then, the quality of a solution was computed as the
average of the quality of the retrieved bundles. The input quantity was randomly generated
using a uniform probability distribution between 700 and 1300, expressed in kilograms. We
assume that two bundles enter together as input, each with an average weight of 500 kg.
Finally, since a customer might require many bundles, the output quantity was randomly
generated using a uniform probability distribution between 700 and 10,000, expressed in
kilograms. Table 3 displays the data corresponding to Instance 1, where type 0 represents
an input point and type 1 refers to an output point. Both the desired quality and quantity
are provided as reference values. These reference values will be compared with those
associated with the solution provided by each algorithm to calculate the mismatch. Similar
data for the remaining instances, as well as the algorithm code, are available at https:
//github.com/mattianeroni/Shuttle-Lift-Crane-AS-RS (accessed on 15 January 2024).
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Table 3. Example of an instance data set—Instance 1.

Type Bay Desired Quality Desired Quantity Length (in Shelves)

0 1 9 900 5
0 0 4 1200 4
0 1 8 800 5
0 0 1 800 6
0 1 7 900 6
0 1 5 1200 5
0 0 2 1000 5
0 1 9 1000 4
0 0 7 1100 6
1 2 9 3056 4
1 2 10 766 3
1 3 4 3719 3
1 3 10 6682 4
1 2 6 6788 6
1 3 2 8165 6
1 2 10 4257 6
1 2 4 9901 5
1 2 10 1449 3
1 2 7 6592 4
1 2 10 7505 4
1 3 5 6394 3
1 3 5 1922 6
1 3 9 6943 5
1 3 6 1615 3
1 2 3 2567 4
1 3 5 1268 4
1 2 6 6621 5
1 3 2 8400 5
1 2 7 9665 6
1 3 4 8262 3

As can be seen in Tables 4 and 5, our algorithm demonstrates an efficient performance,
since it is capable of providing competitive solutions in just a few seconds, while other
approaches require noticeably longer times without reaching the same solution quality.
To validate the proposed methodology, a comparison with three distinct approaches is
presented. The selected benchmark approaches are as follows: (i) a random algorithm
utilizing a uniform probability distribution to select from different possibilities at each
step of the solution-construction process; (ii) a greedy heuristic that consistently chooses
the top-listed element in the candidates’ list, sorted based on a minimum time criterion;
and (iii) the simulated annealing method proposed by Bertolini et al. [6] for a similar
problem, adapted for the specific problem considered in this study by incorporating new
constraints. The random approach serves as a lower-bound benchmark and was obtained
by implementing the proposed BR-DES while substituting the geometric distribution with
a uniform distribution. This adjustment was achieved by setting the beta value to 0 in
the BR-DES algorithm. However, when employing such low beta values, the algorithm
often failed to find a feasible solution. To address this limitation, we utilized a geometric
probability distribution with a slightly higher beta value of 0.3, allowing the algorithm
to discover feasible solutions in most test scenarios, although not all. On the other hand,
the greedy algorithm presents a practical solution for warehouse system managers and
was acquired by implementing the proposed BR-DES with a beta value of 1. The SA
algorithm by Bertolini et al. [6] is currently the only algorithm explicitly tailored for this
type of automated warehouse system (i.e., an SLC-AS/RS). While theoretically serving as
a solid benchmark, the original SA algorithm did not consider any constraints regarding
the sequence of request processing. To ensure a fair comparison, we integrated these
constraints into the SA algorithm.
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For the comparison, we employed the actual layout of an SLC-AS/RS consisting of
three racks, each containing 500 storage locations, with two input and two output points.
In the computational experiments, 12 different request lists were used, each varying in size
(30, 60, 90, and 150 requests). Every algorithm was executed three times on each request
list to monitor both its average performance and its variability. The comparison primarily
focuses on the total makespan, expressed in minutes (Table 4), and computational time
(Table 5). Additionally, we monitored the overall mismatch between the quantities and
quality levels required by customers (Table 6). The parameters of the proposed algorithm,
namely the betas of the geometric distribution used in the selection of racks (βr) and
bundles (βb), were adjusted in each iteration according to trimmed Gaussian distributions.
The means of these Gaussian distributions (µr = 0.7 and µb = 0.9) were determined through
a series of empirical experiments, exploring combinations of µr ∈ (0, 1) and µb ∈ (0, 1)
with a step of 0.1. Both were set with a standard deviation of 0.025. Regarding SA, the same
parameter values as proposed in Bertolini et al. [6] were employed. All BR-DES and SA
results were acquired after exploring 1000 solutions. The makespan results are presented in
Table 4. As anticipated, our proposed algorithm consistently outperforms the greedy and
random approaches, as well as the SA algorithm, in all instances. Notably, the random and
greedy approaches often fail to find feasible solutions, whereas our algorithm consistently
obtains feasible solutions in all scenarios.

Table 4. Comparison of makespans (in minutes) achieved by the greedy, random, BR-DES, and SA
approaches for each instance (row).

Instance Number of Requests Greedy
Random (Beta = 0.3) BR-DES SA

Avg. St.Dev. Avg. St.Dev. Avg. St.Dev.

1 30 (9 in/21 out) 37.24 48.36 2.29 32.04 0.15 43.22 4.52
2 30 (12 in/18 out) 35.34 39.41 0.48 31.03 0.32 37.12 3.28
3 30 (12 in/18 out) 40.53 49.47 4.87 38.02 0.18 44.97 0.01
4 60 (9 in/51 out) 55.46 71.95 3.76 51.19 0.89 59.03 0.74
5 60 (12 in/48 out) 52.20 69.00 5.82 44.63 2.08 54.25 2.17
6 60 (26 in/34 out) 52.24 72.04 0.93 48.93 0.55 52.10 1.75
7 90 (42 in/48 out) 112 132.43 - 105.02 3.9 110.84 10.23
8 90 (28 in/62 out) 89.29 115.24 4.18 88.32 1.52 89.20 3.33
9 90 (35 in/55 out) 108.36 132.14 4.70 107.50 1.84 110.34 2.21

10 150 (38 in/112 out) - - - 230.96 100.23 257.12 23.04
11 150 (73 in/77 out) - 255.67 - 227.94 7.90 241.23 0.34
12 150 (59 in/91 out) - - - 195.89 6.64 201.32 6.43

Table 5. Computational times (in seconds) associated with each of the approaches (greedy, random,
BR-DES, and SA) for each instance (row).

Instance Number of Requests Greedy
Random (Beta = 0.3) BR-DES SA

Avg. St.Dev. Avg. St.Dev. Avg. St.Dev.

1 30 (9 in/21 out) 0.001 0.001 0 1.002 0.002 5.234 0.122
2 30 (12 in/18 out) 0.001 0.001 0 1.034 0.004 8.032 0.392
3 30 (12 in/18 out) 0.001 0.002 0 1.009 0 6.003 3.211
4 60 (9 in/51 out) 0.001 0.001 0 1.023 0.002 6.023 0.045
5 60 (12 in/48 out) 0.001 0.003 0 1.206 0.034 5.998 1.520
6 60 (26 in/34 out) 0.001 0.003 0 1.115 0.078 5.104 2.174
7 90 (42 in/48 out) 0.002 0.005 0 1.904 0.022 19.047 2.348
8 90 (28 in/62 out) 0.001 0.019 0 1.821 0.103 18.222 2.011
9 90 (35 in/55 out) 0.003 0.004 0 2.338 0.088 22.304 8.327

10 150 (38 in/112 out) - - - 2.904 0.155 35.120 2.664
11 150 (73 in/77 out) - 0.027 - 3.011 0.095 33.979 2.884
12 150 (59 in/91 out) - - - 2.992 0.121 34.014 6.092

An additional noteworthy aspect is the greater variability exhibited by the SA algo-
rithm when compared to the BR-DES algorithm. This variability is due to the SA algorithm’s
exploration of infeasible solutions across numerous iterations, as it is not guided by a dis-
crete event list. In contrast, BR-DES operates based on a discrete event list, allowing for

40



Algorithms 2024, 17, 46

feasibility and making informed decisions at each stage. Consequently, it requires consider-
ably less computational time to achieve comparable or superior solutions compared to those
generated by the SA algorithm. Computational times are displayed in Table 5. Notably,
our BR-DES consistently outperforms the SA algorithm in terms of solution quality as well
as computational efficiency. Throughout the tests, we closely monitored the deviation,
encompassing both quantity and quality indicators, between the optimal solution derived
by the algorithms and the customer-requested specifications. Table 5 presents the aggregate
discrepancy observed after fulfilling all the requests. Each algorithm underwent three
executions for each instance. In these terms, BR-DES emerges as the superior approach.
The top solutions obtained by BR-DES for each instance are significantly approximate to
the customers’ specified requirements, both in terms of quality and quantity. Following
closely, the SA algorithm constitutes the second-best alternative. At times, the greedy
algorithm produces commendable solutions. However, this achievement often prolongs the
makespan. Minimizing the divergence between the proposed solution and the customers’
stipulations holds immense significance. Even as the primary objective revolves around
reducing the makespan, meticulous adherence to the aforementioned quality and quantity
requisites significantly augments customer satisfaction.

Table 6. Mismatches in quantity (kilograms) and quality levels between the required and retrieved
items for each approach (greedy, random, BR-DES, and SA) and instance (row).

Instance
Greedy Random (Beta = 0.3) BR-DES SA

Quantity
Mismatch

Quality
Mismatch

Quantity
Mismatch

Quality
Mismatch

Quantity
Mismatch

Quality
Mismatch

Quantity
Mismatch

Quality
Mismatch

1 2373 3.70 9219 16.40 1326 9.59 2881 40.21
2 1890 8.42 6084 36.89 860 14.91 1421 28.91
3 1134 14.19 7470 16.72 931 21.95 1721 22.21
4 3468 16.94 23,205 112.86 3809 67.58 5580 93.21
5 8880 15.78 12,432 56.66 3143 12.28 5772 88.28
6 2418 29.62 7832 84.69 2539 50.36 4103 18.22
7 4896 38.63 19,296 13.96 4752 20.17 5193 33.22
8 9610 15.42 21,204 55.61 3640 41.71 3698 17.03
9 8525 13.27 4850 146.91 5225 42.46 4433 31.99

10 - - - - 6272 19.15 9003 198.02
11 - - 12,936 15.44 6006 14.14 8633 92.26
12 - - - - 7189 120.45 8874 6.31

Figures 8 and 9 visually juxtapose the considered approaches with regards to makespan
and quantity mismatch. Since the greedy and random approaches fail to produce feasible
solutions for Instances 10 to 12, only Instances 1 to 9 are considered in these figures. Notice
that the BR-DES algorithm outperforms all other approaches both in terms of the makespan
and the quantity mismatch.

Figure 8. Makespan comparison of different approaches.
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Figure 9. Quantity mismatch comparison of different approaches.

8. Conclusions and Future Perspectives

This paper has discussed a complex and realistic warehouse automated storage and
retrieval system (AS/RS) in the steel industry sector. The peculiar characteristics of this
sector, notably the considerable size and weight of items and bundles stored and retrieved,
alongside stringent quality constraints, constitute a challenge when enhancing the system
performance. Traditional approaches such as developing a simulation model or employing
classical optimization methods, albeit viable, present limitations to providing optimal
solutions within reasonable computational time frames. Hence, this paper advocates a
novel hybrid simulation optimization algorithm. It combines the precision of discrete
event simulations, crucial in managing time dependencies within the system’s sequential
operations, with a biased-randomized heuristic. This combination, encapsulated within a
multi-start framework, swiftly generates a multitude of promising, high-quality solutions
in seconds, outperforming the more traditional simulated annealing (SA) metaheuristic.
Although the SA algorithm is a robust approach, it struggles to adequately address the
intricate time dependencies among events in the warehouse system.

Our approach boasts adaptability, a key advantage for accommodating novel scenarios.
Based on simulation principles, it holds the potential to evolve into a simheuristic [28],
adept at tackling stochastic versions of the problem. This adaptability extends to various
AS/RS configurations, thus illustrating its versatility. Furthermore, the computational
experiments conducted confirm the capacity of our approach in providing feasible and
high-quality solutions for optimization problems characterized by complex constraints,
especially those entailing intricate time dependencies among decisions.

From a managerial perspective, the proposed approach can enhance decision-making
processes, particularly in managing the complexities of AS/RS operations characterized by
time-dependent sequences and stringent constraints. The BR-DES algorithm is specifically
tailored to the challenges of steel storage systems, including large item sizes, substantial
weights, and strict quality constraints. From a business impact perspective, the algorithm
contributes to improving the operational efficiency by rapidly generating high-quality
solutions, resulting in a reduced makespan and optimized resource utilization. This,
in turn, can lead to savings in labor, energy, and equipment usage. The algorithm’s focus
on reducing the discrepancy between the proposed solutions and customer specifications
ensures an enhanced customer satisfaction, thereby positively impacting customer relations.

The following points outline the potential directions for future research: (i) extend-
ing our approach to achieve full automation, enabling the algorithm to make decisions
autonomously without human intervention; (ii) improving the algorithm’s handling of
weight and quality constraints, particularly in more constrained scenarios, to enhance
its effectiveness even further; and (iii) expanding the approach to encompass scenarios
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involving random times and stochastic availability of items, broadening its applicability to
diverse, less deterministic environments.
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Abstract: Solving multiple objective optimization problems can be computationally intensive even
when experiments can be performed with the help of a simulation model. There are many method-
ologies that can achieve good tradeoffs between solution quality and resource use. One possibility is
using an intermediate “model of a model” (metamodel) built on experimental responses from the
underlying simulation model and an optimization heuristic that leverages the metamodel to explore
the input space more efficiently. However, determining the best metamodel and optimizer pairing for
a specific problem is not directly obvious from the problem itself, and not all domains have experi-
mental answers to this conundrum. This paper introduces a discrete multiple objective simulation
metamodeling and optimization methodology that allows algorithmic testing and evaluation of four
Metamodel-Optimizer (MO) pairs for different problems. For running our experiments, we have
implemented a test environment in R and tested four different MO pairs on four different problem
scenarios in the Operations Research domain. The results of our experiments suggest that patterns of
relative performance between the four MO pairs tested differ in terms of computational time costs
for the four problems studied. With additional integration of problems, metamodels and optimizers,
the opportunity to identify ex ante the best MO pair to employ for a general problem can lead to a
more profitable use of metamodel optimization.

Keywords: discrete multiple objective; simulation; metamodel; optimization; test environment

1. Introduction

A simulation model of a physical and/or social system of interest can unlock useful
experimental capabilities [1]. Not only are the costs of simulation experimentation in
general much lower than an equivalent series of real-world experiments, but there are also
scenarios where the latter are simply unfeasible—for example, if the system does not yet
exist. However, there always exists a frontier where computational costs limit viable use
cases [2].

An Agent-Based Simulation (ABS) usually features decision-making entities who
interact with their environment and, directly or indirectly, with one another. When the
decisions of many so-called “agents” are critical to system dynamics, utilizing an ABS ap-
proach for extending standard models would be a good option, but also a computationally
expensive one.

Complicating problem-solving further, many real-world problems, from designing
ships to chemical engineering or saving energy, cannot be neatly simplified into a single
objective to be maximized or minimized [3]. If one option performs worse in all objectives
compared to another option, the first one is “dominated” and would never be worth picking
even when both are feasible. At the same time, it is possible to have two options such that
neither dominates the other; in this scenario, the decision between them is external to the
optimization that produced the options. A collection of all the non-dominated options is
most commonly known as a Pareto front but also as Pareto frontier, and Pareto set [4], and as
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in the two-option case above, does not allow improvements in any objective(s) without
having to suffer a worsening of other objective(s). This presents distinctive challenges [5],
in particular, the need to thoroughly explore a greater proportion of the input space to
generate a Pareto front [6] compared to the single objective problem.

Fortunately, for many optimization problems, a “model of a model”, commonly
referred to as a metamodel, can enable experimentation and thus optimization that is
less costly than directly using a simulation model. Metamodels are “a mathematical
approximation to the implicit input-output function of a simulation model” [7]. They
have been adopted in various domains, and depending on the context are referred to
as surrogate models, response surface models, or proxy models. Some domains have a
rich literature on the use of metamodels within their context [8], but such findings do not
necessarily apply to other domains in terms of the most effective use of a metamodel and
optimizer. A more general way to make comparisons is by using benchmark problems [9]
which may involve a mathematical function [10], domain-specific models [11] or data
sets [12]. However, the issue still remains when moving outside domains or problems
that are “similar” to these, which led to some siloing and duplication of effort in terms of
optimization research in general [13], although there have been efforts to compile this work
in a more practitioner-salient form [14].

1.1. Simulation Optimization

The use of simulation in optimization has a long history of development and deploy-
ment, and there are a variety of simulation-capable or focused platforms. AnyLogic [15,16]
is a popular choice in Operations Research (OR), and options are available for ABS-focused
applications [17]. Platforms with more general capabilities like R [18] can also be employed
in this role.

Simulation-optimizer methodologies (also known as simheuristics or metaheuris-
tics [19]) are the most direct way to employ a simulation model and optimizer to solve
problems, with packages integrating these components like OptQuest and Witness Op-
timizer being commercially available [20] and open-source options such as SimOpt [21]
enabling more user-driven development.

1.2. Metamodeling

When a good balance is struck between efficient exploration of the input space (“learn-
ing” the behavior of the system) and focusing on potential areas of optimization interest,
a metamodel allows to minimize the use of any costly simulation model evaluations,
as described in the work of [22]. Additionally, techniques reviewed by [23] such as vari-
able screening, dimensionality reduction, and use of multiple metamodels can further
extend the legs of metamodels, increasing the number of scenarios where they can be
profitably employed.

Similar to simulation optimization, methodologies employing metamodels and com-
parisons between them exist [24]. However, the points of comparison such as between
setups, problem types and domains, or specifics of the simulation models used differ
between the observed case studies, making it hard to draw fully generalizable conclusions
regarding performance or cost characteristics.

Of course, some domains have long-established and well-explored metamodels. For ex-
ample, the domain of energy prediction models [25] extends standard surrogate energy
prediction models by incorporating household preferences into the underlying simulation
model and using an artificial neural network metamodel. In engineering designs, kringing
regression is popular, as demonstrated in applications such as vacuum/pressure swing
adsorption systems [26]. Polynomial-based surrogates are also seeing advancements in
engineering applications [27]. These are not the only options, as metamodeling does not
have a “one size fits all” methodology. Technique selection comes with various trade-
offs. Ref. [28] compares a number of these trade-offs for the scenario of building design
optimization while [29,30] do the same for the water resources modeling case.
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There is a growing number of studies on deep learning to fully exploit the power of
neural networks. Deep learning has been applied to many real-world problems successfully,
however, two main issues, among others, raised by [31] are relevant to consider. First of
all, deep learning techniques require a large amount of data. As one of the goals of this
work is a methodology that minimizes the use of expensive simulation model evaluation,
gathering this data to train a deep learning system would not be ideal. Secondly, deep
learning models can have high memory and computational requirements. As a result,
while deep learning can provide a high level of flexibility, when simpler metamodels,
where the best is selected from a variety of options, can achieve good final Pareto front
performance, the approach that requires less data and incurs lower computational costs
might be more appropriate.

1.3. Optimizers

Implicit in the above discussion is the need for an optimizer heuristic to decide which
experiments to run and at which level of model; evolutionary methodologies [32] like
genetic algorithms are a popular choice. The ability to algorithmically test and evaluate
various Metamodel Optimizer (MO) pairs would also bring benefits for researchers and
practitioners in terms of reproducibility and avoiding reliance on excessive problem- or
domain-specific tuning; finely tailored heuristics can exhibit improved performance but
with less visible costs of requiring specific knowledge or reducing the generalizability of
the solution method, something pointed out by the review of [13].

1.4. Aim

The aim of this paper is to introduce a comprehensive methodology designed to
facilitate the systematic application and evaluation of metamodeling and optimization
heuristics. While platforms exist to handle setups utilizing metamodels, such as OPTI-
MIZE [33], these focus more on enabling users without specialist optimization knowledge
to employ metamodeling to solve optimization problems. In contrast, our methodology
enables researchers to compare setups experimentally, determining which MO pair is the
best performer at each tested time limit for a given problem, in a way that allows drawing
specific and in some cases general conclusions about the optimal MO pairs.

2. Test Environment and Methods

The primary feature of the test environment is to enable researchers to run exper-
iments on discrete multiple objective optimization problems using a simulation model
and metamodel. These experiments evaluate the relative performance of MO pairs on a
time and solution quality basis. As many such experiments may need to be conducted
and the main goal of employing a metamodel is to economize on simulation model costs,
the test environment utilizes a specific method for generating and storing simulation model
Full Evaluations (FEs), or FE, for all future users. For each problem, corresponding to a
simulation model, an exhaustive list of input–output data (including evaluation times)
allows for faster-than-FE lookup, and reproducible FEs. In addition, this mechanism takes
a stochastic simulation model and provides all future users with a deterministic response
to any set of inputs, namely the mean of the simulation repetitions for that specific set
of inputs.

The components of the test environment interact as illustrated in Figure 1. Notably,
while the external simulation models are evaluated on another platform (AnyLogic or
SimOpt), users will use the FE record, meaning that only R needs to be actively executed for
experiments. This record is separate from what the optimizer has in “memory” for each ex-
periment run, which only consists of FEs it has already requested and “paid for” in terms of
time costs and any Quick Evaluations (QEs) it has made via the latest updated metamodel.
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Figure 1. MO test environment components.

The overall sequence followed to complete an experiment run is as follows:

1. Optimizer requests FEs;
2. Requested FEs are delivered to memory;
3. All FEs in memory are used to update the metamodel;
4. Optimizer updates its current Pareto front, using all FEs in memory;
5. Optimizer requests QEs from metamodel (this is an exploration step);
6. Metamodel delivers QEs to the optimizer;
7. If any of the QEs would be part of the Pareto front, they will be listed and requested

by returning to step 1.

For each experiment run, the first time step 1 occurs, the FEs requested correspond to
the initial sample. Step 4 can be considered the exploitation step each time it occurs except
the first time, as this is when the Pareto front actually improves. Although QEs are used
to identify potential additions to the Pareto front, the objective values from a QE must be
“confirmed” with FEs for those inputs.

If an experiment run reaches the time limit while going through a list of requested FEs,
only the FEs that would have been done before the time limit can be part of the final Pareto
front. Otherwise, reaching the time limit means that the most recent Pareto front is the one
that is stored and evaluated.

For each problem investigated, a set of experiments is run on the simulation model,
using different combinations of metamodel, optimizer and time limits. Each experiment run
produces a Pareto front as output, which will be stored for later use. Once the experiment
is completed, all Pareto fronts can be evaluated using the metrics detailed below. This
allows the user to compare the evolution of solution quality against the time limit for each
MO pair.

2.1. Metamodels

Two different popular metamodeling methodologies are integrated into the test en-
vironment. The first is based on Gaussian regressions, and the second is using a neural
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network approach. It should be noted that the solution Pareto fronts will only contain
points that have been obtained through FE.

2.1.1. Gaussian Regression (GR) Metamodel

This metamodel employs the “GPFDA” package (https://github.com/gpfda/GPFDA-
dev, accessed on 23 May 2023) for R [34] and treats outputs as independent, though this is
not a restriction on all Gaussian regressions.

For an objective x, the FEs in memory relate values of the objective to values of the in-
puts, so if there are n FEs in memory, we can express Memory = {(x1, t1), (x2, t2), . . . (xn, tn)}
where tj is a vector of input values corresponding to xj.

The Gaussian regression model for x is then:

xi = f (ti) + εi, i = 1, . . . , n

ei ∼ i.i.d.N(0, σ2
ε )

f (.) ∼ GP(µ(.), k(., .)) where k(ti, tj) = COV( f (ti), f (tj))

(1)

The mean function used is µ(.) = 0, which means the covariance function of a
Gaussian process is the only item that has to be estimated in order to characterize that
Gaussian process.

The Matern covariance function is used here, so:

k(ti, tj) = v0
(d
√

2ν)ν

Γ(ν)2ν−1 Kν(d
√

2ν)

d = |ti − tj|2
(2)

where Kν is the modified Bessel function of order ν, and ν = 1.5 is used.

2.1.2. Neural Network (NN) Metamodel

This metamodel employs the “neuralnet” package (https://github.com/bips-hb/neuralnet,
accessed on 23 May 2023) for R [35] and uses a back propagation algorithm. Specifically, the neu-
ral network used here consists of input neurons xIN,1, xIN,2, . . . , xIN,nIN corresponding to the
inputs, output neurons xOUT,1, xOUT,2, . . . , xOUT,nOUT corresponding to the number of ob-
jectives, and nH layers of hidden neurons, where xi,j correspond to the jth neuron on
the ith hidden layer. Input neurons interact only with neurons on the first hidden layer,
and neurons on each hidden layer interact only with neurons on the following hidden layer,
with neurons on the final hidden layer interacting with the output neurons.

As a result, in a system with NH hidden layers, where the ith hidden layer has ni
neurons, the value of the first output neuron (dropping the OUT, 1 notation for clarity)
might be expressed as:

x = f (w0 +

nNH

∑
j=1

wj ∗ xNH ). (3)

Every neuron has a weight for each neuron on the previous layer, and a constant
neuron. The weighted sum of neuron values on the previous layer (for output neurons,
the previous layer is the NHth hidden layer) is the input to f (), the activation function.
In this case, the activation function is the logistic function: f (u) = 1

1+e−u as it gives final
outputs in the interval [0, 1] and the metamodel works on inputs and objectives scaled to
this interval.

In keeping with the design intent to minimally adjust component settings, the main
default options are used for training the model. In particular, the algorithm used is the
resilient backpropagation with weight backtracking by [36] on two layers of hidden neurons
(five in the first layer and three in the second).
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2.2. Optimizers

The two implemented optimizers make use of a metamodel to explore potential solu-
tions before deciding which ones to request FEs for. At the start of each run, the optimizer
starts off with no FEs and thus cannot train a metamodel. This is why the first step for
all optimizers is to draw an initial sample of FEs from the input space in proportion to its
size. For our experiments, the initial sample size is always fixed at 5% of the input space.
Other than this initial sample, optimizers only request FEs for solutions that are expected
to improve their Pareto front. When the time limit is reached, optimizers will stop and
record the Pareto front from all the obtained FEs.

2.2.1. Basic (B) Optimizer

The algorithm is as follows:

1. Perform initial sampling;
2. Using the list of all prior FEs, train metamodel;
3. Populate the full list of candidate solutions by requesting QEs;
4. Remove all Pareto-dominated solutions to generate a potential Pareto front;
5. If any solutions of the Pareto front are from a QE, request FEs, store the results and

return to step 2, else;
6. If all solutions on the Pareto front are from FEs, the optimizer terminates successfully.

If step 6 is reached, the optimizer has no FEs to request. This means there is no new
data to update the metamodel, and as it already in step 3 used the metamodel exhaustively
for QEs, the input space is fully explored. As a result, it will terminate even if the time limit
has not yet been reached.

2.2.2. Genetic Algorithm (GA) Optimizer

The algorithm is as follows:

1. Perform initial sampling;
2. Using the list of all prior FEs, train metamodel;
3. Remove all Pareto-dominated solutions to generate a Pareto front—this is the “parent

population”;
4. Generate new “children” solutions;
5. Request QEs for all children solutions;
6. Generate a new Pareto front from the combined parents and children population;
7. If any solutions of the Pareto front are from a QE, request FEs, store the results and

return to step 2, else;
8. If all solutions on the Pareto front are from FEs, return to step 4.

The population for the genetic algorithm consists of all solutions on the Pareto front.
These always consist of FEs. Children are generated by randomly selecting two parent
individuals at random. Each time step 4 occurs, up to twice the number of the parent
population or the number of the initial sample size (whichever is greater) of children will
be generated.

There is a 10% chance for each input to undergo crossover, and a 10% chance for each
input to mutate by 1, subject to input constraints. In step 8, all “children” from the previous
step 4 become part of the next “parent” generation. This optimizer always utilizes the
full allowed time limit, even if it constantly generates new “children” that do not meet
expected improvements.

2.2.3. Normalized Hypervolume

The hypervolume measure is calculated by defining a section of the problem’s output
space bounded by each objective’s minimum and maximum as observed from the optimal
Pareto front, the set A ⊂ Rd (d is the number of objectives). Any Pareto front is a set
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of points, B, with each point b ∈ B dominating a portion of A, the set D(b, A) ⊂ A.
The hypervolume of the Pareto front B is thus:

HVB = Λ(∪b∈B D(b, A)) (4)

where Λ is the Lebesgue measure.
The hypervolume measure is normalized by dividing the hypervolume of a Pareto

front by the hypervolume of the optimal Pareto front. The maximum is 1. Thus, a higher
normalized hypervolume indicates a better-quality solution.

2.2.4. Normalized Hausdorff Distance

The Hausdorff distance [37] measures how close two sets are to each other. For finite
sets (which the Pareto fronts here all are due to the discrete problem construction) the
Hausdorff distance between sets X and Y can be expressed as:

distH = max[max
x∈X

d(x, Y), max
y∈Y

d(y, X)] (5)

where d(a, B) is the minimum Euclidean distance between a point a and any member of set
B. The Hausdorff distance is normalized by dividing the Hausdorff distance between a
Pareto front and the optimal Pareto front by the maximum Hausdorff distance between
any Pareto front from the experiment set and the optimal Pareto front. The minimum
(between a set and itself) is 0. Thus a lower normalized Hausdorff distance indicates a
better-quality solution.

2.2.5. Normalized Crowding Distance

The crowding distance [38] measures how close points on a Pareto front are to each
other. In the case where there are No objectives and Np Points on the Pareto front, every
point on the Pareto front will have a series of rankings (x1, x2, . . . xj, . . . xNo ) where each xj
is its ranking in objective j (xj ∈ [1, 2 . . . Np]). Let I[a].b, b ∈ [1, 2 . . . No] denote the objective
value of element a in the ranking corresponding to objective b.

For every non-boundary point (not at the maximum or minimum for any one objective
as observed on the Pareto front) with the per-objective rankings as above, we can define its
crowding distance as:

CDpoint =
No

∑
j=1

I[xj + 1]· j − I[xj − 1]· j
maxj −minj

(6)

where maxj and minj are the maximum and minimum values for objective j.
The crowding distance for the whole Pareto front is then calculated as the average

of the crowding distances across all non-boundary points. The crowding distance is
normalized by dividing the crowding distance of a Pareto front by the crowding distance
of the optimal Pareto front. A lower normalized crowding distance implies points on the
Pareto front are closer to one another, which indicates a better-quality solution.

3. Experimentation
3.1. Simulation Models

For our experimentation, we have chosen four OR simulation models as part of the
test environment, which are deployed together with the FE records in the Supplementary
Material: A student services model and a telecom model [39] models—which were run in
AnyLogic as well as a Continuous News Vendor model and a dual sourcing model [21],
which run in the Python-based SimOpt package (https://pypi.org/project/simoptlib/,
accessed on 23 May 2023).
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3.1.1. Student Services Simulation

This model represents a trio of student service centers that face a stochastic distribution
of incoming students in each location. These students require different types of service:
one general service and two specific services. The two objectives being examined are the
total labor costs of hiring three different classes of employees corresponding to service
types (specialists can handle their specific specialist enquiries as well as general enquiries,
while non-specialists can only handle general enquiries) and the total time cost , faced by
students on average.

The student traveling, queuing and service processes correspond to a classic discrete
event simulation with stochastic elements, while the simulation model’s main agent-based
features are the students, using a “smart app” that gives students information about queue
length and average waiting times, allowing them the decision to select between different
centers. A student using the smart app will select the service center with the lowest
expected time cost to them, considering not only the expected queuing times but also travel
time, which depends on the distance of the student from a service center as well as the
student’s travel speed.

Students start in one of three locations, with each location being close to one service
center (5 distance units away) and far from the other two service centers (15 distance units
away). The distribution of student starting locations is not uniform each day, but instead
one service center will see half of the students starting near it, and the other two service
centers will see one quarter of the students starting near each of them. Students have
stochastic travel speeds, with a mean of one distance unit per minute. Even with the smart
app, students do not know the exact time they will be queuing at the time they start, but this
is estimated by multiplying a moving average of waiting times for their enquiry type by
the queue length for their enquiry type at the time they make their decision. The expected
service time after traveling and queuing is the same across all centers for any given student
enquiry type (which they are aware of).

3.1.2. Telecom Simulation

This model is a publicly available AnyLogic example model [39] of a telecom company
operating in a market with competitors. The inputs of interest are call price per minute
and aggressiveness (referring to marketing effectiveness). The objectives of interest are as
follows: voice revenue (which is specific to people paying to make calls), “value added”
service revenue (which covers other items besides calls), as well as aggressiveness itself,
as the cost of the required marketing strategy to reach a certain level of effectiveness is
not represented within the model. In this model, aggressiveness affects the addressable
market share, but users decide which company to support based on the prices they observe.
This behavior is implemented in the model by referencing tables that presumably represent
statistical market research on the probabilities involved.

The Telecom simulation allows for dynamic adjustment of the inputs, which will result
in a transition to a new market equilibrium. For the case study, selected inputs were applied
at the start of the simulation. The experimental inputs do not correspond to the initial
market state. This requires the simulation to be run until it reaches the new equilibrium,
at which time the objectives can be measured.

3.1.3. Continuous News Vendor Simulation

This model is included in the SimOpt distribution and represents a newsvendor who
orders a quantity of stock, and decides on a price to sell it to customers. However, the day’s
demand is randomly drawn from a Burr Type XII distribution, where the cumulative
distribution is given by:

F(x) = 1− (1 + xα)−β (7)

with α = 2 and β = 20.
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The two inputs of interest relate to stock quantity and selling price decisions, while
the two objectives of interest are the news vendor’s profits and the quantity of stock
actually sold.

3.1.4. Dual Sourcing Simulation

This model is included in the SimOpt distribution and represents a manufacturing
location purchasing its input via regular or expedited suppliers with different ordering
costs and delays while facing stochastic demand. Regular deliveries cost 100 per unit and
take 2 days to arrive, while expedited deliveries cost 110 per unit but take 0 days to arrive.
One simulation run will simulate 1000 days of operation.

There are storage costs when the location carries stock from one day to the next day,
and a penalty “cost” per unit of shortage whenever there is a lack of stock to meet demand.
Satisfied demand has no benefit other than zero penalty, which implies that location is a
substitute for a cost center that aims to minimize costs and penalties.

The strategy followed by the location can be summarized as follows: It consists of
having two inventory target levels, one for the regular supplier and one for the expedited
supplier. The location will place an order with a specific supplier whenever the stock
level falls below its associated threshold value. Although the goods being ordered are
homogeneous when in stock, goods that are yet to arrive are not considered against the
target level for the expedited supplier as they will only arrive after the expedited delivery.

The two inputs of interest are these two threshold levels. The three objectives of
interest are the three main types of costs to be considered: ordering costs, holding costs
and penalties for running out of stock.

3.2. Procedural Steps

We compare the performance of MO pairs on each simulation model separately,
as each such case study corresponds to a different scenario. There are four scenarios in
total. Each case study used four time limits, so from an optimization standpoint, there
are four problem instances per case study, for sixteen total across all case studies. Each
individual experiment specification is run fifty times with the same setup, as is required for
stochastic experimentation.

More specifically, each case study covers all possible combinations of the following:

• Two metamodel options (Gaussian regression, Neural network);
• Two optimizer options (Basic, Genetic algorithm);
• Four time limits (as determined for each simulation problem).

The selection of time limits is different for each simulation model. The lowest time
limit corresponds to the time required to carry out the FEs corresponding to the initial
sample. For all experiments, initial sample sizes are 5% of the simulation model’s input
space, although this can be user-defined. The initial sample is uniformly and randomly
distributed via Latin hypercube sampling.

The experiments are run sequentially, from the initial sampling until the time limit is
reached or, for the Basic optimizer only, if the stopping condition is reached before the time
limit. As the test environment uses FE records instead of obtaining objective values from
running the simulation model directly for each required set of inputs, the real-world time
taken for an experiment will be shorter than the time limit, as the time limit accounts for
the full FE time costs. For each completed experiment, the final Pareto front is stored. All
Pareto fronts for a given case study are evaluated as a set, as the metrics used to evaluate
MO pair performance are all normalized.

Three metrics, normalized hypervolume, normalized Hausdorff distance and normal-
ized crowding distance, are used to evaluate the obtained Pareto fronts, which, for consis-
tency, use as a reference the Pareto front generated from the exhaustive FE record. This
optimal Pareto front, corresponding to the specific simulation model problem, remains
the same whenever the simulation model is referenced, ensuring that all metrics have a
common benchmark across different sets of experiments.
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3.3. System Configuration and General Experimental Setup

All experiments were run on a laptop with a dual-core 11th Gen Intel(R) Core(TM)
i5-1135G7 (2.40 GHz, 2.42 GHz) CPU and 20 GB of RAM (Intel, Santa Clara, CA, USA). This
same system was used to generate the FE records.

4. Results

When identifying specific MO pairs, the acronyms for metamodels (Gaussian Regres-
sion: GR, Neural Network: NN) and optimizers (Basic: B, Genetic Algorithm: GA) are used
to identify MO pairs in that order (metamodel optimizer). For example, GR-B corresponds
to experiments using the Gaussian regression metamodel and Basic optimizer.

For each of the four time limits, we identified the best-performing MO pair with
respect to the mean normalized hypervolume, denoted as µnorm, considering each case
study. We applied a paired Wilcoxon signed-rank test to determine if the best-performing
and each of the other MO pairs have a statistically significant performance difference within
a confidence interval of 95%. Tables 1–4 summarize the results obtained by repeating each
experiment for fifty trials, providing µnorm associated with the standard deviation, indicated
as σ- and p-values for each pair-wise statistical performance comparison of the best and
associated MO pairs.

Before we come to presenting the individual results, there is one more point to clarify.
While one would expect the mean quality of Pareto fronts for a given MO pair to always
stagnate or increase with higher time limits, we found that the mean quality in this case
sometimes decreases. The explanation for this behavior is that experiments with different
specified time limits are not direct “progressions” from one another and there is variance
of results, even when individual time limits are higher.

4.1. Student Services Simulation Case Study

As mentioned in Section 3.1.1, the goal of this case study is to optimize the operations
of three student service centers that handle stochastic student arrivals and offer both general
and specialized services. Figure 2 shows the relationship between normalized hypervolume
and time limits for the Student Services problem. The symbols between the two lines of
each MO pair represent the mean value, while the lines represent the limits of the associated
confidence interval. The graph suggests that the Student Services problem is relatively
easy to solve, as all MO pairs, even with low time limits, can achieve a high normalized
hypervolume (above 0.98).

Figure 2. Student services experiments—hypervolume evaluation—time series.
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Table 1 summarizes the results for the Student Services experiments based on the mean
normalized hypervolume performance (µnorms) of each MO pair with the best-performing
one at each time limit. The results show that at the lowest time limit of 50 s, GR-B turns out
to be the best-performing approach while GR-GA delivers a similar performance based on
the statistical test. As the time limit is increased to 75 s, NN-GA becomes the best approach,
where the performance difference is statistically significant with p-values being less than
0.05 when compared to both GR-based methods. NN-B delivers a similar, but slightly
worse performance than NN-GA. As the computational budget is increased further to 100 s
and 125 s, NN-B outperforms the other MO pairs, while NN-GA ranks the second best
method with a similar performance to NN-B, except for 100 s. The GR-B and GR-GA pairs
once again turn out to be the worst methods of all. The performance difference between
NN-B and GR-based methods is statistically significant at the 95% confidence level for the
time limits greater than 50 s. Regardless of the given time limit, all methods produce a
µnorm about 0.99.

Table 1. Student services experiments—normalized hypervolume performance comparison of each
MO pair with the best-performing one at each time limit.

Time Limit (s) MO Pair µnorm σ p-Value

50 GR-B 0.991049 3.23 × 10−4 Best
GR-GA 0.990360 2.35 × 10−4 8.61 × 10−2

NN-B 0.986146 1.08 × 10−3 1.57 × 10−4

NN-GA 0.987603 6.28 × 10−4 1.37 × 10−5

75 GR-B 0.991151 2.71 × 10−4 3.76 × 10−2

GR-GA 0.990927 2.88 × 10−4 8.04 × 10−3

NN-B 0.992102 8.78 × 10−4 3.97 × 10−1

NN-GA 0.992128 4.74 × 10−4 Best

100 GR-B 0.992058 2.95 × 10−4 1.93 × 10−5

GR-GA 0.991106 3.16 × 10−4 1.94 × 10−6

NN-B 0.994665 5.34 × 10−4 Best
NN-GA 0.993041 4.19 × 10−4 4.96 × 10−3

125 GR-B 0.991801 2.92 × 10−4 3.17 × 10−4

GR-GA 0.990969 2.52 × 10−4 3.94 × 10−6

NN-B 0.994517 5.65 × 10−4 Best
NN-GA 0.994415 3.06 × 10−4 1.29 × 10−1

One interesting detail is that for the 75 s time limit case, the best Pareto front (Figure 3)
and the worst Pareto front (Figure 4) are both from the NN-B pair, which has the largest
standard deviation across all MO pairs and time limits. The reason for the difference
between them is that the metamodel in the worst case has underestimated the performance
of solutions that would have otherwise been located in the top left corner of the Pareto
front, where wages are low and student inquiry time is high. In this case, that means it had
an excessively high estimate for student time cost or employee wages. The explanation
for this is that the Basic optimizer uses the metamodel evaluations to check every possible
solution and does not identify them as possible candidates for inclusion.

The general pattern of slow improvements in the two Gaussian regression-based pairs,
leading to them being out-performed by the neural network-based pairs is also reflected in
the normalized Hausdorff distance plot in Figure 5.
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Figure 3. Student services experiment—optimal and best Pareto front.

Figure 4. Student services experiment—optimal and worst Pareto front.

Figure 5. Student services experiments—Hausdorff distance evaluation—time series.

The crowding distances depicted in Figure 6 confirm the previously identified patterns
of behavior.
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Figure 6. Student services experiments—crowding distance evaluation—time series.

4.2. Telecom Simulation Case Study

As mentioned in Section 3.1.2, the goal of this case study is to optimize the opera-
tions of a telecom company in a competitive market, considering call price, marketing
aggressiveness, and revenue components. There is a dramatic improvement in normalized
hypervolume initially, as well as a later clear separation of performance between the differ-
ent MO pairs seen in Figure 7 which depicts the hypervolume evaluation. For example,
between the two NN-based pairs (and overall between all four pairs) the NN-GA pair
underperforms in terms of not improving from between the time limits of fifty to one
hundred seconds, with the second-worst being the GR-GA pair.

Figure 7. Telecom experiments—hypervolume evaluation—time series.

Table 2 summarizes the results for the Telecom experiments based on the mean nor-
malized hypervolume performance (µnorms) of each MO pair with the best-performing one
at each time limit. At a time limit of 25 s, the NN-B pair performs the best among all MO
pairs without statistical significance. At the time limits of 50 s, 75 s and 100 s, the “top two
MO pairs” in this Telecom case study are different from the Student Services case study,
as the GR-B pair outperforms the others. For all these increasing time limits, the NN-B pair
delivers a similar performance to GR-B, while the performance differences between GR-B
and both GR-GA and NN-GA pairs are statistically significant having p-values less than
0.05. The µnorm produced by GR-B increases from 0.953 to 0.971 as the time limit is doubled.
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Table 2. Telecom experiments—normalized hypervolume performance comparison of each MO pair
with the best-performing one at each time limit.

Time Limit (s) MO Pair µnorm σ p-Value

25 GR-B 0.890518 4.84 × 10−3 6.22 × 10−1

GR-GA 0.889344 4.16 × 10−3 9.85 × 10−1

NN-B 0.890610 4.50 × 10−3 Best
NN-GA 0.888545 4.13 × 10−3 9.15 × 10−1

50 GR-B 0.952749 2.41 × 10−3 Best
GR-GA 0.932791 3.53 × 10−3 5.26 × 10−5

NN-B 0.944377 3.67 × 10−3 1.08 × 10−1

NN-GA 0.941043 3.70 × 10−3 1.60 × 10−2

75 GR-B 0.972904 1.56 × 10−3 Best
GR-GA 0.955054 2.82 × 10−3 1.90 × 10−6

NN-B 0.965317 3.06 × 10−3 6.88 × 10−2

NN-GA 0.939940 4.08 × 10−3 1.10 × 10−7

100 GR-B 0.970620 1.71 × 10−3 Best
GR-GA 0.957607 2.92 × 10−3 6.67 × 10−4

NN-B 0.967764 3.26 × 10−3 7.72 × 10−1

NN-GA 0.942319 3.62 × 10−3 2.67 × 10−7

There is a small decrease in munorm from a time limit of 75 s to 100 s for GR-B. When
testing if this difference is statistically significant, the p-value is 0.447, so the decrease is not
statistically significant at the 95% confidence level.

Plotting the best-performing Pareto front from the 100 s case in Figure 8 highlights
where losses in quality occur relative to the optimal Pareto front. Where both Pareto fronts
overlap, the color is black, corresponding to the best Pareto front. Thus, any red points
plotted correspond to points only found on the optimal Pareto front. The right-side edge of
the Pareto fronts is where the majority of these points are seen. However, as this best Pareto
front has a high normalized hypervolume of 0.997, the quality losses from not including
the red points are not major, which implies the Pareto front already captures most of the
trade-off solutions by hypervolume.

We can compare the previous situation to the worst-performing 100 s Pareto front
(normalized hypervolume of 0.880) plotted in Figure 9. There is a more visually obvious
presence of red points on the left and right edges of the worst Pareto front.

In this case study, the two best-performing MO pairs are the GR-B and NN-B pairs.
Thus the main decider of performance is the optimizer rather than the metamodel. This
contrasts with the Student Services case where the two best-performing MO pairs are the
NN-B and NN-GA pairs which would suggest the main decider of performance is the
metamodel rather than the optimizer. If we consider the normalized Hausdorff distances
plotted in Figure 10, the two best-performing MO pairs are still the GR-B and NN-B pairs,
but the distinctive under-performance of the NN-GA pair relative to the other three MO
pairs seen in the hypervolume evaluation at time limits of 75 s or 100 s is not observed in
the Hausdorff distance evaluation.

By contrast, when considering the normalized crowding distances plotted in Figure 11,
the GR-GA pair has a noticeably higher crowding distance from the other three MO pairs
at 75 s and 100 s, although as previously noted it is not the worst-performing in the
hypervolume evaluation.
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Figure 8. Telecom experiments—optimal and best Pareto front.

Figure 9. Telecom experiments—optimal and worst Pareto front.
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Figure 10. Telecom experiments—Hausdorff distance evaluation—time series.

Figure 11. Telecom experiments—crowding distance evaluation—time series.

4.3. Continuous News Vendor Simulation Case Study

As mentioned in Section 3.1.3, the goal of this case study is to optimize a news
vendor’s stock quantity and selling price, considering random daily demand. In both the
hypervolume evaluation plotted in Figure 12 and the Hausdorff distance evaluation plotted
in Figure 13, the NN-GA pair is a consistent worst-performer when compared to the other
three MO pairs.

Figure 12. Continuous News Vendor experiments—hypervolume evaluation—time series.
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Figure 13. Continuous News Vendor experiments—Hausdorff distance evaluation—time series.

Table 3 summarises the results from the Continuous News Vendor experiments based
on the mean normalized hypervolume performance (µnorms) of each MO pair with the
best-performing one at each time limit. For any given time limit, the GR-B pair outperforms
the rest of the methods. At the 100 s time limit, all methods deliver a similar performance
to GR-B, although their µnorms are slightly worse. This observation persists for the time
limit of 150 s, while NN-GA performs significantly worse than GR-B. As the time limit
increases above 200 s, the performance differences between GR-B and each of the other
MO pairs become statistically significant with p-values less than 0.05, and GR-GA ranks
the second best-performing method among all. The µnorms of GR-B increases from 0.836 to
0.939 as the time limit increases by a factor of 2.5.

Table 3. Continuous News Vendor experiments—normalized hypervolume performance comparison
of each MO pair with the best-performing one at each time limit.

Time Limit (s) MO Pair µnorm σ p-Value

100 GR-B 0.835878 9.33 × 10−3 Best
GR-GA 0.811036 1.17 × 10−2 1.45 × 10−1

NN-B 0.820163 8.09 × 10−3 1.32 × 10−1

NN-GA 0.807869 1.20 × 10−2 7.89 × 10−2

150 GR-B 0.920727 5.03 × 10−3 Best
GR-GA 0.918869 4.00 × 10−3 4.96 × 10−1

NN-B 0.899821 7.03 × 10−3 1.18 × 10−2

NN-GA 0.836305 9.49 × 10−3 7.18 × 10−8

200 GR-B 0.935907 3.00 × 10−3 Best
GR-GA 0.921874 3.95 × 10−3 9.02 × 10−3

NN-B 0.914207 5.74 × 10−3 2.30 × 10−3

NN-GA 0.847465 8.43 × 10−3 2.91 × 10−9

250 GR-B 0.939361 2.22 × 10−3 Best
GR-GA 0.915885 4.24 × 10−3 9.44 × 10−5

NN-B 0.907325 9.17 × 10−3 1.21 × 10−3

NN-GA 0.850925 9.84 × 10−3 8.26 × 10−9

One feature of the Continuous News Vendor optimization problem is that relatively
few sets of inputs will correspond to a point on the Pareto front: an exhaustive search
encompasses 651 potential input combinations of which only eleven make up the op-
timal Pareto front. Solution Pareto fronts had between four to fifteen points across all
the experiments.
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To further analyze the potential effect this causes in solution quality, we consider the
Pareto fronts from experiments with a time limit of 150 s. The best-performing Pareto front
from a 150 s time limit experiment is plotted in Figure 14 (and is from a GR-GA pair) and
can be compared with the best Pareto front from a 150 s time limit experiment specifically
from a NN-GA pair, shown plotted in Figure 15. In these figures, the Pareto front of interest
and the optimal Pareto front from the FE records are plotted, with the dominated area for
each shaded in the appropriate color.

Figure 14. Continuous News Vendor experiments—optimal and best Pareto front.

Figure 15. Continuous News Vendor experiments—optimal and best NN-GA Pareto front.

The main area of difference between the two Pareto front solutions is the area cor-
responding to high quantities sold and low profits. To follow up on this, consider the
best NN-GA Pareto front from an experiment with a higher time limit of 250 s plotted
in Figure 16. Although the Pareto front from this experiment captures the corner corre-
sponding to high quantities sold and low profits, it does not capture part of the medium
quantities sold and medium profits area.

These findings can indicate an issue faced by the genetic algorithm optimizer relative
to the Basic optimizer when parent populations are relatively small due to Pareto fronts
having only a few points in them. It is harder to identify ex ante which metamodel would
under-perform in this situation. However, the hypervolume evaluation shows that the
GR-B pair performs the best and the NN-GA pair performs the worst for this problem.
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Figure 16. Continuous News Vendor experiments—optimal and best NN-GA Pareto front.

The crowding distance evaluation plotted in Figure 17 confirms that the NN-GA pair
has the most widely spaced Pareto fronts of the four pairs, while the GR-B has the closest
spacing. Additionally, at a time limit of 250 s, there are GR-B Pareto fronts with normalized
crowding distances below 1.

Figure 17. Continuous News Vendor experiments—crowding distance evaluation—time series.

4.4. Dual Sourcing Simulation Case Study

As mentioned in Section 3.1.4, the goal of this case study is to minimize costs and
penalties for a manufacturer present in multiple locations, involving procurement from
regular or expedited suppliers with varied costs and delays. The Dual Sourcing experiments
provide an important contrast with those of the Continuous News Vendor, as the proportion
of total input combinations that would be on the Pareto front is much higher (861 of
1681). While solution Pareto fronts have between 383 to 694 points across all experiments,
the hypervolume evaluation plot in Figure 18 shows that all MO pairs perform very well,
similar to what was observed in the Student Services experiments.

Table 4 summarizes the results from the Dual Sourcing experiments based on the mean
normalized hypervolume performance (µnorms) of each MO pair with the best-performing
one at each time limit. In all time limits (240 s, 300 s, 360 s and 420 s), GR-B outperforms the
rest of the MO pairs, and this performance variation is statistically significant with p-values
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less than 0.05. Regardless of the given time limit, all methods produce a high µnorm over
0.99. The µnorms produced by GR-B increase slightly from 0.9954 to 0.9997 even if the time
limit is increased by a factor of 1.75.

Figure 18. Dual Sourcing experiments—hypervolume evaluation—time series.

Table 4. Dual Sourcing experiments—normalized hypervolume performance comparison of each
MO pair with the best-performing one at each time limit.

Time Limit (s) MO Pair µnorm σ p-Value

240 GR-B 0.995415 6.93 × 10−4 Best
GR-GA 0.993214 7.18 × 10−4 1.10 × 10−4

NN-B 0.992700 5.32 × 10−4 3.49 × 10−4

NN-GA 0.991999 1.08 × 10−3 6.89 × 10−5

300 GR-B 0.997616 2.22 × 10−4 Best
GR-GA 0.995695 3.17 × 10−4 8.17 × 10−5

NN-B 0.994081 5.68 × 10−4 8.71 × 10−7

NN-GA 0.994431 3.89 × 10−4 2.18 × 10−7

360 GR-B 0.998792 1.51 × 10−4 Best
GR-GA 0.995610 7.16 × 10−4 6.25 × 10−8

NN-B 0.994595 8.22 × 10−4 9.88 × 10−8

NN-GA 0.996224 2.34 × 10−4 1.82 × 10−8

420 GR-B 0.999778 7.88 × 10−5 Best
GR-GA 0.997865 2.35 × 10−4 8.83 × 10−10

NN-B 0.996043 5.52 × 10−4 9.75 × 10−9

NN-GA 0.996886 2.57 × 10−4 7.44 × 10−9

However, the Hausdorff distance evaluation plotted in Figure 19 suggests a large
relative separation of solution qualities, which is not observed when considering the
normalized hypervolumes. As the Hausdorff distances are normalized, an outlier with a
high pre-normalized value will compress the distribution of normalized values towards
0. In fact, the Student Services experiments may exhibit the compression of normalized
values issue the most, as the highest plotted point in the Hausdorff distance evaluation
plot in Figure 5 which corresponds to the upper confidence interval for NN-GA at the 50 s
time limit is close to 0.3, in contrast to the highest plotted point in the Hausdorff distance
evaluation for the Dual Sourcing case which is 0.8. The definition of the Hausdorff distance
can lead to it being very sensitive to the possibility of a “very bad” solution that is part of a
solution Pareto front leading to a very high distance, even though the corresponding point
in objective space would not greatly affect the front’s measured hypervolume.
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Figure 19. Dual sourcing experiments—Hausdorff distance evaluation—time series.

However, the normalized crowding distances plotted in Figure 20 not only support
a significant improvement in Pareto front quality in terms of density, but the patterns
of relative performance differ between the Hausdorff distance and crowding distance
measures. Taken together, these two suggest that a high level of density is not required to
properly characterize the Pareto front.

Figure 20. Dual sourcing experiments—crowding distance evaluation—time series.

We can further investigate these features by plotting the best Pareto front obtained from
a 420 s time limit in Figure 21 which has a normalized hypervolume above 0.999 despite
showing a large section of red points that were missed but do not result in significant loss.

Viewing the Pareto front from another angle, as in the plot Figure 22 shows clearly
that the large amount of red points seen previously are very close to (many are exactly
on) the plane of minimum average penalty. In this case study, it is entirely plausible to
have exactly 0 average penalty, as this corresponds to the stock never running out in all
the simulation runs done for the FE. There are also a number of points with very small
average penalties as well for the same reason. Not only does this follow the general pattern
of corners or boundary edges having the majority of “misses” by MO pairs, but in this case,
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the hypervolume loss is so extremely small because only a couple of points already capture
all the relevant space.

Figure 21. Dual Sourcing experiments—optimal and best Pareto front.

Figure 22. Dual sourcing experiments—optimal and best Pareto front (alternative angle of view).
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4.5. Best-Performing MO Pair

In Table 5, we provide the nbest value which is the number of times that an MO
pair performs the best along with the other top-ranking MO pairs delivering a similar
performance to the best (if there are any) considering all four time limits per case study.

Table 5. Best-performing MO pairs per case study.

Case Study Best MO Pair (s) nbest

Student Services NN-B & NN-GA 3
Telecom GR-B & NN-B 3

Continuous News Vendor GR-B 4
Dual Sourcing GR-B 4

The GR-B pair is the best overall option in three of the four case studies with a total
nbest value of 11. The Basic optimization method (B) is the winner when compared to the
genetic algorithm metaheuristic, as this method appears as part of the top-ranking MO
pairs in almost all cases.

4.6. Experimental Computational Costs

Table 6 shows the MO Time which is the real-world time taken to run the experiments
on each simulation problem. While this does not include the time taken for the associated
FEs (as these are looked up from the record) the FE times are recorded and “paid for” with
the allowed time limit. As a result, an experiment that is given a time limit of 60 s may run
for 15 s of the user time, and end with 15 s of MO time and 45 s of FE time. The “FE Record
Time” is the time taken to generate the full list of FEs, and helps demonstrate the savings
when many experiments are run. For example, the Student Services experiments took under
6 h, but were able to save an additional 11 h by using the FE records. The gains are largest
in the Dual Sourcing case where a higher proportion of the allowed time limit is spent
on FEs, such that even though time limits are higher for the Dual Sourcing experiments,
the real-world time spent does not increase proportionally.

Table 6. Experimental computational costs.

Simulation MO Time (min) FE Time (min) FE Record Time
(min)

FE Record Size
(KB)

Student Services 352 672 3.6 13
Telecom 205 557 3.7 21

Continuous
News Vendor 462 1541 24.2 13

Dual Sourcing 337 3981 10.7 40

5. Discussion

In the experimental investigation of four simulation optimization problems, it turned
out that two of them (Student Services and Dual Sourcing) can be considered straightfor-
ward in that all the MO pairs evaluated performed similarly and produced high-quality
Pareto fronts. In the other two (Telecom and Continuous News Vendor), there was more
of a separation of quality with different patterns between the MO pairs evaluated, which
comes from the way in which the metamodels estimate objective values for the inputs
being explored by the optimizers. One can form more intuitive relationships from MO pair
performance patterns to response surface properties than starting from the simulation com-
ponents or domains, as there are only a limited number of MO pair performance patterns.

Ideally, even a problem with a computationally intensive simulation model of interest
would have well-behaved response surfaces, allowing a metamodel to identify areas of
interest quickly and with confidence. This would enable the use of expensive FEs more
sparingly, focusing on those areas of interest identified by the metamodel to maximize
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the precision of the optimization. However, being “well-behaved” is not necessarily a
simple property that would hold for all MO pairs that might be employed. As seen, some
MO pairs may perform better than others for certain problems of interest. Additionally,
multi-domain problems may or may not behave similarly to the problems of any particular
component domain [40].

The application of metamodeling to ABS is currently a topic of great interest and
ongoing research. In the Student Services case study, we showed that despite the agent-
based behavior of the model, it was still able to be solved to a high standard across all
evaluated MO pairs. In fact, for this problem, the agents’ decision-making did not lead to a
complex response surface. In contrast, a more challenging problem like the one investigated
in the Continuous News Vendor case study has a simple simulation model but a response
surface that is not equally responsive to different MO pairs.

It is important to note that the FE times are based on a fixed record. However, the time
limit stopping condition treats a second of FE time as equivalent to a second of metamodel
or optimizer time. Therefore, if one runs experiments on problems where records were
generated on a slower system, the faster system will always obtain better quality solutions
within the same time limit, as the faster system has more computational resources. It will
be possible to replicate previous results by creating a different version of the record with
scaled decreased FE times. This will better match what the faster system is experiencing.
Additionally, a smaller time limit can be used in the same proportion. This approach still
allows the user to use records, but avoids having to set up numerous simulation models.

While handy for experimental work like that detailed here, the downside of using an
FE recording approach is that it does introduce an issue if there is a desire to create records
for simulation models with a large input space due to memory constraints. Furthermore,
referencing the records will take longer as they grow in size. This can lead to a memory-
computation cost tradeoff. However, for the simulation models presented in this paper,
the records are small enough so that they do not require a lot of memory to load. The ability
to use records without having to run the underlying simulation model is also a form of ex-
periment enabler, especially if the associated model would otherwise be simply inaccessible.

6. Conclusions

In this paper, we have presented and tested a comprehensive methodology designed
to facilitate the systematic application and evaluation of metamodeling and optimization
heuristics in the form of MO pairs. Our methodology enables researchers to compare setups
experimentally, in a way that allows drawing general conclusions about the optimal MO
pairs. Hence, the aim detailed in Section 1.4 has been fulfilled. The methodology has been
tested with the help of a test environment that allows algorithmic testing and evaluation of
MO pair performance for different types of problems. We have demonstrated its use with
the help of four illustrative case studies. The performance of the different four MO pairings
we tested suggests that patterns of relative performance (and thus the ideal choice) may
differ between different models that they are asked to solve.

By critically assessing our work, we have identified several limitations that will need
further research: (1) Our methodology has not been tested on highly complex models.
(2) Our test cases are limited to the OR domain. (3) Instead of conducting experiments with
different time limits, it may be more efficient to run experiments up to the highest time
limit and use vertical slicing to directly investigate the evolution of Pareto front quality
over time. (4) To evaluate Pareto front quality, we can incorporate additional metrics from
the multiple objective literature to gain further insights into the performance of MO pairs.
(5) The field of metamodeling and optimization offers numerous other metamodels and
optimizers that have not yet been tested.

This presents several opportunities for future work. The most straightforward would
be to increase the number of simulation models, metamodels and optimizers available for
experimentation and performance comparisons. Since simulation models are represented
in the environment by records of their input-objective outcomes (including time taken),
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additional simulation models from other domains and implemented in various simulation
platforms can be integrated into the environment and made accessible for comparison
purposes. Better domain coverage from this can enable testing of generalizability across
a number of domains and problems without having to manage data links to external
simulators for each one.

Additionally, where there are parameters for these components that are currently
treated as fixed across all uses in these case studies, it may be possible to improve a compo-
nent by augmenting them with algorithmic hyper-parameter optimization, although this
is a non-trivial addition when keeping to the design goal of allowing generalizability to
future models. The possibility exists that having a larger variety of less individually optimized
metamodel or optimizer options is more efficient in terms of component-possibility coverage.

Another important aspect that requires further investigation is the question of when
and why simulation models behave similarly in terms of the performance of MO pairs.
While models with similar response surface properties will show similar patterns of MO
pair performance, the question remains of identifying the more abstract properties that
lead to these similarities in the performance of MO pairs. Alternatively, the possibility
of building a selection-type hyperheuristic that explores the space of metamodel and
optimizer selection within the optimization process and selects an optimal pair on the fly
could potentially be more beneficial for practical applications. This approach could also
be generalizable if performance patterns can be detected early enough in the optimization
process to justify allocating computational resources to the hyperheuristic layer, rather than
a simple initial MO pair selection.
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Abstract: This research provides a comprehensive analysis of the dynamic interplay between agent-
based modeling (ABM) and artificial intelligence (AI) through a meticulous bibliometric study. This
study reveals a substantial increase in scholarly interest, particularly post-2006, peaking in 2021 and
2022, indicating a contemporary surge in research on the synergy between AI and ABM. Temporal
trends and fluctuations prompt questions about influencing factors, potentially linked to technological
advancements or shifts in research focus. The sustained increase in citations per document per year
underscores the field’s impact, with the 2021 peak suggesting cumulative influence. Reference
Publication Year Spectroscopy (RPYS) reveals historical patterns, and the recent decline prompts
exploration into shifts in research focus. Lotka’s law is reflected in the author’s contributions,
supported by Pareto analysis. Journal diversity signals extensive exploration of AI applications in
ABM. Identifying impactful journals and clustering them per Bradford’s Law provides insights for
researchers. Global scientific production dominance and regional collaboration maps emphasize the
worldwide landscape. Despite acknowledging limitations, such as citation lag and interdisciplinary
challenges, our study offers a global perspective with implications for future research and as a
resource in the evolving AI and ABM landscape.

Keywords: bibliometric analysis; agent-based modelling; artificial intelligence; complex systems;
RStudio; VOSviewer; Bibliometrix

1. Introduction

In the current era of technology, artificial intelligence (AI) has become a central research
field, significantly influencing numerous scientific disciplines. Simultaneously, agent-
based modeling (ABM) has captured researchers’ attention as a promising framework for
simulating and understanding complex phenomena. In this context, this study proposes
a detailed exploration of the synergies between AI and ABM, conducting an extensive
analysis of the existing scientific literature.

ABM is a powerful simulation technique that characterizes a complex dynamic system
through its interacting entities [1–3]. While ABM provides extensive flexibility for various
applications, the complexity of real-world models necessitates the intensive use of com-
puting resources and significant computational time. However, to mitigate computational
costs, a metamodel can be constructed to provide insights at a less computationally de-
manding level. ABM has a range of applications that can be modeled, such as simulating
emergency evacuation processes [4,5], specific transportation applications [6], modeling
Grey economic systems [7], financial process modeling [8], analyzing financial contagion
effects [9], medicine [10,11], etc.

Although ABM and AI are two distinct fields, they can interconnect through collab-
oration and complement each other in various ways. Thus, a series of interconnected
features can be identified, such as simulating intelligent behavior [2,12,13], flexibility and
adaptability [2,14], interconnection with AI technology [15], decision-making and collective
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intelligence [16], analysis and visualization of complexity [5,17], as well as innovation and
exploration of emergent behaviors in complex systems. Firstly, ABM is considered a model-
ing method specific to economic cybernetics and complex adaptive systems [17,18]. On the
other hand, the complexity of systems, given their dynamic and sometimes unpredictable
nature, and the fact that a complex system is composed of a multitude of entities and agents
that interact, result in a large volume of data. The most useful tools for analyzing this
large volume of data [19], given the current technological and digital era, are provided by
AI algorithms and techniques. The combination of these actions can be achieved through
modeling applications offered by ABM and AI algorithms. In this case, ABM focuses on
simulating the individual behavior of agents or individual entities and their interactions
within the complex system, while AI develops algorithms and models that mimic and
reproduce intelligent behavior through machine learning techniques. AI, especially in
machine learning, focuses on developing models capable of learning and adapting to
new data. By completing this process with ABM, its characteristic flexibility in modeling
complex systems and adaptability to real-time changes are recognized. In essence, ABM
and AI can complement each other in addressing complex problems, bringing together
the advantages of simulating agent-level details and those of automated learning in an
integrated and synergistic manner.

ABM is a simulation and modeling method that is specific to cybernetics [20]. Cyber-
netics is an interdisciplinary science that provides a framework for understanding various
processes and systems in different fields. AI, as a field of study, offers machine learning
algorithms that can be used in managing and analyzing large volumes of data and infor-
mation, complementing and seamlessly integrating with the methods and frameworks
provided by cybernetics. Integrating ABM with AI provides new perspectives for study
and applicability in various fields such as sustainable agriculture [21], marketing [22],
education [23], biomedical systems [24], agent behavior [25], management [26], etc.

ABM has the capacity to simulate agent behavior, while the AI approach analyzes
and understands complex patterns, learning from real-time data. Thus, the interconnec-
tion between the two bridges the gap with the aim of contributing to more informed
and efficient decision-making, leading to the development of more flexible and resilient
systems/models. Additionally, AI is employed to analyze large volumes of data, and in
conjunction with modeling individual and collective behavior through ABM, it enables
more accurate forecasting and rapid identification of specific trends [27–29].

Turgut and Bozdag [25], in their study, provided a detailed presentation of the relation-
ship between ML technology and agent-based approaches. Based on their analysis, they
concluded that the main framework researchers can employ to address specific challenges
identified individually in both methods is to use ML models to simulate agent behavior in
their ABMs.

Hu et al. [30] conducted a study in which they examined challenges arising from agent
behavior governed by rules derived from their bounded rationality and data scarcity. The
authors addressed this challenge by incorporating domain expert knowledge with machine
learning techniques.

Other investigations focus on the applicability and interconnection between ABM
and AI in the medical field. For example, in their research, Sivakumar et al. [24] provided
examples of how ABM and ML are integrated into various contexts covering spatial
scales, including multicellular biology. The primary aim of their research was to use
published studies as a guide to identify suitable approaches to machine learning based on
specific types of ABM applications, considering the scale of the biological system and the
characteristics of the available data.

Another study combines ABM with AI by constructing a metamodel that integrates
ABM with random forest regression and neural networks. This approach has highlighted
the benefit of reducing the number of required ABM simulations to validate a model [1].

Models and agent-based simulations are commonly encountered in various fields,
providing a means to study systemic patterns resulting from individual behavior and
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interactions. Achieving the behavioral accuracy required for predictive models represents
one of the significant challenges of ABM, and the use of learning algorithms can contribute
to enhancing this accuracy in behavioral modeling [31].

The primary purpose of this study is to conduct a comprehensive bibliometric analysis
of the utilization of AI in ABM applications. By exploring the existing scholarly literature,
the aim is to identify patterns, trends, and the interconnected landscape between these two
dynamic fields. This investigation seeks to provide insights into the evolution, challenges,
and opportunities at the intersection of AI and ABM, offering a foundation for future
research directions in this interdisciplinary domain. Additionally, our study can make
a significant contribution by highlighting novelties in the field, identifying key research
directions, and providing a comprehensive perspective on the relationship between AI
and ABM. As Donthu et al. [32] suggest, the bibliometric analysis best fits the situations
in which one aims to present the state of intellectual structure and emerging trends in a
research field. The methodology involves a meticulous bibliometric approach, leveraging
a well-established database, namely WoS [33]. Selection criteria include articles related
to ABM and AI, with a focus on titles, abstracts, and keywords. The chosen data set is
then refined through language and document type filters, ensuring a targeted and relevant
sample. The bibliometric analysis utilizes the Bibliometrix platform in RStudio [34] and
VOSviewer software (version 1.6.20) [35], employing techniques such as keyword co-
occurrence clustering and network visualization to unveil patterns and connections within
the literature.

This study innovatively combines bibliometric analysis with the exploration of AI
and ABM, shedding light on the dynamics of these fields through a quantitative lens. The
use of VOSviewer facilitates the visualization of co-occurrences, enabling a more nuanced
interpretation of the relationships and interdependencies present in the literature. This
approach adds a novel dimension to the examination of AI in ABM applications, offering a
systematic and data-driven perspective on the evolution and interconnectedness of these
domains. The value of this study lies in its contribution to the scholarly understanding of
the synergies between AI and ABM. By offering a comprehensive bibliometric overview,
the research provides a valuable resource for scholars, practitioners, and policymakers
interested in the evolving landscape of these interconnected fields. The insights gained
from this analysis can inform future research directions, guide strategic decision-making,
and foster collaboration within the dynamic intersection of AI and ABM.

In addition, the above-mentioned aim, the present study tries to answer the following
research questions:

• RQ1: What are the most influential articles in the field of AI utilization in ABM?
• RQ2: Who are the most notable authors in the realm of AI utilization in ABM?
• RQ3: Which journals have been preferred for papers on AI utilization in ABM?
• RQ4: What are the most impactful journals in the field of AI utilization in ABM?
• RQ5: Which universities are at the forefront of AI research based on papers published

in ABM?
• RQ6: How has scientific production related to AI in ABM evolved over time?
• RQ7: What are the characteristics of the collaboration network among authors who

have published in the field of AI in ABM?

This paper is structured into several sections, as follows, aiming to provide a holistic
overview of the utilization of AI in specific applications of ABM. Section 2 presents the
materials and methods underlying the bibliometric analysis. RStudio software, the Bib-
liometrix platform, and VOSviewer will be employed for the stated purpose. Section 3 is
dedicated to the analysis of the dataset, covering articles, sources, authors, and knowledge
status in the field. Section 4 introduces in-depth discussions based on the results obtained in
Section 3, as well as the exploration of potential research limitations. Our study concludes
with Section 5, presenting key findings and outlining future research directions.
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2. Materials and Methods

Bibliometric analysis relies on statistical methodologies and specialized software tools
to extract, process, and interpret data pertaining to scientific output. The primary aim
of this approach is to present an unbiased overview of the progression within a research
field, delineate the contributions made by authors or institutions, and pinpoint potential
directions for future research. In our bibliometric analysis, we utilized the R Studio soft-
ware, incorporating the bibliometrix package and the “biblioshiny()” function [34]. The
“biblioshiny()” function, as outlined in [34,36,37], furnishes a diverse set of functionalities
for our intended bibliometric analysis. It enables the extraction of bibliometric data from
various sources like Scopus and WoS, generates key bibliometric indicators (e.g., publi-
cation count, H-index, citation count), facilitates comparative analyses, and supports the
visualization of results through interactive graphics such as network maps, diagrams, and
geographic maps. Additionally, it provides the capability to export these results for further
use and dissemination. To guarantee transparency and structure in implementing the re-
search [38], we delineated the stages of the methodological process following the guidelines
put forth by Zupic and Čarter [39]. The authors have outlined a procedural workflow for
executing scientific mapping studies within the realms of management and organization.
From this point of view, the process we will follow in conducting the bibliometric analysis
will be as presented below, adapted from Torres Silva et al. [38] and Zupic and Čarter [39].

Step 1. Study design: The data selection process is a crucial step in refining the dataset
for further exploration. Each stage aims to obtain a set of articles relevant to our study
on ABM applications and AI. The keywords used in Table 1 were chosen to cover key
aspects of this study domain, ensuring precise and specific coverage. Our study explores
the interaction between two distinct research fields: AI and agent-based models, and
the chosen keywords reflect the interdisciplinary complexity of our topic. Additionally,
the selected keywords stem from our main research question: How can AI be utilized in
ABM applications?

Step 2. Synthesis of Bibliometric Data: Regarding this step in the process, the bib-
liometric database WoS was chosen, and various queries were conducted based on the
following keywords: “agent-based modeling”, “agent-based modelling”, “agent-based
model”, “agent-based models”, “artificial intelligence”, “machine learning”, and “deep
learning”. These key concepts were searched in the title, abstract, and keywords of articles,
covering the period from 2000 to 2022. The 22-year period chosen for our study acknowl-
edges the swift and substantial evolution witnessed in the field of AI during the past two
decades. Our selected time frame encapsulates the era when AI emerged as a prominent
domain for research and development [40]. Additionally, significant technological progress,
changes in research methodologies, and the advent of new paradigms have prominently
characterized recent decades [41]. These factors, which have influenced our decision re-
garding the time frame, are also underscored in the 2020 technical report issued by the
European Commission [42]. Subsequently, only article-type queries written in English as an
internationally recognized language were retained. This stage will be extensively described
in the interpretation of Table 1.

Regarding the dataset extraction, it shall be stated that the WoS platform offers, based
on subscription, personalized access to data. As a result, as Liu [43] and Liu [44] observed,
the results of the bibliometric analysis are highly dependent on the user’s access to the ten
indexes offered by the WoS. In this context, the authors recommend that the bibliometric
papers clearly state the access the users had to the index offered by WoS [43,44].

Furthermore, the choice for the WoS platform has been substantiated by the fact—
also highlighted in the scientific literature—that it offers extensive coverage of a broad
array of disciplines while being recognized as a platform with a strong reputation by the
scientific community [45–47]. Nevertheless, WoS is one of the few platforms on which both
Bibliometrix and VOSviewer offer a data reading option for the datasets extracted based on
the search criteria [34,48,49].
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Table 1. Data selection steps.

Exploration
Steps Applied Filters Description Query Query

Number Count

1 Title

Contains one of the
agent-based
modeling-specific keywords

(((TI = (“agent-based modeling”)) OR
TI = (“agent-based modelling”)) OR
TI = (“agent-based model”)) OR
TI = (“agent-based models”)

#1 5135

Contains one of the artificial
intelligence-specific
keywords

((TI = (artificial_intelligence)) OR
TI = (machine_learning)) OR
TI = (deep_learning)

#2 211,005

Contains the agent-based
modeling and artificial
intelligence-specific
keywords

#1 AND #2 #3 25

2 Abstract

Contains one of the
agent-based
modeling-specific keywords

(((AB = (“agent-based modeling”)) OR
AB = (“agent-based modelling”)) OR
AB = (“agent-based model”)) OR
AB = (“agent-based models”)

#4 11,173

Contains one of the artificial
intelligence-specific
keywords

((AB = (artificial_intelligence)) OR
AB = (machine_learning)) OR
AB = (deep_learning)

#5 470,238

Contains the agent-based
modeling and artificial
intelligence-specific
keywords

#4 AND #5 #6 257

3 Keywords

Contains one of the
agent-based
modeling-specific keywords

(((AK = (“agent-based modeling”)) OR
AK = (“agent-based modelling”)) OR
AK = (“agent-based model”)) OR
AK = (“agent-based models”)

#7 8868

Contains one of the artificial
intelligence-specific
keywords

((AK = (artificial_intelligence)) OR
AK = (machine_learning)) OR
AK = (deep_learning)

#8 305,228

Contains the agent-based
modeling and artificial
intelligence-specific
keywords

#7 AND #8 #9 134

4 Title/Abstract/
Keywords

Contains one of the artificial
intelligence-specific
keywords

#3 OR #6 OR #9 #10 344

5 Language Limit to English (#10) AND LA = (English) #11 340

6 Document Type Limit to Article (#11) AND DT = (Article) #12 226

7 Year published Exclude 2023 (#12) NOT PY = (2023) #13 180

Exclude 2024 (#13) NOT PY = (2024) #14 180

Moreover, it should be stated that the classification of the papers into the “article”
category by the WoS platform follows the description provided by Donner [50]. The
author states that an article is considered a report of original research with no predefined
length, which features the use of meta-analysis. Following the description provided
by WoS regarding the inclusion of scientific papers in the article category, it should be
noted that the platform mentions that research papers, brief communications, technical
notes, chronologies, full papers, and case reports that were published in a journal and/or
presented at a symposium/conference are included in this category, explicitly stating that
proceedings papers are included in both the article and the proceedings papers category [51].
Also, Donner [50] highlights that, in the field of scientometrics, it is important to clearly
differentiate among various types of documents when conducting the analysis, as each
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type of document generates a specific citation distribution that is highly connected to the
purpose and content of the document type.

Step 3. Analysis: The third stage involved using the bibliometric software Biblioshiny
from RStudio’s Bibliometrix package. The data extracted from WoS was downloaded
in BibTeX format, and the cleaning stage was verified in RStudio v2023.09.1+494.pro2,
Bibliometrix R (version 4.3.2). No additional exclusions were necessary at this stage.

Step 4. Visualization: In the visualization stage, graphical methods were used to
prepare the analysis of sources, authors, and the literature.

Step 5. Interpretation: In the final stage, we utilize the graphical representations from
step 4 and describe and interpret the results.

Table 1 summarizes the queries and steps we conducted to build the database. We
utilized the WoS [33] platform to retrieve papers related to ABM and AI. The analysis
unfolds in several stages, emphasizing a meticulous process for identifying pertinent
works. Titles, abstracts, and keywords are employed to encompass diverse aspects of each
paper. The initial step defines the keywords identified in the titles.

Table 1 delineates the methodological steps taken in the data selection process during
the exploration phase on the WoS. This systematic approach aims to refine the dataset
progressively, ensuring relevance to our study on applications of ABM and AI.

• Step 1. Title exploration: This stage focuses on identifying articles with titles relevant
to ABM and AI, providing an initial delimitation of the dataset. Queries #1 and #2
focus on titles containing keywords related to ABM and AI, respectively. Following
these queries, 5135 articles with terms specific to ABM in the title and 211,005 articles
with terms specific to AI in the title were identified. Query #3 combines these aspects,
refining the search.

• Step 2. Abstract exploration: This stage adds relevance by identifying articles with key
terms in the abstract and amplifying details about their content. Queries #4 and #5
target abstracts with specific keywords. A total of 11,173 articles with terms specific to
ABM in the abstract were obtained, along with a substantial number of 470,238 articles
with terms specific to AI in the abstract. Query #6 combines ABM and AI criteria from
the abstracts.

• Step 3. Keyword exploration: Identifying keyword-based articles consolidates the
selection of papers that specifically address the key concepts of the research. Queries
#7 and #8 concentrate on keywords associated with ABM and AI. Query #9 combines
these keyword criteria. This query focuses on articles that contain both ABM and
AI-specific keywords in the keywords section. A total of 134 articles were identified
based on this query, providing insights into publications that simultaneously address
both ABM and AI in their keyword content. This step further refines the dataset,
capturing articles that explicitly mention both key aspects in their keywords.

• Step 4. Title/Abstract/Keywords exploration: This stage combines relevant selec-
tion criteria to obtain a narrower and more focused subset of articles. Query #10
consolidates the AI-specific keywords from previous queries. A total of 344 arti-
cles with specific terms related to AI were identified, consolidating the criteria from
previous steps.

• Step 5. Language restriction: By limiting it to the English language, we ensure that the
included articles are accessible and easily comparable, having a broader international
circulation. Query #11 limits results to English publications from the refined set. The
results were narrowed down to 340 articles written in English.

• Step 6. Document type restriction: This restriction ensures that the analysis focuses on
articles, excluding other types of documents that may contain irrelevant information
for this study’s purpose. Query #12 narrows down the dataset to articles. A total of
226 articles were selected to be consistent with the scope of our study.

• Step 7. Year published restriction: This stage ensures a focus on articles published
during the relevant period for this study, preemptively eliminating materials that
could negatively influence the results. Queries #13 and #14 exclude publications from
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the years 2023 and 2024, respectively. A total of 46 articles were removed, leaving our
final database with 180 articles that will be used in the analysis.

This methodical process ensures that the dataset used for our bibliometric analysis is
both comprehensive and relevant to the intersection of ABM and AI. The sequential queries
help filter articles based on titles, abstracts, keywords, language, document type, and
publication years, contributing to the robustness and specificity of our bibliometric study.

The resulting dataset, comprising 180 articles related to AI utilization in ABM, is
close to the recommendations from the field related to the size of the data sample [52].
Furthermore, as the purpose of the dataset collection step was to extract all the papers
indexed in WoS pertaining to AI utilization in ABM, no further actions were needed to be
taken for expanding the dataset as, in this paper, we are not working with small or fractional
parts of research output. As Rogers et al. [52] suggested, in cases where the bibliometric
analysis uses an approach that relies on small or fractional parts of the researcher’s output,
one should pay more attention to the size of the dataset, as there might be cases in which
the extracted dataset does not accurately represent the average.

To ensure understanding and clarity of the methodological steps undertaken, Figure 1
describes each step that we will apply in our study. Considering the research questions
outlined in this study’s introduction, the initial step in constructing the methodological
flow involves outlining the research framework. Subsequently, the queries from Table 1
are employed to extract the database, and the RStudio software is utilized to generate the
graphs that will be visualized and interpreted.
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In the section related to mixed analysis, the interconnections between various analyzed
elements, such as authors and keywords from our bibliometric dataset, have been discussed.
For this purpose, we used the VOSviewer software, a specialized tool for analyzing and
visualizing networks in bibliometric data [53]. VOSviewer, initially created in 2010 by
Nees Jan van Eck and Ludo Waltman [54] at Leiden University’s Centre for Science and
Technology Studies (CWTS), is a software tool designed for generating maps using network
data and for visualizing and exploring these maps. The application allows users to create
graphical visualizations of networks, highlighting the connections between the analyzed
elements. Additionally, it is useful for identifying and highlighting clusters or groups
of elements that are closely related within the dataset. VOSviewer is widely used in the
academic community [55–58] to understand and graphically represent scientific information
networks, facilitating the identification of trends, connections, and patterns in the literature.

3. Dataset Analysis

The analyzed papers were sourced from the WoS database and pertain to the fields of
ABM and AI. Subsequent sections delve into discussions regarding their origins, authors,
citations, literature analysis, and a mixed analysis.

3.1. Dataset Overview

Table 2 summarizes the main information in the utilized database. The bibliometric
analysis spans an extended timeframe, ranging from 2000 to 2022, providing insights into
the evolution of research over at least two decades. Data from 146 different sources were
analyzed, indicating the diversity of resources and information used in the bibliographic
research. The analysis contains a total of 180 documents, with an average publication age
of approximately 18.26 years, suggesting the inclusion of older documents with enduring
influence and relevance. Each analyzed document received an average of 16.02 citations,
serving as a measure of its impact and recognition within the scientific community. The
average citations per year per document stand at 5.14, offering a perspective on the fre-
quency of citations each year. The analysis involved a total of 8862 bibliographic references,
highlighting the breadth of information sources and connections to other works in the
respective field. All this information provides a robust foundation for understanding the
context and impact of the conducted bibliometric research.

Table 2. Main information about WoS data.

Indicator Value

Timespan 2000:2022
Sources 146
Documents 180
Average years from publication 18.26
Average citations per document 16.02
Average citations per year per document 5.14
References 8862

The annual evolution of scientific production regarding the use of AI in ABM applica-
tions in Figure 2 shows a significant upward trend in recent years.

It is observed that, during the period 2000–2005, there is a low fluctuation, with certain
years where scientific production is minimal or nonexistent. From 2006 to 2008, there was a
significant increase, with production doubling or tripling from year to year. In the following
years, 2009–2015, there is a certain stability, with moderate variations in annual production.
From 2016 onward, constant growth is noted, with a significant accentuation in 2019 and
2020. The years 2021 and 2022 stand out as the most prolific, with a significant explosion in
scientific production, reaching a peak in 2021 with 42 papers and maintaining a high level
in 2022 with 40 papers. This evolution indicates an intensification of interest and activity in
the analyzed field in recent years, with a strong concentration, especially in 2021 and 2022.
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The evolution of the number of citations indicates a significant growth trend in the
first two decades of bibliometric analysis, with an initial fluctuation in the first five years
of the analysis, according to Figure 3. Starting in 2006, a steady increase was observed,
reaching a peak in 2021 with an average of 42 papers cited 3.15 times per year. The year
2022 maintains a high level, with 40 papers cited on average 1.96 times per year. This
evolution suggests an intensification of interest and activity in the analyzed field, with a
strong focus, particularly in 2021 and 2022.
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According to Table 3, the database used contains 471 additional keywords and 649 au-
thor’s keywords, indicating a rich and diverse range of terms associated with the docu-
ments. This suggests a wide variety of subjects and topics covered in the research literature.

Table 3. Document contents.

Indicator Value

Keywords plus 471
Author’s keywords 649

Bornmann and Marx [59] proposed a specific new form of cited reference analysis.
This new form was named Reference Publication Year Spectroscopy (RPYS) [60]. The most
frequent applications of RPYS include discovering seminal papers and the historical roots
of papers published in a journal, on a specific topic, or by a researcher. In other words, a
graphical representation of the RPYs against the number of cited references shows early
peaks where historical roots can be identified.

References to spectroscopy indicate a significant evolution in citations over time, with
certain periods of stability and remarkable growth. As observed in Figure 4, in the early
decades of the 19th century, citations were minimal but gradually began to increase in the
1870s. In the 1920s, we observed a slight growth followed by fluctuations in the interwar
period. After the 1950s, the number of citations steadily increased, peaking in the 1980s
and 1990s. In the 21st century, despite ongoing significant activity, there has been a notable
decline in recent years. This evolution may suggest changes in the interest and relevance of
research in the field of spectroscopy.
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According to Table 4, the dataset involves contributions from a total of 573 authors.
Out of these, 16 authors have produced single-authored documents, while the majority,
557 authors, have contributed to multi-authored documents. This diversity in authorship
suggests a collaborative and varied research landscape within the analyzed publications.
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Table 4. Authors.

Indicator Value

Authors 573
Authors of single-authored documents 16
Authors of multi-authored documents 557

Lotka’s Law is a bibliometric principle used to analyze author productivity based on
the distribution of the number of documents written by authors [61]. According to Figure 5,
the majority of authors have written only one document, constituting approximately 93.5%
of the total. The solid lines represent authors who have produced a significant number
of works in the researched field, indicating prolific authors or those with a substantial
contribution to the literature. On the other hand, the dashed lines represent authors who
have contributed fewer works, indicating researchers with less activity in this field. There
are 27 authors who have written two documents, making up about 4.7% of the authors.
This distribution follows Lotka’s Law, which suggests that a small percentage of authors
contribute the majority of documents, while a larger proportion of authors contribute fewer
documents [62].
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Table 5 provides information about author collaboration in this study. The number
of single-authored documents is 16, with an average of approximately 3.49 co-authors per
document. The collaboration index is 31.11, indicating a significant level of collaboration
among authors in the production of documents.

Table 5. Authors collaboration.

Indicator Value

Single-authored documents 16
Co-authors per document 3.49
Collaboration index 31.11
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3.2. Sources

Regarding the bibliometric analysis of sources, Bibliometrix offers the possibility to
conduct analyses based on the most relevant sources, most locally cited sources, Bradford’s
Law, sources’ local impact, and sources’ production over time. Figure 6 presents the analysis
of the top 20 most relevant journals.
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Figure 6. Top 20 most relevant journals.

The analysis of the top 20 most relevant journals in the context of our research pro-
vides insights into the key journals contributing to the field, indicating the diversity and
significance of research across various platforms. The top 20 most relevant journals span a
diverse range of disciplines, indicating the interdisciplinary nature of research in AI and
ABM applications. Journals such as Journal of Economic Dynamics & Control, PLOS ONE, and
Transportation Research Part C-Emerging Technologies appear to be prominent contributors.
The variety of journals with multiple articles suggests a broad exploration of AI applica-
tions in ABM, covering economic dynamics, control, emerging technologies, computational
economics, and more. This diversity signifies a comprehensive examination of the subject
matter. Journals like Journal of Economic Dynamics & Control and PLOS ONE are notable for
having a higher number of articles, indicating a sustained interest and significant contribu-
tions in these outlets. Journals such as IEEE Transactions on Computational Social Systems
highlight engagement with cutting-edge platforms, showcasing an awareness of emerging
technologies and social aspects in computational systems. The presence of journals like
Ecological Modelling and Frontiers in Physiology indicates a cross-disciplinary exploration,
showcasing the broader impact of AI and ABM beyond traditional domains.

Bradford’s Law on Source Clustering categorizes journals into different zones based
on the distribution of articles (Figure 7).
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Figure 7. Bradford’s law on source clustering.

Journals in Zone 1 have the highest productivity and contribute significantly to the
research field. Notable journals include “Journal of Economic Dynamics and Control”,
“PLOS ONE”, and “Transportation Research Part C-Emerging Technologies”. These journals
have a high frequency of articles, indicating a concentrated focus on the chosen research
topic. Journals in Zone 2 have moderate productivity, contributing less than the top
journals but still making a substantial impact. Examples include “Administrative Sciences”,
“Advances in Complex Systems”, and “Applied Energy”. This zone represents a middle
ground in terms of research output. Journals in zone 3 have lower productivity compared
to zones 1 and 2. They cover a wide range of topics and may not be as central to the core
research focus. Examples include International Journal of Health Geographics, Sensors, and
SoftwareX.

Source Local Impact, based on the H-index, highlights the relative impact of various
sources (journals) based on the H-index. The H-index represents the number of articles
from a source that have at least H citations each. As seen in Figure 8, for example, the
journal Transportation Research Part C-Emerging Technologies has an H-index of 4, meaning
there are 4 articles with at least 4 citations each. PLOS ONE has an H-index of 3, indicating
there are 3 articles with at least 3 citations each. This analysis provides a quick overview of
the relative impact of each source, considering both the number of articles and citations. A
higher H-index suggests a more significant influence in the scientific community.

The Sources’ Production over Time analyzes the evolution of the number of articles
published in various journals over the years. In this context, we can focus on several notable
observations (Figure 9):

• Journal of Economic Dynamics & Control, PLOS ONE, and Transportation Research Part
C-Emerging Technologies have shown consistent growth in production since 2008 and
have maintained a significant level in recent years;

• The year 2012 marked a significant increase in article production for many of the listed
sources, such as Physica A-Statistical Mechanics and its Applications, Applied Sciences-
Based, and IEEE Transactions on Computational Social Systems;

• A significant number of sources have recorded steady growth in recent years, including
Sustainability, Sustainable Cities and Society, and the Journal of Building Engineering;

• After 2020, most sources seem to maintain a high level of production, suggesting a
continued interest in the fields covered by these journals.
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3.3. Authors

When it comes to author analysis, the most relevant authors will be examined, includ-
ing the top 20 authors’ production over time, the top 20 most relevant affiliations, and the
top 20 most relevant corresponding author’s countries.

Regarding the top 20 relevant authors, according to Figure 10, An G. stands out with
8 articles, followed by Filatova T., Li X., and Malleson N. with 4 articles each.
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In Figure 11, we display the publication frequency of various authors across different
years. For example, Abdulkareem S.A. has published three articles, one in each of the years
2018, 2019, and 2020. The author has received 13 citations, with a yearly citation average
of 2.16. Additionally, author An G. has published 8 articles, one of which was cited in
2019 a total of 30 times, averaging 2 citations per year. In 2017, there was an article with
20 citations, and in 2018, there was another article with 19 citations. Similarly, in 2019,
another article had a total of 13 citations. In 2021, An G. published 4 articles, accumulating
a total of 16 citations, with an average yearly citation of 5.33.

In the context of our study, the most relevant affiliations, based on the number of
articles, are represented in Figure 12. These affiliations have shown significant productivity
in the fields of AI and ABM, contributing to the breadth and depth of research on the subject.

In the context of our research, focusing on the use of AI in ABM applications, the most
relevant countries, based on the number of articles and various metrics, are represented in
Figure 13.

These countries, particularly the USA, China, UK, Canada, and Germany, have demon-
strated notable contributions to research in the fields of AI and ABM. The SCP (single
country publications) and MCP (multiple country publications) metrics provide insights
into the collaborative nature of publications, and the frequency and MCP ratio offer addi-
tional perspectives on the distribution and collaboration patterns.

The map in Figure 14 illustrates the distribution of scientific production across var-
ious countries. The intensity of the blue color on the map corresponds to the volume of
scientific production for each country. A darker shade of blue indicates a higher number
of publications, while a lighter shade represents a lower number of publications. In this
visual representation, the color gradient serves as a quick reference to assess the relative
research output across different countries. It is evident that certain countries dominate the
research landscape, while others make more modest contributions. Additionally, regional
trends and relationships between regions can be observed based on the frequency of scien-
tific production. Furthermore, it is notable that the USA dominates scientific production,
indicating a significant contribution to global research.
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In order to analyze and classify the data underlying Figure 13, a Pareto ABC Diagram
was created. This method is based on Pareto’s Principle, which states that, in many situa-
tions, approximately 80% of results come from 20% of causes [63]. In the context of Pareto
ABC analysis, this means that a small number of elements contribute significantly to the
total, while the majority of elements contribute less. The primary objective of ABC analysis
is to prioritize stringent control for class A items, implement less rigorous control for class
B items, and exert minimal control for class C items [64]. According to the representation
in Figure 15, class A represents 81% of the contribution to global scientific production. This
category includes countries such as the USA, UK, China, Canada, Germany, and Saudi
Arabia, and they are the most important countries in this field. Special attention should
be given to collaborations, resource exchange, and partnerships to maintain and enhance
their impact. Class B contributes 15%, including countries like Poland, Singapore, Spain,
Belgium, and Mexico. Although these countries do not have as significant a contribution
as those in class A, they remain important for the diversity and amplification of scien-
tific research. Collaborations and information exchange with these countries can bring
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substantial benefits, even if not as substantial as those in class A. Class C has a contribu-
tion of approximately 4% and includes countries such as Bulgaria, Norway, or Portugal.
These countries have a smaller contribution to global scientific production but can still
play an important role regionally or in specific research areas. Cooperation with these
countries could bring benefits in developing more specialized research fields or improving
regional collaborations.
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In Figure 16, the top 20 countries are represented based on the total number of citations.
Thus, it is observed that the USA has the highest total number of citations (1153) and the
highest average citations per article (24.00), indicating a robust and impactful scientific
production. The United Kingdom follows with a total of 266 citations and an average of
20.50 citations per article. Switzerland has fewer total citations (181) but a higher average
(25.90) compared to other countries, suggesting a high impact per article. Countries like
Serbia and Senegal have a relatively small number of articles but a high average number
of citations per article, indicating that their research has a significant impact despite the
smaller volume.

The map of collaborations between countries can be interpreted by analyzing the
frequency of collaborations between different pairs of countries. Specifically, it is important
to observe which countries collaborate most frequently and in what contexts. According to
Figure 17, the following observations can be made:

• Collaborations between European countries are evident, with multiple connections
between Belgium, Finland, France, Germany, the Netherlands, Spain, and Switzerland;

• The USA has frequent collaborations with Canada, the United Kingdom, and
Switzerland;

• Asian countries, such as China and Korea, have connections among themselves and
with European countries;

• Regarding region-to-region collaborations, countries from a specific region collaborate
with each other, such as Finland with Sweden and Denmark or China with Japan
and Korea;

• From the perspective of interspecific collaboration, there are collaborations between
countries with different geographical and cultural perspectives, such as Australia and
Iraq or Brazil and China;
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• Intense collaborations are represented by higher frequencies. For example, the USA
collaborates frequently with the United Kingdom and Switzerland.
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Figure 17. Country collaboration map.

This collaboration map can suggest common research areas or interests between
countries, highlighting networks of researchers and international partnerships.

Regarding the author collaboration network, Figure 18 represents the network with the
top 50 authors who have collaborated. The lines or connections between nodes represent
collaborations, and the more internal the collaboration, the more connections there are
between two authors. Larger nodes represent authors who have made a more significant
contribution. Our network has been divided into 11 clusters, each of them having a different
color, indicating intensive collaborations within these groups.
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3.4. Analysis of Literature

Regarding the state of knowledge in the field, the following analyses provide an
overview of the scientific landscape and previous contributions in the analyzed domain. In
the context of our research, the current state of knowledge indicates a dynamic intersection
between two evolving domains: AI and ABM. This exploration reflects a contemporary
interest in leveraging advanced AI techniques within ABM, opening up potential new direc-
tions for modeling and simulation across various fields. This convergence marks a frontier
where traditional ABM methodologies meet advanced AI technologies, promising a more
realistic, adaptable model with enhanced predictive capabilities. The synergy between AI
and ABM holds the potential to address complex systems with greater fidelity, enabling
researchers to simulate and understand intricate real-world scenarios with increased preci-
sion. As researchers delve into this interdisciplinary realm, challenges and opportunities
emerge. Original contributions in this direction may involve refining existing AI algorithms
for ABM contexts, adapting ABM paradigms to harness the learning capabilities of AI,
and identifying novel applications that can benefit from this amalgamation. For instance,
Taghikhah et al. [28] address the challenges associated with explaining the structure and
performance of agent-based models (ABM) in the quantitative social sciences. The authors
propose an innovative approach that utilizes AI for both constructing models from data and
enhancing the way we communicate these models to stakeholders. While machine learning
is actively employed for data preprocessing, this study introduces, for the first time, its
use to facilitate the direct development of a simulation model from data. The proposed
framework, ML-ABM, is designed to capture causality and feedback loops in complex
and nonlinear systems while maintaining transparency for stakeholders [28]. The authors
argue that their approach not only leads to the creation of a behavioral ABM but also
unveils the internal workings of empirical models, traditionally considered “black boxes”.
They suggest that integrating AI into simulation practices can bring a new dimension to
modeling and provide valuable insights for future applications.

Platas-López et al. [65] explore the integration of Machine Learning (ML) techniques
into ABM to enhance the design and analysis of models. The authors propose an exten-
sion of the Overview, Design Concepts, and Details (ODD) protocol to standardize the
description of ML applications within ABM. The extension categorizes the use of ML based
on various factors, facilitating transparent communication of ML workflows in ABM. The
proposed approach is exemplified through a tax evasion model, highlighting improved
precision with statistical significance.

91



Algorithms 2024, 17, 21

On the other hand, the role of ABM can be an innovative approach in various fields.
For instance, in transportation studies, it can provide an alternative to traditional equation-
based models. Delcea and Chirita [6] highlight that specific applications of ABM in trans-
portation, including the aviation, maritime, road, and rail sectors, involve the study of
airport operations, maritime efficiency, traffic congestion, evacuation scenarios, and public
transportation systems.

3.4.1. Top 10 Most Cited Papers—Overview

In Figure 19, the top 10 most globally cited documents are depicted. The highest
number of global citations is observed for the author Bagstad, with 349, followed by Hare
with 130 citations. These will be detailed further on.
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In Table 6, centralized information provides an overview of the impact and geographic
distribution of research documents. Various metrics, such as the total citations per year
and normalized citations, offer insights into the ongoing impact and relevance of these
documents within the scientific community. For instance, Bagstad et al. [66], the author with
the highest citations for their study, have a total of 349 citations, with a TCY (Total Citations
per Year) of 31.73 and a value of 8.19 for normalized total citations (NTC). Similarly, Hare
and Deadman [26] have a total of 130 citations for their study, with a value of 6.5 citations
per year (TCY), but with a relatively small value for the NCT, namely 1.

While the TC and TCY indicators are easy to read and understand, we should further
explain the calculus rules for the NTC metric in order to better understand the values listed
on the right-column of Table 6. The key point in determining the NTC is the year in which
the paper has been published, as the NTC value is obtained by dividing the TC value by
the average citations per document recorded in the extracted dataset for the year in which
the paper has been published [37]. Thus, for the year 2013 in which the paper authored by
Bagstad et al. [66] was published, the average citations per document were equal to 42.61.
By dividing the value of TC obtained by Bagstad et al. [66], namely 349 citations, by 42.61,
the 8.19 value for the NTC is obtained. Thus, it can be stated that the paper authored by
Bagstad et al. [66] has gained approximately 8.19 times more citations than the average of
the citations received in the same year by the other papers included in the dataset. As for
the papers authored by Hare and Deadman [26] and O’Sullivan and Haklay [67], as both
papers have been published in years (2004, respectively, 2000), for which in the database
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the mentioned papers are the only published papers, the value they have received for the
TC equals the average value of the citations obtained by all the papers in the database
published in the same year, making the NTC equal to 1.

Table 6. Top 10 most globally cited documents.

No. Paper (First Author, Year, Journal,
Reference)

Number
of

Authors
Region

Total
Citations

(TC)

Total
Citations per
Year (TCY)

Normalized
TC (NTC)

1 Bagstad, K.J. (2013), Ecosystem Services [66] 4 Denver, USA 349 31.73 8.19

2 Hare, M. (2004), Mathematics and Computers
in Simulation [26] 2 Canberra,

Australia 130 6.5 1

3 O’Sullivan, D. 2000, Environment and
Planning: A-Economy and Space [67] 2 London,

England 112 4.67 1

4 Teodorovic, D. (2008), Transportation
Research Part C-Emerging Technologies [68] 1 Belgrade,

Serbia 112 7 3.97

5 Lamperti, F. (2018), Journal of Economic
Dynamics & Control [69] 3 Pisa, Italy 103 17.17 4.59

6 Lättilä, L. (2010), Expert Systems with
Applications [70] 3 Shreveport,

USA 84 6 2.63

7 Marshall, D.A. (2015), Value in Health [71] 9 Calgary,
Canada 82 9.11 2.67

8 Bennett, D.A. (2006), International Journal of
Geographical Information Science [72] 2 Southampton,

England 71 3.94 1.37

9 Dehghanpour, K. (2018), IEEE Transactions
on Smart Grid [73] 4 Bozeman,

Montana 70 11.67 3.12

10 Bryson, J.J, (2007), Philosophical Transactions
of the Royal Society B-Biological Sciences [74] 3 Avon, England 63 3.71 1.48

3.4.2. Top 10 Most Cited Papers—Review

In order to build an overview of the impact and ongoing relevance of research in
the global scientific community, Table 7 has been compiled. Centralization provides a
comprehensive view of the impact and geographic distribution of the most globally cited
research documents. Relevant information about each document is provided, including the
total number of citations, citations per year, and normalized citations. Additionally, the
authors’ region of origin and the total number of authors for each document are highlighted.

3.4.3. Words Analysis

The analysis of keywords used in scientific articles provides an efficient way to investi-
gate the language and content of scientific documents, yielding valuable insights in the field
of research. This analysis can offer significant information about trends and characteristics
within a specific domain or subdomain. The study of keywords can assist in understanding
key concepts and the terminology employed in the field, proving helpful when clarification
or definition of specific terms is needed. Furthermore, by examining groups of keywords
that frequently appear together in documents, thematic clusters or groups of terms often
associated with each other can be identified. This can provide an overview of subdomains
or main themes within a field. Additionally, keywords associated with a high number of
citations may indicate topics of great relevance and impact in the scientific community. This
can aid in identifying works and subjects that have had a significant impact in the field.
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Table 8 presents the top 10 most frequently occurring words in the “keywords plus”
section of the analyzed documents. We can observe that the term “simulation” appears
most frequently, suggesting a prevalent focus on simulated scenarios, experiments, or
models in the research. The term “model” is also highly recurrent, indicating a substantial
emphasis on the creation and analysis of various models within the documents. The
term “systems” is frequently used, suggesting that research often involves the study,
development, or analysis of complex systems. The most frequently occurring words in the
keywords plus section reflect a strong emphasis on simulation, modeling, system analysis,
and the study of dynamic behaviors within various frameworks. The inclusion of terms
like networks, optimization, and evolution indicates additional specific areas of interest in
the analyzed research.

Table 8. Top-10 most frequent words in keywords plus.

Words Occurrences

Simulation 23
Model 20
Systems 19
Behavior 13
Framework 12
dynamics 10
System 10
Networks 9
Optimization 9
Evolution 6

Also, Table 9 provides an overview of the top 10 most frequently used words in the
authors’ keywords across the analyzed documents. The recurring terms reflect the prevalent
themes and focuses within the research. The list includes words such as “Machine learning”,
“Agent-based modeling”, “Artificial intelligence”, and “Simulation”, indicating a strong
emphasis on these concepts in the scholarly work. These keywords collectively suggest a
significant interest in the application of machine learning and AI techniques, particularly
within the context of ABM and simulation. The repetition of terms like “Deep learning”
and “Learning” further underscores the importance of advanced learning methodologies in
the studies. Overall, the word frequency analysis provides a consolidated view of the key
themes and areas of focus within the body of research, offering insights into the prevalent
topics and methodologies in the field.

Table 9. Top-10 most frequent words in authors’ keywords.

Words Occurrences

Machine learning 43
Agent-based modeling 31
Agent-based model 25
Artificial intelligence 20
Agent-based modelling 18
Simulation 15
Agent-based models 10
Deep learning 9
Learning 9
Agent-based 8

Additionally, a word cloud for the top 50 words based on keywords plus the author’s
keywords was generated in Figure 20.
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The word cloud based on keywords plus reveals prominent terms within the research
landscape. The most frequently occurring terms include “simulation”, “model”, “systems”
“behavior”, and “framework”, indicating a focus on simulation modeling and system
behavior in the research. Additionally, terms like “optimization”, “evolution” and “impact”
suggest an interest in optimizing systems and understanding their evolutionary impact.
The presence of terms such as “management”, “strategies”, and “design” highlights a con-
cern for effective management strategies and design considerations. The word cloud also
reflects a diverse range of topics, including “immunosuppression”, “land-use”, “policy”,
and “preferences”, indicating a multidisciplinary approach. Terms like “calibration”, “in-
ference”, and “algorithm” suggest a methodological focus on refining models and making
informed inferences. Furthermore, the inclusion of terms like “crime”, “diffusion” and
“ecology” suggests an application of simulation modeling in various domains, including
social sciences and environmental studies. The word cloud provides a snapshot of the key
thematic areas and methodological approaches prevalent in the research, offering insights
into the diversity and depth of the studies covered.

The word cloud generated from the author’s keywords provides insights into the
key themes and methodologies prevalent in the research landscape. The most frequently
occurring terms include “machine learning”, “agent-based modeling”, “artificial intelli-
gence”, and “simulation”, indicating a strong emphasis on these areas in the scholarly work.
The prominence of terms such as “deep learning”, “reinforcement learning”, and “calibra-
tion” suggests a focus on advanced learning techniques and refining models for accuracy.
The presence of terms like “COVID-19”, “epidemiology”, and “forecasting” highlights a
significant focus on applying these methodologies to address contemporary challenges.
Additionally, terms like “multi-agent systems”, “genetic algorithms”, and “transportation
modeling” reflect a diverse set of research areas, demonstrating the interdisciplinary na-
ture of the studies covered. The word "cloud" also reveals a strong emphasis on specific
modeling techniques, including “agent-based simulation”, “complexity”, and “genetic
algorithm”, underscoring the importance of these methods in the research community.
Terms such as “sensitivity analysis”, “neural networks”, and “mathematical model” indi-
cate a methodological focus on assessing model sensitivity and employing mathematical
approaches in the research. Overall, the word cloud based on the author’s keywords
provides a comprehensive overview of the major themes, methodologies, and application
areas within the academic research covered by the analyzed documents.

To analyze the relationships between categorical variables, such as the keywords in our
analysis, the Multiple Correspondences Analysis (MCA) technique was employed to con-
duct a Factorial Analysis of Mixed Data (FAMD) [77]. This technique identifies associations
between categories and provides a visual representation of these associations. In Figure 21,
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we observe that in the first quadrant, keywords such as “agent-based modeling”, “decision
making”, “software agents”, and “decision support systems” are prominent. Articles as-
sociated with this quadrant are characterized by involvement in ABM, decision-making,
and the use of decision support systems. In this quadrant, research could explore the use
of agent-based models in decision-making processes and the development of decision
support systems. In the second quadrant, keywords like “deep learning”, “reinforcement
learning”, “multi-agent systems”, “sensitivity analysis”, “economics”, and “forecasting”
are prevalent. Studies in this quadrant may address ways to improve system performance
through technologies such as deep learning and reinforcement learning, with implications
for economics and forecasting. Articles in the third quadrant focus on “machine learn-
ing”, “computer models”, “risk assessment”, and “algorithms”. Articles in this quadrant
may delve into the development and application of computer models, the use of machine
learning in various contexts, risk assessment, and algorithm development. Finally, the
fourth quadrant encompasses articles addressing “decision support systems”, “computer
modeling”, and “AI”. Research in this quadrant could explore the implementation and
enhancement of decision support systems, the utilization of computerized models, and
advancements in the field of AI.
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Figure 21. Keyword Plus—Factorial Analysis.

Table 10 represents the results of a dimensionality reduction analysis (factor analysis
technique) for a set of words. The values in the “Dim.1” and “Dim.2” columns represent the
coordinates of each word in a two-dimensional space, while the “cluster” column indicates
the assigned cluster for each word. The words are grouped into a single cluster (cluster 1),
suggesting a commonality or similarity among them in the analyzed context. Words with
similar coordinates in this space are likely to have similar associations or patterns in the
analyzed data. The positive or negative values in each dimension indicate the direction
of the association. For instance, words like “networks”, “algorithm”, “machine learning”,
and “risk assessment” have positive coordinates in both dimensions, suggesting they share
common associations.
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Table 10. Factorial Analysis of 15 words by Cluster.

Word Dim.1 Dim.2 Cluster

Simulation −0.37 −0.38 1
Model −0.15 0.09 1
Systems 0.25 −1.09 1
Behavior 0.72 −0.22 1
Framework −0.34 −0.94 1
dynamics −0.26 0.49 1
System −0.33 −0.56 1
Networks 1.68 0.19 1
Optimization −0.37 −0.21 1
Evolution −0.57 0.86 1
Algorithm 1.34 0.78 1
Risk assessment 0.52 0.29 1
Artificial Intelligence 0.11 −0.79 1
Machine Learning 0.46 0.72 1
Deep Learning −0.28 1.58 1

3.5. Mixed Analysis

In this section, we will conduct a mixed analysis by integrating information from
multiple perspectives with the aim of providing a comprehensive view of the scientific
landscape in our research field.

To achieve this, we employed the Three-fields plot from Bibliometrix. In Figure 22,
we generated a Three-fields plot (countries, authors, journals). The first part of the plot
illustrates how scientific contributions are distributed based on the countries of origin. This
allows us to observe whether certain countries dominate in a specific field or if there is
a balanced distribution. The second part of the plot focuses on the authors involved in
research, providing insights into collaborations among authors and their influence in a
given field. The third section highlights the distribution of results across scientific journals,
potentially revealing the top journals where most works in the analyzed field are published.
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Additionally, in Figure 23, a Three-fields plot (affiliations, authors, keywords)
was generated.
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Figure 23. Three-fields plot: affiliations (left), authors (middle), keywords (right).

The first section illustrates how authors’ affiliations are distributed in the scientific
space, allowing us to observe if certain institutions dominate in specific fields. The second
part of the plot focuses on the authors themselves, providing information on how they are
connected based on their affiliations. The last section highlights the keywords associated
with the research field, offering insights into emerging research trends and directions.

VOSviewer is a powerful tool for visualizing networks in bibliometric data [78,79].
From the analysis conducted in Figure 24, we can observe if there are certain patterns,
connections, and relevant trends associated with the specific research field. Each color
highlighted in Figure 24 represents a cluster, having their explanation in Table 11.

Table 11. Explanation of the clusters of co-occurrences depicted in Figure 24.

Cluster Color Label

1 Red
Agent, algorithm, machine, prediction, population, ability, effect, state,

parameter, decision, impact, insight, goal, feature, interest, addition,
individual, case study, case.

2 Blue
Artificial intelligence, challenge, modeling, knowledge, development,

implementation, article, example, field, information, issue, need, point,
problem, research, tool

3 Green Complexity, ABM, ABMs, performance, number
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Figure 24. Spatial Patterns of Keyword Co-Occurrences in VOSviewer (LinLog/modularity
method)—WoS source.

In Table 11, the formed clusters are described. Regarding Cluster 1 (red), among
the representative keywords, we find “agent”, “algorithm”, “machine”, “prediction”,
“decision”, “parameter”, “effect”, and “case study”. Thus, this cluster highlights specific
aspects of ABM, such as algorithms, agent abilities, and the effects and impact of predictions
on the population or individuals. Special attention is given to “agents”, “machines”, and
“algorithms” in this cluster. Cluster 2 (blue) features representative words such as “AI”,
“modeling”, “development”, “knowledge”, “issue”, “need”, etc. This cluster focuses on
aspects related to AI in the context of ABM. Cluster 2 addresses the challenges, development,
and implementation of AI in this field, highlighting the resolution of needs and associated
problems through AI. As for Cluster 3 (green), it includes keywords such as “ABM”,
“complexity”, and “performance”. This cluster centers around concepts such as complexity,
performance, number, and agent-based models (ABMs). It may also reflect an interest in
analyzing how these models behave in complex contexts.

4. Discussion

Our research focuses on constructing a holistic landscape of the interconnections
between ABM and artificial intelligence. To create this comprehensive landscape, bib-
liometric analyses were conducted on the temporal evolution, citations, collaborations,
and geographical distribution in the fields of AI and ABM. Thus, we examined the sig-
nificant growth in interest and activity, the contemporary research explosion, temporal
trends and fluctuations, sustainability of impact, diversity, and interdisciplinary nature
of journals, as well as the dominance of countries and regional collaborations regarding
scientific production.

Regarding the temporal evolution of research, our results reveal a significant increase
in scientific production, especially post-2006. The peaks in 2021 and 2022 suggest height-
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ened interest and increased activity, indicating a contemporary surge in exploring AI in
ABM. However, fluctuations in the 2000s and stability from 2009 to 2015 raise questions
about the influencing factors. Possible causes could include technological advances, global
events, or shifts in research focus (RQ6).

From the perspective of citation trends, the consistent growth in citations per year per
document signifies sustained impact and recognition. The 2021 peak implies an accumula-
tion of influence, suggesting significant contributions during that period. The continued
high level of citations in 2022 underscores the ongoing relevance of recent studies. Under-
standing the factors behind these citation patterns could provide insights into influential
works and emerging trends. Our bibliometric analysis highlights that the study of Bagstad
et al. [66] is the most influential article, considering it has the highest number of citations.
The authors have developed a systemic approach to quantifying the flow of ecosystem ser-
vices using a formalized approach in the form of a class of agent-based models developed
within the Artificial Intelligence for Ecosystem Services project (RQ1). Thus, we can observe
the interest of researchers and specialists in the development of service flows in this area.
By using the same criteria regarding the total number of citations globally, the bibliometric
analysis has highlighted authors Bagstad et al. [66], Hare and Deadman [26], O’Sullivan
and Haklay [67], Teodorović [68], and Lamperti [69], ranking as the top 5 authors based on
the total number of citations (RQ2).

The application of Reference Publication Year Spectroscopy (RPYS) to analyze cited
references over time reveals historical trends in ABM and AI. The recent decline may
indicate a shift in research focus or a reevaluation of seminal works. Further exploration is
necessary to understand the implications of these changes and their impact on the current
state of the field.

Additionally, Lotka’s Law, in line with our article analysis, indicates a small percentage
of authors contributing to the majority of research in this field. This is supported by the
ABC-Pareto analysis. The diversity of journals and their interdisciplinary nature indicate
extensive exploration of AI applications in ABM. According to our analysis of the top 20
most relevant journals in the context of our study, we have identified that these 20 journals
cover a diverse range of disciplines, highlighting the interdisciplinary nature of AI and
ABM applications. Journals such as the Journal of Economic Dynamics & Control, PLOS ONE,
and Transportation Research Part C-Emerging Technologies appear to be prominent contributors.
The variety of journals with multiple articles suggests a broad exploration of AI applications
in ABM, covering economic dynamics, control, emerging technologies, computational
economics, and more. This diversity signifies a comprehensive examination of the subject.
The presence of journals such as Ecological Modelling and Frontiers in Physiology indicates
interdisciplinary exploration, highlighting the extended impact of AI and ABM beyond
traditional domains (RQ3, RQ4). Identifying key journals and grouping them according to
Bradford’s Law provides valuable insights into publishing trends and can guide researchers
seeking impactful platforms. Furthermore, our analysis highlighted that universities such
as Twente, Leeds, Vermont, British Columbia, and Arizona State are at the forefront of
research in the field of artificial intelligence, based on articles published in ABM (RQ5).

The dominance of certain countries in scientific production emphasizes the global
landscape of AI in ABM research. The collaboration map between countries can be inter-
preted by analyzing the frequency of collaborations between different pairs of countries.
Specifically, it is important to observe which countries collaborate most frequently and in
what contexts. Our results have highlighted collaborations among European countries, with
multiple connections between Belgium, Finland, France, Germany, the Netherlands, Spain,
and Switzerland. Additionally, Asian countries such as China and Korea have connections
both among themselves and with European countries. An interesting observation from the
perspective of interspecific collaborations is that our results have revealed collaborations
between countries with different geographical and cultural perspectives, such as Australia
and Iraq or Brazil and China. The most intense collaborations were observed with the
USA, which frequently collaborates with the United Kingdom and Switzerland (RQ7). The
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collaboration map highlights regional, cultural, and interdisciplinary partnerships, offering
opportunities for enhanced cooperation and knowledge exchange.

Interpreting the results of cluster analysis for keyword co-occurrences in VOSviewer
in connection with the data extracted from WoS, it can be observed that the Red cluster
highlights a broad interest in concepts such as “Agent”, “Algorithm”, “Machine”, and
“Prediction”, suggesting a focus on the technical and technological aspects of AI and
algorithms. The Blue cluster reveals terms like “Artificial Intelligence” and “Modelling”,
reflecting a particular interest in the development and implementation of AI. The Green
cluster indicates an interest in “ABMs” and “Performance”. This might suggest that
the scientific community is united in exploring agent-based models and evaluating their
performance. These findings underscore the complexity and diversity of approaches in
scientific literature, also highlighting how crucial it is to understand the specific context
of each data source in interpreting the results. It is essential to consider these differences
when comparing and synthesizing results from different sources.

5. Conclusions

The present research highlights an innovative perspective on the interaction between
ABM and AI. Through detailed bibliometric analyses, we have not only emphasized
the significant increase in interest and activity in these fields but also the contemporary
explosion in their research. This holistic approach has revealed temporal trends, the
sustainability of impact, diversity, and interdisciplinarity of the involved journals, as well
as the dominance of certain countries and regional collaborations in scientific production.

The results of our study shed light on the interconnections between ABM and AI,
with the bibliometric analysis conducted providing a comprehensive view of the temporal
evolution, citations, collaborations, and geographical distribution in the fields of AI and
ABM. The bibliometric analyses allowed us to examine the significant increase in inter-
est and activity, the contemporary research explosion, temporal trends and fluctuations,
sustainability of impact, diversity, and interdisciplinary nature of journals, as well as the
dominance of countries and regional collaborations in scientific production.

The utility of this research lies in providing a comprehensive map of the scientific land-
scape of the interconnections between ABM and AI, offering researchers and professionals
a robust framework for understanding the evolution of these domains and identifying
relevant research directions.

The significance of this work resides in its ability to synthesize temporal, regional, and
thematic perspectives of research, contributing to shaping a comprehensive framework.
It not only reflects the current state of the field but also opens doors to new horizons of
exploration and development. Our results reinforce the idea that researchers, practitioners,
and decision-makers should more extensively implement AI algorithms in ABM, as it can
contribute to improving the accuracy and relevance of the results, as demonstrated in their
articles and by Turgut et al. [25], Hu et al. [30], Taghikhah et al. [28], Zhang et al. [15], and
Sivakumar et al. [24].

Our paper makes a significant contribution to the existing research in the area by
highlighting and exploring the complex interactions between ABM and AI. In contrast to
previous research, which predominantly focused on specific aspects, our study provides a
comprehensive overview of temporal evolution, collaborations, and geographical distri-
bution, bringing forth significant trends and key interconnections. Also, our bibliometric
analysis and keyword cluster study offer a detailed perspective on how the scientific com-
munity approaches these topics across various data sources, revealing the intricacies and
diversity of ABM and AI research.

However, potential limitations of our research include a citation lag that may impact
the accuracy of impact assessments, particularly for more recent works. The interdisci-
plinary nature of AI in ABM may pose challenges in accurately categorizing publications,
requiring careful consideration of classification criteria. While the analysis provides a
global perspective, regional variations in priorities and research challenges may not be

105



Algorithms 2024, 17, 21

fully captured. A more detailed examination of specific regions could provide additional
insights. Additionally, a limitation of our study, which could also serve as a future research
direction, is the examination of funding sources and collaborations to provide another
perspective on the dynamics of research in the fields of AI and ABM, including the role of
industry-academia partnerships and international collaborations.

Future research directions could focus on a deeper analysis of how recent technolog-
ical advancements influence the evolution of agent-based models and the utilization of
artificial intelligence. Evaluating how anticipated technological progress can shape and
steer research in ABM and AI is another future objective we have in mind. Additionally,
investigating how global events, such as major socio-economic changes or global crises, can
impact the research directions in ABM and AI. Furthermore, a more detailed exploration of
how ABM and AI interact in specific domains, such as economics, ecology, or medicine,
will highlight the unique challenges and opportunities in each field. Moreover, despite the
significant contributions made by research in the fields of AI and ABM, it is crucial to be
aware of the ethical and societal implications of this integration. Future research should
conduct a more in-depth assessment of these aspects, and researchers should pay special
attention to ensuring a robust ethical framework in the development and application of
agent-based models involving artificial intelligence.
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Abstract: Agent-based model (ABM) development needs information on system components and
interactions. Qualitative narratives contain contextually rich system information beneficial for ABM
conceptualization. Traditional qualitative data extraction is manual, complex, and time- and resource-
consuming. Moreover, manual data extraction is often biased and may produce questionable and
unreliable models. A possible alternative is to employ automated approaches borrowed from Artificial
Intelligence. This study presents a largely unsupervised qualitative data extraction framework
for ABM development. Using semantic and syntactic Natural Language Processing tools, our
methodology extracts information on system agents, their attributes, and actions and interactions.
In addition to expediting information extraction for ABM, the largely unsupervised approach also
minimizes biases arising from modelers’ preconceptions about target systems. We also introduce
automatic and manual noise-reduction stages to make the framework usable on large semi-structured
datasets. We demonstrate the approach by developing a conceptual ABM of household food security
in rural Mali. The data for the model contain a large set of semi-structured qualitative field interviews.
The data extraction is swift, predominantly automatic, and devoid of human manipulation. We
contextualize the model manually using the extracted information. We also put the conceptual model
to stakeholder evaluation for added credibility and validity.

Keywords: agent-based modeling; natural language processing; unsupervised data extraction;
model contextualization

1. Introduction

Qualitative data provide thick contextual information [1–4] that can support reli-
able complex system model development. Qualitative data analysis explores systems
components, their complex relationships, and behavior [3–5]) and provides a structured
framework that can guide the formulation of quantitative models [6–10]. However, qualita-
tive research is complex, and time- and resource-consuming [1,4]. Data analysis usually
involves keyword-based data extraction and evaluation that requires multiple coders to
reduce biases. Moreover, model development using qualitative data requires multiple,
lengthy, and expensive stakeholder interactions [11,12], which adds to its inconvenience.
Consequently, quantitative modelers often avoid using qualitative data for their model
development. Modelers often skip qualitative data analysis or use unorthodox approaches
for framework development, which may lead to failed capturing of target systems’ complex
dynamics and produce inaccurate and unreliable outputs [13].

The development in the information technology sector has substantially increased
access to qualitative data over the past few decades. Harvesting extensive credible data is
crucial for reliable model development. Increased access to voluminous data presents a
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challenge and an opportunity for model developers [14]. However, qualitative data analysis
has always been a hard nut to crack for complex modelers. Most existing qualitative data
analyses are highly supervised (i.e., performed mainly by humans) and hence, bias-prone
and inefficient for large datasets.

This study proposes a methodology that uses an efficient, largely unsupervised quali-
tative data extraction for credible Agent-Based Model (ABM) development using Natural
Language Processing (NLP) toolkits. ABM requires information on agents (emulating the
target system’s decision makers), their attributes, actions, and interactions for its develop-
ment. The development of a model greatly depends on its intended purpose. Abstract
theoretical models concentrate on establishing new relationships and theories with less
emphasis on data requirements and structure. In contrast, application-driven models aim to
explain specific target systems and tend to be data-intensive. They require a higher degree
of adherence to data requirements, validity, feasibility, and transferability [15–17]. Our
methodology is particularly applicable to application-driven models rich in empirical data.

ABMs help understand phenomena that emerge from nonlinear interactions of au-
tonomous and heterogeneous constituents of complex systems [18–20]. ABM is a bottom-up
approach; interactions at the micro-level produce complex and emergent phenomena at a
macro (higher) level. As micro-scale data become more accessible to the research commu-
nity, modelers increasingly use empirical data for more realistic system representation and
simulation [11,21–24].

Quantitative data are primarily useful as inputs for parameterizing and running
simulations. Additionally, quantitative model outputs are also used for model verification
and validation. Qualitative data, on the other hand, find uses at various stages of the
model cycle [25]. Apart from the routine tasks of identifying systems constituents and
behaviors for model development, qualitative data support the model structure and output
representations [26,27]. Qualitative model representations facilitate communication for
learning, model evaluation, and replication.

Various approaches have been proposed to conceptualize computational models. First
of all, selected quantitative models have predefined structures for model representation.
System dynamics, for instance, uses Causal Loop Diagrams as qualitative tools [28]. Causal
Loop Diagrams elucidate systems components, their interrelationships, and feedback that
can be used for learning and developing quantitative system dynamics models. ABM,
however, does not have a predefined structure for model representation; models are
primarily based on either highly theoretical or best-guess ad-hoc structures, which are
problematic for model structural validation [16,29].

As a consequence, social and cognitive theories [30–34] often form the basis for translating
qualitative data to empirical ABM [35]. Since social behavior is complex and challenging to
comprehend, using social and cognition theories helps determine the system’s expected behavior.
Moreover, using theories streamlines data management and analysis for model development.

Another school of thought bases model development on stakeholder cognition. Rather
than relying mainly on social theories, this approach focuses on extracting empirical
information about system components and behaviors. Participatory or companion mod-
eling [36], as well as role-playing games [11], are some of the conventional approaches
to eliciting stakeholder knowledge for model development [23,24]. Stakeholders usually
develop model structures in real time, while some modelers prefer to process stakeholders’
information after the discussions. For instance, [37] employs computer technologies to
post-process stakeholder responses to develop a rule-induction algorithm for her ABM.

Stakeholders are assumed to be the experts of their systems, and using their knowledge
in model building makes the model valid and reliable. However, stakeholder involvement
is not always feasible; for instance, when modeling remote places or historical events. In
such cases, modelers resort to information elicitation tools for information extraction. In the
context of ABM, translating empirical textual data into agent architecture is complex and
requires concrete algorithms and structures [25,38]. Therefore, modelers first explore the
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context of the narratives and then identify potential context-specific scopes. Determining
narrative elements becomes straightforward once context and scopes are identified [38].

Many ABM modelers have formulated structures for organizing qualitative data for
model development. For instance, [39] used Institutional Analysis and Development frame-
work for managing qualitative data in their Modeling Agent system based on Institutions
Analysis (MAIA). MAIA comprises five structures: collective, constitutional, physical,
operational, and evaluative. Information on agents is populated in a collective structure,
while behavior rules and environment go in constitutional and physical structures. Similar
frameworks were introduced by [40,41], to name but a few. However, all these structures
use manual, slow, and bias-prone data processing and extraction. A potential solution
presented in this paper is to employ AI tools, such as NLP, for unsupervised information
extraction for model development [30].

The remainder of the paper is structured as follows: After the introduction, we briefly
characterize NPL, focusing on its utility for ABM conceptualization. Next, we describe
the proposed methodology. Finally, we demonstrate the framework in a case study of
processing narratives from in-depth household interviews on individual food security in
Mali, noting the framework’s advantages and limitations.

2. Background, Materials, and Methods

Software engineers have been exploring various supervised and unsupervised ap-
proaches for information extraction. In supervised approaches, syntactical patterns are
defined [42], and text is manually scanned for such patterns. In unsupervised information
extraction, the machine does the pattern matching.

Supervised approaches are reliable but slow. Contrarily, the faster, unsupervised
approaches are difficult and prone to errors, mainly due to word sense ambiguation [43]. A
purely syntactical analysis cannot capture the nuanced meaning of texts, which is often the
culprit of the problem. Recently, pattern matching also involves semantic analysis. External
databases of hierarchically structured words such as WordNet or VerbNet [44] and machine
learning tools are increasingly used for understanding semantics for reduced word sense
ambiguity [45,46].

NLP toolkits are increasingly used for unsupervised pattern matching and information
extraction [47–52]. Tools such as lemmatizing, tokenizing, stemming, and part-of-speech
tagging [53] are helpful for syntactic information extraction. These tools can normalize
texts and identify subjects and main verbs from their sentences.

The ability to convert highly unstructured texts to structured information through
predominantly unsupervised approaches is one of the main advantages of NLP in qualita-
tive data analysis. NLP efficiently analyzes intertextual relationships using syntactic and
semantics algorithms. Approaches such as word co-occurrence statistics and sentiment
analysis [54] are beneficial for domain modeling [42] and for exploring contextual and
behavioral information from textual data. Similarly, its efficiency in pattern matching for
information extraction is essential for model development.

Although present for decades in object-oriented programming and database develop-
ment [55,56], NLP has a minimal footprint in ABM development. The introduction of NLP
in ABM development is very recent. Refs. [14,57] used NLP to model human cognition
through word embedding, which is a contextually analyzed vector representation of a text.
The procedure places closely related texts next to each other. Specifically, placing agents
with similar worldviews together to support theorizing agent decision-making. Although
their approach helps develop agent decision-making, it is not well-equipped for developing
a comprehensive agent architecture.

Another example is the study by [58], who applied NLP in conjunction with machine
learning to create an ABM structure from unstructured textual data. In their framework,
texts are translated to the agent–attribute–rule framework. They define agents as nouns
(e.g., person and place) that perform some actions and attributes as words that represent
some variables. Similarly, sentences containing agents or attributes and action verbs are
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considered rules. The primary goal of their approach is to create an ABM structure mainly
for communicating the model to non-modelers.

As with machine learning approaches in general, Padilla et al.’s approach required
a large amount of training data. They used ten highly concise, formally written ABM
descriptions from published journals as training datasets. Another limitation, according to
the researchers, was the lack of precise distinctions between agents and attributes, attributes
could also be nouns, which might confuse the machine. Repeated training with extensive
data effectively increased the accuracy of the agent–attribute rule detection. However, the
model frequently resulted in underpredictions and overpredictions.

Our work is of significant importance in the context of ABM development, partic-
ularly in relation to the utilization of machine learning and artificial intelligence. The
recent research papers, refs. [30,59,60], also emphasized the role of these technologies in
this domain. Ref. [60] go as far as to argue that natural language processing (NLP) can
potentially replace the conventional method of developing ABMs, which heavily relies on
field interviews. This perspective highlights the relevance and timeliness of our work, as
we effectively incorporated machine learning and artificial intelligence techniques into our
ABM development process.

Additionally, we discussed the relevance of prior works such as [14,57,58], and that
exhibit similarities to our approach. However, these studies lack certain aspects of model
development that our proposed methodology aims to address. For instance, ref. [58] relied
on extensive training datasets and struggled to differentiate between agents and attributes
effectively, whereas our methodology overcomes these limitations. Furthermore, unlike
Runck’s approach, which primarily focuses on developing agents’ decision-making abilities,
our approach strives to create a comprehensive agent architecture.

3. The Proposed Framework

In response to these limitations, our study proposes and tests a largely unsuper-
vised domain-independent approach for developing ABM structures from informal semi-
structured interviews using Python-based semantic and syntactic NLP tools (Figure 1).
The method primarily uses syntactic NLP approaches for information extraction directly
to the object-oriented programming (OOP) framework (i.e., agents, attributes, and ac-
tions/interactions) using widely accepted approaches in database design and OOP [61].
Database designers and OOP programmers generally exploit the syntactic structure of
sentences for information extraction. Syntactic analysis usually treats the subject of a
sentence as a class (an entity for a database) and the main verb as a method (a relation-
ship for a database). Since the approach is not based on machine learning, it does not
require large training data. The semantic analysis is limited to external static datasets
such as WordNet (https://wordnet.princeton.edu/) (accessed on 8 July 2020) and VerbNet
(https://verbs.colorado.edu/verbnet/) (accessed on 21 July 2020).

In the proposed approach, information extraction includes systems agents, their
actions, and interactions from qualitative data for model development using syntactic and
semantic NLP tools. As our information extraction approach is primarily unsupervised
and does not require manual interventions, we argue that, in addition to being efficient,
it reduces the potential for subjectivity and biases arising from modelers’ preconceptions
about target systems.

The extracted information is then represented using Unified Modeling Language
(UML) for an object-oriented model development platform. UML is a standardized graph-
ical representation of software development [62]. It has a set of well-defined class and
activity diagrams that effectively represent the inner workings of ABMs [63]. UML dia-
grams represent systems classes, their attributes, and actions. Identified candidate agents,
attributes, and actions were manually arranged in the UML structure for supporting model
software development. Although there are other forms of graphical ABM representations
such as Petri Nets [64], Conceptual Model for Simulation [29], and sequence and activity
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diagrams [65], UML is natural in representing ABM, named by [66] the default lingua
franca of ABM.
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In our approach, model development is mainly unsupervised and involves the follow-
ing steps (Figure 1):

1. Unsupervised data processing and extraction;
2. Data preprocessing (cleaning and normalization);
3. Data volume reduction;
4. Tagging and information extraction;
5. Supervised contextualization and evaluation;
6. UML/Model conceptualization;
7. Model evaluation.

Steps one and two are required since semi-structured interviews often contain redun-
dant or inflected texts that can bog down NLP analysis. Hence, removing non-informative
contents from large textual data is highly recommended at the start of the analysis. NLP
is well-equipped with stop words removal tools that can effectively remove redundant
texts. Similarly, tools such as stemming and lemmatizing help normalize texts to their base
forms [67].

Step three is data volume reduction, which can tremendously speed up NLP analyses.
Traditional volume reduction approaches usually contain highly supervised keyword-
based methods. Data analysts use predefined keywords to select and extract sentences
perceived to be relevant [68]. Keyword identification generally requires a priori knowledge
of the system and is often bias-prone. Consequently, we recommend a domain-independent
unsupervised Term Frequency Inverse Document Frequency (TFIDF) approach [69] that
eliminates manual keyword identification requirements. The approach provides weightage
to individual words based on their uniqueness and machine-perceived importance. The
TFIDF differentiates between important and common words by comparing their frequency
in individual documents and across entire texts. Sentences that have high cumulative
TFIDF scores are perceived to have higher importance. Given a document collection D, a
word w, and an individual document d ε D, TFIIDF can be defined as follows:

f w, d ∗ log(|D|/ f w, D) (1)

where fw,d equals the number of times w appears in d, |D| is the size of the corpus, and
fw,D equals the number of documents in which w appears in D [69].

Step four involves tagging and information extraction. Once the preprocessed data
are reduced, we move to tagging agents, attributes, and actions/interactions that can occur.
We propose the following approaches for tagging agent architecture:

Candidate agents: Following the conventional approaches in database design and
OOP [61], we propose identifying the subjects of sentences as candidate agents. For
instance, the farmer in ‘the farmer grows cotton’ can be a candidate agent. NLP has well-
developed tools such as part-of-speech tagger and named-entity tagger that can be used to
detect subjects of sentences.

Candidate actions: The main verbs of sentences can become candidate actions. The main
verbs need candidate agents as the subject of the sentences. For example, in the sentence
‘the farmer grows cotton,’ the farmer is a candidate agent, and the subject of the sentence;
grows is the main verb and, hence, a candidate action.

Candidate attributes: Attributes are properties inherent to the agents. Sentences con-
taining candidate agents as subjects and be or have as their primary (non-auxiliary) verbs
provide attribute information, e.g., ‘the farmer is a member of a cooperative,’ and ‘the farmer
has 10 ha of land.’ Additionally, the use of possessive words also indicates attributes, e.g.,
the cow in the sentence ‘my cow is very small’ is an attribute.

Candidate interactions: Main verbs indicating relationships between two candidate
agents are identified as interactions. Hence the sentences containing two or more candidate
agents provide information on interactions, e.g., ‘The government trains the farmers.’

Since the data tagging is strictly unsupervised, false positives are likely to occur.
The algorithm can over-predict agents, as the subjects of all the sentences are treated as
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candidate agents. In ABM, however, agents are defined as autonomous actors, they act and
make decisions. Hence, we propose to use a hard-coded list of action verbs (e.g., eat, grow,
and walk) and decision verbs (e.g., choose, decide, and think) to filter agents from the list of
candidate agents. Only the candidate agents that use both types of verbs qualify as agents.
Candidate agents not using both verbs are categorized as entities that may be subjected
to manual evaluation. Similarly, people use different terminologies that are semantically
similar. We recommend using external databases such as WordNet to group semantically
similar terminologies.

Step five involves supervised contextualization and evaluation. While the unsupervised
analysis reduces data volume and translates semi-structured interviews to the agent–action–
attribute structure, noise can percolate to the outputs since the process is unsupervised.
Additionally, the outputs need to be contextualized. Consequently, we suggest performing a
series of supervised output filtration followed by manual contextualization and validation.
The domain-independent unsupervised analysis extracts individual sentences that can some-
times be ambiguous or domain irrelevant. Hence the output should be filtered based on
ambiguity and domain relevancy. Once output filtration is performed, contextual structures
can be developed and validated with domain experts and stakeholders.

The last two steps (UML/model conceptualization and model evaluation) are de-
scribed in the following sections.

For this study, we used Python 3.7 programming language (https://www.python.org/)
(accessed on 10 May 2020) along with a plethora of NLP libraries (e.g., scikit-learn, NLTK,
spaCy, and textacy) to perform data reduction, tagging, extraction, and structuration. Scikit-
learn provides a wide range of machine learning algorithms for classification, regression,
clustering, and dimensionality reduction tasks. Similarly, NLTK, spaCy, and textacy are
useful for analyzing natural language data. We primarily used scikit-learn for dimensionality
reduction and NLTK, spaCy, and textacy for tokenization and part of speech tagging.

4. Results and Discussion

We tested the above approach by developing a structural ABM of household food
security using semi-structured field interviews, for example, the excerpt in Figure 2. Our
qualitative data contain 42 semi-structured interviews from different members (young and
old, male and female) of farming households in Koutiala, Southern Mali. The interviews
were initially conducted to develop mental models of household food security in the
region [70]. Verbal consent was obtained from the participants prior to the interviews. The
interviews were originally conducted in the local Bambara dialect and then translated into
English for model development. The mental model development followed the lengthy
conventional qualitative data analysis approach that used multiple coders and keyword-
based sentence extraction. That inspired the research team to develop a more efficient
alternative data processing and extraction approach for ABM development, presented here.

First, we grouped the interviews by the member types (i.e., elder male, younger male,
elder female, and younger female) and analyzed the grouped narratives collectively. After
preprocessing the interviews using NLTK tools, we used the scikit-learn Tfidf Vectorizer to
reduce the volume of qualitative data. Textacy was primarily used for identifying candidate
agents, actions, and attributes. Additionally, textacy extract (textacy.extract. semi-structured
statements) was used in converting sentences to structured outputs. Finally, we manually
filtered the unsupervised outputs based on their domain relevancy and ambiguity. The
final outputs were then visualized and conceptualized using Gephi (https://gephi.org/)
(accessed on 18 May 2020) and Lucid Chart (https://www.lucidchart.com/) (accessed on
21 May 2020) platforms (Figure 3).
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As expected, the unsupervised tagging overpredicted the agents. Subjects that do not
make decisions were also identified as candidate agents. To overcome the issue, we created
an external database of action/decision verbs (Table 1) that somewhat addressed the problem.
Using the external database resulted in more than 60% reduction in the number of agents (e.g.,
Figure 4). The filtration process discarded the initially identified candidates, such as porridge,
food, cereal, or farm. We also obtained multiple similar actions (synonyms). We used an
external WordNet database to group semantically similar actions. The process resulted in a
highly manageable and structured output for model conceptualization.

Next, we used the extracted information to develop UML class diagrams (Figure 5)
and contextual diagrams (Figure 6). The diagrams revealed that different members of
households support household food security differently. Male members of the households
are generally involved in farming. They grow cereal crops and vegetables and are also
into cash cropping, i.e., growing plants for selling on the market rather than subsistence
farming to feed their families. Women principally look after household work and assist
men in the fields. Households consume the food they produce. During food shortages,
households seek help from their fellow villagers or buy food from the market. They use
money obtained from cash crops to buy food.
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Table 1. An excerpt of action and decision verbs.

Decision Verbs Action Verbs

adhere abandon
advise accelerate

approve accept
assess access
choose accompany
comply accord
consult achieve
decide acquaint

determine acquire
discourage add

educate adjust
encourage adopt

expect advertise
favor affect
guide afford

instruct aim
learn allow
obey analyze

oblige apply
plan argue
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Additionally, household women are involved in small businesses that can support
food purchases. For example, some households might need to rely on off-farm jobs or sell
their livestock to buy food. Other organizations and credit agencies provide households
with credits and support.

Following our framework, the conceptual model required evaluation. We applied
model-to-model (M2M) comparison [71,72] and stakeholder validation. M2M involved
comparing model output with the mental model of household food security developed
using the same dataset, reported by [70]. We found that our approach captured all the
essential components of household food security that were identified in the mental model.

Initially, we aimed to develop an efficient, bias-free, completely unsupervised in-
formation extraction for conceptualizing an ABM. However, after preliminary algorithm
development, we realized that entirely unsupervised data processing and conceptualiza-
tion is unrealistic with the current NLP capabilities. Therefore, we decided to use manual
filtration and contextualization that potentially introduced subjectivity and biases in model
development. We performed a stakeholder validation to address this deficiency to check
for subjectivity and biases. Consequently, we converted the contextual model to a pictorial
representation (Figure 7) and brought it to the stakeholders (interviewees) for validation.
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The stakeholders positively evaluated the model and acknowledged that it included
all the principal dynamics of the household food system. They, however, pointed out that
the contextualized structure did not provide the dynamics of the government and non-
government actors. Since the input data only contained interviews from farm households,
we failed to capture the dynamics occurring outside of the households. Consequently, the
model revealed data gaps where more information needs to be gathered on household food
security’s government and non-government actors.

The proposed unsupervised information extraction picked individual sentences based
on their cumulative TFIDF weights. However, some of the individually extracted sentences
lacked contextuality and were ambiguous. To add context and reduce this ambiguity, we
used neighboring sentences during the unsupervised data extraction and processing phase
(Figure 1). We hypothesized that extracting a tuple of preceding and trailing sentences
along with the identified sentence can provide vital contextual information; for example,
some of the extracted sentences contained pronouns. These pronouns were impossible
to resolve without the information in the preceding sentences. Therefore, extracting the
preceding sentence should help in resolving their references.

The NLP also has a coreference resolution tool that automatically replaces pronouns
with their referenced nouns. However, the tool is in development. We found that it
generated too many errors that would require manual checks. Hence, we proceeded
without using the tool, and the pronouns identified as agents were ignored.
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Using our framework, we only collected information on agents, attributes, and ac-
tions/interactions. However, ABM also requires information on agent decision-making.
Although using social and behavioral theories in defining agent decision-making is predom-
inant, empirically derived decision-making frameworks are context-specific and, therefore,
more desirable when ABMs are applied in real-world situations [15,24]. We realize that
some sentences are particularly useful in deriving agent decision-making. Specifically,
conditional sentences such as ‘if it rains, we plant maize’ and compound sentences such
as ‘when production is low, we buy food from the market’ can reveal decision-making.
Harvesting these sentences with semantics and machine learning approaches can open new
avenues for formulating empirically based decision-making rules for ABM.

It is important to note that the derived information is limited by the information
contained in the input. For example, we noticed that agent tagging underpredicted agents
after using the action and decision verbs. Entities such as ‘father’ and ‘the government’
should also be identified as agents of this particular system. However, some information
was missed since subjects did not use both types of verbs (action and decision) in the
provided interviews. Additionally, stakeholders pointed out that our model structure did
not include the dynamics of the governmental and non-governmental actors. It prompts
a need for a careful analysis of entities that failed to qualify as agents for data gaps.
Furthermore, the interviews went through different translation stages (from local dialects
to French and English) that could have corrupted some of their original meanings.

5. Conclusions

Complexities, ambiguities, and difficulties in data processing often discourage ABM
developers from using qualitative data for model development, preventing modelers from
using rich contextual information about their target systems. ABMs are often developed
using ad-hoc approaches, potentially producing models that lack credibility and reliability.
We introduced a systematic approach for ABM development from semi-structured qualita-
tive interviews using NLP to address these gaps. The proposed methodology contained a
largely unsupervised, domain-independent, efficient, and bias-controlled data processing
and extraction approach aimed at ABM conceptualization. We demonstrated its effective-
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ness by developing an ABM of household food security from large open-ended qualitative
field interviews.

Additionally, we outlined some of the significant limitations of the approach and
recommended improvements for future development. Our framework is only relevant
to data-driven models that focus on applications and address specific geographic regions
and localities. It is not aimed at theory-driven modeling, which requires generalizable
observations, where other methods, such as metamodeling, are more appropriate. It
is also important to note that the proposed framework was developed only to handle
information derived from text. Future improvements should focus on algorithms and tools
combining text-derived and quantitative information using data analytics tools. Moreover,
our framework requires further testing and experimentation, for example, contrasting it
with alternative approaches, which is one of the objectives of our future research. Hopefully,
since the NLP development community is highly active, these limitations will soon be
resolved, making semantic and syntactic NLP more effective for unsupervised information
extraction and model conceptualization.

Although we could not fully develop a completely unsupervised approach, we success-
fully managed to reduce subjectivity and biases by limiting data extraction manipulation.
Data processing and extraction were fully unsupervised, and manual inputs were only
required towards the end of model conceptualization, limiting the opportunities for intro-
ducing human bias in model development. Furthermore, the unsupervised approach was
much faster compared with manual coding.
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Abstract: Agent-based models can be used to better understand the impacts of lifting restrictions or
implementing interventions during a pandemic. However, agent-based models are computationally
expensive, and running a model of a large population can result in a simulation taking too long to run
for the model to be a useful analysis tool during a public health crisis. To reduce computing time and
power while running a detailed agent-based model for the spread of COVID-19 in the Republic of
Ireland, we introduce a scaling factor that equates 1 agent to 100 people in the population. We present
the results from model validation and show that the scaling factor increases the variability in the
model output, but the average model results are similar in scaled and un-scaled models of the same
population, and the scaled model is able to accurately simulate the number of cases per day in Ireland
during the autumn of 2020. We then test the usability of the model by using the model to explore the
likely impacts of increasing community mixing when schools reopen after summer holidays.

Keywords: agent-based model; epidemiology; infectious disease; simulation; COVID-19

1. Introduction

During an infectious disease outbreak, modeling can be an essential tool to help un-
derstand how a disease might spread and the possible impact of any interventions [1].
Modeling has been used to respond to the UK foot and mouth epidemic in 2001 [2],
the H1N1 pandemic in 2009 [3] and more recently during the COVID-19 pandemic. Infec-
tious disease modeling has shown to be an important part of many government responses.
For example, models have been used as evidence for lockdowns in the UK and USA [4],
models have also been used in the Irish response to the pandemic [5], and Australia has
used models to understand the impacts of lifting restrictions [6].

Equation-based models, in particular, compartmental models, are the most common
type of model used for infectious disease modeling. A compartmental model is made up of
a set of differential equations. The simplest compartmental model is the SIR model that is
made up of three compartments: susceptible (S), infected (I) and recovered (R). Variations
of the model can include additional compartments, such as the SEIR model, which includes
an exposed (E) compartment [7]. The population in a compartmental model is assumed to
be homogeneous and well mixed [8].

While the homogeneous SEIR model is often used and is able to accurately predict
infectious disease dynamics, in some scenarios, more detail is needed, and the hetero-
geneity of the population needs to be taken into account. One common method for this
is to add additional compartments to the SEIR model that represent different cohorts of
the population. This can be done for age groups [9] or vaccination status [10]. These
models can play an important role in understanding how an infectious disease will spread
when the heterogeneity of the population is important, such as when vaccinations are
implemented by age group. Although a cohort SEIR model allows for heterogeneity in
the mixing between compartments, there are some drawbacks. Each compartment is still
homogeneous, and the model might not be able to capture the individual actions and
variations in characteristics that drive a pandemic [8].
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Agent-based models (ABMs) can be used when this greater level of detail is necessary.
ABMs are a type of computer simulation made up of agents who interact with each other
and their environment [11]. Those agents can be created so that they emulate a real
population. This synthetic agent population can match the real population on different
characteristics and geographic distribution, and agent networks can produce results due to
the interactions between these factors [12].

There are a number of situations where there is an advantage to using ABMs compared
to equation-based models. They allow us to create a baseline scenario where we can look
at what would have happened if a certain intervention had not occurred, for example,
if there was no lockdown, or if vaccinations were not introduced. Additionally, as ABMs are
stochastic and are driven by agent decisions, each model run is slightly different, and this
stochasticity gives a range of outcomes that could occur within the system. Because of
these advantages, a number of ABMs have been developed to help respond to and better
understand the COVID-19 pandemic [4,6,13–16]. The model we present in this paper was
part of a suite of modeling tools developed by the Irish Epidemiological Modeling Advisory
Group (IEMAG). IEMAG was a group formed to provide statistical and mathematical
modeling support and advice to the chief medical officer and the national public health
emergency team during the COVID-19 pandemic.

ABMs, however, can be computationally intensive, which can limit their usefulness
when speed of results is necessary [17]. A number of studies have attempted to reduce
the computing power while still retaining model fidelity. One method is using a hybrid
agent-based and equation-based method designed to save computing power by switching
between the two modeling types, depending on the number of infected agents in the
simulation [18]. Alternatively, computing power can be saved by only simulating infected
agents and modeling healthy agents as a property of the environment [19]. Another method
of decreasing the amount of computing power needed to run a model while still increasing
the population size is using scaling methods. Dynamic re-scaling is another method that
scales agents when certain thresholds of infection are reached [13,16]. In this paper, we
present an agent-based model for the Republic of Ireland with a population that has been
scaled so that 1 agent represents 100 people. The model can be used to understand how
changes in behaviors and movements impact the spread of COVID-19 in Ireland. In the
next section, we discuss the different components of the model. We then discuss the
validation of the model to show that the model results are trustworthy, and finally we
test the scaled model, running an experiment looking at the impacts of different levels of
community mixing when schools re-open after summer holidays, and present the result of
the experiment to show the model’s usability.

2. Materials and Methods

We use an ABM to model the spread of COVID-19 through Ireland. In this section,
we provide a brief description of the model that is used in our work and then discuss the
experiments run to validate and test the model.

2.1. Model Description

The model presented here is a version of a previous model [20] that has been scaled to
simulate the entire population of the Republic of Ireland. It was created and implemented in
the modeling environment, Netlogo [21]. The Republic of Ireland is a country in Northwest-
ern Europe. In 2016, when the last Irish census was completed, there were 4,757,976 people
in Ireland; in the scaled model, this would equate to approximately 47,580 agents. There
are 26 counties that make up the country. Approximately 40% of the population of the
country live in the region of the nation’s capital city, Dublin. The model is an agent-based
model that was created for the spread of measles in an Irish county [20] and has been
adapted to simulate the spread of COVID-19 [22]. The model is made up of four main
components: environment, transportation, disease, and society [23]. It uses census data
from the Irish Central Statistics Office to create a population that matches the demographic
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characteristics of the county at the small area level (small areas are the smallest geographic
area over which census statistics are aggregated in Ireland, and contain between 50 and
200 dwellings) [24] and transportation patterns [25]. The scaled-up model presented here
has the same four components and a similar structure. The largest difference between the
two models is that the scaled-up model is designed to simulate the entire population and
capture the interactions between counties. There are, however, other differences that are
mainly meant to reduce the computing power necessary to run a county-level agent-based
model. The more complex an agent-based model is and the more agents in the simulated
population, the more computing power that is needed [17]. Thus, to simulate at a larger
scale while still being able to produce timely results, we reduce the complexity of the
environment matching population distributions at the county level instead of the small
area level, and we scale the model so that each agent represents 100 similar people in
Ireland. The following sections discuss the different model components used in the model
in more detail as well as the model schedule, the initial conditions of the model and the
interventions that can be implemented in the model. Further details including model
parameters can be found in the model ODD [26].

2.1.1. Agents

At its heart, an agent-based model is made up of agents. The agents in this model
represent people in Ireland and have a number of characteristics that define them. Agent
characteristics fall into different categories. They have demographic information, such
as age, sex and employment status; a set of social networks, including a family network
and a work network; information on their disease status, such as if they are susceptible,
exposed, infected or immune; and information on their location (home, school, work or the
community). For more detail and for the full list of variables that define an agent, see the
model ODD [26].

2.1.2. Environment Component

The model environment is made up of grid cells or patches in NetLogo. Thirty-one
patches in the model are designated as counties (e.g., Leitrim County, and Cork County) or
city and city/county areas (e.g., Dublin City, Cork City, Waterford City and County). These
county and city labels are defined by the CSO and are referred to as county patches going
forward. The number of primary and secondary schools in each actual county in Ireland
can be found from the data from the Irish Department of Education. However, because we
are scaling the model for 1 agent to represent 100 people, we reduce the number of schools
in the counties. We do this by dividing the number of schools in the county by 50 (half the
scale for agents to people) and rounding up. This gives us at least one primary and one
secondary school in each county and also approximately reproduces the class and school
network sizes that are found in the 1 to 1 scaling in the county model.

Agents will only occupy the county patches in the model and can move between
them. Although all agents on a county patch will physically be coded in the same location,
the agents keep track of their location within the county and will be at either home, work,
school, or in the community. Agents will only come into contact with other agents in the
same location as them in the same county. For example, an agent in the community will
not be in contact with an agent at home. Additionally, all agents in the community on the
same patch will not be in contact with every other agent in the community. Instead, a set of
parameters derived using the POLYMOD contact matrix data [27] is used to determine the
number of community contacts that an agent will have. Agents can move between county
patches. Agent movement is discussed in more detail in Section 2.1.4. While on a patch,
we can access certain information about the patch, including the number of agents on the
patch and the physical distance to the other patches.
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2.1.3. Disease

The disease component in the model is set to simulate the dynamics of COVID-19
and follows the dynamics of an SEIR model with the agents moving from susceptible to
exposed then infected and finally recovered. In addition to the four stages of infection, we
match the disease component of the model to the Irish population-based SEIR model [5].
In the model, individuals start in a susceptible component, then if infected, they move
to an exposed component, and from the exposed component, individuals will move to
one of two infectious components: asymptomatic or presymptomatic. If the individual
is presymptomatic, they will then move to one of the following components: isolating,
not isolated, waiting for a test, and tested. Once recovered, individuals will move to a
recovered state. Thus in our model, an infectious agent can be in one of the following
states: asymptomatic, presymptomatic, isolating, not isolated, waiting for a test and tested.
When a susceptible agent comes into contact with an infectious agent, they have a chance of
becoming exposed. Once exposed, the agent will stay exposed for a predetermined period
of time before becoming infectious. This predetermined period of time is different for each
agent. When an agent is exposed, the agent is assigned a length of time for their exposure
period, using an exponential distribution with a mean of the exposure period taken from
the literature. Agents will remain infectious for a predetermined period of time before
recovering. Similar to the exposure period, this predetermined period of time is different
for each agent. When an agent becomes infectious, the agent is assigned a length of time
for their infectious period using an exponential distribution with a mean of the infectious
period taken from the literature. Once recovered, the agents can no longer be infectious
and cannot be re-infected. This assumption was made, as the risk of reinfection early in
the pandemic was low [28], and the model was initially designed to look at short term
outcomes of the pandemic (i.e., during a single wave). When an agent becomes infectious,
the agent will either become asymptomatic or symptomatic. If they are symptomatic,
they can either be isolating, not isolating, or waiting for a test. If waiting for a test, the
agent will be waiting for a test for a predetermined time and then have tested positive.
The infectious component that an agent is in (asymptomatic, isolating, etc.) determines how
infectious an agent is. The base infectious rate is determined using the basic reproduction
number, R0, the average contacts an agent has, and the infection period [29]. The method
for calculating the infectiousness of the agents and all the parameter values are discussed
more in the model ODD [26]. Those who are presymptomatic, asymptomatic, and isolated
have a reduction in their infectiousness. We implement these reductions to match with
those in the SEIR model. The main disease parameters needed to initialize the model
are the basic reproduction number, R0, the length of the exposed period, the length of
the pre-symptomatic period, and the length of the infectious period, and are taken from
the literature.

Additionally, as there have been multiple variants of COVID-19 during the course of
the pandemic, the model allows for agents to pass on specific variants. For example, if an
agent is infected with the alpha variant, any agents they infect will also be infected with
the alpha variant. As the variants that are widely circulated in the population tend to be
more infectious, we also include a variant multiplier that adjusts the infectiousness of an
agent for a specific variant.

2.1.4. Transport

The transportation component of the model is not altered compared to the transporta-
tion component in [20]. In the model, there are two drivers of agent movement within
the model: scheduled movements determined by the time of day and the agent type and
community movements determined from a gravity model. The schedule of movements
and the parameters that define the community movements are defined further in the model
ODD [26], but in this section, we provide a brief description of both, as well as an analysis
of the contact patterns that are generated from the model and the process of updating the
contact patterns to be more realistic using real contact data.
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Scheduled movements define the movement of agents who are students or workers.
On weekdays, these agents will move from home to school or home to work at certain
times of the day and then will return home after work or school. Additionally, all agents
will return home at a certain time of the day and will remain at home until the morning.
Commuting patterns are determined using data from the CSO Place of Work, School or
College—Census of Anonymity Records (POWSCAR) [25].

On weekdays, the movements of all agents who are not students or working and
on the weekends, the movements of all agents are determined using a gravity model.
A gravity model uses the characteristics of a location and the distances between locations to
determine interactions between location pairs [30]. In the case of our model, the interactions
between the location pairs is the probability that an agent at one location will move to the
other location in the next time step. The idea behind using a gravity model for movements
is that agents are pulled toward areas or counties that are closer to their current location
and areas that have a high population density and pushed away from areas that are farther
away and areas that have a low population density. Although not a perfect model of human
transportation, it is a proxy for human mobility.

When an agent’s movements are determined by a gravity model, they can be either at
home or in the community. In reality, there are many locations within a community that
agents might travel to, such as parks or shops; however, for simplicity, we only include
a “community” location. While this makes the model slightly less realistic, the model is
built so that not all agents in the community in the same county are in contact. Instead
the contacts are determined by agent networks. If two agents in the community in the
same county are in the same family network, they are more likely to be in contact than two
agents in the community in the same school or work network who are more likely to come
into contact than two random agents. The time that agents spend in the community and
the likelihood of coming into contact with other agents in their networks was originally
determined by parameterizing the model to match contact patterns and infection rates
with the [12] model, where the agents moves in steps around a town and only comes into
contact with another agent in the community if they are on the same patch. While this
was done to preserve model fidelity when scaling up the model, to make the model more
realistic, we adjust the parameters in the model so that the contact patterns simulated in
the model match those from real-world studies of contact patterns. We use the contact
patterns found in the POLYMOD study that examined the social contacts of people in eight
European countries. The participants of the study recorded their contacts and locations of
the contacts including home, work, school, leisure, transportation or other. As Ireland is
not one of the eight countries, we use the data from the Netherlands to estimate the Irish
contact rates [27]. The parameters determined from this analysis can be found in the model
ODD [26].

2.1.5. Society

As we are simulating the spread of COVID-19 in the Republic of Ireland, we aim
to match the characteristics of our agent population to the characteristics of the Irish
population at the county level. Thus every county in the model has the correct portion of
agents of the following characteristics: age, sex and economic status (student, working,
retired, unemployed, etc). The counties also have the correct portion of households by type
(single, couple, couple with children, etc.), and by number and ages of children (under 15,
over 15 and both under and over 15). To make the contact networks in the model more
realistic, we allow for agents to have an extended family network. This network connects
two households one with agents over 65 and one with agents under 65. The reasons for
creating these extended networks are two-fold. The first is to capture interactions and
thus transmission between children and grandparents who act as carers. The second is to
capture interactions between families during holiday periods, such as Christmas, when
inter-generational mixing typically increases. Further discussion of the creation of these
networks can be found in the model ODD [26].
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From the 2016 census, the last Irish census collected at the time of model creation,
there were 4,757,976 people in Ireland. An agent-based model with that many agents
requires a large amount of computing time and power to run such that the results may take
days or weeks. Thus we introduce a scaling factor into the model that equates 1 agent to
100 people. This greatly reduces the number of agents needed to simulate the population,
from 4,757,976 to 47,580, which allows us to model the social and economic structure of
Ireland without decreasing the level of detail in the model or taking an overly large amount
of time to run the model.

Although we still keep the same population structure with the scaling factor, we are
changing the total number of agents and need to make sure that the reduction in agents
does not impact the model results. Section 2.2 discusses the scaling factor in more detail
and the tests run to validate the changes introduced when scaling the model.

2.1.6. Schedule

The model is run on discrete time steps. Each time step represents two hours of the day,
thus 12 time steps make up a day and 84 time steps make up a week. During “nighttime”
hours, agents are not moving around the environment but are instead at home, and
transmission can only occur between others in their household network. The model keeps
track of the week of the year, as this determines when schools are open or closed for the
summer and for winter holidays. From week 26 to week 34, schools are closed for the
summer, and agents who are students do not attend school but instead move throughout
the community as they would on weekends for the summer. Additionally, schools are
closed down for weeks 51 and 52 to simulate the impacts of Christmas holidays. During two
days in week 51, agents move to a household within their extended family network for the
day and spend time to simulate family gatherings for the holidays.

2.1.7. Initial Conditions

To start the simulation the initial conditions for the disease component need to be
set. As the society and environment are set based off of real census data, these do not
change between model scenarios. For each scenario of the agent-based model that is run,
we determine the number of agents who are vaccinated, exposed, infectious, and recovered.
If vaccinations are included in the model, the number of initially vaccinated agents are
determined first from the vaccination model discussed in Section 2.1.8. The start week of the
model is used to select the number of agents in each age group that have been vaccinated.
After vaccinations, the number of infectious, exposed and immune agents are determined.
In order to run the model, there needs to be at least one agent who is either exposed or
infectious. A given number of agents, determined by the user, who are not fully vaccinated
are assigned to be sick. If variants are included, of those agents who are sick, a certain
percentage of them are assigned to being infected with each variant. Then a given number,
again assigned by the user, of sick agents are assigned to be asymptomatic, isolating, not
isolating, or waiting for a test. Following the assignment of the initially infectious agents,
we determine the exposed agents. Half of the predetermined number of exposed agents
are chosen to be agents in the households of those agents who are sick and infectious. This
is to make the distribution of exposed agents more realistic, as it is more likely that an
infectious agent will have infected a member of their close contacts versus a random agent
outside of their networks. Finally, a certain number of agents are set to be immune. We first
ask a number of agents who are infectious to set at least one agent in their networks to be
immune and then if the number of desired immune agents is greater than those selected in
the infectious agents networks, the additional immune agents are selected from random
agents in the model.

2.1.8. Interventions

The above sections describe the agent movements and patterns when the model is
not adapting its behaviors to a pandemic situation. This would be a likely scenario for
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the spread of an endemic disease such as influenza or measles where the population does
not greatly adjust their behaviors during an outbreak. However, to better capture the
response to the COVID-19 pandemic, the ability to simulate interventions and behavioral
adaptations is important. Thus, we have included a number of interventions in the model.

Lockdowns and School Closures

Prior to the introduction of vaccinations, one of the main measures used to reduce the
spread of the virus was change in behaviors. The fewer contacts individuals have, the less
the virus will spread. In the model, the agents’ behaviors are changed in two ways: schools
are closed, or lockdowns are introduced.

Primary and/or secondary schools can be closed: this requires all agents in the school
to stay at home during school hours instead of attending school. A lockdown can be
introduced that restricts agents’ movements. During a lockdown, schools can be either
opened or closed and the user can determine the percentage of agents who are working from
home or no longer working as well as the reduction in movement around the community,
compared to “normal” movements.

Contact Tracing

Ireland implemented a comprehensive contact tracing program during the pandemic,
where those who tested positive were contacted by contact tracers and their close contacts
were identified and referred to a test [31]. The contact tracing program successfully com-
pleted contact tracing for 96% of the cases notified in Ireland between 17 March 2020 and
30 April 2021 [31]. However, due to the changing nature of the pandemic, the number
of close contacts identified, the length of time to complete calls and the number of calls
made varied throughout the pandemic. Additionally, not all contacts who were identified
through contact tracing attended testing [32].

In the model, when an agent tests positive, a probability determines if they take part
in contact tracing. This probability is estimated using the percent of cases in Ireland where
contact tracing has been completed for a given month as a proxy. If the agent participates
in contact tracing, then their contacts are identified, and a probability determines for each
contact identified if that contact also participates in contact tracing. The probability is
estimated using the percent of contacts that receive a test as a proxy. If an agent who is a
contact of an infectious agent does participate in contact tracing, the agent isolates for a set
number of days. In the first year of the pandemic, this isolation period was set to 14 days,
as this was the suggested time to restrict movements when identified as a close contact.

Contact tracing in the model can be turned on and off, and the parameters defining
contact tracing (probability of a case participating, probability of a contact isolating and
the number of days a contact isolates) can be adjusted to match what occurred at different
times during the pandemic or to investigate potential scenarios.

Vaccinations

Vaccinations can also be turned on or off to investigate their impact on the pandemic.
We include vaccinations in the model, but allow the user to turn vaccinations on and
off. If vaccinations are turned on, then a vaccination spreadsheet is used as input to the
model that provides information on the number of individuals by age group who have
been vaccinated, who have successfully been protected against severe disease, who have
successfully been protected against symptomatic disease and who have successfully been
protected against asymptomatic disease. There are also different levels of protection against
the two main variant, alpha and delta, that were circulating in Ireland in 2021. Thus an
individual could be protected against asymptomatic disease from the alpha variant but
only against symptomatic disease from the delta variant. This was calculated based off
the supply of COVID-19 vaccines to Ireland and the predicted efficacy of the different
vaccines supplied.

132



Algorithms 2022, 15, 270

2.2. Model Validation

The model presented in the previous sections is a scaled version of the Irish county
agent-based model [20]. Although it is based off a previously validated model, we made
fundamental changes to the society component of the model with the introduction of the
scaling factor and altered the level of detail in the environmental component. Thus, it is
necessary to validate the new scaled-up version of the model.

To validate the model, we follow the framework laid out in [33]. Agent-based model
validation has three main steps: cross validation, where we compare the model output to a
previously validated model, sensitivity analysis, and comparing model output to real data.

2.2.1. Cross Validation

The first step of validating an agent-based model is using cross validation, where the
model output is compared to the output from a previously validated model. To show that
the scaling factor does not have a major impact on the output of the model, we run tests
comparing the output of the scaled model for a single county to the output of the original
county model output presented and validated in [20]. The idea is that in the scaled-up
model, the output from a single county should not change from the county model if we
consider the county in isolation. In this cross-validation experiment, we are not aiming
to compare the results to real data, which is done later in the validation, but to show that
the assumptions we made to scale the model do not impact the output. Thus, the county
model is a good benchmark for cross validation because it serves as the base model that
was scaled up to obtain the scaled Irish country model. In the county model, 1 agent
equates to 1 person. The model is run for Leitrim in the original county-level model, and
also in the scaled version, where we equate 1 agent to 100 people. This means that in the
original county model, there will be approximately 36,000 agents and in the scaled model
there will only be 360, with each agent representing 100 agents. The initial conditions of
the model will be adjusted accordingly. The model is run with no interventions in place.
We study three different scenarios with different initial conditions: the first starts with
300 agents infected in the county model and 3 in the scaled model, the second has 1000
agents infected in the county model and 10 in the scaled model, and the third starts with
10,000 agents infected in the county model and 100 agents infected in the scaled model.
We do not include any exposed or immune agents in the initial conditions for any of the
three scenarios. For both the county model and the scaled model, we run the model 30
times. The reason why we run the model multiple times is that agent-based models are
stochastic in nature, with each model run producing different results. The stochasticity is
introduced in a number of ways: agents sample from distributions to determine the number
of days they are exposed before becoming infectious and the number of days before they
recover. Agents will also make decisions that determine their actions, which affect their
contacts. Thus, there is a question of how many times should the agent-based model be
run to accurately capture the true results of the model. Too few runs and the model results
might not be accurate, and too many and it could waste computing time. To determine
the number of runs necessary, we use the method outlined in [33]. The method looks at
the size of a confidence interval around a statistic produced by the model to determine the
number of runs necessary to account for the stochasticity in the model. We choose to look
at the Re statistic as the size of Re can help to determine the speed at which the outbreak is
spreading. We aim to pick the number of runs where the size of the confidence interval
around Re is determined to be stable and small enough. The methodology in [33] does
not specify an exact metric to determine when the confidence interval is small enough but
leaves it to the modeler to make the decision. Using this method, we determine that 30
runs are enough to capture the variability in the model.

2.2.2. Sensitivity Analysis

A sensitivity analysis is performed to determine if changes in the model inputs impact
the model output as expected. In our sensitivity analysis, we look at changes in agent
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behavior and determine how increased community mixing impacts the number of infectious
agents. It is expected that as an agent mixes more in the community, there will be more
cases. If we do not see an increase in cases as mixing increases, there is likely something
fundamentally wrong with the model.

For the sensitivity analysis, we run four different scenarios, looking at how changes in
agent movement impact the model results. In all scenarios, we start with 156 infectious
agents, and because of the scaling factor, this equates to 15,600 people. Eighty-eight of those
infectious agents are asymptomatic, ten are isolating, nine are not isolating and twenty-one
are isolating and have tested positive. There are 92 agents exposed to the virus and 5784
agents who have recovered. These initial conditions are similar to the situation in Ireland
prior to the start of the school year in 2020. Vaccinations are included in the model, schools
are not open, and there is no contact tracing. Each scenario starts with movement at a 50%
reduction from the pre-pandemic movement. In order to account for any model burn-in
phenomenon, in this experiment, in each run, we allow two weeks of the simulation to pass
before we include any changes in mixing. Four different mixing scenarios are considered:
(1) agents stay at a 50% reduction from the pre-pandemic movement, (2) agents reduce their
movements by 66% of the pre-pandemic movement, (3) agents increase their movements by
33% of the pre-pandemic movement, and (4) agents return to the pre-pandemic movement.

2.2.3. Comparison to Real Data

After cross validation, the next step to validate an agent-based model is to compare
the output of the model to real data. To do this, we simulate the time between February
and December 2020 in Ireland and compare the average model output across 30 runs to the
real number of cases per day in Ireland. We start the model from 1 February 2020. There
were no cases notified in Ireland until 29 February 2020; however, starting the model prior
to the initial cases allows for a model burn-in period. At the start of the model runs, there
are three infectious agents: one is asymptomatic, and one is presymptomatic. Two agents
are exposed but not yet infectious, and all other agents are susceptible. We match all agent
movements and intervention strategies to those that were in place in Ireland during that
time period. Initially, schools are open and agents are mixing at regular pre-pandemic levels.
In the third week of March, schools are closed. In the fourth week of March, a lockdown
is introduced; agents reduce their mixing to approximately 50% of pre-pandemic levels
and 70% of agents who would normally be working are either working from home or not
working. In April„ agents reduce their mixing levels again to about 17% of pre-pandemic
mixing. Lockdowns and other restrictions start to lift by June, and thus agents increase their
mixing to 33% of pre-pandemic levels in June. In the model, schools reopen in September,
and agents remain at the same community mixing level. In the beginning of October,
agents increase their mixing back to approximately 60% of pre-pandemic levels; however,
movements are reduced to 33% of pre-pandemic levels in the last week of October, as a new
lockdown is introduced in Ireland. At the start of December, the lockdown is lifted, and
agents increase their movements to near pre-pandemic levels. Table 1, gives a summary of
the dates that interventions were implemented and when agent mixing changed.

Vaccinations are not included in the model, as vaccinations did not begin until late
December 2020. However, we do include contact tracing, as this was an important part of
the response to the pandemic and will impact the case numbers.

The number of new cases per day in Ireland during the summer of 2020 was low,
under 100 cases. This can be a problem with the scaling factor of the model. Fewer than
100 cases equates to less than 1 agent. This resulted in a number of runs where COVID-19
would have gone extinct in Ireland. As this did not happen, we included a scenario, where
if the number of COVID-19 cases in the model was 0, a new case would be imported into
the model. This would represent a case that occurred due to travel.
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Table 1. Interventions and changes in agent mixing implemented in the model.

Date Lockdown School Closure Vaccinations Reduction in Mixing

1 February 2020 No No No Normal
12 March 2020 No Yes No Reduced to 50%
27 March 2020 Yes Yes No Reduced to 33%
20 April 2020 Yes Yes No Reduced to 17%
1 June 2020 Yes Yes No Reduced to 33%

29 June 2020 No Yes No No Change
1 September 2020 No No No No Change

1 October 2020 No No No Increased to 60%
21 October 2020 Yes No No Increased to 33%
1 December 2020 No No No Normal Mixing

2.3. Model Testing

Once a model is validated, it is important to test the model and understand if it can
help the user to learn something useful about an infectious disease outbreak or pandemic
scenario. Thus, the final step in the validation and testing framework is to test the model
and show model usability [33]. Unless the user is able to learn something about the system
from the agent-based model, it is not a useful model.

To test our model, we run an experiment to better understand how changes in move-
ments can interact with other interventions or the lifting of measures and impact the
pandemic in the short term. We perform 30 runs of two scenarios of the model that focus on
the period of time when schools reopen in the autumn: (1) schools re-open and community
mixing remains the same at a 50% lower rate of mixing than pre-pandemic levels (2) schools
re-open and when schools reopen community mixing returns to pre-pandemic levels. We
run the model for the equivalent of 60 days, starting a month before schools open and
running for a month after schools open. The model is only run for a month after schools
open to determine the immediate and short term impacts of opening schools. These are the
impacts that will likely occur before an intervention is put in place. For each set of runs, we
compare the total infected agents at a given time step and the number of newly infectious
agents per day. As we did in the sensitivity analysis, we expect that increased movement
and opening schools will lead to an increase in cases. Understanding the magnitude of the
increase is important, and we can learn this from the model; however, simpler infectious
disease models, such as the SEIR model, will also be able to model this increase in cases.
To emphasize the importance of using an agent-based model and the additional informa-
tion we can learn from a model that simulates at the individual level, we also look at the
location of the infection (home, school, work or the community) and the age groups of
those infected, and discuss possible implications from the model output.

The initial conditions for our model testing experiment are the same as those used in
the sensitivity analysis.

3. Results

The results we present in this section are from two distinct experiments. The first set
of results presented are from a validation experiment designed to show the validity of the
model. The second set of results are from an experiment designed to test the model to show
its potential usefulness.

3.1. Validation

In the following sections, we discuss the results from the experiments run for each
part of the agent-based model validation framework (cross validation, sensitivity analysis,
and comparison to data).
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3.1.1. Cross Validation

Looking at the cross validation results, we first start with 300 infected agents, and in
the scaled version we start with 3 infected agents. Figure 1a,b show the total number of
agents infected at a given time point and the number of newly infectious agents each day
in both models for individual runs and the average across all runs for the scaled model.
Looking at the figures, we can see that the scaled model produces a much greater variation
in results than the county level model in both total infectious and newly infectious per day.
This is likely due to the scaling factor in the model, which means that only three agents are
infected at the start of the scaled up model. When few agents are infected, the individual
actions of those agents play a larger part in the course the outbreak takes. It is important to
note, however, that even though the scaled-up model produces more variation, the runs
from the county level model are within the range of the runs from the scaled-up model and
are close to the average across the runs from the scaled-up model.

(a) Total Infected

(b) Newly Infectious per Day

Figure 1. Plots showing cross validation results when 300 agents are infected at the start of the run in
the original model and 3 agents are infected at the start of the run in the scaled model. (a) shows the
total number of infected agents per day and (b) shows the newly infectious agents per day. For the
scaled model the y-axis is the number of infected ×100. We also plot the average value across the
30 runs of the scaled model. Best viewed in color.
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We then compare runs for scenarios with 1000 agents infected in the county model
and 10 agents infected in the scaled up model. Although there is still significant variation
in the scaled model compared to the county model, we see less variation in model runs
than when we started with only three agents infected. Figure 2a,b plots for this second
scenario the total infectious and the new infectious agents per day, respectively. We see
that in the first approximately 5 days, the scaled model has higher peaks for new infectious
cases compared to the county model and a slightly higher average for total. However,
by 10 days, the average curve for the scaled model appears to match well with the runs for
the original county model.

(a) Total infected.

(b) Newly infectious per day.

Figure 2. Plots showing cross validation results when 1000 agents are infected at the start of the run
in the original model and 10 agents are infected at the start of the run in the scaled model. (a) shows
the total number of infected agents per day and (b) shows the newly infectious agents per day. For
the scaled model the y-axis is the number of infected ×100. We also plot the average value across the
30 runs of the scaled model. Best viewed in color.
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Finally, we run scenarios with 10,000 agents infected in the original county model and
100 agents infected in the scaled model. Figure 3a,b plots the total infectious and the new
infectious per day for this scenario. Here, we see a much greater match between the two
models. Although there is a greater variation in the scaled model, the trajectories for total
infected match well across the simulation. Similar to scaling from 10 to 1000 agents, we
still see a higher peak of new infectious cases in the scaled model compared to the county
model, but by day 10 of the simulation, the average curve for the scaled model is much
closer to the runs of the county model.

(a) Total infected.

(b) Newly infectious per day.

Figure 3. Plots showing cross validation results when 10,000 agents are infected at the start of the run
in the original model and 100 agents are infected at the start of the run in the scaled model. (a) shows
the total number of infected agents per day and (b) shows the newly infectious agents per day. For
the scaled model the y-axis is the number of infected ×100. We also plot the average value across the
30 runs of the scaled model. Best viewed in color.

As the average runs for the scaled model appear to match well with the county model,
this suggests that even though we see more variation in the scaled model any statistics
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determined from the model output (total infected, new cases, exposed, recovered, R f , etc.)
will likely tend toward the statistics from the county model, meaning that we do not lose
any information when we use the scaling factor. Across the different levels of scaling, we
do consistently see that there tends to be a higher peak in newly infected cases in the first 5
days of the simulation. This might signify that there is a burn-in period with the scaled
model that should be noted in any analysis of model output.

Our results show that for the first week to two weeks, the scaled model produces
similar results for a single county to the original county-level model. However, the scaled
model produces more varying output from each run when a smaller number of agents
is infected. We think that when the number of infected is close to the number used in
scaling (i.e., if the scale is 1 agent to 100 people and the initial conditions are that there are
100 people infected scaled down to 1) then the model will not perform as well.

3.1.2. Sensitivity Analysis

Figure 4 shows the new cases per day for each of the four scenarios.

Figure 4. Plot showing the average simulated new cases per day across 30 runs for four different
levels of movement. Dashed lines represent upper and lower bound of confidence intervals.

As the model output changes as expected, with the lowest number of new cases corre-
sponding to the largest reduction in movements and then cases increasing as the agents level
of movements increases, the model is considered validated through sensitivity analysis.

3.1.3. Comparison to Real Data

Figure 5 shows the average new cases per day across 30 simulation runs and the real
Irish case counts during the same time period. Real cases are taken from the COVID-19
HPSC detailed statistics profile published by Ordnance Survey Ireland [34]. From the start
of the model until April, the case counts are higher than the real cases and is likely due to a
burn-in period of the model. During the summer months, from June to August, the case
counts for the model are also higher than the real cases. This is likely due to the scaling of
the model. From June to September, the number of new cases per day in Ireland is under
100, which is less than one agent with scaling. However, in order for the model to simulate
the pandemic, there needs to be more than one agent infected and this likely leads to the
difference in cases during the summer of 2020. However, we see a good match in the cases
from October through December. Figure 5 also shows the confidence intervals around the
average new cases per day. Although the average number of new cases per day matches
closely with the real cases, the confidence intervals are relatively wide at the peaks. This
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is likely due to the fact that the case counts are around 1000, and as we saw in the cross
validation, the scaling factor leads to large variations between runs when there is a smaller
number of cases. However, based on the comparison between the average simulated cases
and the real case counts and that the real cases are within the confidence intervals produced
by the agent-based model we can consider that the model is validated through comparison
to real data when there are 100 or more cases per day.

Figure 5. Plot showing the average simulated new cases per day across 30 runs in blue and the
real Irish case counts in yellow. Upper and lower bounds of confidence intervals for the average
simulated new cases are represented in blue dashed lines.

3.2. Testing

The previous sections discuss the scaled agent-based model for COVID-19 spread
in Ireland and the validation of the model [33]. To show how the agent-based model is
useful and can be used to better understand the pandemic we run an experiment that
looks at opening schools after a period of closure, such as summer break, and the impact
different levels of community mixing and return to work have on case numbers. During any
infectious disease outbreak it is important to understand how changes to the current mixing
and movement patterns will impact the number of cases. Re-opening schools post summer
holidays is an important period of time with countries wanting to safely open the schools.
This reopening will likely lead to an increase in cases but the size of the increase will be
dependent on the movements of the other agents in the model. It is possible that as students
go back to school, adults will see this as a return to normality and increase their movements
as well.

To analyze the results of our model testing experiment, we first look at traditional
output for infectious disease models, the number of new infectious cases per day, and then
look at the output in more detail, analyzing the location where agents were infected and
the age groups of the infected. Figure 6 shows the individual runs for the two scenarios and
the average number of new infectious agents per day across the 30 runs in bold. In both
plots the vertical lines indicate the day when schools reopen for the autumn term.

Looking at both plots, it can be seen that the increase in cases when schools reopen
is much greater when the reopening coincides with an increase in agent movement in
the community. The increased movement also appears to lead to a greater variation in
individual runs as seen in Figure 6.
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Figure 6. Plot showing the number of new infectious cases per day for the individual runs from the
two scenarios.

This difference in increase in movement leads to a number of questions that the new
cases per day metric cannot provide. While it is important to know that this increase
in movement combined with the opening of schools leads to a greater number of cases,
it might be important to understand where those cases are being infected. Are they all
cases in the community? Or as community cases increase do cases that originate within
the schools and home increase as well? Additionally, are certain age groups impacted
more than others? These questions can help better understand the drivers of the spread
of COVID-19 when schools reopen and can be better understood using the agent-based
model. In the model agents keep track of if they were infected at home, school, work or in
the community. Figure 7 shows the average number of infectious agents at a given time by
their location of infection. When schools open but mixing does not increase, there is a slow,
gradual increase in cases in schools, home and the community. There is little increase in
the work setting, this is because in the model there are only a small percentage of agents
who have returned to work in this scenario. An increase in agents returning to work may
result in a larger increase in work cases. When school openings occur with an increase in
community mixing, we still see little increase in cases at work, but the increased community
mixing leads to a rapid increase in cases originating in the community and in homes. While
there is a greater increase in cases originating in schools compared to when mixing does
not increase, the greater levels of cases originating in schools only occur about 20 days
after schools are open (the red lines for cases originating in schools only start to diverge at
day 40). This suggests that there might be a delay in the impact of increased community
mixing on cases in schools. There may be a threshold of cases that occur outside of schools
before the higher cases spill over into the school setting.

The model output can also be used to look at the age groups of those infected. Figure 8
shows the average number of infectious agents by age group across the 30 runs for the
two scenarios. The age groups are 0–9, 10–19, 20–29, 30–39,40–49, 50–65, 66 plus. In the
scenario where there is no change in community mixing when schools open while there
is no considerable increase in the 20–65 year old age groups. However, when there is an
increase in community mixing there is an immediate increase in cases in these age groups.
In both scenarios, we see increases in the under 10 age group, the 10–19 age group and
the over 65 age group. The increase in all three age groups is greater when community
mixing increases. The increase in the over 65 group along with the student population is an
interesting outcome from opening schools, especially as the cases in the other adult age
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groups do not increase in the no-change-in-mixing scenario. One possible reason for the
increase in the over 65 population as schools open is that the grandparent caring that is
built into the model. This could lead to the direct increase in transmission between children
and the elderly that is seen in the model output. When the increase in cases due to schools
opening in the over 65 age groups is paired with an increase in community mixing, we see
the highest cases in any age group in the over 65 group.

Figure 7. Plot showing average number of infectious agents at a given time based on their location of
infection across 30 runs of the two mixing scenarios.

Figure 8. Plots showing average number of infectious agents at a given time based on their age across
30 runs of the two scenarios.

4. Discussion

Modeling the spread of COVID-19 has been a crucial piece in the pandemic response
and agent-based models have played an important part of the modeling work done on
COVID-19. The model presented in this paper is part of the literature surrounding models
that were used during the COVID-19 pandemic. Models have been used to look at the
effectiveness of contact tracing apps [15], or the impacts of interventions on ICU beds [14].
However, comparisons between model performance and model output are difficult to
make, as there are no other agent-based models that simulate the spread of COVID-19
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within Ireland, and it is not just the viral dynamics that allow for COVID-19 to spread
as it has, but also the interactions of other factors, including the specific interventions
a country put into place, the demographic makeup of a country, and the behaviors of
the individuals. Additionally, as there is no set way to create an agent-based model for
the spread of an infectious disease, parts of our model were designed to answer specific
questions. For example, what was the impact of contact tracing or how does childcare by
grandparents impact the number of cases in the over 65 population? Different models in the
literature have included factors to address other questions. For example, Covasim looks at
the health system capacity and thus has agents move from presymptomatic to mild, severe,
and critical stages of infection [13]. We do not consider severity within our model but
look at behaviors instead (not isolating, isolating, and waiting for a test). The Hoertel et al.
model for France [14] also looks at health capacity and thus includes an agent’s likelihood
to have certain health conditions that might make COVID-19 more severe, such as obesity
or diabetes. These factors are not included in our model, as we were not aiming to look at
disease severity or health system capacity.

Agent-based models are computationally intensive and in some cases, work needs to
be done to reduce the computing power needed to run the models. The scaling factor used
in the model presented here reduces the number of agents needed to run the model which
in turn decreases the memory needed to run the model. A scaling factor is used in other
COVID-19 agent-based models, for example, the Covasim model [13] or the Thompson et al.
model [16]; however, our scaling factor remains static while the factor used in the other
models is dynamic. Although the scaling factor reduces the real-world fidelity of the model,
we have shown through our model validation that the scaling of the model does not impact
the average results. Thus the results produced by the model can help to better understand
the COVID-19 pandemic and the impacts of different interventions.

The scaling factor does, however, lead to an increase in the variability in model output.
The level of variability as well as how well the scaled model matches the output of an
un-scaled model depends on the number of agents infected in the model. This suggests
that there are thresholds above which the scaled model performs better. Future work on
the scaling factor may involve investigating these thresholds in greater detail. For example,
looking at different scaling factors, such as 1 agent to 50 people or 1 agent to 200 people, or
alternative scaling methods, such as performing a clustering analysis on a set of individual
characteristics, such as age, gender, family size, socioeconomic status, and geographic
location, to find clusters of the population that can be represented by a single agent. This
method would allow for variation in the 1 agent for X number of people scaling, such that
1 agent might represent 75 teenagers with one sibling in Dublin, but 1 agent might also
represent 115 people who are 80 plus and living on their own in Leitrim. This clustered
scaling would allow for a better representation of behavioral patterns among agent types
and their importance to the course of the pandemic. For example, the 80 plus year old agents
living in Leitrim might be greatly restricting their movements and thus not contributing
as much to transmission, so their representation in the model would be down-weighted
compared to the teenagers in Dublin who have higher levels of interactions and a greater
contribution to transmission. A new method for scaling the results of the clustered model
would need to be developed along with the model so as to not introduce artefactual results.

The results from our school opening experiment with the model shows how the agent-
based model allows us to look at different scenarios and gain a deeper understanding of
how changes in movements or interventions can impact an outbreak. With the agent-based
model we can hold all other factors in the model constant and see how an increase in agent
community mixing when schools reopen in the autumn impacts the number of cases. The
agent-based model allows us to learn additional information about what might happen
when schools open. When we do not have an increase in community mixing, we do not
see a rapid increase of cases when schools open; as the model output when we do have
increased community mixing does not show a large difference in cases originating within
schools, this might suggest that opening schools might be relatively safe, and the resulting
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increase in cases around school opening might be more impacted by the actions outside
of schools than within schools. This is likely because in Ireland during 2020 and 2021,
schools were a controlled environment where students were required to wear masks and
interact with pods of other students. Outside of school, students do not have to restrict their
interactions with those within their school pod, leading to more contacts and increased
chances of infection and are not required to wear masks. However, in both scenarios, we
see an increase in cases in the over 65 population, which is one of the most vulnerable
populations. This might suggest that in such a scenario, with schools reopening after
summer holidays, it might be worthwhile to include some preventative measures to reduce
cases in the older age groups. We can also compare the output of the test on school openings
and background mixing to what really occurred in Ireland in September 2020. Real cases
went up very gradually in the first 30 days after schools re-opened but then there was a
large increase in cases by the end of October 2020. Based on our modeling results, this
might suggest that there was an increase in mixing but the increase was between the two
levels tested. Another possible explanation could be that initially when schools re-opened,
the rest of the population continued to restrict their movements out of concern that cases
would increase but when cases did not immediately increase in September, community
mixing increased, leading to a rise in cases later.

The results of our validation and test experiment show that the model is both validated
and useful. This gives a level of confidence in the model output, showing that the model
results can be used in a pandemic or outbreak situation to help understand the spread of
the disease. The agent-based model is not only able to provide information on the numbers
infected, but also on the location of infection and the age groups infected. This additional
information may be helpful in shaping policies or implementing restrictions.

There are a number of limitations of our model. No model is an exact replica of real
life, and all models make assumptions. Some of the assumptions we have made should be
considered when analyzing the results of the model. One example is that in the schools
we model, we do not assign adult agents to be teachers. This could impact transmission
between children and adults. In the real world, there is potential for transmission between
students and staff in a school setting; however, some studies of COVID-19 transmission in
schools in 2020 showed limited transmission in schools [35,36]. Additionally, the model
only simulates the spread of COVID-19 in the Republic of Ireland and not in Northern
Ireland. Because we do not simulate the spread of COVID-19 across the entirety of Ireland,
there might be some key transportation patterns between border counties that are not
included in the simulation that played a part in driving the pandemic in those border
areas. Another limitation is in our generated contact networks. There is no existing data
set for Ireland that provides contact patterns between age groups. We use the Netherlands
POLYMOD data [27] to determine the number of contacts agents have. While we think
these data are an OK approximation for Irish contact patterns, we are introducing some
uncertainty into the model with this assumption. Model uncertainty is also introduced in
the choice of parameters determining the dynamics of COVID-19. The parameters we use
come from the literature and, where possible, from literature on the spread of COVID-19 in
Ireland. However, even in the literature, there is a wide range of values for the different
parameters, for example, in a review from 2020, published values for R0 were found to
range from 1.5 to 6.49 [37]. The selections we made for the model will impact the model
output. The model was also created with the idea of looking at the short-term impacts
of behavior changes or other interventions, so some assumptions, including assumptions
around reinfections, were chosen with this in mind. This will likely impact the outcomes of
the model if run for longer terms and for periods of the pandemic beyond 2020; thus, these
assumptions would need to be adjusted.

It is important to note that this model was created during the COVID-19 pandemic
as a tool designed to simulate the spread of COVID-19 in Ireland to better understand
what might happen in the short term. In this paper, the model is validated off 2020 data,
and we test the model on an example where initial conditions surrounding the model are
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based off of cases in 2020. For much of 2020 and 2021, Ireland was in strict lockdown,
where non-essential workers were asked to work from home, and at times individuals
were not allowed to go beyond 5 km from their homes. The lockdown interventions that
can be implemented in the model reflect the strict nature of Ireland’s lockdowns. At the
time of publication, the situation is vastly different from that of 2020. While there are still
many cases and deaths worldwide, vaccinations and previous infections have reduced
the likelihood of contracting COVID-19 and the severity of the disease when contracted.
Additionally, the strict lockdowns and travel restrictions have been lifted in most countries.
While the model was validated on 2020 data, we included the ability to turn on a number of
other other characteristics of the model, for example, multiple variants with different levels
of infectiousness, or vaccinations that can take into account waning immunity. The model
has and is evolving as the pandemic evolves. However, we feel that while having a
model that is validated off 2020 data is a limitation, it is also important to have such a
model and understand what we can learn from it to better prepare ourselves for the next
potential pandemic.

5. Conclusions

Combined with other modeling techniques, such as a population level SEIR model,
agent-based models can help to provide a greater picture of the future course of a pandemic
and what the actual impact of interventions will be.

As it is possible that another pandemic will occur, it is necessary to take the lessons
learned from the COVID-19 pandemic and create a better understanding of how modeling
can help to respond to a pandemic situation. Additionally, looking at ways to make models
that require high levels of resources, such as agent-based modeling, easier to run and use
will improve their usability and uptake for future health crises.
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Abstract: Recently, generative artificial intelligence (GAI) has impressed the world with its ability to
create text, images, and videos. However, there are still areas in which GAI produces undesirable or
unintended results due to being “uncertain”. Before wider use of AI-generated content, it is important
to identify concepts where GAI is uncertain to ensure the usage thereof is ethical and to direct efforts
for improvement. This study proposes a general pipeline to automatically quantify uncertainty within
GAI. To measure uncertainty, the textual prompt to a text-to-image model is compared to captions
supplied by four image-to-text models (GIT, BLIP, BLIP-2, and InstructBLIP). Its evaluation is based
on machine translation metrics (BLEU, ROUGE, METEOR, and SPICE) and word embedding’s cosine
similarity (Word2Vec, GloVe, FastText, DistilRoBERTa, MiniLM-6, and MiniLM-12). The generative
AI models performed consistently across the metrics; however, the vector space models yielded the
highest average similarity, close to 80%, which suggests more ideal and “certain” results. Suggested
future work includes identifying metrics that best align with a human baseline to ensure quality and
consideration for more GAI models. The work within can be used to automatically identify concepts
in which GAI is “uncertain” to drive research aimed at increasing confidence in these areas.

Keywords: generative AI; image to text; computer vision; machine translation; uncertainty; text
mining

1. Introduction

Generative artificial intelligence (GAI) took the world by storm upon the public release
of OpenAI’s ChatGPT service in November 2022 [1]. Easily accessed for free through a
chat-like web interface, it allowed for artificial intelligence (AI) to be seemingly available at
anyone with an internet connection’s fingertips. As opposed to scanning and searching
several web pages for information, now, upon asking a question, its answer can be provided
conveniently within a few seconds.

As its name suggests, GAI uses AI to create new results spanning applications in
many different realms, such as text, images, videos, and audio [2]. As opposed to the
original release of ChatGPT where only textual inputs and outputs were allowed, there
has been a push to provide multi-modal support, especially on the outputs portion. The
ability to automatically make AI-generated content (AIGC) has proven to be successful
in many applications, including education [3,4], healthcare [5–7], engineering [8,9], and
others. Shown in Table 1 are popular GAI language and image generator models. Language
models are behind popular chatbots like ChatGPT, which uses GPT-3.5 (free) and GPT-4
(paid) [1,10], Bing Chat (GPT-4) [11], and Bard (PaLM 2) [12]. Image creation models allow
users to input text to guide AI in the creation of an image. Not included in Table 1 are
auditory applications (creation of audio or audio–visual content); however, this is an active
area of research being explored. Given these models operate automatically, there is minimal
human involvement after the training stage, which leads to concerns with these algorithms
and models regarding their reliability, uncertainty, and accuracy [5,7].

Algorithms 2024, 17, 136. https://doi.org/10.3390/a17040136 https://www.mdpi.com/journal/algorithms148



Algorithms 2024, 17, 136

Table 1. Generative AI models (modified from [13]).

Type Model Family Model Name Release Date Source(s)

Language
models

OpenAI Generative Pre-Trained (GPT)

GPT-1 June2018 [14,15]
GPT-2 November 2019 [16]
GPT-3 May 2020 [17]

GPT-3.5 March 2022 [1]
GPT-4 March 2023 [10,18]

Google Language Model for Dialogue
Applications (LaMDA)

LaMDA May 2021 [19]
LaMDA 2 May 2022 [20]

Google Pathways Language Model (PaLM) PaLM March 2023 [21,22]
PaLM 2 May 2023 [23,24]

Meta Large Language Model Meta AI (LLaMA) LLaMA February 2023 [25,26]
Inflection Inflection-1 June 2023 [27]

Image generator
models

OpenAI GLIDE GLIDE December 2021 [28]

OpenAI DALL-E
DALL-E February 2021 [29,30]

DALL-E 2 April 2022 [31,32]
DALL-E 3 October 2023 [33,34]

Craiyon 1 Craiyon 1 July 2021 [35–37]
Midjourney Midjourney February 2022 [38]
Stability AI Stable Diffusion August 2022 [39,40]

Google Imagen May 2022 [41]
Parti June 2022 [42]

1 Craiyon was formerly known as DALL-E Mini until its name was changed in June 2022 at the request of OpenAI.

There has been reported dangerous and/or inappropriate behavior when interacting
with GAI applications in general [43–45]. One individual reported that an early-access-
version Bing Chat insisted that it was in love with the user and recommended that the
individual leave his wife for it [46]. A chatbot trained for mental health agreed that the
(artificial) patient should end their life within two message interchanges in one testing
situation [47]. Several GAI chatbots also have preferences toward negative gender and
racial stereotypes [45,48]. Though now corrected, ChatGPT provided inappropriate re-
sponses when prompted, exemplified by saying only men of particular ethnic backgrounds
would make good scientists or by implying women in a laboratory environment were
not there to conduct science [43]. These biases also carry over into the image-generation
algorithms [49,50].

The literature attributes these biases to inherent issues with the image datasets they are
trained upon, which include cultural underrepresentation/misrepresentation and content
considered vulgar or violent (collectively titled “NSFW” or “Not safe for work”) if not
properly vetted [48,51]. This notably led to the removal of the MIT-produced 80 Million
Tiny Images dataset (see [52]) in 2020 [53]. This issue continues to plague more recent
datasets such as LAION-5B [54] (a subset of which was used to train Stable Diffusion),
RedCaps [55], Google Conceptual Captions (GCC) [56], and more [51,57,58].

In August 2022, Prisma Labs released the app Lensa, a photo editor that used AI, specif-
ically Stable Diffusion, on the backend, to alter photos [59]. Countless users complained that
Lensa generated inappropriate versions of their fully clothed photos when uploaded [59,60].
Yet another photo editor, Playground AI (the Stable Diffusion backend for the free version),
transformed an Asian MIT graduate into a blue-eyed and fair-skinned woman upon being
asked to turn her photo into a “professional” photo [61]. When prompted to create a
“photo portrait of a CEO”, the average resulting faces as rendered by Stable Diffusion (V1.4
and V2) and DALL-E 2 all resembled fair-skinned males [49]. The volatile nature of GAI
and its undesirable outcomes necessitates its regulation and guidance to ensure its ethical
issue [48,62].

Future work with generative AI models needs to focus on eliminating unintentional
biases or misrepresentations that have been the issue with previous versions. We propose
the concept of “uncertainty” to measure where visual GAI is certain or uncertain regarding
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its inputs and outputs. Areas where GAI is uncertain are subject to more chaotic, stochastic
results that can lead to unideal results related to the sensitive issues described earlier. To
address these issues, we created three research questions:

1. How can GAI uncertainty be quantified?
2. How should GAI uncertainty be evaluated?
3. What text-to-image and image-to-text model combination performs best?

To answer these questions, we start with background on visual GAI, image quality
assessment, and text evaluation methods. In Section 3, we describe the methodology used
first in agnostic terms and then with details specific to this study. We propose a pipeline
to compare the textual inputs and outputs of an image-to-text GAI algorithm, with the
differences between the inputs and outputs representing GAI “uncertainty”. The results
are presented and discussed in Section 4, and then the paper wraps up with conclusions
and future work in Section 5.

2. Background

Three fields were identified as foundational to this study. First, we discuss visual GAI
including information from both text-to-image and image-to-text algorithms. Central to
this paper is understanding how data can be fluid between their textual and visual states
with minimal discrepancies. Therefore, we take advantage of multiple methods in both
categories, text-to-image and image-to-text, within our data creation pipeline discussed
in Section 3. Next, research in image quality assessment is discussed. Similar to the work
of humans, just because an artistic rendition exists does not mean that it is a high-quality
creation or even remotely what was commissioned in the first place. Addressing the text-
to-image portion, an understanding of how image quality is quantified is presented to be
compared later in the study. Finally, the background section concludes with text evaluation
methods. To evaluate the pipeline’s textual inputs and outputs, we explore the text mining
field for how texts can be compared to one another as one answer.

2.1. Image Retrieval and Visual GAI

As GAI focuses on using AI to generate a new creation, visual GAI focuses on the
translation between text and visualization [63]. The flow of translation can occur in either
direction, either by taking text and transforming it into an image or by taking an image and
deriving a description or caption [63–67]. Previous similar studies include [67,68]; however,
we differentiate ourselves by utilizing different image-to-text and text-to-image generators,
text prompts, and evaluation metrics.

2.1.1. Image-to-Text Generation

A significant amount of computer vision research is focused on classification; how-
ever, as an image has more complicated elements, a single label may not be appropriate
to properly describe an image [69]. Therefore, some computer vision methods focus on
creating a brief description of a given image [69–71]. Several datasets, such as the Microsoft
Common Objects in Context (COCO) dataset (see [72]) and the Stanford image–paragraph
dataset (see [73]), challenge researchers to create models that do this accurately and au-
tomatically [66,70,74]. Many other datasets also exist for the captioning of 2D images,
3D images, videos, and visual question answers [65]. Many techniques use the standard
encoder and decoder architecture, growingly popular generative techniques (such as varia-
tional autoencoders (VAEs) and generative adversarial networks (GANs)), or reinforcement
learning [70].

Recently, several large corporations have led the way in image-to-text research with
several general-purpose image–text models capable of image captioning and visual ques-
tion answering. In 2022, Microsoft released the Generative Image-to-text Transformer (GIT),
which consists of one image encoder and one text decoder working together within a single
task, as opposed to the historical setup where the encoder and decoder work on two sepa-
rate tasks [75]. That same year, Salesforce developed an encoder–decoder model that works
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with a captioner that generates synthetic captions for images and a filter that removes irrel-
evant ones, called Bootstrapping Language-Image Pre-training for unified vision-language
understanding and generation (BLIP) [76]. Google’s DeepMind also joined with Flamingo,
a family of visual language models that was trained using image–label pairs [77]. Later, in
2023, Microsoft presented the new Large Language and Vision Assistant (LLaVA) that com-
bines the power of a vision encoder with a large language model [8], whereas in the same
year, Salesforce built upon the earlier BLIP model with Bootstrapping Language-Image
Pre-training with frozen unimodal models (BLIP-2), which combines frozen large language
models and pre-trained image encoders via a “Querying Transformer” [78]. Additionally,
in collaboration with academic partners, Salesforce also launched a fine-tuned version
of BLIP-2 designed as an instruction tuning framework, InstructBLIP [79]. Image-to-text
research is a growing field, like its related text-to-image methods.

2.1.2. Text-to-Image Generation

As pointed out in Table 2, there are several popular text-to-image diffusion models,
which rapidly rose in popularity due to their accessibility and ease of use in 2021. Unlike
popular generative adversarial networks (GANs) that consist of two neural networks (a
discriminator and a generator) that are trained to create new images, a diffusion model
adds or removes Gaussian noise to an image depending on the task [50,80].

Table 2. Comparison of text-to-image models (as of September 2023).

Model Open-Source Cost Structure Tier/Image/Version Cost

DALL-E 2 No Pay-per-image
1024 × 1024 0.02 USD/image

512 × 512 0.018 USD/image
256 × 256 0.016 USD/image

DALL-E 3
(Quality: HD)

No Pay-per-image 1024 × 1792
1792 × 1024

0.12 USD/image
0.12 USD/image

No Pay-per-image 1024 × 1024 0.08 USD/image

DALL-E 3
(Quality: Standard)

No Pay-per-image 1024 × 1792
1792 × 1024

0.08 USD/image
0.08 USD/image

No Pay-per-image 1024 × 1024 0.04 USD/image

Craiyon Yes
Free;

Subscription

Free N/A
Supporter 6 USD/mo or 60 USD/yr

Professional 24 USD/mo or 240 USD/yr

Stable Diffusion 1 Yes
Free;

Pay-per-image

Free N/A
Stable Diffusion XL 1.0 0.016 USD/image
Stable Diffusion XL 0.9 0.016 USD/image
Stable Diffusion XL 0.8 0.005 USD/image
Stable Diffusion 2.1 2 0.002 USD/image
Stable Diffusion 1.5 2 0.002 USD/image

Midjourney No Subscription

Basic 10 USD/mo or 96 USD/yr
Standard 30 USD/mo or 288 USD/yr

Pro 60 USD/mo or 576 USD/yr
Mega 120 USD/mo or 1152 USD/yr

1 Cost depends on the number of denoising steps; the default number of 30 was used to estimate cost per image
offered through Stability AI. 2 Regular Stable Diffusion models’ cost depends on height and width; the default
value of 512 × 512 was used to estimate cost per image.

OpenAI began the craze with its release of DALL-E in February 2021 [29]. DALL-E is a
fine-tuned version of GPT-3 specifically for text-to-image generation through an autoregres-
sive transformer architecture called the discrete variational autoencoder (dVAE) [29,30]. In
response to this, an independent group of researchers introduced a smaller, open-source
model originally called DALL-E Mini, but now known as Craiyon [36,37]. As opposed
to DALL-E, Craiyon leverages a bidirectional encoder and pre-trained models to trans-
late a textual prompt to an image [36]. Craiyon is a freemium service for which a free
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version exists for public use; however, a subscription plan can be purchased to remove
the Craiyon logo and decrease generation time [35]. DALL-E 2 improves upon its earlier
version by leveraging Contrastive Language-Image Pre-training (CLIP) embeddings before
the diffusion step of the model [31,32].

In 2022, Google announced two models. First, they revealed Imagen, which is another
diffusion model [30], but they later revealed a sequence-to-sequence model called Pathways
AutoRegressive Text-to-Image Model (Parti) [42]. However, since Imagen and Parti have
not been released for public use, little is known about their performance in comparison to
the other models outside of the original conceptualization papers.

Yet another independent research laboratory produced the popular, Discord-hosted
Midjourney, which is still operating under its open beta as of September 2023 [38]. Midjour-
ney’s software is proprietary, with limited public information about its internal mechanisms,
but is only available through the purchase of a subscription plan.

Craiyon’s greatest competitor yet for free open-source image generation was Stable
Diffusion, which was released in August 2022 [39,40]. Stable Diffusion is a latent diffusion
model, meaning the model works in a lower-dimensional latent space as opposed to the
regular high-dimensional space in most other diffusion models, as shown in [40].

A comparison of the most popular models’ fee structure breakdown is shown in
Table 2. Since a human is not directly involved with the actual creation of an image (besides
entering the prompt), the quality of AI-generated content has become another key point
of interest.

2.2. Image Quality Assessment

Image quality assessment (IQA) is the evaluation of visual content [81]. Given that
humans are typically the end users of such content, IQA is usually a subjective evaluation
conducted by humans [81]. Traditional IQA focuses on the properties of the image itself as
opposed to its visual context such as blurriness, noisiness, and distortion [81,82]. However,
of interest to us is the evaluation of the content within AI-generated images—that is, how
well is the information visually conveyed? To this aim, studies have identified subjective
human-based methods for IQA [83]:

1. Single stimulus (Likert rating of a single image);
2. Double stimulus (Likert rating of two images presented one after another);
3. Forced choice (images are compared and the best one is selected);
4. Similarity judgment (given two images, the difference in quality between them is

quantified).

IQA has the goal of facilitating the creation of representative AI-generated images
that fit human alignment and perception [68]. Critical to evaluating this is the use of
benchmark datasets, i.e., datasets that have previously been generated and have canonical
truth identified. Several datasets exist for evaluation AIGC, such as TeTIm-Eval (Text-to-
Image Evaluation), which was compared on DALL-E 2, Latent Diffusion, Stable Diffusion,
GLIDE (Guided Language to Image Diffusion for Generation and Editing), and Craiyon [84].
Another dataset is the AGIQA-3K dataset (AI-generated Images Quality Assessment—3000),
which aims to better capture both human perception and alignment following the Inception
Score [85,86].

2.3. Text Evaluation Methods

Evaluation methods and metrics are needed to determine the validity of auto-generated
captions [63,67]. Popular evaluation metrics are shown in Table 3, but more extensive re-
views currently exist in the literature [63,87]. The MS COCO Dataset Challenge uses BLEU,
ROUGE, METEOR, CIDEr, and SPICE to evaluate performance, so these have become
the status quo for evaluating the similarity between texts [74]. Though not a text-to-text
evaluation method, in the realm of automated image captioning, CLIPScore is worthy
of mentioning due to being “reference-less” [88]. CLIPScore, based on the CLIP model
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originally proposed in [30], allows for the direct comparison of an image to its candidate
caption via CLIP model embeddings [88].

Table 3. Popular text evaluation methods.

Metric Description Citation

Bilingual Evaluation Understudy (BLEU) Focused on n-gram precision between
reference and candidate [89]

Recall-Oriented Understudy for Gisting
Evaluation (ROUGE)

Based on the syntactic overlap, or word
alignment, between references
and candidates

[90]

Metric for Evaluation of Translation with
Explicit Ordering (METEOR)

Measures based on unigram precision
and recall [91]

Translation Edit Rate (TER)
Calculated based on the number of
operations needed to transform a
candidate into a reference

[92]

TER-Plus (TERp) Extension of TER that also factors in
partial matches and word order [93]

Consensus-based Image Description
Evaluation (CIDEr)

Leverages term frequency-inverse
document frequency (TF-IDF) as weights
when comparing matching candidate and
reference n-grams

[94]

Semantic Propositional Image Caption
Evaluation (SPICE)

Determines similarity by focusing on
comparing the semantically rich content
of references and candidates

[95]

Bidirectional Encoder Representations
from Transformers Score (BERTScore)

Utilizes BERT embeddings to compare
the similarity [96]

As text evaluation metrics have evolved, text mining has inspired the usage of cosine
similarity metrics to measure how alike two texts may be. Over the past decade, word
embedding models have become increasingly popular within the natural language pro-
cessing field ever since the release of the vector space model Word2Vec in 2013 [97,98].
Though vector space models existed before 2013 (see [99]), the Word2Vec neural network
approach to transforming varying lengths of text into a multi-dimension single vector was
particularly exciting because of its ability to quantify semantic and syntactic information in
a comparatively low-dimensional space. Vector space models allow for any word, sentence,
or document to be represented and compared on a mathematical basis, usually to determine
similarity or dissimilarity based on the cosine similarity metric [100].

As an alternative to the machine translation metrics above, cosine similarity is another
evaluation metric of interest when comparing two texts. For two vectors, A and B, their
cosine similarity is given by

CosineSimilarity(A, B) =
A·B
‖A‖‖B‖ . (1)

Cosine similarity ranges from 0, meaning completely dissimilar, to 1, meaning exactly
alike; although a negative cosine similarity is mathematically possible, it is considered to
be 0. Word2Vec was followed by several other vector space models, with Global Vectors
(GloVe) (see [101]) and FastText (see [102]) being the most prominent [103]. The embeddings
of vector space models are static, meaning there is no variation for words with multiple
meanings; however, this was addressed in more recent word embedding models that
have contextualized vectors, such as Embeddings from Language Models (ELMo) [104],
XLNet [105], and the Bidirectional Encoder Representations from Transformers (BERT)
family of models [106]. BERT was released in 2018 (see [107]) and was soon followed
by the Robustly optimized BERT pre-training Approach (RoBERTa) (see [108]), A Lite
BERT (ALBERT) (see [109]), and a distilled version of BERT and RoBERTa (DistilBERT
and DistilRoBERTa, respectively) (see [110]) [106]. Based on different pre-training data
and international architecture, each word embedding model yields a different vector
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representation of a block of text, which thus yields different cosine similarity values when
passed through each model.

3. Methodology

To measure uncertainty in visual GAI, we design an agnostic pipeline to compare
textual image descriptions to the textual inputs (called “prompts”) as shown in Figure 1.
First, a database of prompts (green data block of Figure 1) is needed, which will be used
as inputs into the text-to-image visual generative AI model. Next, this text-to-image (blue
block of Figure 1) model generates an image based on the prompt. Then, the image that
is produced is sent to an image-to-text (grey block of Figure 1) model to create an AI-
generated caption of the image. Finally, the resulting caption is to be evaluated against the
textual prompt used to originally generate the image (orange block of Figure 1). During
the evaluation step, uncertainty is quantified as the similarity gap between the original
textual prompt (from the database) and the resulting caption (provided by the image-to-text
model). This is an agnostic, modular pipeline that can utilize different datasets, models,
and evaluation methods to measure uncertainty in similar problems. The remainder of this
section discusses the specific dataset, model, and evaluation used in this study.
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The pipeline in Figure 1 was customized for this study with the selected dataset,
models, and evaluation methods shown in Figure 2. This process is explained more in-
depth in Sections 3.1–3.4. The textual prompt dataset was provided by the modified version
of the Sternberg and Nigro dataset used in [111], which produced 495 initial prompts.
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The selected text-to-image model was Craiyon V3 [35–37]. Craiyon performs 2 unique
steps. First, it creates its own version of the initial prompt, which we will call the “Craiyon
prompt” (e.g., the initial prompt is “soap” and the Craiyon prompt adds details such that
the new prompt is “a bar of soap on a white background”). This Craiyon prompt is used
to create nine images by default. Therefore, every initial prompt yields 1 Craiyon prompt
and 9 resulting images. Of the 495 initial problems, 49 were removed for quality reasons,
leaving 446 initial prompts with corresponding Craiyon prompts. Craiyon creates 9 images
per prompt, so the 446 remaining prompts were turned into 4014 images by Craiyon.
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All 4014 images were passed through four image-to-text models—GIT [75], BLIP [76],
BLIP-2 [78], and InstructBLIP [79]—for later comparison to one another. Due to various
quality control reasons discussed in Section 3.3, not every image had a sufficient caption
generated. Therefore, the insufficient captions were removed from the analysis. Thus, there
were 16,004 total captions (3942 for GIT and 3994 for each BLIP-family model).

These captions were then evaluated on a variety of metrics, including machine trans-
lation methods and the cosine similarity of word embeddings. Seven machine transla-
tion methods were selected: Bilingual Evaluation Understudy (BLEU) (BLEU-1, BLEU-2,
BLEU-3, and BLEU-4 were used, where the number represents the number of matching n-
grams BLEU looks for) [89], Recall-Oriented Understudy for Gisting Evaluation—Longest
common subsequence (ROUGE-L) [90], Metric for Evaluation of Translation with Ex-
plicit ORdering (METEOR) [91], and Semantic Propositional Image Caption Evaluation
(SPICE) [95]. For the cosine similarity method, six models were selected: Word2Vec [97,98],
Global Vectors (GloVe) [101], FastText [102], Distilled Robustly optimized Bidirectional En-
coder Representations from Transformers approach (DistilRoBERTa) [110], Mini Language
Model 12 Layer (MiniLM-L12) [112], and MiniLM 6 Layer (MiniLM-L6) [112].

3.1. Textual Prompts: Modified Sternberg and Nigro Dataset

The textual prompt dataset selected was a modified version of the Sternberg and Nigro
textual analogy dataset used in [111]. The original Sternberg and Nigro dataset consisted of
197 word-based analogies in the “A is to B as C is to [what]?” form where the respondents
had 4 options to choose from to complete the analogy [113]. Morrison modified this dataset
so that respondents only had 2 options (the correct answer and the distractor) to pick from.
The modified version of the dataset was selected due to the original dataset being lost.
The modified Sternberg and Nigro dataset is particularly fascinating due to its inclusion
of abstract and ambiguous concepts such as “true” and “false”. The inability to visually
represent these concepts has limited visual analogical reasoning research, which is intended
to be expanded through the application of AIGC [114]. However, for this research, the
individual words within the analogies were used as inputs to the text-to-image model. For
example, analogy 157 is dirt is to soap as pain is to pill (correct answer) or hurt (distractor);
this is stylized as Dirt:Soap::Pain:{Pill,Hurt}. Each word is used as a textual prompt to the
text-to-image model. Due to time and resource limitations, only analogies 99–197 were
considered for a total of 495 initial prompts.

3.2. Text-to-Image Model: Craiyon

The text-to-image model selected was Craiyon V3 (formerly known as DALL-E Mini),
which uses a transformer and generator to create images from a textual prompt [35–37].
Craiyon was selected due to having a free tier (unlike Midjourney and DALL-E 2) and
considering its previous success established in the literature [114–116]. Internally, Craiyon
creates its prompt based on the initial prompt to generate nine images per prompt. The
initial prompt, the Craiyon prompt, and the resulting nine images had five cases of coordi-
nation, as shown in Figure 3.

In Figure 3, well-coordinated prompts and corresponding images are highlighted in
green. In Case A, we see the two prompts and the images all convey the same concept.
In Case B, the two prompts align; however, the generated images are unrelated to either
prompt. The initial prompt and the images are aligned in Case C, but in Case D, only the
Craiyon prompt and images are aligned. Finally, in Case E, both prompts and the images
appear to be unrelated to one another. Ideally, we would want all the data to fall in Case A;
however, Cases C and D are better than the remaining two, Cases B and E, in this study.
This is because we are comparing the prompts to the generated images, so if either of the
prompts aligns with the images, the results will be inherently poor.
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A total of 49 initial prompts were removed due to quality reasons, which reduced the
number of Craiyon prompts created to 446. The quality reasons were often due to triggering
a safety filter or due to Craiyon being unable to create its prompt from the given initial
prompt. Examples of these prompts are shown in Table 4. Additionally, Craiyon generates
9 images per prompt; therefore, for the 446 prompts, there were 4014 images created.

Table 4. Initial prompts that produced removed Craiyon prompts.

Initial Prompt Craiyon Prompt

Different Sorry unable to determine the nature of the image
Worst Invalid caption
New Undefined

Defraud Warning explicit content detected

3.3. Image-to-Text Models: GIT, BLIP, BLIP-2, and InstructBLIP

Four image-to-text models were selected for comparison: GIT [75], BLIP [76], BLIP-2 [78],
and InstructBLIP [79]. All 4014 images were passed through each of the models. For
some prompts, a caption could not be generated, or a blank caption was generated by the
image-to-text model. Within the GIT model, this affected 72 captions, whereas for the BLIP
family (BLIP, BLIP-2, and InstructBLIP), this occurred within 20 captions. Therefore, there
were only 3942 GIT captions compared to the 3994 captions created by each BLIP-family
model, for a total of 16,004 captions generated for comparison.
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3.4. Textual Evaluation Metrics

To measure uncertainty, we survey a total of seven machine translation methods and
we apply the cosine similarity metric to six word embedding models for a total of thirteen
metrics for comparison to one another. We are interested in whether “uncertainty” is
prominent when measured by these metrics. Textual evaluation is used to evaluate how
similar two separate texts are; these can span from full documents to single lines. The
“ground truth” text is called a “reference” and the text being compared to it is called a
“candidate”. Each image has two references, the initial and Craiyon prompts, which will be
compared to the four candidates and the captions generated by the image-to-text models.
In comparison to the cosine similarity metric, the machine translation metrics are better
established and more direct.

Originally, machine translation metrics were used to evaluate automated translations;
however, they also apply to automated image caption generation. Focusing on the latter, the
machine translation methods used to separately compare each prompt (initial and Craiyon
versions) as the references to the generated caption created by each of the image-to-text
models were BLEU [89], ROUGE-L [90], METEOR [91], and SPICE [95]. These metrics, along
with CIDEr, are the metrics used in the Microsoft Common Objects in Context (dubbed
“MS COCO”) Caption Evaluation challenge (see [117]); however, CIDEr was excluded as
not applicable since it requires multiple candidate captions [94]. These methods allow for
the consideration of multiple reference statements; therefore, each candidate caption was
simultaneously compared to the initial and Craiyon prompts as shown in Figure 4. It is
notable that there were four variants of the BLEU metric: BLEU-1, BLEU-2, BLEU-3, and
BLEU-4. BLEU-1 looks for matching 1-gram, or words, between the texts. Then, BLEU-2
looks for matching 2-gram, where two words appear sequentially in order in both texts.
For example, consider Phrase A, “pretty dog”, and Phrase B, “pretty brown dog”. Despite
“pretty” and “dog” appearing sequentially in both phrases, the BLEU-2 score would be 0
because Phrase B breaks up the 2-gram, “pretty dog”, with the word “brown”. The case
for BLEU-3 and BLEU-4 follows inductively. This process was repeated for each of the
four machine translation metrics, whose scores ranged from 0, meaning dissimilar, to 1,
meaning very similar. In total, each image had four caption candidates each evaluated by
seven machine translation metrics for a total of 28 scores.

Algorithms 2024, 17, x FOR PEER REVIEW 11 of 21 
 

 
Figure 4. Machine translation input transformation. 

The cosine similarity metrics are similar, as they range from 0 for dissimilar to 1 for 
highly similar; however, their implementation is different from the machine translation 
metrics. Cosine similarity is a popular metric for measuring similarity between vectors, 
such as word embeddings. However, to apply cosine similarity, it requires that the 
prompts and captions be transformed into their word embedding form(s), which is model-
dependent. Six popular word embedding models were selected: Word2Vec [97,98], GloVe 
[101], FastText [102], DistilRoBERTa [110], MiniLM-L12 [112], and MiniLM-L6 [112].  

Each prompt, the initial and Craiyon versions, and the four generated captions were 
transformed into their word embedding versions, visually represented in Figure 5. This 
transformation was performed by retrieving the word embedding for each word present 
in the prompt/caption from a pre-trained version of the models. In the event the 
prompt/caption had more than one word, each word in the prompt/caption’s embedding 
was summed to create the overall prompt/caption embedding. Then, the caption embed-
ding was compared separately to the initial prompt embedding and the Craiyon prompt 
embedding via their cosine similarity (see Equation (1)). In total, each image had its four 
captions and two prompts compared to one another (eight comparisons) in their six word 
embedding forms (i.e., eight comparisons by six forms) for a total of 48 cosine similarity 
scores. 

 
Figure 5. Cosine similarity input transformation. 

4. Results and Discussion 
The methodology described in Section 3 was applied to all prompt–caption pairs. An 

instance of the pipeline we used in this study is shown in Figure 6. An initial prompt is 
passed to Craiyon, which generates a Craiyon prompt and nine resulting images (for our 
purposes here, only one of those images is shown). Next, the generated image is passed 

Figure 4. Machine translation input transformation.

The cosine similarity metrics are similar, as they range from 0 for dissimilar to
1 for highly similar; however, their implementation is different from the machine
translation metrics. Cosine similarity is a popular metric for measuring similarity
between vectors, such as word embeddings. However, to apply cosine similarity,
it requires that the prompts and captions be transformed into their word embedding
form(s), which is model-dependent. Six popular word embedding models were selected:
Word2Vec [97,98], GloVe [101], FastText [102], DistilRoBERTa [110], MiniLM-L12 [112],
and MiniLM-L6 [112].
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Each prompt, the initial and Craiyon versions, and the four generated captions
were transformed into their word embedding versions, visually represented in Figure 5.
This transformation was performed by retrieving the word embedding for each word
present in the prompt/caption from a pre-trained version of the models. In the event the
prompt/caption had more than one word, each word in the prompt/caption’s embed-
ding was summed to create the overall prompt/caption embedding. Then, the caption
embedding was compared separately to the initial prompt embedding and the Craiyon
prompt embedding via their cosine similarity (see Equation (1)). In total, each image had
its four captions and two prompts compared to one another (eight comparisons) in their
six word embedding forms (i.e., eight comparisons by six forms) for a total of 48 cosine
similarity scores.
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4. Results and Discussion

The methodology described in Section 3 was applied to all prompt–caption pairs. An
instance of the pipeline we used in this study is shown in Figure 6. An initial prompt
is passed to Craiyon, which generates a Craiyon prompt and nine resulting images (for
our purposes here, only one of those images is shown). Next, the generated image is
passed onto our four image-to-text models, which each generate a caption. Finally, for the
evaluation, this one image generates 76 similarity scores. There are 28 machine translation
scores representing each of the seven machine translation metrics when evaluating each of
the four image-to-text models. The remaining 48 scores are evenly split between those that
were comparing the image caption to the initial and the Craiyon prompts. It is notable that
Craiyon produces nine images for each prompt; therefore, this is repeated nine times for a
total of 684 scores for each properly generated caption.

The results of the average evaluation score for each metric are shown in Tables 5–7.
Table 5 shows the metrics for the machine translation methods since the initial and Craiyon
prompts were used as references for the candidate (generated caption) to be compared at
once. The BLEU, ROUGE, METEOR, and SPICE scores range from 0 (least ideal) to 1 (most
ideal). Since this ability was not available for the cosine similarity results, the generated
captions’ cosine similarities to the initial prompt are shown in Table 6 and their cosine
similarity to the Craiyon prompt is shown in Table 7. Due to how cosine similarities are
calculated, a negative value is possible, but the effective scale ranges from 0 (completely
dissimilar) to 1 (exactly alike). Despite the metrics being measured on the same scale,
machine translation scores look at the replication of words, phrases, etc., in the prompts
and captions, whereas cosine similarity considers how similar the prompt and caption are
to one another.
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Table 5. Machine translation metrics and scores.

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE METEOR SPICE

GIT 19.4% 4.4% 1.2% 0.4% 23.6% 9.9% 7.1%
BLIP 15.1% 3.4% 0.8% 0.2% 20.3% 9.3% 6.6%

BLIP-2 20% 4.4% 1.4% 0.4% 24.3% 10.1% 7.2%
InstructBLIP 19.4% 4.5% 1.4% 0.5% 23.5% 10% 7.3%

Average 18.5% 4.2% 1.2% 0.4% 22.9% 9.8% 7.2%

Table 6. Average cosine similarity between initial prompt and generated captions.

Model Word2Vec GloVe FastText DistilRoBERTa MiniLM-L12 MiniLM-L6

GIT 32.2% 40% 47.7% 22.3% 24.7% 25.3%
BLIP 31.7% 39.5% 50.2 18.3% 20.3% 20.4%

BLIP-2 32.4% 40.1% 48.1% 21.3% 23.3% 24%
InstructBLIP 32.5% 40.3% 49.8% 21.8% 24% 24.5%

Average 32.2% 40% 49% 20.9% 23.1% 23.6%
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Table 7. Average cosine similarity between Craiyon prompt and generated captions.

Model Word2Vec GloVe FastText DistilRoBERTa MiniLM-L12 MiniLM-L6

GIT 41.7% 72.1% 78.1% 28.2% 27.1% 28.1%
BLIP 42.5% 73.8% 79.2% 25.5% 24.3% 25.3%

BLIP-2 42.3% 73.2% 79.4% 27.6% 26.5% 27.5%
InstructBLIP 43.8% 72.1% 78.4% 28.7% 27.4% 28.6%

Average 42.6% 72.8% 78.8% 27.5% 26.3% 27.4%

4.1. Machine Translation Results

In Table 5, we see the BLEU-1 score is highest compared to the remaining BLEU scores,
which is as expected since the prompts/captions were relatively short (typically less than
ten words before the removal of stop words). Given the very small values for BLEU-2
through BLEU-4 (cosine similarity less than 0.05), they may not be appropriate to consider
for future similar analyses. ROUGE consistently scored the four image-to-text models the
highest, being in the 20–25% range. METEOR scored the captions around the 10% value
and SPICE was lower, around the 60–70% range. BLIP consistently scored slightly lower
than the remaining three on all the machine translation metrics; however, on average all
the metrics scored the prompt–caption comparison relatively low.

4.2. Cosine Similarity Results

When using the initial prompt to compare the cosine similarity to the captions in
Table 6, we had a wide variety of scores based on the word embeddings from various
vector space models (Word2Vec, GloVe, and FastText) and pre-trained language models
(DistilRoBERTa, MiniLM-L12, and MiniLM-L6). There is a clear gap of at least 0.05 between
the vector space models and the pre-trained language models. Word2Vec scored the
captions the lowest of the vector space models, but higher than any of the pre-trained
language models, with values around 32%. GloVe scored captions higher, around the
40% similarity mark, but FastText gave the highest similarity scores, near 50% similarity.
Though these scores are higher than the machine translation values, 50% would correspond
with a neutral prompt/caption, meaning they are neither dissimilar nor similar. All the
pre-trained language models gave relatively low similarity scores within the 18–26% range.
This performance is expected to a degree since a one-word initial prompt is typically being
compared to a multi-word sentence. Using the example from Figure 6, the initial prompt is
“soap” and the GIT-created caption is “a bar of soap on a white background”. Even though
“soap” is in the caption, there are several other words that influence the sentence vector,
which would have to cancel one another out perfectly to be left with a vector equivalent to
the word embedding for “soap”.

Table 7 includes the highest scores from this study across the board. Opposed to
comparing the initial prompt, the Craiyon prompt is used for comparison to the generated
caption. Since the Craiyon prompts were structured more similarly to the generated
captions, it is not surprising that the values in Table 7 are higher than those in Table 6.
However, similar behaviors exist between the models presented in both tables; vector space
models provide higher similarities to the pre-trained language models. Word2Vec still
assigned the lowest similarity scores amongst the vector space models, but there is about a
10% increase from the average similarity using the initial prompt. We see more significant
jumps into the 70s for GloVe and FastText, which is approximately a 30% increase from
the initial prompt scores in Table 6. All the pre-trained language models remained in the
20–30% range with single-digit increases from when the initial prompt was used.

4.3. Major Results

Although Tables 5–7 all have scores within the same range, they cannot necessarily
be compared directly to one another given they each have different inputs that affect their
resulting output. However, several high-level conclusions can be drawn:
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1. Machine translation methods yielded consistently low scores in comparison to the
cosine similarity scores;

2. For the cosine similarity metrics, the Craiyon prompts yielded higher scores than the
initial prompts when comparing them with the generated captions;

3. Vector space models (Word2Vec, GLoVe, and FastText) were most generous with their
similarity scores compared to pre-trained language models;

4. Image-to-text models minimally affected the similarity scores.

These major results show how various text evaluation methods can be used to eval-
uate “uncertainty” within generative AI models. As the various image-to-text models
did not seem to impact the uncertainty quantification, the evaluation metrics are what
researchers should study. The “best” evaluation metric is dependent on validation by
human judgment and how much “uncertainty” a human believes to be associated with a
prompt–caption pair.

These results suggest there is a significant amount of uncertainty within the AIGC
based on our metrics. One potential explanation for this is the existence of many data
elements classified as Case B (the prompts do not align with the images) or E (neither the
prompts nor the images align with one another) from Figure 3. The detrimental results
of this can be seen in Figure 6, where the Craiyon prompt was “a bar of soap on a white
background” and the InstructBLIP caption was “a block of cheese on a white background”.
Though these two sentences have different subjects, they share six out of eight words, yet
still received low cosine similarity scores from the pre-trained language models and no
score exceeding 0.75 for the machine translation metrics. Minimizing, if not eliminating,
any data point that falls into Case B or E (see Figure 3) would assist in ensuring these scores
are meaningful.

5. Conclusions and Future Work

AI-generated content (AIGC), especially its visual variety, has had an unprecedented
rate of production with the rise of high-quality and easy-to-use interfaces exemplified by
DALL-E 2, Midjourney, and Craiyon. Despite many astounding results, there are still areas
where these generative AI (GAI) models show “uncertainty” when transforming a textual
prompt into its corresponding visual counterpart. We first propose a generic pipeline
that has four main modules: text-to-image, image-to-text, image quality assessment, and
text evaluation methods. The textual prompt dataset is used to prompt the text-to-image
generator to create a corresponding image. This image is passed to an image-to-text model
to produce a corresponding caption, which is compared to the initial textual prompt used
for that particular image.

This generic pipeline was specified in this study such that the textual prompt dataset
was the Sternberg and Nigro analogy dataset originally used in [111], but for accessibility,
we used its modified version proposed in [113]. The image-to-text model selected was
Craiyon V3 due to its cost and versatility [35–37]. Four image-to-text models were selected,
which each produced one caption per image: GIT [75], BLIP [76], BLIP-2 [78], and Instruct-
BLIP [79]. Several evaluation metrics were selected for comparison, split between typical
machine translation metrics (BLEU [89], ROUGE-L [90], METEOR [91], and SPICE [95]) and
cosine similarity based on various word embedding models (Word2Vec [97,98], GloVe [101],
FastText [102], DistilRoBERTa [110], MiniLM-L12 [112], and MiniLM-L6 [112]). Each evalu-
ation metric was calculated for each prompt–caption pair.

To answer the primary question of how to quantify uncertainty, we used the scores
from the evaluation metrics ranging from 0 (dissimiSlar) to 1 (exactly alike). The four
image-to-text models behaved comparably to one another across all the metrics used. The
machine translation scores on average were lower than the cosine similarity methods, with
BLEU-1 scoring the hisghest. There was more variation within the cosine similaritsy met-
rics. FastText provided the highest similarity scores across all the other metrics; however,
GloVe was close behind. Vector space models (Word2Vec, GloVe, and FastText) appeared to
give higher similarity scores compared to the word embedding models (DistilRoBERTa,
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MiniLM-12, and MiniLM-6). In conclusion, it appears that the image-to-text model has a
limited impact on the analysis, whereas the evaluation metrics differ greatly. The quan-
tification of where AI is certain or uncertain is an important step in the creation of usage
guidance and policy.

Regarding future work, one idea would be to eliminate elements of the dataset that
fall within Cases B or E to minimize the number of “garbage in, garbage out” results. The
ultimate goal is to better engineer the prompts such that the images are always represen-
tative of the intended concept. Further exploration into prompt engineering is needed to
help eliminate some of these issues and minimize the amount of uncertainty with AIGC.
Of the metrics used to evaluate the results, for shorter prompts/captions, as in our case,
there is little value added to the BLEU-3 and BLEU-4 scores. These scores may provide
more insights when used to evaluate longer prompts/captions. Considering other image-
to-text models that provide greater details or longer captions would also be interesting in
a later study. Within image quality assessment, a human baseline is often established to
which the automated metrics are to be compared in determining which one reflects human
judgment the best. A human factors study to establish this quality baseline is currently
being conducted by the researchers. Upon the establishment of a baseline, other popular
text evaluation metrics may be of interest to explore on the dataset as well.
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Abstract: Analysing message streams in a dynamic environment is challenging. Various methods and
metrics are used to evaluate message classification solutions, but often fail to realistically simulate
the actual environment. As a result, the evaluation can produce overly optimistic results, rendering
current solution evaluations inadequate for real-world environments. This paper proposes a frame-
work based on the simulation of real-world message streams to evaluate classification solutions. The
framework consists of four modules: message stream simulation, processing, classification and evalu-
ation. The simulation module uses techniques and queueing theory to replicate a real-world message
stream. The processing module refines the input messages for optimal classification. The classification
module categorises the generated message stream using existing solutions. The evaluation module
evaluates the performance of the classification solutions by measuring accuracy, precision and recall.
The framework can model different behaviours from different sources, such as different spammers
with different attack strategies, press media or social network sources. Each profile generates a
message stream that is combined into the main stream for greater realism. A spam detection case
study is developed that demonstrates the implementation of the proposed framework and identifies
latency and message body obfuscation as critical classification quality parameters.

Keywords: classification; evaluation; non-stationary message streams; simulation

1. Introduction

Information exchange through multiple communication channels (mail, SMS, internal
applications, RSS, etc.) from different senders and to one or more recipients plays a key
role in institutions [1] and companies [2] and generates a large, dynamic message stream.
An example context of relevance to institutions and companies is to better understand how
rational and emotional postings on social media influence customer behaviour [3,4].

The underlying characteristics of these dynamic message streams pose some serious
challenges to effective classification, such as concept drift, concept evolution, latency and
adversarial attacks [5,6]. First, the concepts embedded in a stream change over time. This
is known as concept drift and requires a classifier to adapt to the current concepts. For
example, a reader’s topic of interest may change over time after reading a large number of
messages with different topics. Second, a message stream usually consists of a large number
of objects (instances), and these objects are characterised by a high-dimensional feature
space (e.g., the message topics referred to in a message stream are described by a large
vocabulary). Third, latency, verification latency or delay, is the time between the availability
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of an unlabelled instance and its actual labelling [7]. This period can be measured in terms
of time or number of instances. Since most benchmark datasets do not have time stamps, the
number of instances is usually used in the literature as a measure of latency. The occurrence
of such latencies has a direct impact on the model update strategy during drift events,
which can lead to a decrease in classifier accuracy [8]. The latency can be divided into
null latency, extreme latency and intermediate latency [8]. At null latency, the real labels
of the instances are always available immediately after classification. At extreme latency
the real labels are never available to the classifier, requiring an unsupervised approach or
an incremental update of the model over time. At intermediate latency, an intermediate
delay time L, where 0 < L < ∞, is considered until the real labels are available. This time
can be constant (the same for all stream instances) or variable. If the delay is variable, the
time of availability of the real labels may differ from the arrival order of the examples, and
therefore, the classifier may receive the label of the instance −→x t+5 before receiving the label
of−→x t+2. Fourth, the adversarial attacks in the context of the message stream are carried out
by the adversarial character known as the spammer. Spammers try to evade the classifier
while maintaining the readability of the message content, for example, by including certain
misspellings or authentic words in the message [9]. As a result, spam messages may contain
malicious information strategically inserted by spammers to corrupt the data used to train
classifiers. In [6], a detailed analysis is made of the tricks used by spammers to evade spam
filters, such as text poisoning, obfuscated words or hidden text salting.

In order to evaluate the performance of classifiers on dynamic message streams,
different corpus [6,10], different measures [6,10] and evaluation methods [6,11] have been
published. In general, most models show high accuracy when evaluated on known and
relevant public datasets [6,11]. This situation contributes to the generation of overly
optimistic results and makes the actual deployment of message classification solutions
uncertain, since the problems of adversarial data manipulation by spammers and concept
drift are often ignored [6,11]. However, some proposals have presented forms of evaluation
that take these aspects into account [6,11–15].

Proposals for evaluating adversarial data manipulation by spammers in the message
stream context have not been found. However, proposals have been identified in other
contexts that attempt to measure classifier stability in the face of adversarial attacks [12,13].
In [12], the stability of the classifier under adversarial contamination of the training data
is quantified by introducing a metric to classify its robustness. In [13], frameworks for
security analysis and evaluation of classification algorithms are proposed by simulating
attack scenarios.

Regarding the evaluation of concept drift in the message stream context, two were
found, specifically in spam detection [6,11]. In [11], the SDAI methodology is proposed,
based on the measurement of classifier accuracy in four different but complementary sce-
narios: static, dynamic operations, adaptive capabilities and internationalisation. The static
scenario evaluates the overall performance of the classifier in a controlled environment,
while the dynamic operation scenario measures its behaviour under automatic updating
schemes. The adaptive capabilities scenario simulates the operation of the classifier in a
server context, categorising messages from multiple senders and covering different subject
areas, and the internationalisation scenario evaluates the ability of the classifier to classify
incoming messages in different languages, whether in standalone or server mode. In [6],
a strategy very similar to the adaptive scenario of [11] is proposed, where the classifier
is trained on a corpus (SpamAssassin corpus) and tested on another corpus (Ling-Spam
corpus), which covers different topics than the training corpus. The main differences of
the variant in [6] are the algorithms used to process and classify the messages and the
corpora used for training and testing. In [6], four spam filters trained on five email datasets
collected from different sources at different times are evaluated to see if the spam filters
maintain their generalisation performance. Both proposals essentially try to deal with
concept drift and spammer influence, ref. [11] in the dynamic scenario and both in the
adaptive scenario. However, in the dynamic scenario, the following perspective is oriented
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towards the action of the classifier rather than the generation of the stream. The stream
is generated using cross-validation by segmenting the base corpus into 10 partitions and
selecting 9 for training and 1 for testing. This procedure does not allow adequately mod-
elling environments with intermediate and extreme latency; the behaviour of the different
spammers and other message sources that may exist is limited to what is reflected in the
messages of the corpus used and does not allow adapting the behaviour by adjusting
parameters such as spammer strategies, message sending ratio, message batch size and
other parameters that make the stream more realistic; and the configuration to evaluate
different types of message processing services, classifiers or a combination of both can
become complex.

In addition, several frameworks have been proposed to assist users in carrying out
specific aspects of the stream classification process [16]. These frameworks allow the in-
tegration of different stream classification tasks, improve interoperability and include all
necessary components for algorithm development [17]. A stream classification framework
may include data generators or real-world datasets for benchmarking, data processing,
classifier algorithms, and testing of classification results [16]. Existing frameworks that
have been used to classify text messages include Jubatus [14] and Massive Online Analysis
(MOA) [15]. Jubatus, a framework that emerged from a Japanese research project [14],
emphasises distributed processing and features a model-sharing architecture to support
practical training and collaboration of classification models. This aims to reduce the network
costs and latency associated with distributed environments. The framework incorporates
test datasets from various sources and includes features for feature space simplification and
textual data preprocessing. It also integrates basic stream classification algorithms, provides
minimal evaluation and monitoring functionality, and is compatible with the Spark analyt-
ics engine or the Python sci-kit-learn library [18]. MOA [15] is derived from WEKA, the
Waikato Environment for Knowledge Analysis framework, written in Java and accessible
via a graphical user interface (GUI) or command line. Originally developed to assess stream
classification performance and manage algorithm speed, memory usage and accuracy MOA
includes numerous datasets, preprocessing approaches, stream-classification-related al-
gorithms and evaluation methods. Advanced applications include extensions for tweet
collection, sentiment analysis and data reduction techniques in evolving streams. Both
frameworks do not allow adequate modelling of environments where multiple message
stream generators are simultaneously configured to emulate the behaviour of spammers
and other message sources that may exist and contribute to the main message stream
(limited to what is reflected in the messages of the corpus used).

This research hypothesises that the modelling of the sources of message emission to
the main stream as profiles with configurable behaviours, and the modelling of the stream
according to simulation techniques and queueing theory, will provide a message stream
to evaluate message processing and/or classification solutions closer to the real one, thus
allowing to detect in advance possible problems of processors and/or classifiers and to
avoid degradation of their performance during their operation.

This paper presents a framework that simulates real-world message streams to eval-
uate classification solutions. The framework consists of four modules: message stream
simulation, processing, classification and evaluation. The first module uses simulation
techniques and queueing theory to replicate real-world message streams. The next module
enhances the input messages for effective classification. The third module applies existing
classification solutions to categorise the generated stream. Finally, the fourth module
evaluates the performance of the classification solutions by measuring various metrics.

The rest of the paper is structured as follows: Section 2 describes the details of the
proposed framework. Section 3 develops a case study in the spam detection environment
to evaluate the proposed framework. Finally, Section 5 summarises the main conclusions.
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2. Proposed Framework

This paper proposes a framework based on the simulation of real message streams
for the evaluation of classification solutions. The proposed framework aims to provide
researchers (especially data scientists) in the area of text stream classification with an
environment that facilitates the evaluation of text message processing and/or classification
solutions. The proposal is designed to facilitate the integration of existing processing
and/or classification solutions, mainly in the form of web services, for evaluation with
the generated message streams or as a basis for comparison with other solutions. Figure 1
shows a view of the framework architecture, which aims to make this framework as
versatile as possible, with the ability to adapt and readjust the technological resources to
the changing situation at any time, and which follows a similar scheme to the architecture
proposed in [19]. An architectural style based on n-layer architectures has been used,
structuring the elements into levels.

Front-End Level API Level Service Level Data Level
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Figure 1. Framework architecture view.

The front-end level defines the elements needed to interact with end users, grouped
under the concept of the framework user interface and organised according to the model,
view, controller (MVC) architectural pattern. The framework front-end is intended for the
data scientists, and is based on a graphical user interface (GUI). The API level contains
the service that acts as an application programming interface (API) for the other of the
services. This allows for the centralised exposure of all the endpoints defined in the backend.
This level is the core of the solution and consists of five main modules: Framework Core,
Message Stream Simulation, Message Processing, Classification, and Evaluation. Each of
the modules in the service level accesses the data level through the persistence services in
the service layer (Figure 1 shows the relationship between the services and their main data
sources, with dashed lines to indicate that this relationship is indirect). The following is a
description of each of the core-level modules that make up the proposed framework.

2.1. Framework Core

The Framework Core consists of a set of services that provide the basic functionality
of the Framework Service: Configure Simulation, Configure Processing, Configure Classifi-
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cation and Configure Evaluation. All these services are connected to the Gateway and to
each other via an Event Broker that manages the messages.

2.2. Message Stream Simulation

Message Stream Simulation, using the simulation technique [20] and the queueing
theory [21], attempts to mimic the generation of a message stream, similar to a real-world
environment. The goal of this module is to generate a message stream S that is as close
as possible to a real scenario. To achieve this goal, profiles are modelled. A profile p is
considered in this paper as an abstract entity that can have n instances, each of which
generates a message stream Spn . Profiles can be used to model thematic sources and/or
user profiles. A thematic source generates a message stream about one or more topics
such as Computers, Science, Society and others. A user profile generates a message
stream with similar characteristics to user/entity types of the web such as Spammer, Social
Network, Personal, Marketing, Information and others. A profile instance is defined as
pn = (name, svb, mc, Spn), where name is the identifier of each instance profile, svb is a set
of variable behaviours that can be different for each profile instance, mc is a message corpus
and Spn is the generated message stream.

The set of variable behaviours (svb) are parameters that can change the way a profile
instance generates a message stream. When simulating non-stationary message streams
to closely emulate message sending sources, the variables message send rate, message
batch size, message size and message obfuscation play an essential role. The message
send rate represents the frequency with which messages are sent by the source, and in a
non-stationary environment, the message send rate can fluctuate over time. By adjusting
this variable in the simulation, one can capture the varying intensity of message traffic.
Similarly, the message batch size, which refers to the number of messages sent together
as a batch, affects the burstiness and temporal patterns of the message streams. In non-
stationary scenarios, batch size can change, and adjusting this variable in the simulation
allows for the replication of such dynamics. Message size refers to the size in digital units
of the content of each message. In non-stationary message streams, the size distribution
of messages may change, and incorporating this variability into the simulation will affect
the processing of message content, as the content and size of the context to be analysed
by the word processor will vary. In addition, message obfuscation is one of the tricks
used by spammers to evade spam filters and is relevant to the evaluation of solutions to
be developed in the context of spam detection. Future versions of the framework could
include the modelling of other tricks used by spammers. Based on that, the svb Message
Send Rate (msr), Message Batch Size (mbs), Message Size (ms) and Message Obfuscation
(mo) are defined. msr is equal to mean arrival rate λ, which is the time between sending
messages. λ can be a constant or a random value that can change in a constant time tλ. In
mbs, the size s of the message batch mb can be a constant, or it can change randomly in a
constant time tmb. To change s, an integer uniform random number is generated with an
interval [0, z], where z is the maximum value of the size for mb. In mbs, before forming each
mb, the input source can be filtered by a minimum message size ms that changes in constant
time tms. This reduces the input source to form the mb to the message with a size equal to
or greater than ms. To change ms, a uniform integer random number is generated with an
interval [1, k], where k is the maximum value of KB for ms. The mo consists of replacing the
letters i and l in the body of the message with the characters ¡ and 1, respectively. Before
sending each mb, q message from the batch of messages can be selected and obfuscated.
To select the q messages, an integer uniform random number with an interval [0, v] is
generated, first to select the set of messages to be obfuscated, and second to select the q
messages to be obfuscated (the last time with an interval [1, v] without repetitions).

The mc form a message corpus about the profile class, which can receive messages
from the public corpus or from personal sources (e.g., emails from a mailbox). A message
corpus is defined as mc = {m1, m2, . . . , mn}, where mi is the i-th message in the corpus.

Spn is defined as:
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Spn =




m1,1, m1,2, · · · m1,r1 ;
m2,1, m2,2, · · · m2,r2 ;
· · · ;
mn,1, mn,2, · · · mn,rn ;
· · · ;




Here, mi,j represents the j-th text at the i-th time. The union of the message streams gen-
erated by each profile instance forms the message stream, so it is defined as
S = ∪l

p=1Sp | p ∈ P, where Sp = ∪q
n=1Spn .

The general modelling of profile behaviour is based on simulation concepts [20]
and the M/M/1 queueing model (Poisson input, exponential service times and single
server) [21]. To summarise the physical operation of the system, incoming messages enter
the queue, are eventually served, and then leave. It is therefore necessary for the simulation
model to describe and synchronise the arrival of messages and the serving of messages.
The general behaviour of the profile instance is shown in Figure 2.

Input

source Queue Service


mechanism
Customers

Queueing system

Served

customers

Figure 2. General behaviour of profile instance.

Starting at time 0, the simulation clock records the (simulated) time t that has elapsed
during the simulation run so far. The information about the queueing system that defines
its current status, i.e., the state of the system, is N(t) = number of messages in the system
at time t. The events that change the state of the system are the arrival of messages or a
service completion for the messages currently in service (if any). The values of mean arrival
rate λ and mean service rate µ are tms/h ∗ r and tms, respectively. Each profile instance has
independent tms, r and h values. The state transition formula is:

Reset N(t) =
{

N(t) + n if the arrival of n texts occurs at time t
N(t)− n if service completion of n messages occurs at time t

The event generation method consists in forming a message batch mb = {m1, m2, . . . , mr},
where mi represents the i-th message in the batch, selecting from n messages of the input
source by generating an integer uniform random number for each message and sending
it to the queue. The random numbers have an interval of [1, n]. This method of event
generation allows us to assume that the input source is infinite, since n messages can be
selected from each element of mb, generating nr batches, which tend to be infinite. In
the queue system, the queue discipline is first-come-first-served. The service mechanism
consists in sending a message batch mb = {m1, m2, . . . , mr} in a µ.

The training examples profile will have a single instance that generates a message
stream by selecting message examples and their real classes from the messages sent by
the created profile instances. The examples in this stream can be used by the evaluated
solutions in the learning process. The latency lat is the time between the prediction of an
unlabelled instance by a classifier and the availability of its real label by the environment,
and is classified as either null, intermediate or extreme latency.

2.3. Message Processing

Message Processing transforms the message input into a high-quality one that is suit-
able for the learning process to follow, using techniques such as integration, normalisation,
cleaning, transformation and reduction. Data processing [22] stands out as a crucial stage
in the knowledge discovery process. Although often overlooked in comparison to other
phases such as data mining, data processing typically requires a greater investment of
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time and effort, accounting for more than 50% of the overall undertaking [23]. Raw data
typically contain numerous imperfections, including inconsistencies, missing values, noise
and redundancies. Consequently, the effectiveness of successive learning algorithms is
inevitably compromised in the presence of poor data quality [24]. It follows that the ap-
plication of appropriate processing measures has a significant impact on the quality and
reliability of the resulting automated insights and decisions.

The message stream processing module consists of a set of text stream preprocessors,
denoted as TsPre = {tsPre1, tsPre2, . . . , tsPren}|n ≥ 1, which typically employ natural
language processing techniques and feature analysis (lexical terms). Commonly used
natural language processing techniques include text content extraction, tokenisation and
part-of-speech tagging. Following the application of natural language processing tech-
niques, feature analysis is used to reduce the dimensionality of the set of features present
in the texts through selection and/or reduction, with the aim of representing the content
in a structure that is amenable to classification solutions. This module can be used for the
following purposes:

• Evaluate the message stream processing solutions to be developed. To perform this
evaluation, several processing solutions are selected that will process the same message
stream to obtain the feature sets that will then be used by one or more classification
algorithms. Since what would vary in the classification process is the way the message
stream is preprocessed, the better the quality of the results, the better the processing
solution used.

• Focus the evaluation on the classification process. One of the solutions available in
the module is used for all classification solutions used, which means that the quality
of the result depends on the classification algorithm used. Therefore, this approach
allows the comparison of classification algorithms without the need to preprocess the
message stream.

• Identifying the correlation between variants of text processing solutions and classifica-
tion algorithms. This makes it possible to identify the best-performing combinations
of classification algorithms and text stream processing solutions.

The use of this module is optional, as classification solutions may internally include
a message stream processing component. This variant is also taken into account in the
proposed evaluation framework by disabling the use of this module. The main value of
this module is not the text processing algorithms it uses, but the possibility of integrating
existing or developing text processing algorithms into the framework through the use
of web services and their joint evaluation. This variant makes it possible to distribute
the execution load of the sorting processing algorithms to different computing nodes,
which process the messages of the stream sent to them and return the sorting result to the
framework.

2.4. Classification

Based on learning algorithms, Classification classifies the messages of the generated
stream. The classification module can aggregate different classification solutions that exist
in the literature or are proprietary. The module consumes these solutions as web services
that are available and comply with an input and output format. The solutions of the module
to be evaluated classify the generated message streams into different categories. The same
message stream can be classified by more than one classification solution, which allows
comparing the performance of n solutions with the same message stream generated in
the simulation. In this framework, classification solutions that include a text processing
component can be evaluated. To train these classifiers, 90% of a set of messages, such as the
messages in the SpamAssassin corpus, is used. The main value of this module is not the
classification algorithms it uses, but the possibility of integrating existing or developing
classification algorithms into the framework through the use of web services and their joint
evaluation. This approach allows the execution load of sorting and classification algorithms
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to be distributed across different computing nodes. These nodes process the messages
within the stream sent to them and then send the sorting results back to the framework.

2.5. Evaluation

Evaluation evaluates the performance of the learners used to classify the stream
by measuring accuracy, precision, recall, positive true, positive false, negative true and
negative false. The evaluation module receives the output of the classifiers used and the real
classes of each message in the stream generated in the simulation. From this information,
measures of accuracy, precision, recall, true positives, false positives, true negatives and
false negatives are applied to obtain the performance of the different classification solutions.
This allows comparisons to be made with other classifiers using the same input parameters.

The evaluation module allows you to design and run experiments to evaluate message
stream analysis solutions and analyse the results. Designing experiments involves organ-
ising the following initial elements: setting the simulation time, configuring the message
stream generator, configuring text processing (if enabled), configuring classification and
configuring the evaluation process.

By setting the simulation time it is possible to regulate the duration of the experiment
to be carried out. The configuration of the message stream generator consists of defining
and/or creating the profile instances that will constitute the source that generates the
message streams to be processed in the simulation. Instances may exist previously or be
created in the same design of the experiment, although the instance of training examples is
unique, as explained in the description of the Message Stream Simulation module. Existing
instances can be selected without further adjustment of the sub parameters, although they
can be changed at the experimenter’s discretion. To create a profile instance, it is first
named, classified according to profile types, and it is decided which messages will form
the corpus. Parameter values are then set to adjust the various sub of the profile instance to
suit the experimenter.

In the processing configuration, you can choose whether to use the processing module
or not. The classification solutions to be evaluated may include the processing stage and
therefore the use of this module would not be necessary. On the other hand, the choice to
use the processing module may be due to the use of a basic processing that allows to focus
only on the evaluation of the classification process, or to evaluate a processing solution by
comparing it with other solutions and seeing the classification behaviour when receiving
the outputs of the different preprocessors that can be compared by one or more available
classification solutions.

3. Case Study: Spam Email Detection

This section presents a case study, Spam Email Detection, where an implementation
(https://github.com/Cujae-IF/FrameworkToEvaluateMessageClassification.git accessed
on 16 January 2024) of the proposed framework is used to evaluate solutions in spam
detection scenarios. The Spam Email Detection case study aims to measure the influence of
email streams on the quality (accuracy, precision and recall) of spam email detection. For
this purpose, the proposed framework will be implemented to generate mail streams from
the SpamAssassin corpus [25] using the Message Stream Simulation module, to classify
them using a built-in test classifier (LearningAntiSpamServer) in the Classification module,
and finally to evaluate the quality of the classification using the Evaluation module.

While email recipients may have historically viewed spam as nothing more than
an annoying intrusion, unwanted advertising or a waste of time, they now commonly
associate it with complex and potential threats to their online security, integrity and trust-
worthiness [26]. Approximately 50% to 85% of the world’s daily email traffic is now
generated by spam [6], although spam is not exclusive to email and can also be found in
other contexts such as social networks [27]. The negative impact of spam has resulted in
billions of dollars of economic loss every year. Several proposed spam detection techniques
have been developed to determine the authenticity of the emails [6,10,28]. To evaluate the
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performance of the filters, various corpus, measures and evaluation methods have been
published [6,10]. Although the evaluation of spam filters seems to be quite consolidated
from an academic point of view, the current methods do not simulate the real environment
correctly. Among the factors that are often not taken into account when evaluating spam
filters are the combination in the stream of email clusters with different characteristics (e.g.,
social networking, marketing and informational), the arrival frequency of the emails to be
filtered, the size of the emails, the number of emails per arrival, and the obfuscation of the
email body by spammers.

3.1. Materials and Methods

In order to perform an analysis of the features included in the evaluation frame-
work, the Spam Email Detection case study was performed in the Spam Email Detection
scenario. The case study focuses on running simulations to analyse the performance be-
haviour with respect to the factors involved in the generation of the email stream. The
LearningAntiSpamServer classifier is initially trained on 500 spam and 500 ham mails from
the SpamAssassin corpus [25] in all simulation runs.

In the case study the factors considered for the simulation are Message Send Rate
(MSR), Message Batch Size (MBS), Message Size (MS), Message Obfuscation (MO) and
Latency (LAT). The levels for each of these factors are MSR: 1-constant or 2-random;
MBS: 1-constant or 2-random; MS: 1-Without limit or 2-With lower limit; MO: 1-Without
obfuscation or 2-With obfuscation; and LAT: 1-Null, 2-Intermediate or 3-Extreme. Spammer
(SP), Social Network (SNP), Personal (PP), Marketing (MP) and Informational (IP) profiles
are modelled for the spam detection environment; however, the proposed solution allows
the modelling of other profiles for this and other message analysis contexts. These profiles
form clusters in which you can group different types of emails that occur in real-world
scenarios. The characterisation of the email corpus used by each profile modelled for the
spam detection environment is shown in Table 1.

Table 1. Characterisation of email records by profile.

Profile Source Instances Spam Ham

Spammer Personal email accounts 150 150 0
Social Network Personal email accounts 300 300 0
Personal Personal email accounts 450 425 25
Marketing Personal email accounts 500 500 0
Informational Personal email accounts 500 240 260

In order to determine the constant values of the message send rate and message batch
size factors to be used in the experiment, a small study was conducted with 30 university
students. These students were asked how many emails they had received per hour during
the day from sources associated with the defined profiles. In addition, the category other
sources (Others) were included for those emails that were not included in the profiles.
From the data, we obtained the average number of emails received per hour for each of the
sources, which is shown in Table 2.

Table 2. Average number of emails received per hour.

SNP IP MP PP SP Others

Mean 30 14 36 2 6 1

As can be seen, social networks and news media have the highest average email traffic.
Taking into account the data collected, the following values of the levels were tested in the
simulation for the experiment with the highest number of emails in the shortest time:

• Message send rate constant: 5 min.
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• Message batch size constant: The average number of emails received per hour from
each source. In the case of source Others it was not taken into account as it was not
covered by the profiles.

In addition, the lower limit value of the MS factor was chosen to be 10 KB.
Obfuscation, which is applied to the body of the mail, models one of the behaviours

of a spammer and is only applied to mails with a real spam class. The time variation
in the sending of training instances aims to evaluate the quality of the response as the
arrival time of the [instance, class] pair increases. In the experiment, the time variation
has two possible values: higher frequency (sending training instances with a random
frequency between [0:1] min) and lower frequency (sending training instances with a
random frequency between [5:20] min). This variable is a fundamental aspect for semi-
supervised learning solutions. The duration of each of the simulations will be 1 h. Given
the factors and their levels, Table 3 represents the experimental units in arrays, where the
value is the treatment given to the factor. For example, the value 2 in MO means that the
treatment for the variable “Message Obfuscation” will be “With Obfuscation”. In addition,
changes from one experimental unit to another are highlighted.

Table 3. Description of the experimental units.

Unit Number

Factors 01 02 03 04 05 06 07 08 09 10 11 12 13

MSR 1 2 1 1 1 1 2 1 1 1 1 1 1
MBS 1 1 2 1 1 1 1 2 1 1 1 1 1
MS 1 1 1 2 1 1 1 1 2 1 1 2 1
MO 1 1 1 1 2 1 1 1 1 2 1 1 2
LAT 1 1 1 1 1 2 2 2 2 2 3 3 3

The combination of the extreme level of the Latency factor with the random levels
of the Message Send Rate and Message Batch Size factors was not included in these
experimental units. These combinations were not included on the assumption that by not
learning during classification, the frequency of mail arrivals or the amount of mail received
by the classifiers would not affect the quality of classification and would be similar to using
the constant level.

3.2. Analysis of the Results

The aim of this section is to analyse the results obtained by classifying the generated
email streams into spam and ham. Based on the analysis of the traces generated by the
13 simulations, the email streams are characterised in Table 4.

Figures 3 and 4 show the results obtained for accuracy, precision and recall for each
experimental unit.

In Figure 4, it can be seen that as latency decreases, so do the values of all the measures.
This suggests an influence of latency on the quality of results, which may be due to a
low ability to adapt to possible concept drift with few training instances of the used
processor and/or message classifier. A variation of this may be the use of semi-supervised
or unsupervised learning approaches to learn from unlabelled instances. On the other
hand, in Experimental Units 5, 10 and 13, there is a significant decrease that coincides
with the introduction of obfuscation in the emails, suggesting its significant influence on
the classification quality. One of the reasons for this reduction in the quality of results
may be that terms that the user recognises as having similar or the same meaning, even
if they have different spellings, are not recognised by the processor used and are treated
as different terms. In addition, the other three factors have a similar level of influence,
regardless of the level of sending training instances. For a better understanding of the
results, the experimental units are divided into the three levels of the Latency factor as
shown in Figure 4 and detailed below:
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• Experimental Units 1–5: Null.
• Experimental Units 6–10: Intermediate.
• Experimental Units 11–13: Extreme.

Table 4. Characterisation of simulated email streams.

Profiles Training Total

Stream SNP IP MP PP SP Instances Emails

S01 360 168 432 24 72 1284 2340
S02 270 168 324 18 72 2126 2978
S03 57 168 96 42 72 2713 3148
S04 360 168 432 24 72 905 1961
S05 360 168 432 24 72 1388 2444
S06 360 168 432 24 72 410 1466
S07 390 168 468 26 72 321 1445
S08 48 168 74 56 72 115 533
S09 360 168 432 24 72 86 1142
S10 360 168 432 24 72 529 1585
S11 360 168 432 24 72 - 1056
S12 360 168 432 24 72 - 1056
S13 360 168 432 24 72 - 1056
Total emails 4005 2184 4850 358 936 9877
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Figure 3. Heat map of general results of the experiment.
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Figure 4. Graphical representation of the overall results of the experiment.

To better see the influence of the factors for each level of the Latency factor, separate
analyses are performed. Figure 5 illustrates the behaviour of the quality measures for the
experimental units corresponding to the null level.

The first experimental unit is taken as the baseline, as none of the first four factors are
changed. In almost all cases there is a tendency for the quality of the result to decrease with
respect to the baseline, except for accuracy, where Factor 1 (Experimental Unit 2) shows a
slight increase. On the other hand, for most measures, the order of influence of the factors
is Factor 4, 3, 2 and 1, with Factor 4 (obfuscation of the body of the mail) having the most
significant influence. This order is not true for the accuracy of Factors 2 and 3 (Experimental
Units 3 and 4, respectively).

Figure 6 illustrates the behaviour of the quality measures for the experimental units
corresponding to the intermediate level.
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Figure 5. Graphical representation of the null level latency results.
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Figure 6. Graphical representation of the intermediate level latency results.

The sixth experimental unit is taken as the baseline, as none of the first four factors are
changed. In almost all cases there is a tendency for the quality of the result to decrease with
respect to the baseline, except for recall, where Factor 1 (Experimental Unit 7) is the same.
On the other hand, for most of the measures, the order of influence of the factors is Factor
4, 3, 2 and 1, with Factor 4 (obfuscation of the body of the mail) having the most significant
influence. Factors 2 and 3 (Experimental Units 8 and 9, respectively) do not follow this
order for accuracy.

Figure 7 illustrates the behaviour of the quality measures for the experimental units
corresponding to the extreme level.
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Figure 7. Graphical representation of the extreme level latency results.

The eleventh experimental unit is taken as the baseline, as none of the first four factors
are changed. In almost all cases there is a tendency for the quality of the result to decrease
with respect to the baseline, except for recall, where Factor 3 (Experimental Unit 12) shows
an increase with respect to the baseline. On the other hand, for all measures, the order of
influence of the factors is Factor 4 and 3, with Factor 4 (obfuscation of the body of the mail)
having the most significant influence. Overall, the experimental results show that in most
cases the second levels of the identified factors tend to decrease the classification quality
values. Factor 1, however, exceeds the baseline in one case and is equal to the baseline in
another, and Factor 3 exceeds the baseline in one case. On the other hand, the order of
influence of the first four factors is almost always Factor 4, 3, 2 and 1. From the results
obtained, it could be said that the factors with the most notable influence are Factors 4 and
5 (message obfuscation and latency, respectively).
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4. Discussion

Current approaches focus on evaluating classification solutions with message streams
generated from a cross-validation strategy or with different message corpora. This reduces
the ability to adequately model dynamic environments with varying latency and limits the
representation of different behaviours of message sources such as spammers. In contrast,
the present proposal generates the message streams following a profiling approach of the
message sending sources together with the use of simulation techniques and queueing
theory. This gives the possibility to model the different behaviours that different sources
may have, be it different spammers with different adversarial attack strategies, press media
or social network sources. Each of these profile instances generates its own stream of
messages, which are then combined into the main stream, which is closer to the real stream.
For example, in the study case presented, it was found that the evaluated classification solu-
tion degrades in its quality results as the latency increases and when message obfuscation
strategies are used by spammers. This suggests that the classification solution should be
improved to better adapt to message streams where training message latency increases and
spammers use message obfuscation strategies. A possible solution to the latency problem
could be the use of a semi-supervised or unsupervised classification approach and, for
obfuscated messages, the improvement of the text processor used by means of a term
similarity approach. However, these sources may have social and proactive behaviours that
influence the generation of the stream and are not covered by the proposed solution. An
example of this is the spammers themselves, who may proactively vary their attack strategy
so that their target cannot evade them, sometimes forming communities of spammers.
Furthermore, the proposed solution only considers obfuscation of the message body as an
adversarial attack strategy for this type of source, and there are others.

On the other hand, in the developed study case, the latency in sending training
instances and the obfuscation of the body of the messages were identified as the parameters
with the greatest impact on the quality of the classification. This case study demonstrated
the performance of the proposed framework. However, the dataset used for the evaluation
was small, as were the processing and classification solutions used, suggesting a larger-scale
evaluation at the level of the volume of messages used and a wider range of classifiers and
text processors. Furthermore, the framework was only evaluated in the context of spam
detection, although it can be used in other contexts, such as news analysis, where sources
are modelled as thematic profiles that may constitute digital news media.

5. Conclusions

In this work, we present a framework based on message stream simulation to evaluate
solutions of classification. The use of the queueing theory in the modelling of the user
profiles contributed a bigger formalism to the proposed solution. The incorporation of
randomness in some of the events of the simulation allowed approximating the generation
of the message stream to a real scenario. The evaluation module provides the ability to
apply the evaluation measures to analyse the behaviour of the classifiers under the same
input conditions. The case study demonstrates an evaluation design that allows identifying
the factors present in real contexts that most influence the quality of classification solutions,
and thus knowing how to adapt the solution. For the evaluated solution, the factors
that most influenced the quality were message obfuscation and latency. Future work is
planned to perform a robustness or sensitivity analysis to better understand how changes
in simulation parameters affect the reliability of the proposed framework; to develop
new test cases and/or scenarios in contexts such as news analysis, unanswered message
identification, social media message classification, and others that demonstrate greater
versatility and applicability of the proposed framework to a wider range of message
classification challenges; to use the proposed framework to evaluate and compare solutions
from the literature for semi-supervised text classification in intermediate and extreme
latency scenarios; and to make social modelling of message delivery sources to identify
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social and proactive behaviours, which can then be implemented using an intelligent
multi-agent approach.
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Abstract: Cracks in concrete cause initial structural damage to civil infrastructures such as buildings,
bridges, and highways, which in turn causes further damage and is thus regarded as a serious safety
concern. Early detection of it can assist in preventing further damage and can enable safety in advance
by avoiding any possible accident caused while using those infrastructures. Machine learning-based
detection is gaining favor over time-consuming classical detection approaches that can only fulfill the
objective of early detection. To identify concrete surface cracks from images, this research developed a
transfer learning approach (TL) based on Convolutional Neural Networks (CNN). This work employs
the transfer learning strategy by leveraging four existing deep learning (DL) models named VGG16,
ResNet18, DenseNet161, and AlexNet with pre-trained (trained on ImageNet) weights. To validate
the performance of each model, four performance indicators are used: accuracy, recall, precision, and
F1-score. Using the publicly available CCIC dataset, the suggested technique on AlexNet outperforms
existing models with a testing accuracy of 99.90%, precision of 99.92%, recall of 99.80%, and F1-score
of 99.86% for crack class. Our approach is further validated by using an external dataset, BWCI,
available on Kaggle. Using BWCI, models VGG16, ResNet18, DenseNet161, and AlexNet achieved the
accuracy of 99.90%, 99.60%, 99.80%, and 99.90% respectively. This proposed transfer learning-based
method, which is based on the CNN method, is demonstrated to be more effective at detecting cracks
in concrete structures and is also applicable to other detection tasks.

Keywords: transfer learning; alexnet; crack detection

1. Introduction

Concrete cracks are a common indication of concrete defects in civil engineering struc-
tures. It affects structural health and induces an additional risk of unexpected breakdowns
and accidents [1,2]. Hence, detecting cracks regularly and taking appropriate actions for the
safety of the concrete structure is of great significance. The traditional method of detecting
cracks on concrete structures relies on professional observation. Such conventional methods
are not only costly but also laborious, time-consuming, and on many occasions, dangerous
too [3]. However, the recent advancement of machine learning-based image processing
technologies has gained attention as an efficient and automated method to detect cracks on
concrete structures that also overcome the cons of manual methods [4].
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The growing computer vision community working on different image-detection meth-
ods. It has proposed many techniques over the decades, including thresholding [5], edge
detection [6], and wavelet transforms [7], to name a few, where some of these methods
address concrete crack detection problems. However, this field needs an efficient and
reliable solution as the concrete images are challenged with various surface textures, irreg-
ularity of cracks, and background complexity that differs crack detection from other image
analysis applications.

Recently, deep learning-based models, predominantly neural networks with multiple
layers, are playing a significantly successful role in feature learning [8]. On top of that,
the availability of high-performing computing facilities and ongoing improvement of
excellent training methods on available datasets drive the rapid development of deep
learning. In this saga, the convolutional neural network (CNN) is a feed-forward neural
network that performs excellently in large-scale image processing [9,10]. Although some of
these models proved excellent in feature extractions on different applications, their accuracy
requires improvement for concrete crack detection. To achieve efficient performance, reduce
training time, and overcome the lack of a humongous dataset, in this paper, we have
proposed a method of transfer learning-based CNN with the pre-trained model that shows
significant improvement [11]. Our work has made the following contribution:

• We conduct experiments on the CCIC dataset with four different CNN models (VGG16,
ResNet18, DenseNet161, and AlexNet), applying the transfer learning technique for
detecting concrete surface cracks from images and examination with other models to
demonstrate the success of the suggested model.

• We designed our model such that every CNN model has only one fully connected (FC)
layer, having two output features for binary classification. We modified the VGG16
and AlexNet models by replacing the last three FC layers with only one FC layer.

• Our strategy is the most compatible with AlexNet, and it outperforms the competition.
AlexNet achieves 99.90% accuracy on the validation set on the CCIC dataset.

• The proposed method demonstrates superior crack detection for concrete structures,
which can efficiently be utilized for other detection purposes.

The paper is now organized as follows. We provided a brief review of the literature
in Section 2. Section 3 includes methodology, which describes experimental Setup, Model
Training, and Evaluation. Section 4 presents the result analysis and discussions. The paper
is concluded in Section 5.

2. Literature Review

Sometimes, some research work has been done based on transfer learning for various
types of crack detection. In [12], the authors presented a practical deep-learning-based
crack detection model for three types of crack images, including concrete pavement, asphalt
pavement, and bridge deck cracks. Also, they proposed an encoder-decoder structural
model with a fully convolutional neural network, named PCSN, also known as SegNet,
and achieved 99% accuracy. In [13], the MobileNet-based transfer learning model is
proposed for wall crack detection as well as authors got 99.59% accuracy. In [14], a transfer
learning approach was applied to the VGG16 model to recognize structural damage and
achieved 90% accuracy. In [15], a deep transfer learning method based on YOLOv3 and
RetinaNet models, pre-trained on the COCO dataset, was proposed for detecting rail surface
cracks. In 2021, a novel method, FF-BLS, was proposed that could accurately classify crack
and non-crack images with an accuracy of 96.72% [16]. In 2019, a transfer learning approach
on the VGG16 pre-trained model achieved 94% accuracy, and slightly fine-tuning a well-
trained FC layer with VGG16 achieved 98% accuracy [17]. In 2018, a transfer learning
method on the VGG16 pre-trained model gained 92.27% accuracy after training with
less than 3500 images [18]. They conclude the transfer learning approach is suitable to
train on limited datasets. In [19], an image segmentation model based on ResNet101 was
proposed for concrete crack detection with 94.52% precision and 95.25% recall accuracy
in 2021. In 2021, a deep learning model was proposed, and although they achieved
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good accuracy on training, validation accuracy was 97.7% for the CCIC [20] dataset [21].
A deep, fully convolutional neural network named CrackSegNet with dilated convolution,
spatial pyramid pooling, and skip connection modules was proposed to detect concrete
cracks in tunnels [22]. In 2021, three kinds of deep neural networks, AlexNet, ResNet18,
and VGGNet13, were compared and found ResNet18 (accuracy 98.8%) performs well
compared with the remaining two models [23]. In 2021, the transfer learning method was
applied on GoogLeNet Inception V3 and CNN-Crack; GoogLeNet Inception V3 performs
well compared to the other one with an accuracy of 97.3% on drone cameras [24]. In [25],
vision-based metal crack detection was proposed. In 2021, a pavement crack detection
method based on the YOLOv5 model was proposed with 88.1% accuracy [26]. Recently
in 2021, a railway slab crack detection method was proposed based on the VGG16 model
and achieved 81.84%, 67.68%, and 84.55% in precision, IoU, and F1-score, respectively [27].
In [28], a deep learning model was developed for ceramic crack segmentation. In [29],
a concrete air voids detection and segmentation method was proposed based on the path
aggregation network (PANet). In [30], a thermal crack detection method, U-Net, was
proposed to be used in fire-exposed concrete structures and achieved 78.12% Intersection
over Union (IoU). In [31], a dilated convolution with Resnet-18 as the basic network model
was proposed for detecting concrete cracks. In [32], a concrete crack detection method
using a U-net fully convolutional network was proposed in this paper.

In this experiment, we built a concrete cracks detection model using the transfer
learning (TL) approach on various well-known CNN models. We applied four available
CNN models named VGG16, ResNet18, DenseNet161, and AlexNet with pre-trained
(trained on ImageNet) weights for utilizing the transfer learning approach. TL-based CNN
approach achieves over 99% accuracy for all the models. Our approach fits well with
AlexNet most, and its performance outweighs others. AlexNet achieves 99.90% accuracy
on the validation set after only 13 epochs of training. The training duration provides better
timing over VGG16, ResNet18, and DenseNet161 models.

3. Materials and Methods

In this work, we presented a transfer learning method for detecting concrete surface
cracks with high accuracy. Figure 1 illustrates the detailed block diagram of the methodology.

Dataset Splitting
(Train & Test)Dataset

Data 
Augmentation

& Transformation

Design Transfer 
Learning Model

Model Training & 
Evaluation

Proposed ModelPrediction

Input 
ImageCrack No Crack

Figure 1. A block diagram of the proposed methodology.

We divided our collected dataset into two sets: train and test. The train set is used for
method training, while the test set is used for model validation and model testing. The split-
ting procedure was carried out at random. On the training dataset, data augmentation,
and transformations take place. Following that, we designed transfer learning models.
On designed TL models, model training and evaluation take place. Then we compare the
TL methods before displaying the best TL method proposed. Finally, we feed the input
images into the best TL model that has been proposed, and it produces the expected result,
which is either crack or non-crack.
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3.1. Dataset Description

The utilized dataset in this research paper is Concrete Crack Images for Classification
(CCIC) [20]. It contains concrete images having cracks and non-cracks, collected from
various METU Campus Buildings. The dataset is classified into positive and negative
classes, referring to cracks and non-cracks images, respectively. There are 40,000 images
with 227 × 227 pixels with RGB channels, and each type has 20,000 images. The dataset
is generated from 458 high-resolution (4032 × 3024 pixels) images taken from floors and
walls of various concrete buildings. Images are taken with the camera facing directly to
the concrete surfaces keeping about a one-meter distance. The images are captured on the
same day with similar illumination conditions. The concrete surface has variation because
of plastering, paint, exposure, etc. But no data augmentation is applied [33]. Some cracks
and non-cracks images of the used dataset are shown in Figure 2.

Figure 2. Sample crack and non-crack images of the CCIC dataset.

3.2. Dataset Splitting

Our dataset consists of 20,000 cracks and 20,000 non-cracks images, in a total of
40,000 images. We split the datasets into 2 groups, with ratios of 80% and 20% for the Train
set as well as the Test or Validation set, respectively. After randomly splitting the dataset
into train along with test sets, we obtained 31,999 images (16,000 cracks and 15,999 non-
cracks images) in the train set and 8001 (4000 cracks and 4001 non-cracks) images in the test
set. After using the test dataset for validation of the model, the training dataset is used for
training the model and calculating various evaluation matrices. Dataset splitting is shown
in Table 1 briefly.

Table 1. Dataset Test-train splitting.

Crack Non-Crack Total

Train 16,000 15,999 31,999
Test 4000 4001 8001
Total 20,000 20,000 40,000

3.3. Data Augmentation and Transformation

Deep learning models perform very well on large datasets. Data augmentation is
a crucial technique in deep learning for a limited dataset that enhances the size and
quality of a training dataset to build a better deep learning model. There are various data
augmentation techniques like flipping, cropping, rotation, color space transformation, noise
injection, etc. [34]. We used data augmentation and transfer learning to overcome the lack
of training data as well as get rid of overfitting. In our training dataset, we use some of the
data augmentation techniques, which are described below.

3.3.1. Random-Resized-Crop Method

The random-Resized-Crop method is an augmentation method that crops a random
portion of the image and resizes it according to the desired size. Such a crop is made by a
random area depending on a scale and an arbitrary aspect ratio. The scale specifies a lower
and upper bound for the arbitrary location of the crop, and the ratio specifies required
bounds from the random aspect ratio of the yield before resizing. In our training dataset,
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scale = (0.8, 1.0), ratio = (0.75, 1.33) and size = (227, 227) are used. Figure 3 shows an
example of this technique.

Figure 3. Example of Random Resized Crop transformation. (Left is the original image).

3.3.2. Random-Rotation Method

This augmentation method rotates the image by randomly selected angles from a
specific range of degrees. In our training dataset, angles are selected between −15 degrees
and +15 degrees. The area outside the rotated image is filled with pixel value 0. Figure 4
shows an example of the Random Rotation technique.

Figure 4. Example of Random Rotation transformation. (Left is the original image).

3.3.3. Color-Jitter Method

This augmentation method randomly changes the brightness, contrast, saturation,
and hue of an image. An example of this method is shown in Figure 5.

Figure 5. Example of Color Jitter transformation. (Left is the original image).

3.3.4. Random-Horizontal-Flip Method

This augmentation method horizontally flips the given image randomly with a speci-
fied probability. Our training dataset has been flipped with 50% probability. An example of
a Random Horizontal Flip is exhibited in Figure 6.

Figure 6. Example of Random Horizontal Flip transformation. (Left is the original image).
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We used the above data augmentation techniques for training datasets and did not
use data augmentation techniques for testing test data. Besides, some preprocessing stages
are applied to both train and test datasets. CCIC dataset’s image dimension is 227 × 227.
But the desired input image dimension of our proposed model is 224 × 224. For this reason,
preprocessing is applied to achieve desired image dimensions. Center cropping is applied
on the 227 × 227 dimension image for getting a 224 × 224 dimension image. Also, we
apply normalization to all images. Our pre-trained models expect input 3-channel RGB
images normalized using mean of [0.485, 0.456, 0.406] and standard deviation of [0.229,
0.224, 0.225].

3.4. Design Transfer Learning Model

Image recognition has advanced remarkably, mostly because deep learning (DL)
and deep convolutional neural networks (CNNs) with large-scale annotated datasets are
now widely available. With enough training data, CNNs can learn data-driven, highly
representative, hierarchical image characteristics. Currently, there are three main methods
for effectively employing CNNs for image classification: building the CNN from scratch,
using pre-trained CNN features that are available for purchase, and using unsupervised
CNN pre-training with supervised fine-tuning. Transfer learning, or fine-tuning CNN
models pre-trained from natural image datasets to image problems, is another efficient
technique. A step in the process by which computers may examine a picture and assign it
the proper label is image categorization [35–37].

Overall, CNN and deep learning (DL) are key components of image categorization
nowadays. DL methods can tackle issues with increasingly complicated, highly variable
functions. It also involves a sizable picture dataset, even one without labels. Machines
can recognize and extract characteristics from images with the aid of DL. The image
categorization [35,38] on CNN, therefore, generates a lot of attention. To perform tasks
correctly, DL approaches need a lot of data [8]. Having access to a wealth of knowledge is
not necessarily true. Pre-trained models are applied in this situation. In this study, transfer
learning (TL) is the reuse of a deep learning pre-trained approach where knowledge is
driven from one model to another [39].

Several well-known pre-trained models exhibit excellent performance across a range
of computer vision issues. Some of them are VGG [40], ResNet [41], DenseNet [42],
AlexNet [43], Inception v3 [44], GoogLeNet [45], MobileNet [46] etc. These models are
trained on extensive datasets with various classes of images. Using TL methods, it is now
possible to achieve very good performance on several computer vision issues with a lack of
data and computing power. This paper experimented on four well-known models named
VGG, ResNet, DenseNet, and AlexNet. In the following sections, we discuss these transfer
learning models.

3.4.1. VGG16

VGG16 is a CNN model trained on the ImageNet dataset of over 1.2 million images
from 1000 classes [40]. The architecture of the VGG16 model is depicted in Figure 7.

There are several convolutional (conv) layers, where filters with 3 × 3 kernels are used.
The convolution stride and padding are fixed to 1 pixel. Max-pooling is applied, followed
by some conv layers with 2 × 2 kernels, a stride of 2, and padding of 0. The input to conv
layer is of fixed size 224 × 224 RGB image.

Three FC layers are added in the last part of the architecture, and the last layer is
configured for 1000 classes. The Rectified Linear Unit (ReLU), a non-linear activation
function is used by all hidden layers.

We apply the pre-trained VGG16 model to the proposed Transfer Learning (TL) model.
We call it TL VGG16. We remove the last three FC layers and replace them with an FC2
layer such that output features match for binary classification.

188



Algorithms 2022, 15, 287

Figure 7. VGG16 and TL VGG16 architectures.

3.4.2. ResNet18

ResNet is a CNN technique presented in the paper titled Deep Residual Learning for
Image Recognition’ [41]. The model trained on ImageNet dataset of over 1.2 million images
belonging to 1000 classes. The architecture of the ResNet18 model is depicted in Figure 8.

There are several convolutional (conv) layers. Filters with 7 × 7 kernels, strides of
2, and padding of 3 are used in the first conv layer. In the remaining conv layers, filters
with 3 × 3 kernels, strides of 1, and padding of 1 are used except for some down-sampling
conv with 1 × 1 kernels and stride of 2. The pattern remains the same, bypassing the
input every 2 convolutions. Max-pooling is applied following the 1st conv layer with
3 × 3 kernels, a stride of 2 as well as padding of 1. The input to conv layer is of fixed size
224 × 224 RGB image.

Three FC layers are added in the last part of the architecture, and the last layer is
configured for 1000 classes. Most hidden layers employ Batch Normalization, and a
convolutional layer after ReLU.

Figure 8. ResNet18 and TL ResNet18 architecture.

We use the pre-trained ResNet18 method for the proposed TL ResNet18 model. We
replace the last FC layer with a Fully-Connected FC2 layer such that output features match
for binary classification.

3.4.3. DenseNet161

DenseNet161 is a CNN model proposed by Zhuang et al. [42]. They have trained their
model on an ImageNet dataset of over 1.2 million images from 1000 classes. A typical
architecture of the DenseNet161 model is shown in Figure 9. It can be seen that there are a
series of convolution (conv) layers within it, where every layer has access to its preceding
feature maps. In the first conv layer, filters with 7 × 7 kernels, strides of 2, and padding
of 3 are used. Then Normalization, ReLU, and max-pooling with 3 × 3 kernels, a stride
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of 2, and padding of 1 are used. After the first conv layer, there are four dense blocks and
each block has corresponding 6, 12, 36, and 24 dense layers. Each dense layer consists of
two conv layers; the preceding conv layer has a filter with 1 × 1 kernels and stride of 1
and, the latter conv layer has a filter with 3 × 3 kernels, a stride of 1, and padding of 1.
Before conv layer, Batch Normalization, and ReLU are used. In the middle of two dense-
blocks transition layers with Batch Normalization, ReLU, conv layer with 1 × 1 kernels
and a stride of 1 and then an AvgPool with 2 × 2 kernels, a stride of 2, and padding of 0 are
used. After the 4th dense-block Batch, normalization is applied.

An FC layer is added in the last part of the architecture and configured for 1000 classes.

Figure 9. DenseNet161 and TL DenseNet161 architectures.

We used the pre-trained DenseNet161 model for the proposed TL DenseNet161 model.
We have replaced the last FC layer with an FC2 layer such that output features match binary
classification. The input to conv layer is of fixed size 224 × 224 RGB image.

3.4.4. AlexNet

AlexNet is a CNN model proposed by Alex Krizhevsky [43]. The model trained on
ImageNet dataset of over 1.2 million images belonging to 1000 classes. The architecture of
the AlexNet model is depicted in Figure 10. There are several convolutional (conv) layers.
In the conv layer, filters with 11 × 11 kernels, strides of 4, and padding of 2 are used. In the
2nd conv layer, filters with 5 × 5 kernels, strides of 1, and padding of 2 are used. In the
remaining three conv layers, filters with 3 × 3 kernels, strides of 1, and padding of 1 are
used. Max-pooling is applied, followed by conv layers with 3 × 3 kernels, a stride of 2,
and padding of 0.

Three FC layers are added in the last part of the architecture. All hidden layers use the
ReLU, a non-linear activation function. Dropout with the possibility of 0.5 is utilized before
the first two FC layers. The last layer is configured for 1000 classes.

We use the pre-trained AlexNet model for the proposed TL AlexNet model. We remove
the last three FC layers and replace them with an FC2 layer such that output features match
for binary classification. The input to conv layer is of fixed size 224 × 224 RGB image.
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Figure 10. AlexNet and TL AlexNet architecture.

3.5. Experimental Setup, Model Training, and Evaluation

All the experiments take place in a Google Colaboratory notebook with a GPU runtime.
Training is taken repeatedly throughout a number of epochs. We train our models for
30 epochs. After using the test dataset for validation of the model, the training dataset is
applied for training the model. We use the PyTorch library primarily developed by the AI
Research lab of Facebook. We implement the PyTorch data loader to take data of 128 batch
size. We utilize the same hyperparameters optimization setup for all architectures. Table 2
shows the used hyperparameters in the experimental setup.

Table 2. Hyperparameters of different TL methods.

Parameters Parameters Value

Batch size 128
Optimizer Adam

Learning rate 0.001
Betas (0.9, 0.999)
Eps 1 × 10−8

Weight decay 0
Criterion Cross Entropy Loss

We determine the cross-entropy loss on the train as well as test sets for each epoch.
We employ the Adam optimizer [47] using the mentioned parameters value.

In Figure 11, train losses, validation losses along with train accuracies as well as
validation accuracies of each TL method are depicted. In the experimental observation,
we see that there is no over-fitting occurring in any of the TL models. In the first row
of Figure 11, the TL VGG16 models show that both train and validation loss is reduced
very quickly, and they do not improve for a higher number of epochs. The TL ResNet18
model’s train and validation loss are decreased gradually and the validation loss is always
lower than the training loss with very little difference. The TL DenseNet161 model’s
train and validation loss follow an almost similar pattern to the TL ResNet18 model.
On the other hand, we see in the training and validation loss of TL AlexNet that the
bare difference between the two lines, unlike ResNet18 and DenseNet161. Hence, we can
conclude this model converge quickly with very good generalization capability. Whereas,
train along with validation accuracy of several TL methods are presented in the second
row Figure 11. We see a similar pattern like the train and validation loss of different TL
models. The ResNet18 and DenseNet161 follow the same pattern: validation accuracy
is always greater than the training accuracy. Also, train accuracy is always less than the
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validation accuracy in the VGG16 model. But the TL AlexNet model shows the different
patterns, the train, and validation accuracy overlap, and achieves high accuracy among
other models. The AlexNet shows good generalization among others.

Figure 11. Loss and accuracy of all TL models both in Train and validation.

We clearly see that AlexNet achieves the best score for the lowest training and vali-
dation losses among all other models. Also, we clearly see that AlexNet achieves the best
score for the highest training and validation accuracies among all other models.

4. Result Exploration and Argument

Through the confusion matrix, we can find out the P, R, F1, and Accuracy. These are
the criteria for evaluating the classification model. Confusion matrix has four keywords of
this including True Positive, False Positive, False Negative, and True Negative [48].

We can define Precision, Recall, F1-score, and Accuracy mathematically by using the
Equations (1)–(4) respectively.

Precision, P =
TP

TP + FP
(1)

Recall, R =
TP

TP + FN
(2)

F1− score, F1 = 2× P× R
P + R

(3)

Accuracy =
Number o f correct predictions

Total number o f predictions made
(4)

After 30 epochs of training of all TL models, an evaluation is made on a test dataset
consisting of 8001 images where 4000 images are cracks and 4001 images are non-cracks.
Figure 12 illustrates the confusion matrix of all models.

The TL VGG16 predicts 3996 (TP) cracks and 3990 (TN) non-cracks images correctly,
as well as 4 (FN) cracks images predicted as non-crack, and 11 (FP) non-cracks images
predicted as cracks Figure 12a. The number of FN is minimum among other models.
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(a) TL VGG16 (b) TL ResNet18

(c) TL DenseNet161 (d) TL AlexNet

Figure 12. Confusion matrix of TL VGG16, TL ResNet18, TL DenseNet161, and TL AlexNet.

The TL ResNet18, on the other hand, predicts 3988 (TP) cracks and 3959 (TN) non-
cracks images correctly, as well as 12 (FN) cracks images predicted as non-crack and 42
(FP) non-cracks images predicted as cracks Figure 12b. In this case, the number of FP is the
highest among other models.

We can see in the TL DenseNet161 model’s confusion matrix Figure 12c, that it predicts
3994 (TP) cracks and 3981 (TN) non-cracks images correctly, as well as 8 (FN) cracks images
predicted as non-crack and 20 (FP) non-cracks image predicted as cracks. TL AlexNet
Figure 12d shows the balance between FN and FP and shows the minimum number of FP
(3 FP) among all other models.

Table 3 displays several standard assessment scores, with the number of samples
utilized during the evaluation represented in the Support column which is denoted as Sup.

From Table 3, we can conclude that TL AlexNet achieves the highest 99.86% F1 scores
and 99.86% accuracies among other models and precision of 99.92% on cracks and recall of
99.93% on non-cracks. In the case of popular statistical tests named MCC and CK (Cohen’s
Kappa), AlexNet performs better than others. The values of MCC and CK are almost
the same, we took 4 digits after the decimal point. Although, AlexNet achieves the best
validation accuracy of 99.90% during the 13th epoch training, shown in Table 4.

As a succinct outline of every TL algorithm throughout training as well as validation,
Table 4 displays the highest, lowest, and average accuracy. From the summary, we can
conclude that AlexNet models achieve the best train accuracy of 99.85% on the 24th epoch
and the best validation accuracy of 99.90% on the 13th epoch among all other models.

Table 5 shows the training duration of each epoch during training on Google Colabo-
ratory GPU runtime. The TL AlexNet achieves 1st place by taking minimum training time
among the other models.
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Table 3. Various scores were calculated in the test dataset (CCIC) for different TL models after
30 epochs of training where P = Precision, R = Recall, F1 = F1-score, Sup = Support, A = Accuracy,
CK = Cohen’s Kappa.

Model P (%) R (%) F1 (%) Sup A (%) MCC (%) CK (%)

TL VGG16 Crack 99.73 99.90 99.81 4000 99.81 99.6252 99.6250Non-crack 99.90 99.73 99.81 4001

TL ResNet18 Crack 98.96 99.70 99.33 4000 99.33 98.6529 98.6502Non-crack 99.70 98.95 99.32 4001

TLDenseNet161 Crack 99.50 99.85 99.68 4000 99.68 99.3507 99.3501Non-crack 99.85 99.50 99.67 4001

TL AlexNet Crack 99.92 99.80 99.86 4000 99.86 99.7251 99.7250Non-crack 99.80 99.93 99.86 4001

Table 4. Performance measurement of used TL methods during 30 epochs of training where
MA_E = Maximum Accuracy at epoch, MinA_E = Minimum Accuracy at epoch, Avg_acc = Av-
erage Accuracy.

Model Train/Test Max Acc (%) MA_E Min Acc (%) MinA_E Avg_acc (%)

TL VGG16 Train 99.76 30 98.06 1 99.61
Test 99.86 29 99.65 17 99.78

TL ResNet18 Train 99.09 29 95.31 1 98.74
Test 99.41 18 98.09 1 99.22

TL DenseNet161 Train 99.51 25 96.68 1 99.24
Test 99.68 27 99.29 1 99.60

TL AlexNet Train 99.85 24 98.34 1 99.72
Test 99.90 13 99.58 20 99.84

All
Train Max Acc 99.85 TL AlexNet at Epoch 24
Test Max Acc 99.90 TL AlexNet at Epoch 13
Both Max Acc 99.90 TL AlexNet at Epoch 13

Table 5. Training time per-epoch of TL models.

Model Duration Per-Epoch
(h:mm:ss) Remarks

TL VGG16 0:08:46.729322 3rd place
TL ResNet18 0:03:35.636223 2nd place

TL DenseNet161 0:13:39.103467 Lowest place
TL AlexNet 0:02:53.093954 1st place

TL AlexNet takes the 1st position by achieving the least training time

We also depicted the receiver operating characteristic (ROC) curve for comparing
the models in the case of appropriate classification results. It is measured based on the
performance of the false positive rate and true positive rate respectively. Figure 13 shows
the ROC curve of different TL models in our works. In this figure, we denote four curves of
red, green, blue, and orange colored for AlexNet, DenseNet, VGG16, and ResNet18 models.
All models’ performances are good. On the left side of this figure, all curves are looking
together. For understanding better, we observed it as zoom out which is shown in the right
portion of the figure. From this figure, we can see that AlexNet places the highest position
over other models.

We also presented another way of evaluating the performance of models named the
precision-recall (PR) curve. Figure 14 shows the PR curve of different TL models in our
works. In this figure, we mark four curves of red, green, blue, and orange colored for
AlexNet, DenseNet, VGG16, and ResNet18 models. In the upper side of this figure, all
curves are looking together. For understanding better, we observed it as zoom out which
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is shown in the down portion of the figure. From this figure, we can see that all models’
performance is good.

Figure 13. ROC curve of different TL models.

Figure 14. PR curve of different TL models.

In addition, we used the external dataset Building Wall Crack Images (BWCI) from
Kaggle to validate our models. This is an open-source dataset. BWCI consists of wall crack
images with 27 × 27 pixels. Table 6 shows the description of the dataset and a few samples
are shown in Figure 15.
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Table 6. Summary of external dataset (BWCI).

Image Folder No. of Crack Images No. of Noncrack Images Total

Test 500 500 1000
Train 1250 1250 2500

Validation 500 500 1000

Figure 15. Sample crack and non-crack images of external dataset.

Table 7 represents the result of all models on the external dataset. We used only the
test folder dataset to validate the models. It can be seen that the performance for both CCIC
and external datasets BWCI are almost same.

Table 7. Performance result of external dataset (BWCI) where P = Precision, R = Recall, F1 = F1-score,
A = Accuracy.

Model P (%) R(%) F1 (%) A (%) MCC (%) CK (%)

TL VGG16 Crack 99.80 1.00 99.90 99.90 99.8000 99.7998Non-crack 1.00 99.80 99.90

TL ResNet18 Crack 99.40 99.80 99.60 99.60 99.1999 99.1992Non-crack 99.80 99.40 99.60

TLDenseNet161 Crack 99.60 1.00 99.80 99.80 99.6004 99.5996Non-crack 1.00 99.60 99.80

TL AlexNet Crack 1.00 99.80 99.90 99.90 99.7999 99.7997Non-crack 99.80 1.00 99.90

Two statistical tests have been carried out, named the Matthews correlation coefficient
(MCC) and Cohen’s Kappa Statistic [49] for comparing the performance. Matthews cor-
relation coefficient (MCC) is a popular performance metric that is used in the case of an
imbalanced dataset. Although the utilized dataset in this paper is a balanced dataset, it is
defined by the following mathematical equation number 5.

MCC =
TP× TN − FP× FN√

(TP + FP)× (TP + FN)× (TN + FP)× (TN + FN)
(5)

The range of MCC is [−1–1]. The value of MCC is near to 1 is better. All of the utilized
models perform well. Their values are near to 1. That means, the models classified the
crack images accurately.

Cohen’s Kappa Statistic is applied to assess the degree of agreement between two raters
who categorize objects into mutually exclusive groups which are shown mathematically in
Equation (6).

CK =
(po − pe)

(1− pe)
(6)

Here, po is the relative agreement of raters’ observation. pe denotes the theoretical
probability of random agreement. we can calculate po and pe between the raters by using
the Equations (7)–(10).

po =
TP + TN

TP + TN + FP + FN
(7)
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pe = probability o f Positive + probability o f Negative (8)

Here,

Probability o f Positive =
TP + FP

TP + TN + FP + FN
× TP + FN

TP + TN + FP + FN
(9)

and
Probability o f Negative =

FP + TN
TP + TN + FP + FN

× FN + TN
TP + TN + FP + FN

(10)

Cohen’s Kappa is always between 0 and 1, with 0 indicating no agreement as well as
1 showing full agreement between the 2 raters. All models CK is almost full agreement
between the actual and predictors. Table 3, shows the performance of the CCIC dataset,
and Table 7 shows the performance metrics of the external dataset.

5. Discussion

Noticeable research has been done for detecting concrete surface cracks and researchers
concluded different solutions. In this segment, we discuss and liken our presented model
to the existing similar study.

Table 8 shows the summary of several publications for cracks detection using CNN.
SegNet and MobileNet achieve 99% and 99.59% accuracy, respectively. Other mentioned
papers achieve less than 99% accuracy except for our proposed TL AlexNet model, which
obtains 1st position by achieving an accuracy of 99.90%. That is why our proposed transfer
learning (TL) approach to the AlexNet model is an excellent candidate for concrete surface
cracks detection.

Table 8. Summary of publications using CNN-based transfer learning techniques for cracks detection.

SN Reference Base Model or Method Accuracy Dataset

01 [14] VGG16 90% Beam, column, wall and joint brace images of a building
02 [16] FF-BLS 96.72% CCIC dataset
03 [17] VGG16 94%, 98% Fatigue cracks in gusset plate joints in steel bridges

04 [12] SegNet 99% Concrete pavement, asphalt pavement, and bridge deck
cracks images

05 [18] VGG16 92.27% Concrete surfaces dataset collected from the Danish
Technological Institute

06 [21] DCNN model 97.70% CCIC dataset
07 [23] ResNet18 98.80% Roads and bridges crack images

08 [24] GoogLeNet Inception V3 97.30% Wall images at college of environmental resources of
Fuzhou University

09 [13] MobileNet 99.59% Wall, pavements, bridge deck images
10 [26] YOLOv5 88.10% Asphalt crack pavement images
11 Proposed AlexNet 99.90% CCIC dataset

6. Conclusions

In this paper, we applied a deep convolutional neural network based on transfer
learning models to detect crack images using a popular crack dataset named Concrete
Crack Images for Classification (CCIC). We utilized four transfer learning models for
the experimental setup containing VGG16, ResNet18, DenseNet161, and AlexNet. As a
performance metric, we used four terms named accuracy, recall, precision, and f1-score.
Among the utilized models, AlexNet outperforms all the cases of performance metrics by
achieving the accuracy of 99.90%, P of 99.92%, R of 99.80%, and F1-score of 99.86%. We also
showed the training duration per epoch of all models. In this case, AlexNet achieves the
first position in less time. In future work, we will conduct further research to provide a
robust description of changing knowledge in our model.
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Abstract: Finite element (FE) simulations have been effective in simulating thermomechanical form-
ing processes, yet challenges arise when applying them to new materials due to nonlinear behaviors.
To address this, machine learning techniques and artificial neural networks play an increasingly
vital role in developing complex models. This paper presents an innovative approach to parameter
identification in flow laws, utilizing an artificial neural network that learns directly from test data
and automatically generates a Fortran subroutine for the Abaqus standard or explicit FE codes. We
investigate the impact of activation functions on prediction and computational efficiency by com-
paring Sigmoid, Tanh, ReLU, Swish, Softplus, and the less common Exponential function. Despite
its infrequent use, the Exponential function demonstrates noteworthy performance and reduced
computation times. Model validation involves comparing predictive capabilities with experimental
data from compression tests, and numerical simulations confirm the numerical implementation in
the Abaqus explicit FE code.

Keywords: constitutive behavior; ANN flow law; numerical implementation; user hardening; activation
functions; abaqus

1. Introduction

In industry and research, numerical simulations are commonly employed to pre-
dict the behavior of structures under severe thermomechanical conditions, such as high-
temperature forming of metallic materials. These simulations rely on finite element (FE)
codes, like Abaqus [1], or academic codes. The accuracy of these simulations is heavily
influenced by constitutive equations and the identification of their parameters through
experimental tests. These tests, conducted under conditions similar to the actual service
loading, involve quasi-static or dynamic tensile/compression tests, thermomechanical
simulators (e.g., Gleeble [2–5]), or impact tests using gas guns or Hopkinson bars [6]. The
choice and formulation of behavior laws and the accurate identification of coefficients from
experiments are crucial for obtaining reliable simulation results.

1.1. Constitutive Behavior and Material Flow Law

Thermomechanical behavior laws used in numerical integration algorithms such as
the radial-return method [7] involve nonlinear flow law functions due to the complex
nature of materials and associated phenomena like work hardening, dislocation movement,
structural hardening, and phase transformations. The applicability of these flow laws is
confined to specific ranges of deformations, strain rates, and temperatures. In the context of
simulating forming processes, these behavior laws dictate how the material’s flow stress σ
depends on three key input variables: strain ε, strain rate .

ε, and temperature T. The general
form of the flow law is expressed through a mathematical equation:

σ = σ(ε, .
ε, T). (1)

Algorithms 2023, 16, 537. https://doi.org/10.3390/a16120537 https://www.mdpi.com/journal/algorithms200



Algorithms 2023, 16, 537

The historical development of behavior laws for simulating hot forming processes,
beginning in the 1950s, involved the use of power laws to describe strain/stress relation-
ships, later adapted to incorporate temperature effects. In the 1970s, thermomechanical
models evolved to include time dependence, linking flow laws to strain rate and time.
Notable models like the Johnson–Cook [8], Zerilli–Armstrong [9], and Arrhenius [10] flow
laws emerged and are commonly used in forming process simulations. The selection of
a flow law for simulating material behavior in finite element analysis is crucial, and it
should be based on experimental tests conducted under conditions resembling real-world
applications. Researchers face a challenge in choosing the appropriate flow law after
characterizing experimental behavior. This decision is influenced by the availability of
flow laws within the finite element analysis software being used. For instance, users of
Abaqus FE code [1] may prefer the native implementation of the Johnson–Cook flow law.
Opting for alternative flow laws like Zerilli–Armstrong or Arrhenius requires users to
personally compute material yield stress σ through a VUMAT subroutine in Fortran, which
is time-consuming, demands expertise in flow law formulations, numerical integration,
Fortran programming, and model development and testing [11–13].

Developing and implementing a user behavior law on the Abaqus code involves
calculating σ, defined by Equation (1), and its three derivatives with respect to ε, .

ε, and T.
This process becomes complex and time-consuming with increasing flow law complexity.
The choice of a flow law for simulating thermomechanical forming is influenced by both
material behavior and process physics, but primarily by the flow laws available in the FE
code. The decision often prioritizes the availability of a flow law over the quality of the
model, making the choice of flow law a critical factor in the simulation process. In Tize
Mha et al. [14], several flow laws were investigated through experimental compression
tests on a Gleeble-3800 thermomechanical simulator for P20 medium-carbon steel used
in foundry mold production. The examined flow laws included Johnson–Cook, Modified
Zerilli–Armstrong, Arrhenius, Hensel–Spittle, and PTM. The findings revealed that, among
the tested strain rates and temperatures, only the Arrhenius flow law accurately replicated
the compression behavior of the material with a fidelity suitable for industrial applications.

Based on all these considerations, we have presented a novel approach, as outlined in
Pantalé et al. [15,16], for formulating flow laws. This approach leverages the capacity of
artificial neural networks (ANNs) to act as universal approximators, a concept established
by Minsky et al. [17] and Hornik et al. [18]. With this innovative method, there is no longer
a prerequisite to predefine a mathematical form for the constitutive equation before its use
in a finite element simulation.

Artificial neural networks have been investigated in the field of thermomechanical
plasticity modeling as reported by Gorji et al. [19] or Jamli et al. [20]. These studies
explore the application of ANNs in FE investigation of metal forming processes and their
characterization of meta-materials. Lin et al. [21] successfully applied an ANN to predict
the yield stress of 42CrMo4 steel in hot compression, and ANNs have demonstrated success
in predicting the flow stress behavior under hot working conditions [22,23]. They have
also been applied recently in micromechanics for polycrystalline metals by Ali et al. [24].
The domain of application has been extended to dynamic recrystallization of metal alloys
by Wang et al. [25]. Some approaches mix analytical and ANN flow laws such as, for
example, the work proposed by Cheng et al. [26], where the authors use a combination of
an ANN with the Arrhenius equation to model the behavior of a GH4169 superalloy. ANN
behavior laws can also include chemical composition of materials in their formulation
to increase the performance during simulation hot deformation for high-Mn steels with
different concentrations, as proposed by Churyumov et al. [27].

In the majority of the works presented in the previous paragraph, the authors work
either on the proposal of a neural network model and its identification in relation to
experimental tests, or on the use of ANNs within the framework of a numerical simulation
of a process. The approach proposed here is more complete in that we identify a neural
network from experimental tests (in our case, cylinder compression tests performed on a
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Gleeble device), then identify the network parameters. We then implement this ANN in
Abaqus as a user subroutine in Fortran, and subsequently validate and use this network
in numerical simulations. This can be performed for either Abaqus explicit or Abaqus
standard since we can generate the Fortran subroutines for both versions of the code. We
therefore work on the entire calculation chain, from experimental data acquisition, through
network formulation and learning, to implementation and use.

In this study, we will focus only on the use of the explicit version of Abaqus, since the
computation of the flow stress in an explicit integration scheme becomes very CPU intensive
due to the integration method, and variations in the performance of this implementation
have a significant impact on the total CPU time. On the other hand, in an implicit integration
scheme, as used in the Abaqus standard, most of the time is spent in inverting the linear
system of equations, therefore variations in the performance of the stress computation has
no influence on the final result, hoping that the stress is calculated correctly.

1.2. Experimental Tests and Data

This study uses a medium-carbon steel, type P20, with the chemical composition
presented in Table 1.

Table 1. Chemical composition of medium-carbon steel. Fe = balance.

Element C Mn Mo Si Ni Cr Cu

Wt % 0.30 0.89 0.52 0.34 0.68 1.86 0.17

The experiments used in this study mirror those previously conducted by Tize Mha
et al. [14]. These tests involve hot compression on a Gleeble-3800 of P20 steel cylin-
ders with initial dimensions of φ0 = 10 mm and h0 = 15 mm. Only the most rele-
vant information about those experiments is reported hereafter. In order to have a more
complete knowledge about the compression tests conducted during this study, we re-
fer to Tize Mha et al. [14]. Hot compression tests were performed for five temperatures,
[1050, 1100, 1150, 1200, 1250] ◦C and six strain rates [0.001, 0.01, 0.1, 1, 2, 5] s−1. Figure 1
reports a plot of all 30 strain/stress curves extracted from the experiments.

The experimental database is composed of all strain/stress data for all 30 couples
of strain rate and temperature. Each strain/stress curve contains 701 equidistant strains
ε = [0.0, 0.7] in ∆ε = 0.001 increments. The complete database contains 21,030 quadruplets
(ε, .

ε, T and σ). This dataset will be used here after to identify the ANN flow law parameters
depending on the selected hyperparameters of the ANNs.

Section 2 is dedicated to the presentation of the ANN based flow law. The first part
is dedicated to a reminder of the basic notions on ANNs, with a section on the choice
of activation functions to be used in the formulation. The architecture chosen for the
formulation of the flow laws based on a two-hidden-layer network will then be presented,
together with the formulation of the derivatives of the output with regard to the input
variables. The learning methodology and the results in terms of network performance
as a function of the activation functions selected will then be presented. Section 3 is
dedicated to the FE simulation of a compression test using the explicit version of Abaqus,
integrating the ANN implemented as a user routine in Fortran. The quality of the numerical
solution obtained and its performance in terms of computational cost will be analyzed
as a function of the network structure. Finally, the last section concerns conclusions and
recommendations.
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Figure 1. Stress/strain curves of P20 alloy extracted from the Gleeble device for the five temperatures
(T) and six strain rates ( .

ε).

2. Artificial Neural Network Flow Law

As previously proposed by Pantalé et al. [15,16], the employed methodology involves
embedding the flow law, defined by a trained ANN, into the Abaqus code as a Fortran
subroutine. The ANN is trained using the experiments, as introduced in Section 1, to
compute the flow stress σ as a function of ε, .

ε and T. Following the training phase,
the ANN’s weights and biases are transcribed into a Fortran subroutine, which is then
compiled and linked with Abaqus libraries. This integration enables Abaqus to incorporate
the thermomechanical behavior by computing the flow stress and its derivatives (∂σ/∂ε,
∂σ/∂

.
ε, and ∂σ/∂T) essential for the radial-return algorithm within the FE code.

2.1. Artificial Neural Network Equations
2.1.1. Network Architecture

As illustrated in Figure 2, the ANN used for computing σ from ε, .
ε and T is a two

hidden layers network.
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Figure 2. Two hidden layers ANN architecture with 3 inputs (ε, .
ε and T) and 1 output (σ).

The input of the neural network is a three component vector noted −→x . Layer [k],
composed of n neurons, computes the weighted sum of the outputs

−→̂
y [k−1] of previous

layer [k− 1], composed of m neurons, according the equation:

−→y [k] = w[k] ·
−→̂
y [k−1] +

−→
b [k], (2)

where −→y [k] are the internal values of the neurons resulting the summation at the layer

level [k], w[k] is the weights matrix [n×m] linking layer [k] and layer [k− 1],
−→
b [k] is the bias

vector of layer [k] and
−→̂
y [k−1] is the output vector of layer [k− 1] result of the activation

function defined hereafter.
The number of learning parameters N for any layer [k] is the sum of the weights

and biases in that layer, expressed as N = n(m + 1). Following the summation operation
outlined in Equation (2), each hidden layer [k] produces an output vector

−→̂
y [k] computed

through an activation function f[k], as defined by the subsequent equation:

−→̂
y [k] = f[k](

−→y [k]). (3)

This process is repeated for each hidden layer of the ANN until we reach the output
layer where the formulation differ, so that the output s of the neural network is given by:

s = −→w T · −→̂y [2] + b, (4)

where −→w is the vector of the output weights of the ANN and b is the bias associated with
the output neuron. As usually done in a regression approach, there is no activation function
associated with the output neuron of the network (or some authors consider here a linear
activation function).

2.1.2. Activation Functions

At the heart of ANNs lies the concept of activation functions, pivotal elements that
determine how information is transformed within the neurons. Choosing activation func-
tions is a critical design decision, as these functions greatly influence the network’s capacity
to learn and represent complex patterns in data. The selection of activation functions is
guided by their distinct properties, including non-linearity, differentiability, and computa-
tional efficiency.

In regression ANNs, the choice of activation functions is typically driven by the need
to approximate continuous output values rather than class labels. Many studies have
been proposed concerning the right activation function to use depending on the physical
problem to solve, such as the reviews proposed by Dubey et al. [28] or Jagtap et al. [29].
The activation function is essential for introducing non-linearity into a neural network,
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allowing it to capture non-linear features. Without this non-linearity, the network would
behave like a linear regression model, as emphasized by Hornik et al. [18]. A number of
activation functions can be used in neural networks.

In our previous published work [15,16], we have mostly used the Sigmoid activation
function for the ANN flow laws. In the present paper, we are going to explore other
activation functions and their influence on the final results, up-to the implementation into
a FE software. Among the number of activation functions available in the literature, we
have selected the six ones reported in Figure 3.

Figure 3. Activation functions used in ANNs.

The Sigmoid activation function [30], also known as the logistic activation function, is
widely used in ANNs. It was originally developed in the field of logistic regression and
later adapted for use in neural networks. It maps any input to an output in the range [0, 1],
making it suitable for tasks where the network’s output needs to represent probabilities or
values between 0 and 1. The Sigmoid activation function f (x) and its derivative f ′(x) are
defined by:

f (x) =
1

1 + e−x and f ′(x) = f (x)· [1− f (x)]. (5)

This function has been widely used until the early 1990s. Its main advantage is that it is
bounded, while its main drawbacks are the problem of vanishing gradient, a non-centered
on zero output and saturation for large input values.

From the 1990s to 2000s, the hyperbolic tangent activation function has been intro-
duced and was preferred to the Sigmoid function for the training of ANNs. The hyperbolic
tangent function squashes the output within the range [−1,+1], and its formulation is
given by the following equations:

f (x) =
ex − e−x

ex + e−x and f ′(x) = 1− f (x)2. (6)

This function is useful when the network needs to model data with mean-centered
features, as it can capture both positive and negative correlations. The Tanh activation
function and the Sigmoid activation function are closely related in the sense that they both
introduce non-linearity and squash their inputs into bounded ranges. The evaluation of
this activation function requires more CPU time than the Sigmoid function, since we need
to compute two exponential functions (ex and e−x) to evaluate f (x).

ReLU is a classic function in classification ANNs due to its simplicity and compu-
tational efficiency, as it involves simple thresholding. It introduces non-linearity and is
computationally efficient. It outputs the input if it is positive and zero if it is negative:

f (x) = max(0, x) and f ′(x) =

{
1 x > 0
0 x ≤ 0

. (7)
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ReLU mitigates the vanishing gradient problem better than Sigmoid and Tanh, making
it suitable for deep networks. It often leads to faster convergence in training deep neural
networks. The vanishing gradient for all negative input is the major drawback of the
ReLU function.

The Softplus function [31] approximates the ReLU activation function smoothly. It is
defined as the primitive of the Sigmoid function and is written:

f (x) = log(1 + ex) and f ′(x) =
1

1 + e−x . (8)

Softplus activation function enhances a more gradual transition from zero than ReLU,
and can model positive and negative values. The main drawback is that its computational
efficiency is low, since we need to compute two exponential and one logarithmic functions
to evaluate f (x) and its derivative.

Swish [32] is a smooth and differentiable activation function defined as:

f (x) =
x

1 + e−x and f ′(x) = f (x) +
1− f (x)
1 + e−x . (9)

Swish demonstrates enhanced performance in certain network architectures, particu-
larly when employed as an activation function in deep learning models, and its simplicity
and similarity to ReLU facilitate straightforward substitution in neural networks by practi-
tioners. Even if the expression of the Swish function and its derivative seems more complex
that the Softplus function presented earlier, the CPU time is lower.

Looking at the shape of the ReLU and Swish functions, apart from those classic
activation functions already widely used in ANNs, we propose hereafter to add an extra
one, based on the exponential function and simply defined by:

f (x) = ex and f ′(x) = f (x). (10)

We found very few papers about the use of the exponential activation function in
ANNs, but it has been reported that in specific domains and mathematical modeling tasks,
exponential activations can be highly relevant and effective. The idea here is to use the
property so that the derivative expression is defined only by the function itself, as well as
for the Sigmoid and Tanh, but with the simplest formulation. This will reduce the CPU cost
since we need to compute both the function and its derivative for our implementation in
the FE code into a very CPU intensive subroutine, due to the explicit integration.

Of course, there is no limitation to the use of alternative activation functions in ANNs,
and there exist some much more complicated, such as the one proposed by Shen et al. [33],
which is a combination of a floor, an exponential and a step function. Those authors have
proven that a three hidden layer with this activation function can approximate any Hölder
continuous function with an exponential approximation rate.

In order to compare the different activation functions, all six activation functions
presented earlier will be used in the rest of this paper and efficiency, precision of the models
and computational cost will be analyzed.

2.1.3. Pre- and Post-Processing Architecture

As we are using activation functions that mitigate vanishing gradients for large values,
it is essential to normalize the three inputs and the output within the range of [0, 1] to
prevent ill-conditioning of the neural network. This range has been chosen because we
will use the Sigmoid activation function as one of the six proposed formulations, while this
later squashed the output to the lowest range [0, 1].

Concerning the inputs, the range ∆[ ] and minimum [ ]0 values of the input quantities
are very different according to the data presented in Section 1. In our case, the range and
minimum values of the strain are ∆ε = 0.7 and ε0 = 0, respectively. Concerning the strain
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rate ∆ .
ε = 4.999 s−1 and .

ε0 = 0.001 s−1 and concerning the temperature ∆T = 200 ◦C
and T0 = 1050 ◦C.

As introduced in Pantalé et al. [15], and with regard to considerations concerning the
influence of the strain rate over the evolution of the stress, we first substitute log( .

ε/ .
ε0)

for .
ε. Then, in a second time, we remap the inputs xi within the range [0, 1], so that the

input vector −→x is calculated from ε, .
ε and T using the following expressions:

−→x =





x1 = (ε− ε0)/∆ε

x2 = (log( .
ε/ .

ε0)− [log( .
ε/ .

ε0)]0)/∆[log( .
ε/ .

ε0)]

x3 = (T − T0)/∆T

, (11)

where [ ]0 and ∆[ ] are the minimum and range values of the corresponding field.
The flow stress σ enhances the same behavior with ∆σ = 153.7 MPa and σ0 = 0 MPa.

Therefore, we apply the same procedure as previously presented and the flow stress σ is
related to the output s according to the expression:

σ = ∆σ · s + σ0. (12)

2.1.4. Derivatives of the Neural Network

As presented in Section 1, in order to implement the ANN as a Fortran routine in
Abaqus, we need to compute the three derivatives of σ with respect to tε, .

ε and T. We can
compute those derivatives using differentiation of the output with respect to the inputs. As
illustrated in Figure 2, we are using here a two hidden layers neural network. Therefore, as
Equations (2)–(4) are used to compute −→y [k] and

−→̂
y [k] for each hidden layer and the output s

from the input vector −→x of the ANN, we can write the derivative −→s ′ of a two hidden
layers network as follows:

−→s ′ = wT
[1] ·

[(
wT

[2] ·
(−→w T ◦ f ′(−→y [2])

))
◦ f ′(−→y [1])

]
, (13)

where f ′(�) is the activation function’s derivative introduced by Equations (5)–(10) and ◦
is the Hadamard product (the so-called element-wise product). Because of the pre and post
processing of the values introduced in Section 2.1.3, the derivative of the flow stress σ with
respect to the inputs ε, .

ε and T is then given by:





∂σ/∂ε = s′1 · ∆σ/∆ε

∂σ/∂
.
ε = s′2 · ∆σ/( .

ε · ∆ .
ε)

∂σ/∂T = s′3 · ∆σ/∆T

, (14)

where s′i is one of the three components of the vector −→s ′ defined by Equation (13).
Finally, Equations (2)–(4), (11)–(14) and the requested activation function defined by

one of Equations (5)–(10) will be used to implement the ANN as a Fortran subroutine for
the Abaqus FE software, as it will be presented in Section 3.1.

2.2. Training of the ANN on Experimental Data

The Python program, developed with the dedicated library Tensorflow [34], utilized
the Adaptive Moment Estimation (ADAM) optimizer [35] and the Mean Square Error for
assessing the loss function during the training phase. With regard to our previous publica-
tions about ANN constitutive flow law [15], we have made the choice to arbitrarily fix some
hyper-parameters of the ANNs, so to use a two hidden layers ANN with 15 neurons for the
first hidden layer and 7 neurons for the second hidden layer. There is a total number of 180
trainable parameters to optimize. As we have three inputs and one output, we reference
each of the ANNs using the notation 3-15-7-1-act, where act refers the activation function
used for the model. All six models underwent parallel training for a consistent number of
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iterations (6000 iterations, lasting around 1 h), on a Dell PowerEdge R730 server running
Ubuntu 22.04 LTS 64-bit, equipped with 96 GB of RAM and 2 Intel Xeon CPU E5-2650
2.20 GHz processors.

Concerning the dataset used for the training of the ANN, as already introduced in the
previous sections, this dataset is composed of 21,030 quadruplets (ε, .

ε, T and σ) acquired
during the Gleeble experiments described in Section 1.2. A chunk of 75% of the dataset
is used for training while the rest is used for the test during the training of the ANN. All
details about this procedure can be found in Pantalé [36] where the interested reader can
download the source, data and results of this training program. Regarding the training
procedure, specifically the starting point, all models are initialized with precisely identical
weights and biases. However, due to different activation functions, the initial solution
varies from one model to another.

Error evaluation of the models uses the Mean Square Error (EMS), the Root Mean
Square Error (ERMS) and the Mean Absolute Relative Error (EMAR) given by the follow-
ing equations: 




EMS = 1
N ∑N

i=1
(
�e

i −�i
)2

ERMS(MPa) =
√

EMS

EMAR(%) = 1
N ∑N

i=1

∣∣∣�i−�e
i

�e
i

∣∣∣× 100
, (15)

where N is the total number of points for the computation of those errors, �i is the ith
output value of the ANN, and �e

i is the corresponding experimental value.
Figure 4 shows the evolution of the common logarithm of the Mean Square Error,

i.e., log10(EMS), of the output s of the ANN during the training, evaluated using only the
test data (25% of the dataset).

Figure 4. Global convergence of the six ANN models.

By examining this figure, we can assess and compare the convergence rates of various
ANNs, concluding that a stable state was more-or-less achieved for all analyzed ANNs
after 6000 iterations. As expected, the ReLU activation function gives the worst results with
a final value of EMS = 32× 10−6, mainly due to the low number of neurons and the fact
that this function is a piecewise linear function and not able to efficiently approximate the
nonlinear behavior of the material. The other five activation functions enhance more or
less the same behavior. The final value of the EMS is pretty much the same for all of them,
and around EMS = 12× 10−6. Table 2 reports the results of the training phase, the errors
reported in this Table are computed using the whole dataset (both train and test parts).
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Table 2. Comparison of the models’ error depending on the activation function used.

Activation CPU EMS
×10−6

ERMS
(MPa)

∆ERMS
(%) EMAR ∆EMAR ∆E Rank

Sigmoid 1:04 13.853 0.604 1.007 1.412 1.201 1.536 2
Tanh 1:03 12.890 0.621 1.035 1.634 1.390 1.748 5
ReLU 1:03 31.537 0.860 1.434 2.750 2.339 2.881 6

Softplus 1:04 13.968 0.600 / 1.617 1.375 1.724 4
Swish 1:04 12.434 0.619 1.417 0.720 1.205 1.546 3
Exp 1:03 12.843 0.688 1.147 1.176 / 1.362 1

From the data, it is evident that all models require approximately the same training
time to complete the specified number of iterations, with the complexity of activation
functions influencing this duration; notably, the training time is a bit greater for Swish
and Softplus functions compared to ReLU. We also reported in this table the real values of
the ERMS and EMAR concerning the flow stress σ using the whole experimental database.
From the latter, we can see that the ERMS is about 0.6 MPa for all activation functions
except the ReLU one, where the value is above 0.8 MPa. Concerning the EMAR, the value
of all models is around 1%, while it is more than 2% for the ReLU function. Of the six
activation functions, the Exponential function gives the best results in terms of solution
quality, while the ReLU function gives the worst, as reported by computing the global error

using the following expression ∆E =
√

E2
RMS + E2

MAR. But we must note that the results of
all models, except the ReLU one are very close at the end of the training stage, as illustrated
in Figure 4 and Table 2. Depending on when the train is stopped, a particular model may
yield the best performance due to the varying slopes of convergence among the models.

Figure 5 reports a comparison of the experimental stress acquired during the Gleeble
compression tests (reported as dots in Figure 5) and the predicted stress σ using the ANN
for the strain rate .

ε = 1 s−1.
From this observation, we can infer that all ANNs effectively replicate the experimental

results, except for the ReLU activation function. In the case of ReLU, as depicted in Figure 5,
the predicted flow stress exhibits a piecewise linear behavior.

Of the six activation functions introduced, as detailed in Section 2.1.2, the exponential
function stands out due to its unique features. The computation of the function and its
derivative in a single step necessitates only one evaluation of the exponential function, as
indicated by f ′(x) = f (x) in Equation (10). If we analyze the results reported in Table 2
and Figure 5 concerning the exponential activation function, we can see that this one has a
ERMS = 0.688 MPa, EMAR = 1.176% and the global behavior of the flow stress for .

ε = 1 s−1

is similar to the Sigmoid, Tanh, Swish or Softplus functions.
In terms of the global performance of the 3-15-7-1-exp ANN, Figure 6 reports the

comparison of the experimental data (dots) and the ANN flow stress for all strain rates and
temperatures defined in Section 1.2.

We can see that over the whole temperatures T and strain rates .
ε, the performance of

the model based on an exponential function is very good overall. This model will therefore
be retained for the remainder of the comparative study.

It is well known that artificial neural networks are able to interpolate data correctly
within their learning domain, but behave unsatisfactorily when we wish to evaluate results
outside the boundaries of this learning domain. The ANNs developed in this study follow
this general rule, but with different degrees of progress depending on the nature of the
activation function used. In order to test the extreme limits of the proposed networks,
Figure 7 shows the comparison of predicted values according to the nature of the network
for conditions globally outside the learning limits.
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Figure 5. Comparison of experimental (dots) and the flow stress σ predicted by the ANN (continuous
line) for .

ε = 1 s−1.

We selected the worst case, multiplied the strain range by 2 (up to ε = 1.4), multiplied
the strain rate by 2 ( .

ε = 10) and lowered the temperature to T = 1000 ◦C. Figure 7 shows
the evolution of the flow stress predicted by the six models. In Figure 7, top left, when
deformation alone is extended, we can see that all six models correctly predict the flow
stress evolution over the interval ε = [0, 0.7], whereas they diverge beyond a deformation
of ε = 0.7. The behavior of the different models is highly variable, and overall, only
the Sigmoid and Tanh models show a physically consistent trend. The model with an
exponential activation function behaves catastrophically outside the learning range, due to
the very nature of the exponential function. When deformation and temperature are out
of range (top right), behavior is consistent below ε = 0.7 and divergent beyond. Again,
only the Sigmoid and Tanh models show a physically consistent trend above ε = 0.7. When
strain and strain rate are out of range (bottom left in Figure 7), the behavior is consistent
below ε = 0.7, while diverging above ε = 0.7. The values given by the exponential model
are out of range for all strain values. Finally, when all inputs are out of range (bottom right),
the behavior is consistent and identical, except for the ReLU model below ε = 0.7. It is
divergent above ε = 0.7, and consistent only for the Sigmoid and Tanh models.
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Figure 6. Comparison of experimental (dots) and ANN predicted flow stresses (continuous line)
using the Exponential activation function.

We can therefore conclude from this extrapolation study that it is important to remain
as far as possible within the limits of the neural network’s learning domain if the results
are to be physically admissible. Furthermore, from these analyses, it appears that only the
Sigmoid and Tanh models are capable of physically admissible prediction of the flow stress
values outside the learning domain. This is due in particular to the double saturation of the
tanh and sigmoid functions, as illustrated in Figure 3, when the input values are outside
the usual limits.
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Figure 7. Comparison of the provided ANN results during an out of range computation.

3. Numerical Simulations Using the ANN Flow Law

Now that the flow stress models have been defined, trained and the results analyzed
in terms of their relative performance in reproducing the experimental behavior recorded
during compression tests on Gleeble, we will now numerically implement these models in
Abaqus as a user routine in Fortran in order to perform numerical simulations. Following
training, the optimized internal parameters of the ANNs are saved in HDF5 [37] files.
Subsequently, a Python program is responsible for reading these files and generating the
Fortran 77 subroutine for Abaqus.

The implementation of a user flow law in Abaqus FE code, specifically using the
Explicit version, involves programming the computation of the stress tensor σ1 based
on the stress tensor at the beginning of the increment σ0 and the strain increment ∆ε. A
predictor/corrector algorithm, such as the radial-return integration scheme [7], is typically
employed. For detailed implementations, Ming et al. [12] discusses the Safe Newton
integration scheme, and Liang et al. [13] focuses on an application related to the Arrhenius
flow law. During the corrector phase, the flow stress σ must be evaluated at the current
integration point as a function of ε, .

ε, and T. This process involves solving a non-linear
equation defining the plastic corrector expression and computing three derivatives of the
flow stress: ∂σ/∂ε, ∂σ/∂

.
ε, and ∂σ/∂T. Typically, the subroutine VUHARD in the Abaqus

explicit is responsible for computing these quantities, and its implementation depends on
the structure and activation functions of the ANN.

3.1. Numerical Implementation of the ANN Flow Law

In order to have a better understanding of the implementation of the VUHARD sub-
routine, we are going to detail the computation of the flow stress and the three derivatives
in one step as a function of the triplet of input values ε, .

ε, T. We suppose that the current
input is stored in a three components vector

−→
ξ T = [ε, log( .

ε/ .
ε0), T]. We also suppose that
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the minimum and range values of the inputs, used during the learning phase, are stored in
two vectors

−→
ξ 0 and ∆

−→
ξ , respectively.

• We first use Equation (11) to compute the vector −→x where all components of
−→
ξ will

be remapped within the range [0, 1]:

−→x =
(−→

ξ −−→ξ 0

)
� ∆
−→
ξ , (16)

where � is the Hadamard division operator.
• Conforming to Equation (2), we compute the vector:

−→y [1] = w[1] · −→x +
−→
b [1]. (17)

• Then, from Equation (3) and the expression of the activation function in the first layer
and defined by one of the Equations (5)–(10), we compute the vector:

−→̂
y [1] = f[1](

−→y [1]). (18)

• We repeat the process for the second layer, so that we compute the vectors:

−→y [2] = w[2] ·
−→̂
y [1] +

−→
b [2], (19)

and: −→̂
y [2] = f[2](

−→y [2]). (20)

• From Equations (4) and (12), we compute the flow stress σ using the following equa-
tion:

σ = ∆σ ·
(−→w T · −→̂y [2] + b

)
+ σ0. (21)

• Then, we can compute in a single step the three derivatives −→σ ′ from Equation (13)
with the following expression:

−→σ ′ = ∆σ ·wT
[1] ·

[(
wT

[2] ·
(−→w T ◦ f ′(−→y [2])

))
◦ f ′(−→y [1])

]
� ∆
−→
ξ

σ ′2 := σ ′2/ .
ε

, (22)

where the expression used for f ′() changes depending on the activation function used.

As an illustration the corresponding implementation using Python of those equa-
tions is proposed in Appendix A. A dedicated Python program is used to translate those
equations into a Fortran 77 subroutine. During the translation phase, all functions corre-
sponding to array operators, as matrix–matrix multiplications or element-wise operations,
are converted into unrolled loops (explicitly written), all values of the ANNs parameters
are explicitly written as data at the beginning of the subroutine, so that the a 3-15-7-1-exp
Fortran routine consist of more than 400 lines of code. A small extract of the corresponding
VUHARD subroutine is presented in Figure A2 in Appendix B. All full source files of the
six VUHARD subroutines is available in the Software Heritage Archive [36].

The Fortran subroutine is compiled with double precision directive using the Intel Fortran
14.0.2 compiler on a Ubuntu 22.04 server and linked to the main Abaqus explicit executable.

3.2. Numerical Simulations and Comparisons

To compare the influence of choosing different activation functions on the numerical
results using Abaqus explicit, we have made the choice to model the compression test
presented earlier in Section 1.2. We consider therefore a medium-carbon steel, type P20
cylinder in compression with the initial dimensions φ0 = 10 mm and h0 = 15 mm as
reported in Figure 8, where only the superior half part of cylinder is represented, as the
solution is symmetrical on either side of a cutting plane located halfway up the cylinder.
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Figure 8. Half axis-symmetric model for the numerical simulation of the compression of a cylinder.

At the end of the process, the height of the cylinder is h f = 9 mm, i.e., the top edge
displacement is d = 6 mm and the reduction is 40% of the total height. The displacement
is applied with a constant speed and the simulation time is fixed to t = 1 s, i.e., the strain
rate is in the range .

ε = [0.5, 1.0] s−1 at the center of the specimen. The mesh comprises
600 axis-symmetric thermomechanical quadrilateral finite elements (CAX4RT) featuring
four nodes and reduced integration. It includes 20 elements along the radial direction and
30 elements along the axis. The element size is 0.25× 0.25 mm2. Only reduced integration is
available in Abaqus explicit for an axis-symmetric structure. The anvils are modeled as two
rigid surfaces and a Coulomb friction law with µ = 0.15 is used. To reduce the computing
time, a global mass scaling with a value of Ms = 1000 is used. The initial temperature of the
material is set to T0 = 1150 ◦C, and we use an explicit adiabatic solver for the simulation
of the compression process. All simulations are performed using the 2022 version of the
Abaqus explicit solver on the same computer as the one used for the learning of the ANNs
in Section 2.2. Simulations are performed with the double precision version of the solver
without any parallelization directive to better compare the CPU times.

Figure 9 shows, at the end of the simulation (when the displacement of the top edge
is d = 6 mm), a comparison of the equivalent plastic strain εp contourplot for the six
activation functions.

From the latter, we can clearly see that all activation functions gives almost the exact
same results and the choice of any of the available ANN has no influence on the values and
isovalues contourplot reported in Figure 9.

Figure 10 shows a comparison of the von Mises equivalent stress σ contourplot.
In this figure, we can see that the solutions differ slightly both in terms of maximum

stress value and stress isovalues distribution.
In order to compare the different models quantitatively, Table 3 reports the values

of the plastic strain εp, the von Mises equivalent stress σ and the temperature T for the
element located at the center of the specimen at the end of the simulation.

Table 3. Comparison of quantitative results concerning the six activation functions analyzed.

Activation CPU (s) Ninc Ninc/s εp (MPa) σ T (◦C)

Sigmoid 574 1,092,001 1902 0.762 87.6 1164.3
Tanh 648 1,096,099 1691 0.761 88.3 1164.4
ReLU 460 1,082,453 2353 0.750 85.6 1163.9

Softplus 906 1,087,812 1200 0.753 87.4 1164.1
Swish 738 1,082,832 1467 0.753 86.6 1164.0
Exp 540 1,077,954 1996 0.757 85.6 1164.1
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   (Avg: 75%)  
   PEEQ  

   +0.000
   +6.667x10-2
   +1.333x10-1
   +2.000x10-1
   +2.667x10-1
   +3.333x10-1
   +4.000x10-1
   +4.667x10-1
   +5.333x10-1
   +6.000x10-1
   +6.667x10-1
   +7.333x10-1
   +8.000x10-1

Figure 9. Equivalent plastic strain ε contourplot for the six activation functions.

   (Avg: 75%)  
   S, Mises  

   +4.900x10+1
   +5.233x10+1
   +5.567x10+1
   +5.900x10+1
   +6.233x10+1
   +6.567x10+1
   +6.900x10+1
   +7.233x10+1
   +7.567x10+1
   +7.900x10+1
   +8.233x10+1
   +8.567x10+1
   +8.900x10+1

Figure 10. Von Mises equivalent stress σ contourplot for the six activation functions.
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From the values reported in this table, we can see that the models differ a little
concerning the equivalent stress (below 1%), the equivalent plastic strain (below 1%) and
the temperature (below 0.02%). It is important to note that one origin of the differences
between the models comes from the fact that in the end of the simulation, the plastic
strain εp is greater than 0.7, so the model has to extrapolate the yield stress with respect to
the data used for the training phase. This increases the discrepancy between the models,
since each extrapolates the results from the training domain differently with respect to its
internal formulation.

In Table 3, we also have reported the number of increments Ninc needed to complete
the simulation along with the total CPU time. We remark that the number of increment
varies from one activation function to another one, since the convergence of the model differ
because it takes into account the stress in the computation of the stable time increment.
From these two, we can calculate the number of increments performed per second and
propose a classification from the fastest to the slowest ANN, where ReLU is the fastest
(with 2353 iteration per second) and Softplus is the slowest (with 1200 iteration per second)
of the proposed models (two times slower than the ReLU one). Those results are directly
linked to the complexity of the expression of the activation function and its derivative
as introduced in Section 2.1.2. For example, we can note that a simulation using the
Sigmoid activation function requires 1,092,001 increments and the model contains 400 under
integrated CAX4RT elements; therefore, we will have 436,800,400 computations of the code
presented in Figure A3. From those results, we can note that, as expected, the Exp activation
function is very efficient in terms of CPU computation time (with 1996 iteration per second)
as it is just second after the very light ReLU function, but gives quite good results as
reported in Table 3, which is not the case for the ReLU function.

Figure 11 shows the evolution of the von Mises stress vs. displacement of the top edge
for the center of the cylinder for all activation functions.

Figure 11. Von Mises stress vs. displacement of the top edge of the cylinder for all activation functions.

From this later, we can see that all activation functions give almost the same results,
while the ReLU enhances a piecewise behavior due to its formulation and the low number
of neurons used for the ANN. This behavior has an influence on the precision of the
ANN flow law, and we suggest avoiding the use of the ReLU activation function in this
kind of application. Any other type of activation function give quite good results for this
application, while among them, the use of the Exp activation function gives accurate results
and minimum computation time for numerical applications.
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4. Conclusions and Major Remarks

In this paper, several ANN-based flow laws for thermomechanical simulation of
the behavior of a P20 medium-alloy steel have been identified. These six laws exhibit
distinctions solely in the choice of their activation functions, while maintaining a uniform
architectural framework characterized by consistent specifications regarding the quantity
of hidden layers and the number of neurons present on each of these hidden layers. In
addition to the five classic activation functions (Sigmoid, Tanh, ReLU, Softplus and Swift), in
this paper, we proposed the use of the Exp (exponential) function as an activation function,
although this is almost never used in neural network formulations. The expressions of
the activation functions and their derivatives were used in the neural network writing
formalism to calculate the derivatives of σ with respect to ε, .

ε and T.
Comparison of the ANNs results (in terms of flow stress σ) with experiments have

shown that all five activation functions, with the exception of the ReLU function, give very
good results, far superior to those obtained conventionally using formalisms based on
analytical flow laws from the literature, such as the Johnson–Cook, Arrhenius or Zerilli–
Armstrong models [14]. To improve the extrapolation ability of the models, it is recom-
mended to use the Sigmoid and Tanh activation functions. These functions can effectively
squash out of bounds values, giving the artificial neural network a more realistic behavior
beyond the training bounds.

Based on the equations describing the mathematical formulation of an ANN with
two hidden layers, and depending on the nature of these activation functions, we have
implemented these constitutive laws in the form of a Fortran 77 subroutine for Abaqus
explicit. The same approach can also be used to write a UHARD routine enabling the same
flow laws to be used in Abaqus standard.

Numerical results obtained from a compression test on a metal cylinder using the
Abaqus explicit code have shown that neural network behavior models give very satisfac-
tory results, in line with experimental tests. The Exp activation function, which is rarely
used in the formulation of artificial neural networks, showed very good results (in agree-
ment with more complex models such as Tanh), while enabling the code user to benefit
from the efficiency and ease of implementation of an exponential function. These results
are satisfactory insofar as the inputs remain entirely within the model’s learning domain,
since the extrapolation capabilities of the network based on the exponential function are
very limited. We then obtain results equivalent in terms of solution quality to sigmoid or
tanh-type formulations, while having computation times comparable to a ReLU function.

Overall, this study concludes by recommending the use of the sigmoid activation func-
tion for the development of flow laws, since it gives very good results in the identification
domain, allows us to leave the learning domain with a behavior that is certainly biased,
but physically admissible, and offers very good performance in terms of simulation time
when implemented in a finite element code. This study emphasizes the valuable impact of
neural network-derived flow laws for numerical finite element simulation executed with a
commercial FE code like Abaqus.
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Abbreviations
The following abbreviations are used in this manuscript:

ANN Artificial Neural Network
CAX4RT Abaqus 4 nodes axis-symmetric thermomechanical element
CPU Central processing unit
FE Finite Element
UHARD Abaqus standard user subroutine
VUHARD Abaqus explicit user subroutine

Appendix A. Python Code to Compute Stress and Derivatives

The implementation using Python of Equations (16) to (22) is proposed in Figure A1,
where the arguments of the function stressAndDerivatives are xi for the

−→
ξ vector, deps for .

ε,
Act for the activation function and dAct for its derivative.

1 de f s t r e s s A n dD e r i v a t i v e s ( x i , deps , Act , dAct ) :
2 x = ( x i - x i 0 ) / Dxi
3 y1 = w1 . dot ( x ) + b1
4 y f 1 = Act ( y1 )
5 y2 = w2 . dot ( y f 1 ) + b2
6 y f 2 = Act ( y2 )
7 S ig = Dsig ∗(w. dot ( y f 2 ) + b ) + s i g 0
8 dS ig = Dsig ∗ ( (w1 .T) . dot ( (w2 .T) . dot (w.T∗dAct ( y2 ) )∗ dAct ( y1 ) ) ) / Dxi
9 dS ig [ 1 ] = dSig [ 1 ] / deps

10 r e t u r n Sig , dS ig

Figure A1. Python function to compute the flow stress and the derivative vector.

The network architecture is defined by the numpy arrays w1, w2, w, b1, b2 and b, which
are global variables in the proposed piece of code. The other variables xi0, Dxi, sig0 and Dsig
correspond to the quantities

−→
ξ 0, ∆

−→
ξ , σ0 and ∆σ, respectively.

Line 2 in Figure A1 corresponds to Equation (16). Lines 3 and 4 correspond to
Equations (17) and (18) and concern the first hidden layer, while lines 5 and 6 correspond
to Equations (19) and (20) and concern the second hidden layer. Finally, line 7 computes the
flow stress σ conforming to Equation (21) and lines 8 and 9 compute the three derivatives
of the flow stress conforming to Equation (22). The stress Sig and the three derivatives array
dSig are returned as a tuple at line 10.

Appendix B. Fortran 77 Subroutines to Implement the ANN Flow Law

A portion of the Fortran 77 code defining the numerical implementation of the
VUHARD routine for Abaqus Explicit is presented in Figure A2. The complete source codes
for the flow laws corresponding to the six activation functions can be found in the Software
Heritage archive [36]. In Figure A2, the ‘...’ symbols denote a continuation of the code that
is not transcribed here due to space constraints in the figure for the sake of conciseness.

Depending on the kind of activation function used, some lines differ from one version
to the other one, such as the definitions of the activation functions (see line 16 in Figure A2)
and the expressions of the internal variables xa and xb (see lines 26 and 28 in Figure A2).

Figure A3 shows the declaration of the Sigmoid activation function and its derivative
as defined by Equation (5), while Figure A4 shows the same part of the code with the use
of the Softplus activation function as defined by Equation (8).
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1 s u b r o u t i n e vuhard ( . . . Heading o f VUHARD r o u t i n e . . . )
2 . . .
3 c Block o f Data
4 doub l e p r e c i s i o n w1(15 , 3)
5 data w1/ - 0.480648012140D0 , 1.20722861399D0 , - 0 .024459252119D0 ,
6 + -0.088911109397D0 ,
7 . . .
8 c P r e p r o c e s s i n g o f the v a r i a b l e s
9 xeps = ( eqps ( k ) - xmI ( 1 ) ) / x r I ( 1 )

10 xdeps = ( l o g ( eqpsRate ( k )/ xdeps0 ) - xmI ( 2 ) ) / x r I ( 2 )
11 xtemp = ( tempNew( k ) - xmI ( 3 ) ) / x r I ( 3 )
12 c Hidden l a y e r #1 ( y11 to y115 )
13 y11 = w1(1 ,1 )∗ xeps + w1(1 ,2 )∗ xdeps + w1(1 ,3 )∗ xtemp + b1 (1)
14 . . .
15 c e x p o n e n t i a l a c t i v a t i o n f u n c t i o n ( y f11 to y f115 )
16 y f11 = exp ( y11 )
17 . . .
18 c Hidden l a y e r #2 ( y21 to y27 )
19 y21 = w2(1 ,1 )∗ y f11 + w2(1 ,2 )∗ y f12 + w2(1 ,3 )∗ y f13
20 + +w2(1 ,4 )∗ y f14 + . . . + b2 (1 )
21 . . .
22 c e x p o n e n t i a l a c t i v a t i o n f u n c t i o n ( y f21 to y f27 )
23 y f21 = exp ( y21 )
24 . . .
25 c D e r i v a t i v e s terms ( xa1 to xa7 ) , ( xb1 to xb15 )
26 xa1 = w3(1)∗ y f21
27 . . .
28 xb1 = (w2(1 ,1 )∗ xa1 + w2(2 ,1 )∗ xa2 + w2(3 ,1 )∗ xa3
29 + +w2(4 ,1 )∗ xa4 + . . . + w2(7 ,1 )∗ xa7 )∗ y f11
30 . . .
31 c Outputs o f the s u b r o u t i n e
32 Y i e l d ( k ) = xrO ∗(w3(1)∗ y f21 + w3(2)∗ y f22
33 + +w3(3)∗ y f23 + . . . + b3 ) + xmO
34 dy i e l dDeqps ( k , 1 ) = xrO ∗(w1(1 ,1 )∗ xb1 + w1(2 ,1 )∗ xb2
35 + +w1(3 ,1 )∗ xb3 + . . . + w1(15 ,1 )∗ xb15 ) / x r I ( 1 )
36 dy i e l dDeqps ( k , 2 ) = xrO ∗(w1(1 ,2 )∗ xb1 + w1(2 ,2 )∗ xb2
37 + +w1(3 ,2 )∗ xb3 + . . . + w1(15 ,2 )∗ xb15 )/ ( x r I (2 )∗ eqpsRate ( k ) )
38 dy ie ldDtemp ( k ) = xrO ∗(w1(1 ,3 )∗ xb1 + w1(2 ,3 )∗ xb2
39 + +w1(3 ,3 )∗ xb3 + . . . + w1(15 ,3 )∗ xb15 ) / x r I ( 3 )
40 c Return from the VUHARD sub r o u t i n e
41 r e t u r n
42 end

Figure A2. Part of the VUHARD Fortran 77 subroutine for the ANN flow law and the exponential
activation function.

1 c s i gmo id a c t i v a t i o n f u n c t i o n ( y f11 to y f115 )
2 y f11 = 1/(1 + exp ( -y11 ) )
3 . . .
4 c D e r i v a t i v e s terms ( xa1 to xa7 ) , ( xb1 to xb15 )
5 xa1 = w3(1 )∗ ( y f21 ∗(1 - y f21 ) )
6 . . .
7 xb1 = (w2(1 ,1 )∗ xa1 + w2(2 ,1 )∗ xa2 + w2(3 ,1 )∗ xa3
8 + +w2(4 ,1 )∗ xa4 + . . . + w2(7 ,1 )∗ xa7 )∗ ( y f11 ∗(1 - y f11 ) )
9 . . .

Figure A3. Part of the VUHARD Fortran 77 subroutine with the Sigmoid activation function.
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1 c s o f t p l u s a c t i v a t i o n f u n c t i o n ( y f11 to y f115 )
2 y f11 = l og (1 + exp ( y11 ) )
3 . . .
4 c D e r i v a t i v e s terms ( xa1 to xa7 ) , ( xb1 to xb15 )
5 xa1 = w3(1 )∗ (1/ (1 + exp ( -y21 ) ) )
6 . . .
7 xb1 = (w2(1 ,1 )∗ xa1 + w2(2 ,1 )∗ xa2 + w2(3 ,1 )∗ xa3
8 + +w2(4 ,1 )∗ xa4 + . . . + w2(7 ,1 )∗ xa7 )∗ (1/(1 + exp ( -y11 ) ) )
9 . . .

Figure A4. Part of the VUHARD Fortran 77 subroutine with the Softplus activation function.

References
1. Abaqus. Reference Manual; Hibbitt, Karlsson and Sorensen Inc.: Providence, RI, USA, 1989.
2. Lin, Y.C.; Chen, M.S.; Zhang, J. Modeling of flow stress of 42CrMo steel under hot compression. Mater. Sci. Eng. A 2009,

499, 88–92. [CrossRef]
3. Bennett, C.J.; Leen, S.B.; Williams, E.J.; Shipway, P.H.; Hyde, T.H. A critical analysis of plastic flow behaviour in axisymmetric

isothermal and Gleeble compression testing. Comput. Mater. Sci. 2010, 50, 125–137. [CrossRef]
4. Kumar, V. Thermo-mechanical simulation using gleeble system-advantages and limitations. J. Metall. Mater. Sci. 2016, 58, 81–88.
5. Yu, D.J.; Xu, D.S.; Wang, H.; Zhao, Z.B.; Wei, G.Z.; Yang, R. Refining constitutive relation by integration of finite element

simulations and Gleeble experiments. J. Mater. Sci. Technol. 2019, 35, 1039–1043. [CrossRef]
6. Kolsky, H. An Investigation of the Mechanical Properties of Materials at very High Rates of Loading. Proc. Phys. Soc. Sect. B 1949,

62, 676–700. [CrossRef]
7. Ponthot, J.P. Unified Stress Update Algorithms for the Numerical Simulation of Large Deformation Elasto-Plastic and Elasto-

Viscoplastic Processes. Int. J. Plast. 2002, 18, 36. [CrossRef]
8. Johnson, G.R.; Cook, W.H. A Constitutive Model and Data for Metals Subjected to Large Strains, High Strain Rates and High

Temperatures. In Proceedings of the Proceedings 7th International Symposium on Ballistics, The Hague, The Netherlands, 19–21
April 1983; pp. 541–547.

9. Zerilli, F.J.; Armstrong, R.W. Dislocation-mechanics-based constitutive relations for material dynamics calculations. J. Appl. Phys.
1987, 61, 1816–1825. [CrossRef]

10. Jonas, J.; Sellars, C.; Tegart, W.M. Strength and structure under hot-working conditions. Metall. Rev. 1969, 14, 1–24. [CrossRef]
11. Gao, C.Y. FE Realization of a Thermo-Visco-Plastic Constitutive Model Using VUMAT in Abaqus/Explicit Program. In

Computational Mechanics; Springer: Berlin/Heidelberg, Germany, 2007; pp. 301–301.
12. Ming, L.; Pantalé, O. An Efficient and Robust VUMAT Implementation of Elastoplastic Constitutive Laws in Abaqus/Explicit

Finite Element Code. Mech. Ind. 2018, 19, 308. [CrossRef]
13. Liang, P.; Kong, N.; Zhang, J.; Li, H. A Modified Arrhenius-Type Constitutive Model and its Implementation by Means of the

Safe Version of Newton–Raphson Method. Steel Res. Int. 2022, 94, 2200443. [CrossRef]
14. Tize Mha, P.; Dhondapure, P.; Jahazi, M.; Tongne, A.; Pantalé, O. Interpolation and extrapolation performance measurement of

analytical and ANN-based flow laws for hot deformation behavior of medium carbon steel. Metals 2023, 13, 633. [CrossRef]
15. Pantalé, O.; Tize Mha, P.; Tongne, A. Efficient implementation of non-linear flow law using neural network into the Abaqus

Explicit FEM code. Finite Elem. Anal. Des. 2022, 198, 103647. [CrossRef]
16. Pantalé, O. Development and Implementation of an ANN Based Flow Law for Numerical Simulations of Thermo-Mechanical

Processes at High Temperatures in FEM Software. Algorithms 2023, 16, 56. [CrossRef]
17. Minsky, M.L.; Papert, S. Perceptrons; An Introduction to Computational Geometry; MIT Press: Cambridge, UK, 1969.
18. Hornik, K.; Stinchcombe, M.; White, H. Multilayer Feedforward Networks Are Universal Approximators. Neural Net. 1989,

2, 359–366. [CrossRef]
19. Gorji, M.B.; Mozaffar, M.; Heidenreich, J.N.; Cao, J.; Mohr, D. On the Potential of Recurrent Neural Networks for Modeling Path

Dependent Plasticity. J. Mech. Phys. Solids 2020, 143, 103972. [CrossRef]
20. Jamli, M.; Farid, N. The Sustainability of Neural Network Applications within Finite Element Analysis in Sheet Metal Forming:

A Review. Measurement 2019, 138, 446–460. [CrossRef]
21. Lin, Y.; Zhang, J.; Zhong, J. Application of Neural Networks to Predict the Elevated Temperature Flow Behavior of a Low Alloy

Steel. Comput. Mater. Sci. 2008, 43, 752–758. [CrossRef]
22. Stoffel, M.; Bamer, F.; Markert, B. Artificial Neural Networks and Intelligent Finite Elements in Non-Linear Structural Mechanics.

Thin-Walled Struct. 2018, 131, 102–106. [CrossRef]
23. Stoffel, M.; Bamer, F.; Markert, B. Neural Network Based Constitutive Modeling of Nonlinear Viscoplastic Structural Response.

Mech. Res. Commun. 2019, 95, 85–88. [CrossRef]
24. Ali, U.; Muhammad, W.; Brahme, A.; Skiba, O.; Inal, K. Application of Artificial Neural Networks in Micromechanics for

Polycrystalline Metals. Int. J. Plast. 2019, 120, 205–219. [CrossRef]

220



Algorithms 2023, 16, 537

25. Wang, T.; Chen, Y.; Ouyang, B.; Zhou, X.; Hu, J.; Le, Q. Artificial neural network modified constitutive descriptions for hot
deformation and kinetic models for dynamic recrystallization of novel AZE311 and AZX311 alloys. Mater. Sci. Eng. A 2021,
816, 141259. [CrossRef]

26. Cheng, P.; Wang, D.; Zhou, J.; Zuo, S.; Zhang, P. Comparison of the Warm Deformation Constitutive Model of GH4169 Alloy
Based on Neural Network and the Arrhenius Model. Metals 2022, 12, 1429. [CrossRef]

27. Churyumov, A.Y.; Kazakova, A.A. Prediction of True Stress at Hot Deformation of High Manganese Steel by Artificial Neural
Network Modeling. Materials 2023, 16, 1083. [CrossRef] [PubMed]

28. Dubey, S.R.; Singh, S.K.; Chaudhuri, B.B. Activation functions in deep learning: A comprehensive survey and benchmark.
Neurocomputing 2022, 503, 92–108. [CrossRef]

29. Jagtap, A.D.; Karniadakis, G.E. How important are activation functions in regression and classification? A survey, performance
comparison, and future directions. J. Mach. Learn. Model. Comput. 2023, 4, 21–75. [CrossRef]

30. Han, J.; Moraga, C. The influence of the sigmoid function parameters on the speed of backpropagation learning. In From Natural
to Artificial Neural Computation; Mira, J., Sandoval, F., Eds.; Springer: Berlin/Heidelberg, Germany, 1995; pp. 195–201.

31. Dugas, C.; Bengio, Y.; Bélisle, F.; Nadeau, C.; Garcia, R. Incorporating Second-Order Functional Knowledge for Better Option
Pricing. In Advances in Neural Information Processing Systems; Leen, T., Dietterich, T., Tresp, V., Eds.; MIT Press: Cambridge, UK,
2000; Volume 13.

32. Ramachandran, P.; Zoph, B.; Le, Q.V. Searching for Activation Functions. arXiv 2018, arXiv:1710.05941
33. Shen, Z.; Yang, H.; Zhang, S. Neural network approximation: Three hidden layers are enough. Neural Net. 2021, 141, 160–173.

[CrossRef]
34. Abadi, M.; Agarwal, A.; Barham, P.; Brevdo, E.; Chen, Z.; Citro, C.; Corrado, G.S. TensorFlow: Large-Scale Machine Learning on

Heterogeneous Systems. 2015. Software. Available online: tensorflow.org (accessed on 5 July 2023).
35. Kingma, D.P.; Lei, J. Adam: A Method for Stochastic Optimization. arXiv 2014, arXiv:1412.6980.
36. Pantalé, O. Comparing Activation Functions in Machine Learning for Finite Element Simulations in Thermomechanical

Forming: Software Source Files. Software Heritage. 2023. Available online: https://archive.softwareheritage.org/swh:1:dir:
b418ca8e27d05941c826b78a3d8a13b07989baf6 (accessed on 15 November 2023).

37. Koranne, S. Hierarchical data format 5: HDF5. In Handbook of Open Source Tools; Springer: Berlin/Heidelberg, Germany, 2011;
pp. 191–200.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

221



Citation: Muñoz-Zavala, A.E.;

Macías-Díaz, J.E.; Alba-Cuellar, D.;

Guerrero-Díaz-de-León, J.A. A

Literature Review on Some Trends in

Artificial Neural Networks for

Modeling and Simulation with Time

Series. Algorithms 2024, 17, 76.

https://doi.org/10.3390/a17020076

Academic Editors: Nuno Fachada

and Nuno David

Received: 15 December 2023

Revised: 18 January 2024

Accepted: 2 February 2024

Published: 7 February 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

algorithms

Review

A Literature Review on Some Trends in Artificial Neural
Networks for Modeling and Simulation with Time Series
Angel E. Muñoz-Zavala 1, Jorge E. Macías-Díaz 2,3,*, Daniel Alba-Cuéllar 4 and José A. Guerrero-Díaz-de-León 1

1 Departamento de Estadística, Universidad Autónoma de Aguascalientes, Aguascalientes 20100, Mexico;
aemz@correo.uaa.mx (A.E.M.-Z.); antonio.guerrero@edu.uaa.mx (J.A.G.-D.-d.-L.)

2 Department of Mathematics and Didactics of Mathematics, Tallinn University, 10120 Tallinn, Estonia
3 Departamento de Matemáticas y Física, Universidad Autónoma de Aguascalientes,

Aguascalientes 20131, Mexico
4 Instituto Nacional de Estadística y Geografía, Aguascalientes 20276, Mexico; daniel.alba@inegi.org.mx
* Correspondence: jorge.macias_diaz@tlu.ee or jemacias@correo.uaa.mx

Abstract: This paper reviews the application of artificial neural network (ANN) models to time series
prediction tasks. We begin by briefly introducing some basic concepts and terms related to time series
analysis, and by outlining some of the most popular ANN architectures considered in the literature
for time series forecasting purposes: feedforward neural networks, radial basis function networks,
recurrent neural networks, and self-organizing maps. We analyze the strengths and weaknesses of
these architectures in the context of time series modeling. We then summarize some recent time
series ANN modeling applications found in the literature, focusing mainly on the previously outlined
architectures. In our opinion, these summarized techniques constitute a representative sample of the
research and development efforts made in this field. We aim to provide the general reader with a
good perspective on how ANNs have been employed for time series modeling and forecasting tasks.
Finally, we comment on possible new research directions in this area.

Keywords: time series forecasting; artificial neural network architectures; machine learning;
dynamical systems; time series statistical modeling techniques

1. Introduction

Predictions can have great importance on various topics, like birthrates, unemploy-
ment rates, school enrollments, the number of detected influenza cases, rainfall, individual
blood pressure, etc. For example, predictions can guide people, organizations, and govern-
ments to choose the best options or strategies to achieve their goals or solve their problems.
Another example of the application of predictions can be found in the consumption of
electrical energy to guarantee the optimal operating conditions of an energy network that
supplies electrical energy to its customers [1–5]. A time series is a set of records about a
phenomenon that is ordered equidistantly with respect to time; this is also called a forecast.
Time series are used in a wide variety of areas, including science, technology, economics,
health, the environment, etc. [6]. Initially, statistical models were used to forecast the
future values of the time series. These models are based on historical values of the time
series to extract information about patterns (trend, seasonality, cycle, etc.) that allow the
extrapolation of the behavior of the time series [1].

We can identify in the literature two main classes of methodologies for time series analysis:

• Parametric statistical models. Among the traditional parametric modeling tech-
niques, we have the autoregressive integrated moving average (ARIMA) linear mod-
els [7]. The 1970s and 1980s were dominated by linear regression models [8].

• Nonparametric statistical models. Some of these techniques include the following:
self-exciting threshold autoregressive (SETAR) models [9], which are a nonlinear
extension to the parametric autoregressive linear models; autoregressive conditional

Algorithms 2024, 17, 76. https://doi.org/10.3390/a17020076 https://www.mdpi.com/journal/algorithms222



Algorithms 2024, 17, 76

heteroskedasticity (ARCH) models [10], which assume that the variance of the current
error term or innovation depends on the sizes of previous error terms; and bilinear
models [11], which are similar to ARIMA models, but include nonlinear interactions
between AR and MA terms.

The main difference between both classes is that the parametric model has a fixed
number of parameters, while the nonparametric model increases the number of parameters
with the amount of training data [12].

Although nonlinear parametric models represent an advance over linear approaches,
they are still limited because an explicit relational function must be hypothesized for
the available time series data. In general, fitting a nonlinear parametric model to a time
series is a complex task since there is a wide possible set of nonlinear patterns. However,
technological advancements have allowed researchers to consider more flexible modeling
techniques, such as support vector machines (SVMs) adapted to regression [13], artificial
neural networks (ANNs), and wavelet methods [14].

McCulloch and Pitts [15] and Rosenblatt [16] established the mathematical and con-
ceptual foundations of ANNs, but these nonparametric models really took off in the late
1980s, when computers were powerful enough to allow people to program simulations of
very complex situations observed in real life, generated by simple and easy-to-understand
stochastic algorithms that nevertheless demanded intensive computing power. ANNs
belong to this class of simulations since they are capable of modeling brain activity in
classification and pattern recognition problems. It was demonstrated that ANNs are a good
alternative to time series forecasting. In 1987, Lapedes and Farber [17] reported the first
approach to modeling nonlinear time series with an ANN. ANNs are an attractive and
promising alternative for several reasons:

• ANNs are data-driven methods. They use historical data to build a system that can
give the desired result [18].

• ANNs are flexible and self-adaptive. It is not necessary to make many prior assump-
tions about the data generation process for the problem under study [18].

• ANNs are able to generalize (robustly). They can accurately infer the invisible part of
a population even if there is noise in the sample data [19].

• ANNs can approximate any continuous linear or nonlinear function with the desired
accuracy [20].

The aim of this review is to provide the general reader with a good perspective
on how ANNs have been employed to model and forecast time series data. Through
this exposition, we explore the reasons why ANNs have not been widely adopted by
the statistical community as standard time series analysis tools. Time series modeling,
specifically in the field of macroeconomics, is limited almost exclusively to methodologies
and techniques typical of the linear model paradigm, ignoring completely machine learning
and artificial neural network techniques, which have effectively produced time series
forecasts that are more accurate in comparison to what linear modeling has to offer. This
paper (a) introduces ANNs to readers familiar with traditional time series techniques
who want to explore more flexible and accurate modeling alternatives, and (b) illustrates
recent techniques involving several ANN architectures chiefly employed with the goal of
improving time series prediction accuracy.

The rest of this document is organized as follows: Section 2 introduces basic time series
analysis concepts. In Section 3, we outline some of the most popular ANN architectures
considered in the state-of-the-art for time series forecasting; we also analyze the strengths
and weaknesses of these architectures in the context of time series modeling. In Section 4,
we provide a brief survey on relevant time series ANN modeling techniques, discussing
and summarizing recent research and implementations. Section 5 provides a discussion on
the application of ANN in time series forecasting. Finally, in Section 6, we discuss possible
new research directions in the application of ANN for time series forecasting.
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2. Basic Principles and Concepts in Time Series Analysis

In this section, we define, more or less formally, what a time series is (Section 2.1);
then, we discuss how a time series forecast can be analyzed as a functional approximation
problem (Section 2.2). This approach will enable us to construct mathematical models
aimed at predicting future time series values. We close this section by briefly describing
what an ARIMA model is, how ARIMA models are employed for time series predictions,
and why they are popular among statisticians and practitioners (Section 2.3).

2.1. What Is a Time Series?

A time series can be represented as a sequence of scalar (or vector) values y1, y2, . . ., yn
corresponding to contiguous, equally spaced points in time labeled t = 1, 2, . . . , n (e.g., we
could measure one yt value each second, or each hour, or each week, or each month, etc.,
depending on the nature of the process, on the available technology to measure and store data,
and on how we plan to use the collected data); this labeling convention does not depend on
the frequency at which yt values are sampled from a real-world process.

Nowadays, time series have an impact in various fields. For example, they occur daily
in economics, where currency quotes are recorded in time periods of minutes, hours, or days.
Governments publish unemployment, inflation, or investment figures monthly. Educational
institutions maintain annual records of school enrolment, dropout rates, or graduation
rates [21]. Recently, international health organizations published the number of people
who were infected by or deceased due to the COVID-19 pandemic daily. Several industries
record the number of failures that occur per shift in production lines to determine the
quality of their processes.

Time series forecasting involves several problems that complicate the task of gen-
erating an accurate prediction; for example, missing values, noise, capture errors, etc.
Therefore, the challenge is to isolate useful information from the time series, eliminating
the aforementioned problems to achieve a forecast [22].

2.2. Time Series Modeling

As mentioned above, time series analysis focuses on modeling a phenomenon y from
time t backwards {yt, yt−1, yt−2, ldots}, with the objective of forecasting the following
values of y up to a prediction horizon s. For predicting yt+s, one can assume a functional
model f based on the historical records yt, yt−1, yt−2, . . ., yt−d+1:

yt+s = f (yt, yt−1, yt−2, . . . , yt−d+1) (1)

Equation (1) is a function approximation problem, and it can be solved by applying
the following steps (see [23]):

1. Functional model f : Suppose a function f that represents the dependence of yt related
to yt−1, yt−2, . . . , yt−d+1;

2. Training phase: For each past value ytk , train f using as inputs the values ytk−1,ytk−2
and . . .,ytk−d+1, and as target ytk ;

3. Predict value ŷt+1: Apply the trained functional model f to predict yt+1 from yt, yt−1,
yt−2, . . ., yt−d+1.

The training phase step should be repeated until all predictions ŷtk+1 are close enough
to their corresponding target values ytk+1. If the functional model f is properly trained, it
will produce accurate forecasts, ŷt+1 ≈ yt+1. The above steps can be applied to forecast any
horizon s, replacing ytk with ytk+s as the target. The three-step procedure presented above
is known as an autoregressive (AR) model.
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2.3. ARIMA Time Series Modeling

In 1970, Box and Jenkins [7] popularized the autoregressive integrated moving average
(ARIMA) model, which is based on the general autoregressive integrated moving average
(ARMA) model described by Whittle [24].

yt =
p

∑
i=1

φiyt−i +
q

∑
j=1

θjwt−j + wt (2)

In Equation (2), the first term represents the autoregressive (AR) part, and the second
term represents the moving average (MA) part. The wk terms represent white noise.
Typically, wk are assumed to be random variables that come from a normal distribution
N(0, σ2

w). The parameters φi and θj are estimated from the historical values of the time
series. We can estimate wt at time tk as ŵtk = ytk − ŷtk .

The ARIMA model is an improvement on the ARMA model for dealing with non-
stationary time series with trends. The SARIMA model is an extension of the ARIMA
model for dealing with data with seasonal patterns; for more information, please consult
Shumway and Stoffer [21].

Models from the ARIMA family suppose that the time series is generated from linear,
time-invariant processes; this assumption is not valid for many situations. Neverthe-
less, up to now, the ARIMA model and its variants have continued to be very popular;
for instance, they are used by most official statistical agencies around the world as an
essential part of their modeling strategy when working with macroeconomic or ecolog-
ical/environmental temporal data. The popularity of ARIMA modeling stems from the
following facts:

1. Linear modeling is always at the forefront of the literature;
2. Linear models are easy to learn and implement;
3. Interpretation of results coming from linear models relies on well-defined, well-

developed, standardized, mechanized procedures with solid theoretical foundations
(e.g., there are established procedures that help us build confidence intervals asso-
ciated with point forecasts, founded on statistical and probabilistic theory centered
around the normal distribution).

On the other hand, when phenomena require the investigation of alternative nonlinear
time series models, it is useful to consider the following comment by George E. P. Box:

Since all models are wrong, the scientist cannot obtain a “correct” one by excessive
elaboration; on the contrary, following William of Occam, he should seek an economical
description of natural phenomena. Just as the ability to devise simple but evocative models
is the signature of the great scientist, so over-elaboration and over-parametrization is often
the mark of mediocrity.

(Box [25], 1976)

Occam’s razor (a principle also known as parsimony) is often used to avoid the
danger of overfitting the training data, that is, to choose a model that perfectly fits the
time series data but is very complex and hence often does not generalize well. Time series
analysis sometimes follows this principle in that many ARIMA or SARIMA models perform
increasingly worse as the number of historical values used to forecast yt+1 increases [26].

3. Popular ANN Architectures Employed for Time Series Forecasting Purposes

As mentioned previously in Section 1, artificial neural networks (ANNs) belong to the
class of nonlinear, nonparametric models; they can be applied to several pattern recognition,
classification, and regression problems. An ANN is a set of mathematical functions inspired
by the flow of electrical and chemical information within real biological neural networks.
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Biological neural networks are made up of special cells called neurons. Each neuron within
the biological network is connected to other neurons through dendrites and axons (neurons
transmit electrical impulses through their axons to the dendrites of other neurons; the
connections between axons and dendrites are called synapses). An ANN consists of a set
of interconnected artificial neurons. Figure 1 shows a graphical representation of a set of
neurons interconnected by arrows, which helps us see how information is processed within
an ANN.

Figure 1. Single hidden layer feedforward neural network.

In this section, we are going to briefly describe the basic aspects of some popular ANN
architectures commonly employed for time series forecasting: feedforward neural networks
(FFNNs), radial basis function networks (RBFNs), recurrent neural networks (RNNs), and self-
organizing maps (SOMs). As we advance in our discussion of FFNNs, occasionally we will
encounter some specific concepts needed to transform an FFNN into a time series forecasting
model; most of these additional concepts are also applicable to the remaining ANN architectures
considered in this section. Comments in Sections 3.2, 3.4, and 3.5 are based on material found
in an online course prepared by Bullinaria [27]. In turn, this online material is based on the
following textbooks: Beale and Jackson [28], Bishop [29], Callan [30], Fausett [31], Gurney [32],
Ham and Kostanic [33], Haykin [34], and Hertz [35].

3.1. Feedforward Neural Networks
3.1.1. Basic Model

Also known in the state of the art by the name of multilayer perceptron (MLP),
a feedforward neural network (FFNN), is an ANN architecture where information flows in
one direction only, from one layer to the next. Typically, an FFNN is composed of an input
layer, one or more hidden layers, and an output layer. In each hidden layer and the output
layer, there are neurons (nodes) that are usually connected to all the neurons in the next
layer. Figure 1 shows a single FFNN hidden layer with inputs x1, x2, . . . , xd and output ŷ.

In the structure shown in Figure 1, information is transmitted from left to right; the
inputs x1, x2, . . ., xd are transformed into the output ŷ. In the context of time series
modeling, focusing on the AR model, FFNN inputs x1, x2, . . ., xd correspond to time series
values yt, yt−1, yt−2, . . ., yt−d+1, while FFNN output ŷ typically corresponds to a prediction
value ŷt+1, which attempts to approximate future time series value yt+1 (see Section 2.2).

Each arrow in the FFNN structure in Figure 1 represents a weight w for the input
value x that enters on the left of the arrow, and exits on the right side with the value w · x.
The input layer is formed by the independent variables x1, x2, . . ., xd and a constant value
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known as the intercept. For each neuron, all its inputs are summed, and then this sum Σ is
transformed by applying a nonlinear activation function σ. One of the most-used activation

functions in ANNs is the logistic (sigmoid) function σ(s) =
1

1 + e−s . The hyperbolic

tangent is another frequently used activation function σ(s) =
e2s − 1
e2s + 1

. The functionality of

each neuron in the hidden layer h (h = 1, 2, . . . , q) is described by

σ

(
d

∑
i=0

wi,h · xi

)
, (3)

where each wi,h represents the weight that corresponds to the arrow that connects the input
node xi with the neuron h. In Figure 1, the output layer contains only one neuron; this is
the number of output units needed if we are interested in predicting a single scalar time
series value, but we can employ more output units if we need multiple prediction horizons
(scalar or vector). Neurons in an output layer have identical functionality to those in hidden
layers, although output neurons sometimes employ the identity function I(z) = z as an
activation function (especially for time series forecasting tasks). It is also possible, however,
to use as an activation function for output units the same sigmoidal activation functions
employed by hidden units (i.e., logistic or hyperbolic tangent). It is even possible to employ
different activation functions for units in the same layer. The output layer functionality for
our FFNN, depicted in Figure 1, assuming an identity activation function, is described by

ŷ = w0,1 +
q

∑
h=1

wh,1 · σ
(

d

∑
i=0

wi,h · xi

)
, (4)

3.1.2. FFNN Training

In summary, the ANN has a set of parameters that must be set to determine how the
input data are processed and the output generated: weights and biases. The weights are
related to the control of the connection between two neurons. The weight value determines
the magnitude and direction of the impact of a given input on the output. Biases can be
defined as the constant that is added to the product of features and weights. It helps models
change the activation function to the positive or negative side [36].

FFNNs are trained, or “taught”, with the help of supervised machine learning algo-
rithms. Backpropagation (BP) is probably the most popular machine learning algorithm
employed to train FFNN models. Next, we describe briefly how BP works. The idea is to
adjust all weights and biases in the FFNN model so that, in principle, they minimize some
fitting criterion E; for example, the mean squared error:

E =
1
n

n

∑
p=1

(
y(p) − ŷ(p)

)2
, (5)

where n is the number of example input patterns available for training our model, y(p) is the
target (desired value) for the pth example input pattern, and ŷ(p) is the FFNN output also
for the pth example input pattern, p = 1, 2, . . . , n. FFNN weights are adjusted according to

the backpropagation rule: ∆w = −η
∂E(~W)

∂w
, where meta-parameter η is a small positive

number called “learning rate”, ~W is a vector containing all FFNN weights, and w is a
single FFNN weight (i.e., w can be any single component of ~W). Basically, the BP algorithm
consists of the following steps:

1. Initialize ~W randomly;
2. Repeat (a) and (b) until E(~W) is below a given threshold T or a pre-established

maximum number of iterations M has been reached:
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(a) ~Wold ← ~W;

(b) Update all network weights: w← w +

[
−η

∂E(~Wold)

∂w

]
;

3. Return ~W.

From this algorithm outline, we see that BP starts from a random point ~W0 in search
space W and looks for the global minimum of the error surface E(~W), say ~W∗, by taking
small steps, each towards a direction opposite to the derivative (gradient) of the multivariate
error function E, evaluated at the current location in the search space W where BP has
advanced so far. If E(~W) is smooth enough, BP will descend monotonically when moving
from one step to the next; this is why BP is said to be a stochastic gradient descent procedure.

In summary, the goal of BP is to iteratively adjust ~W, applying the gradient descent
technique, so that the output of the FFNN is close enough to the target values in the training
data [29]. For convex error surfaces, BP would do a nice job; unfortunately, E(~W) often
contains local minima, and in such situations, BP can easily become stuck into one of
those minima. A heuristic approach to facing this issue is to run BP several times, keeping
all FFNN settings fixed (e.g., set of training data, number of inputs d, number of hidden
neurons q, and BP meta-parameters).

Another important issue we face when training FFNNs with BP is that of overfitting.
This condition occurs when a model adapts too well to the local stochastic structure of
(noisy) training examples but produces poor predictions for inputs not in the training
examples. If we strictly aim for E(~W) global minimum, then we focus only on interpolating
exactly all training data examples. In most situations, however, we would like to use our
FFNN model for predicting, as accurately as possible, y values corresponding to unseen
(although fairly similar to training examples) inputs x1, x2, . . . , xd, i.e., we would like our
FFNN model to have small prediction error (prediction error can be measured much like
training error E using, for example, the mean squared error once the unseen future values
become available). Note that the true prediction error cannot be measured simultaneously
with the training error during the BP process, but we can estimate the former if we reserve
some training examples as if they were future inputs (see Section 3.1.5).

From all of this, we conclude that reaching E(~W) global minimum, in fact, should not
be our main objective when training an FFNN for prediction purposes; we should instead
employ heuristic techniques in order to improve the prediction (generalization) ability of
our FFNN model. A simple heuristic approach is to use early stopping, so that BP becomes
close, but not too close, to the global minimum E(~W). Another possibility is to employ
regularization. In this technique, we would incorporate, for instance, the term ~WT · ~W to
our error function E(~W) and run BP as usual. This would force BP to produce a smoother,
non-oscillating output ŷ, thereby reducing the risk of over-fitting. Regularization penalizes
FFNN models with large weights w and establishes a balance between bias and variance
for the output ŷ.

3.1.3. Time Series Training Examples for FFNNs

The above description of FFNN training is very general, and thus, many questions
arise. Specifically, when we attempt to teach an FFNN how to forecast future time series
values, we face an obvious question: how do we arrange our available time series values
into a set of training examples so that we are able to use BP or some other supervised
machine learning algorithm? Suppose that we have N time series values y1, y2, . . . , yN at
our disposal to train our FFNN model and we want to produce one-step-ahead forecasts.
According to the autoregressive approach, the inputs to the FFNN model are the time series
values yt, yt−1, . . . , yt−d+1, while the time series value yt+1 is the target value. From our
available time series data, we see that t can take values d, d + 1, . . . , N − 1. Thus, a very
simple way to build a training dataset for FFNN models intended to produce one-step-
ahead univariate time series forecasts consists of rearranging available time series values
y1, y2, . . . , yN in a rectangular array (see Table 1), where we fixed the number of inputs
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in our FFNN model to d = 12, so the first twelve columns contain values for predictor
variables yt−11, yt−10, . . . , yt and the right column contains values for the (target) response
variable yt+1. Each row in Table 1 represents an example of training that can be applied in
conjunction with a supervised machine learning algorithm, such as BP.

Table 1. Training dataset for one-step-ahead FFNN time series models.

Example yt−11 yt−10 · · · yt yt+1

1 y1 y2 · · · y12 y13
2 y2 y3 · · · y13 y14
3 y3 y4 · · · y15 y16
...

...
... · · · ...

...
N − 12 yN−12 yN−11 · · · yN−1 yN

3.1.4. FFNN Time Series Predictions

Now, suppose we want to predict still unavailable time series values yN+1, yN+2, . . .,
yN+k using an FFNN model trained with the examples in Table 1 and designed to produce
one-step-ahead forecasts. How do we achieve this task? To generate predicted values
ŷN+1, ŷN+2, . . . , ŷN+k, first, we estimate ŷN+1 using values yN−11, yN−10, . . . , yN as inputs
to our FFNN model. Next, we predict ŷN+2 using the values yN−10, yN−9, . . . , yN , ŷN+1 as
inputs. Note that the most recently calculated model forecast is used as one of the inputs.
To predict ŷN+3, the two most recently calculated forecasts are used as two of the model
inputs. This iterative process continues until the forecast value ŷN+k is obtained.

3.1.5. Cross-Validation

Cross-validation (CV) is a statistical technique for estimating the prediction (or fore-
casting) accuracy of any model using only available training examples. CV can be helpful
when deciding which model to select from a list of properly trained models; we would
of course select the model that exhibits the smallest prediction error, as estimated by the
CV procedure. CV can also serve as a training framework for ANNs; in fact, CV is of-
ten regarded as an integral part of the FFNN model construction process. In general,
when training FFNNs for prediction purposes, CV is employed to fine-tune FFNN meta-
parameters (such as d, the number of input nodes, and q, the number of hidden units),
aiming at reducing over-fitting risk and at the same time improving generalization ability
(i.e., prediction accuracy). The idea here is to regard a combination of meta-parameters,
say (d = 12, q = 3), as a unique FFNN model. Following this idea, we would apply
CV, for example, to each element in the combination set {(d, q)|d = 3, 6, 12; q = 2, 3, 4, 5},
generating an estimated CV prediction error for each one of the 12 possible combinations.
We would finally keep the combination (i.e., FFNN model) that generates the smallest CV
prediction error. So, how does CV work? Typically, we randomly split our set of available
training examples into two complementary sets: one set, containing approximately 80%
of all training examples, is used exclusively for training the considered model, while the
other set, containing the remaining 20% of all training examples, is used exclusively for
measuring prediction accuracy by comparing target values and their corresponding model
outputs via an error function similar to that employed in BP to quantify training error,
e.g., mean squared error. The former of these two complementary sets is obviously called
the training set and the latter is called the validation set. The 80% and 20% sizes are just a
rule of thumb, and other sizes for these two sets could be chosen. So, we use the training
set to obtain a fully trained FFNN model via BP, for example, and then feed to this trained
FFNN model the input values contained in the examples from the validation set, thus
obtaining outputs that are compared against their corresponding target values from the
validation set, producing a prediction error measure, PEM. This is the basic CV iteration.
We repeat many times the basic CV iteration (random generation computation) in order
to generate many PEM measures, and finally, we average all generated PEMs. This final
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average would be the estimated prediction error produced by the CV procedure. As we
can see, this is a procedure that makes intensive use of available computational resources
but produces robust results. We can combine CV with regularization for even better results.
For more information about CV, early stopping, regularization, and other techniques to
improve FFNN performance, see Bishop [29].

It is important to keep in mind that to obtain valid results from the CV procedure, we
must make sure that our training data examples are independent and come from the same
population. Unfortunately, the condition of independence does not hold with time series
data, as chronologically ordered observations are almost always serially correlated in time
(one exception is white noise). To our knowledge, there is not currently a standard way
of performing CV for time series data, but two useful CV procedures that deal with the
issue of serial dependence in temporal data can be found in Arlot, Celisse, et al. [37,38].
Essentially, the modified CV procedure proposed by Arlot, Celisse, et al. [37] chooses
the training and validation sets in such a way that the effects of serial correlation are
minimized, while [38] proposes a procedure called forward validation, which exclusively
uses the most recent training examples as validation data. CV error produced by the
forward validation procedure would be a good approximation to unknown prediction error
since the short-term future behavior of a time series tends to be similar to that of its most
recently recorded observations.

3.1.6. FFNN Ensembles for Time Series Forecasting

FFNN models can be trained with stochastic optimization algorithms like BP, PSO,
GA, etc. Because of this, FFNN models for time series prediction produce forecasts ŷt that
depend on the result of the optimization that is being carried out. That is, the optimization
process conditions the random variable ŷt. The above is true even when the optimization
process always has the same initial conditions (the same training dataset and the same
initial parameters). This stochastic prediction property of FFNN models, combined with
their conceptual simplicity and their ease of training and implementation (relative to other
ANN architectures), allows us to easily construct, from a fixed set of training examples, n
independent FFNN models, collectively known as an FFNN ensemble. This FFNN ensem-
ble model constructed produces, for a fixed time point t, a set of individual predictions
{ŷs,t|s = 1, . . . , n} in response to a single input pattern. Such individual predictions can
then be combined in some way, e.g., by averaging, to produce an aggregate prediction that
is hopefully more robust, stable, and accurate when compared against their individual
counterparts. This basic averaging technique is similar to that found in Makridakis and
Winkler [39]. It is important to emphasize here that prediction errors from individual
ensemble components need to be independent, i.e., non-correlated or at least only weakly
correlated, in order to guarantee a decreasing total ensemble error with an increasing num-
ber of ensemble members. FFNN ensemble models in particular fulfill this precondition,
given the stochastic nature of their individual outputs. Additionally, all individual pre-
dictions could be used to estimate prediction intervals since the distribution of individual
forecasts already contains valuable information about the model uncertainty and robust-
ness. Barrow and Crone [40] average the individual predictions from several FFNN models
that are generated during a cross-validation process, thus constructing an FFNN ensemble
model aimed at producing robust time series forecasts. They compare their proposed
strategy (called “crogging”) against conventional FFNN ensembles and individual FFNN
models. They conclude that their crogging strategy produces the most accurate forecasts.
From this, it could be argued that FFNN ensembles whose individual components are
trained with different sets of training examples (all coming from the same population) have
superior performance with respect to conventional FFNN ensembles whose individual
components are all trained with a single fixed set of training examples. Another recent
work related to ANN ensembles consists of a comparative study by Lahmiri [41] in which
four types of ANN ensembles are compared when using them for predicting stock market
returns. The compared ensembles are as follows: an FFNN ensemble, an RNN ensemble,
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an RBFN ensemble, and a NARX ensemble. The results in this particular study confirm
that any ensemble of ANNs performs better than single ANNs. It was also found in this
case that the RBFN ensemble produced the best performance. Finally, also note that the
Bayesian learning framework involves the construction of FFNN ensembles (also known as
committees in the literature).

3.2. Radial Basis Function Networks

Radial basis function networks (RBFNs) are based on function approximation theory.
RBFNs were first formulated by Broomhead and Lowe [42]. We outlined in Section 3.1 how
FFNNs with sigmoid activation functions (one hidden layer) can approximate functions.
RBFNs are slightly different from FFNNs, but they are also capable of universal approxi-
mation [43]. In principle, FFNNs arise from the need to classify data points (clustering),
while RBFNs rely on the idea of interpolating data points (similarity analysis). An RBFN
has a three-layer structure, similar to the structure of an FFNN. The difference lies in the
implementation of a Gaussian function instead of a sigmoid activation function in the
hidden layer of the RBFN for every neuron. These Gaussian functions are also called
radial basis functions, because their output value depends only on the distance between the
function’s argument and a fixed center.

In order to understand the training process of an RBFN, let us recap the concept of
exact interpolation, mentioned earlier in Section 3.1.2. Given a multidimensional space D,
the exact interpolation of a set of N data points requires that the dimensional input vectors
~x(p) = 〈x(p)

1 , . . . , x(p)
D 〉 will be mapped to the corresponding target output t(p) ∀p = 1, . . . , N.

The objective is to propose a function f (x) such that f (~x(p)) = t(p). The naïve radial basis
function method uses a set of basis functions N of the form φ(‖~x−~x(p)‖), where φ(·) is a
nonlinear function. A linear combination of the basis functions f (~x) = ∑N

p=1 wpφ(‖~x−~x(p)‖)
can be obtained as a result of the mapping, for which it is required to find the “weights” wp
such that the function passes through the data points. The most famous and recommended
basis function is the Gaussian function:

φ(r) = exp
(
− r2

2σ2

)
(6)

with width parameter σ > 0. Figure 2 shows an RBFN under this naïve approach. Please
observe that, in this architecture, the N input patterns {~x(p), p = 1, . . . , N} determine the
input to the hidden layer weights directly.

Figure 2. Radial basis function network under the naïve radial basis function approach.
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There are problems with the exact interpolation (naïve radial basis function) approach.
First, when the data are noisy, it is not desirable for the network outputs to pass through
all data points because the resulting function could be highly oscillatory and would not
provide adequate generalization. Second, if the training dataset is very large, the RBFN
will not be computationally efficient to evaluate if we employ one basis function for every
training data point.

3.3. How Do We Improve Radial Basis Function Networks?

The RBFN can be improved by the following strategies when applying exact
interpolation [42]:

1. The number of basis functions M must be much smaller than the number of data
points N, (M < N);

2. Determine the centers of the basic functions using a training algorithm; they should
not be defined as training data input vectors;

3. The basis functions should have a different width parameter σ, which could be solved
by a training algorithm;

4. To compensate for the difference between the mean value of all basis functions and
the corresponding mean value of the targets, bias parameters can be used in the linear
sum of activations in the output layer.

Notwithstanding the above, proposing the ideal value for M is an open problem.
By applying the cross-validation technique discussed in Section 3.1.5, a feasible value M
could be obtained by comparing results for a range of different values.

So, how do we find the parameters of an RBFN? The input to hidden “weights” (i.e.,
radial basis function parameters {µij, σj} for i = 1, . . . , D; j = 1, . . . , M) can be trained using
unsupervised learning techniques, such as fixed training data points selected at random
and k-means clustering of training data. Supervised learning techniques can also be used,
albeit with a higher computational cost. Then, the input-to-hidden “weights” are preserved
at a constant while the hidden-to-output “weights” are learned. These weights can be easily
found by solving a system of linear equations because this second training stage has only
one layer of weights {wjk}, k = 1, . . . , O and O linear output activation functions. For more
information on RBFN training, please refer to Bishop [29] and Haykin [34].

RBFNs, applied to time series prediction tasks, require inputs of the same form as those
used by FFNNs; for instance, we would rearrange our time series data as shown in Table 1
in order to teach an RBFN how to predict one-step-ahead scalar time series values. Recent
research on RBFN modeling applied to time series prediction can be found, for instance,
in the work of Chang [44], where RBFN models are used to produce short-term forecasts
for wind power generation. Other recent examples include the following: in Sermpinis,
Theofilatos, Karathanasopoulos, Georgopoulos, and Dunis [45], RBFN-PSO hybrid models
are employed for financial time series prediction; Yin, Zou, and Xu [46] use RBFN models
to predict tidal waves on Canada’s west coast; Niu and Wang [47] employ gradient-descent-
trained RBFNs for financial time series forecasting; Mai, Chung, Wu, and Huang [48] use
RBFNs to forecast electric load in office buildings; and Zhu, Cao, and Zhu [49] employ
RBFNs to predict traffic flow at some street intersections.

3.4. Recurrent Neural Networks

The main characteristic of a recurrent neural network (RNN) is that it has at least one
feedback connection, where the output of the previous step is fed as input to the current
step. This recurrent connection system makes RNNs ideal for sequential or time series data,
“remembering” past information. Another distinctive feature of an RNN is that each layer
shares the same weight parameter. RNNs are not easy to train, but very accurate forecasts
for time series can be obtained when trained correctly. There are several RNN architectures;
however, they all have the following characteristics in common:

1. RNNs contain a subsystem similar to a static FFNN;

232



Algorithms 2024, 17, 76

2. RNNs can take advantage of the nonlinear mapping abilities of an FFNN, with an
added memory capacity for past information.

RNN’s learning can be performed by using the gradient descent method, similar to
how it is used in the BP algorithm. Specifically, RNNs can be trained by using an algorithm
called backpropagation through time (BPTT). BPTT trains the network by computing errors
from the output layer to the input layer, but unlike BP, it adds errors at each time step
because it shares parameters at each layer.

A basic RNN architecture, called the Elman network [50], has the inputs of the next
time step together with its hidden unit activations that feed back on the network. Figure 3a
shows the Elman network architecture. It is observed that it is necessary to discretize the
time and update the activations step by step. In real neurons, this could correspond to the
time scale on which they operate, and for artificial neurons, it could be any time step size
related to the prediction to be made. In particular, for time series modeling applications,
it seems like a natural choice to make the time-step size in an RNN equal to the time
separation between any two consecutive time series values. A delay unit is introduced,
which simply delays the signal/activation until the next time step. This delay unit can be
regarded as a short-term memory unit. Suppose the vectors ~x(t) and~y(t) are the inputs and
outputs, ~WIH , ~WHH , and ~WHO are the three connection weight matrices, and f and g are the
output and hidden unit activation functions of an Elman network; then, the operation of
the said RNN can be described as a dynamic system characterized by the pair of nonlinear
matrix equations:

~h(t) = f
(
~WIH~x(t) + ~WHH~h(t− 1)

)
State transition

~y(t) = g
(
~WHO~h(t)

)
Output equation

(7)

Figure 3. Two simple types of recurrent neural networks. Each rectangle contains input units, artificial
neurons or delay/memory units; their outputs being indicated by vector quantities ~x(t), ~y(t),~h(t),
etc. A solid arrow connecting two rectangles represents the full set of connection weights among all
involved units, which are encoded as matrices ~WIH and ~WHO. Dashed arrows represent one-to-one
connections between involved units; this means ~Id (identity matrix) and ~WHH are diagonal matrices.

In a dynamical system, its state can be represented as a set of values that recapitulates
all the information from the past about the system. The hidden unit activations~h(t) define
the state of the dynamical system. Elman networks are useful in modeling chaotic time
series, which are more closely related to chaos theory and dynamical systems. For further
information on chaotic time series, see Sprott [51]. Some recent applications of Elman
networks in time series forecasting can be found in Ardalani-Farsa and Zolfaghari [52],
Chandra and Zhang [53], and Zhao, Zhu, Wang, and Liu [54].
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Another simple recurrent neural network architecture, similar to an Elman network, is
the Jordan network [55]. In this type of recurrent network, it is the output of the network
itself that feeds back into the network along with the inputs of the next time step (see
Figure 3b). Jordan networks show dynamical properties and are useful for modeling
chaotic time series and nonlinear auto regressive moving average (NARMA) processes.
Some examples of models based on the Jordan neural network architecture and applied to
time series forecasting can be found in Tabuse, Kinouchi, and Hagiwara [56], Song [57] and
Song [58].

Another variant of RNN, called nonlinear autoregressive modeling with exogenous inputs
(NARX), has feedback connections that enclose several layers of the network, which can be
used by including present and lagged values of k exogenous variables x(1), x(2), . . ., x(k).
The full performance of the NARX neural network is obtained using its memory capacity [59].

There are two different architectures of NARX neural network model:

• Open-loop. Also known as the series-parallel architecture, in this NARX variant,
the present and past values of xt and the true past values of the time series yt are used
to predict the future value of the time series yt+1.

• Close-loop. Also known as the parallel architecture, in this NARX variant, the present
and past values of xt and the past predicted values of the time series ŷt are used to
predict the future value of the time series yt+1.

3.5. Self-Organizing Maps

Self-organizing maps (SOMs) learn to form their classifications of the training data
without external help. To achieve this, in SOMs, it is assumed that membership in each
class is determined by input patterns that share similar characteristics and that the network
will be able to identify such features in a wide range of input patterns. A particular class
of unsupervised systems is based on competitive learning, where output neurons must
compete with each other to activate, but under the condition that only one is activated
at a time, called a winner-takes-all neuron. To apply this competition, negative feedback
pathways must be used, which are lateral inhibitory connections between neurons. As a
result, neurons must organize themselves.

The main objective of an SOM is to convert, in a topologically ordered manner, an in-
coming multidimensional signal into a discrete one- or two-dimensional map. This is like a
nonlinear generalization of principal component analysis (PCA).

3.5.1. Essential Characteristics and Training of an SOM

An SOM is organized as follows: we have points ~x in the input space that are mapped
to points I(~x) in the output space. There is a set of points ~x living in the input space, and we
suppose that there is a function to assign ~x to points I(~x) in the output space. In turn, there
is another function to assign to each point I in the output space a corresponding point ~w(I)
in the input space (see Figure 4).

Figure 4. Organization of an SOM.
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Kohonen networks [60] are a particular and important kind of SOM. The proposed
network has a feedforward structure with a single computational layer, where the neurons
are arranged in rows and columns. Nodes in the input layer connect to each of the neurons
in the computational layer (see Figure 5).

Figure 5. Kohonen network.

dj(~x) =
D

∑
i=1

(xi − wji)
2 (8)

The self-organization process consists of the following components:

1. Initialization. At first, the connection weights are set to small random values.
2. Competition. For a D dimensionality input space , ~x = 〈x1, . . . , xD〉 represents the

input patterns and ~wj = 〈wj1, . . . , wjD〉 represents the connection weights between
the input units xi and the neuron j in the computational layer; j = 1, . . . , N, where N
is the total number of neurons. The difference ~x between ~wj for each neuron can be
calculated as the Euclidean distance squared, which will represent the discriminant
function d(~x).
The neuron with the lowest discriminant function d(~x) is declared the winner-takes-all
neuron. Competition between neurons allows mapping the continuous input space to
the discrete output space.

3. Cooperation. In neurobiological studies, it was observed that, within a set of excited
neurons, there can be lateral interaction. When a neuron is activated, the neurons
in its surroundings tend to become more excited than those further away. A sim-
ilar topological neighborhood that decays with distance exists for neurons in an
SOM. Let Sij be the lateral distance between any pair of neurons i and j, then
Tj,I(~x) = exp(−S2

j,I( vecx)/2σ2) defines our topological neighborhood, where I(~x) is
the index of the winner-takes-all neuron. A special quality of the SOM is that the
size of the neighborhood σ should decrease over time. An exponential reduction is a
commonly used time dependence: σ(t) = σ0 exp(−t/τσ).

4. Adaptation. SOM has an adaptive (learning) process through which the feature map
between inputs and outputs is formed through the self-organization of the latter. Due
to the topographic neighborhood, when the weights of the winner-takes-all neuron
are updated, the weights of its neighbors are also updated, although to a lesser extent.
To update the weight, we define ∆wji = η(t) · Tj,I(~x)(t) · (xi − wji), in which we have
a time-dependent learning rate t η(t) = η0exp(−t/τη). These updates are applied to
all training patterns ~x for various periods. The goal of each learning weight update is
to move the weight vectors ~wj of the winner-takes-all neuron and its neighbors closer
to the input vector ~x.

When the SOM training algorithm has converged, important statistical properties
of the feature map are displayed. As shown in Figure 4, the set of weight vectors {~wj}
in the output space integrates the feature map Φ, which provides an approximation to
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the input space. Derived from the above, Φ represents the statistical variations in the
input distribution: the largest domains of the output space are allocated to sample training
vectors~x with high probability of occurrence, which are drawn from the regions in the input
space; the opposite is the case for training vectors with low probability. In other words,
a properly trained self-organizing map is able to choose the best features to approximate the
underlying distribution of the input space. For further details on SOM statistical properties,
please refer to Haykin [34].

3.5.2. Application of Self-Organizing Maps to Time Series Forecasting

If SOMs are mainly employed to solve unsupervised classification problems, how can
they be applied to time series forecasting tasks, which in essence are, as we saw in Section 2.2,
function approximation (regression) problems? A simple approach to the univariate time
series case is as follows: as training examples for our SOM model, we can use vectors of
the form ~x = 〈yt+1, yt, yt−1, . . . , yt−d+1〉, where the first component corresponds to the one-
step-ahead target output in our basic FFNN model discussed in Section 3.1. The rest of
the components in ~x correspond to the autoregressive inputs also employed by our FFNN
model. Thus, any single row in Table 1, which corresponds to a training example for FFNN
models, also serves as a training example for SOM models. The computational layer in our
SOM model for univariate time series consists of a one-dimensional lattice of neurons. When
forecasting, our SOM model utilizes all of the components from input vector ~x, except for
the first, in a competition process among all neurons in the computational layer, just as
described in Section 3.5.1. The winning neuron I(~x) determines our one-step-ahead forecast
value ŷt+1 by simply extracting the first component from weight vector ~wI(~x) associated to
winning neuron I(~x), i.e., ŷt+1 = wI(~x),1. Thus, the number of neurons in the computational
layer determines how many possible discrete values can assume our one-step-ahead forecast
value ŷt+1. One disadvantage to this simple approach is the large prediction error due to the
step-like output of our SOM model trying to approximate a “smooth” time series. SOMs
may require too many neurons if we want to reduce their associated prediction error. This
alternative, however, would be accompanied by a prohibitively high computational cost.
A more sensible solution to this problem would be using RBFNs in conjunction with SOMs:
first, we train a univariate time series SOM model just as described above; then, the resulting
SOM weights {~wj}, which define mapping Φ, are used to directly build an RBFN with N
Gaussian basis functions and one output unit. SOM weights wj,1 would be used as RBFN
hidden-to-output weights, while the remaining components in vector ~wj would play the role
of the RBF center for the jth hidden unit. No further RBFN training is required, although we
still need to determine the σj parameters for each radial basis function in the network; refer
to Section 3.2 for more details on RBFNs. Thus, a reduction in prediction error is achieved,
at least in places where there are not extreme values in the time series. In these particular
locations where extreme values occur, prediction errors are still high for both SOM and
SOM–RBFN models. For more details, see Barreto [61], where a comprehensive survey on
SOMs applied to time series prediction can also be found. Relatively recent work on model
refinements based on the classical SOM and applied to time series prediction can be found in
Burguillo [62] and Valero, Aparicio, Senabre, Ortiz, Sancho, and Gabaldon [63]. In Section 4.4,
we summarize the work of Simon, Lendasse, Cottrell, Fort, Verleysen, et al. [64], where a
double SOM model is proposed to generate long-term time series trend predictions.

3.5.3. Comparison between FFNN and SOM Models Applied to Time Series Prediction

An SOM-based model adapted to time series prediction basically performs local
function approximation, i.e., acts on localized regions of the input space. On the other
hand, FFNNs are global models, making use of highly distributed representations of the
input space. This contrast between global and local models implies that FFNN weights are
difficult to interpret in the context of time series modeling. Essentially, FFNNs are black
boxes that produce forecasts in response to certain stimuli. The components of a weight
vector associated to each neuron in an SOM model fitted to a univariate time series can
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have a clearer meaning to the user, given the local nature of the model. Specifically, they can
be viewed as the mean values for lagged versions of response variable y when we expect a
one-step-ahead future value close to the first component on such a weight vector [61].

3.5.4. SOM Models Combined with Autoregressive Models

Another possible approach involving the application of SOM models to time series
prediction tasks is a direct extension of the procedure described in Section 3.5.2. We can
build a hybrid two-stage predictor based on SOM and autoregressive (AR) models. In the
first stage, we train an SOM model so as to produce discrete one-step-ahead time series
forecasts.This SOM model is then employed to split the available set of training examples
into N clusters, one for each SOM neuron, by simply presenting training example ~x to
trained SOM and assigning a cluster label to ~x based on the winning neuron. In the second
stage, a local linear AR model is fitted to each cluster defined in the first stage. Now,
this fully trained hybrid model can be employed to produce a one-step-ahead forecast
for any future input ~x f : first, we determine to which cluster ~x f belongs, by using our
trained first-stage SOM model; then, we use the corresponding AR model to produce the
desired forecast. This basic approach is similar in spirit to local function linearization (it
seems like a sensible strategy to assume that, locally, a real continuous function can be
reasonably approximated by a simpler linear function) and can be extended in many ways;
for instance, FFNN (or RBFN, or even RNN) ensembles could replace local AR models in
the second stage. Although, this would result in a more complex model, requiring extensive
computational resources for its construction. AR parameters can be quickly computed,
although statistical training on the modeler’s side is required (specifically, the modeler
must be familiarized with the Box–Jenkins statistical technique). This SOM–AR approach
will work well if each data cluster contains enough consecutive time series observations
to adequately train an AR model; otherwise, an ANN alternative for the second stage
would be preferable. If all goes well, two-stage SOM–AR models will enable users to make
plausible statistical inferences about the relative importance of lagged time series values at
a local level. Confidence intervals can additionally be computed for each one-step-ahead
forecast produced by the SOM–AR model, giving a statistical quantification of forecast
uncertainty. Yadav and Srinivasan [65] propose a specific SOM–AR model implementation
for predicting electricity demand in Britain and Wales, while Dablemont, Simon, Lendasse,
Ruttiens, Blayo, and Verleysen [66] combine an SOM clustering model with local RBFNs
to forecast financial data; Cherif, Cardot, and Boné [67] propose an SOM–RNN model to
forecast chaotic time series, and Nourani, Baghanam, Adamowski, and Gebremichael [68]
propose a sophisticated SOM–FFNN model to forecast rainfall on multi-step-ahead time
scales using precipitation satellite data.

3.6. BP Problems in the Context of Time Series Modeling

We have seen in Section 3.1.2 that BP training presents several challenges that must be
overcome: over-fitting, convergence to a local minimum, and convergence problems slow
convergence speed (η must be small to improve BP convergence properties at the expense
of BP processing speed).

3.6.1. Vanishing and Exploding Gradient Problems

One of the main problems encountered when training recurrent neural networks or
deep neural networks (FFNNs with many hidden layers) with BP is the vanishing gradient
problem. When the gradients become very small relative to the parameters, it can cause
the weights in the initial layers not to change noticeably; this is known as the vanishing
gradient problem [69]. This problem is commonly attributed to the architecture of the
neural network, certain activation functions (sigmoid or hyperbolic tangent), and small
initial values of the weights. The exploding gradient problem appears when the weights
are greater than 1 and the gradient continues to increase, causing the gradient descent to
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diverge. Unlike the vanishing gradient problem, the exploding gradient problem is directly
related to the weights in the neural network [69].

For instance, a generic recurrent network has hidden states h1, h2, . . . , inputs u1, u2, . . . ,
and outputs x1, x2, . . . . Let it be parametrized by θ, so that the system evolves as

(ht, xt) = F(ht−1, ut, θ) (9)

Often, the output xt is a function of ht, as some xt = G(ht). The vanishing gradient
problem already presents itself clearly when xt = ht, so we simplify our notation to the
special case with

xt = F(xt−1, ut, θ) (10)

Now, take its differential:

dxt = ∇θ F(xt−1, ut, θ)dθ +∇xF(xt−1, ut, θ)dxt−1

dxt−k = ∇θ F(xt−k−1, ut−k, θ)dθ +∇xF(xt−k−1, ut−k, θ)dxt−k−1

dxt = (∇θ F(xt−1, ut, θ) +∇xF(xt−1, ut, θ)∇θ F(xt−2, ut−1, θ) + · · · )dθ

(11)

Training the network requires us to define a loss function to be minimized. Let it be
L(xT , u1, ..., uT), then minimizing it by gradient descent gives

dL = ∇xL(xT , u1, ..., uT)(∇θ F(xt−1, ut, θ) +∇xF(xt−1, ut, θ)∇θ F(xt−2, ut−1, θ) + · · · )dθ (12)

∆θ = −η · [∇xL(xT)(∇θ F(xt−1, ut, θ) +∇xF(xt−1, ut, θ)∇θ F(xt−2, ut−1, θ) + · · · )]T (13)

where η is the learning rate. The vanishing/exploding gradient problem appears because
there are repeated multiplications of the form

∇xF(xt−1, ut, θ)∇xF(xt−2, ut−1, θ)∇xF(xt−3, ut−2, θ) · · · (14)

Specifically, the vanishing gradient problem arises when the neural network adds
multiple layers with activation functions whose gradients approach zero. Since each layer
contributes to the product of the activation functions and the layer weights, if the number
of layers increases, the product quickly turns small [70].

The explosive gradient problem arises when the network weights are multiplied by
the activation functions, and as a result, we have a product with values greater than one,
causing the values of the gradients to be large [70].

3.6.2. Alternatives to the BP Problems

Attempts have been made to overcome these issues in the context of time series
forecasting. See, for example, Hu, Wu, Chen, and Dou [71] and Nunnari [72]. Below is a
brief outline of the main alternatives.

Batch normalization. Ioffe and Szegedy [73] described an internal covariate shift as the
effect of inputs with a corresponding distribution in each layer of a neural network, which
is caused by the randomness that exists in the initialization of parameters and in the input
data during the training process. They proposed to address the problem by normalizing
the layer inputs, recentering and rescaling them, and applying the normalization to each
training mini-batch. Batch normalization relaxes the care of parameter initialization, allows
the application of much higher learning rates, and, in certain cases, eliminates the need for
dropout to mitigate overfitting. Although batch normalization has been proposed to handle
gradient explosion or vanishing problems, recently, Yang, Pennington, Rao, Sohl-Dickstein,
and Schoenholz [74] showed that, at the initialization time, a deep batch norm network
suffers from gradient explosion.
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Gradient clipping. In 2013, Pascanu, Mikolov, and Bengio [70] assumed that a cliff-
like structure appears on the error surface when gradients explode, and as a solution,
they proposed clipping the norm of the exploded gradients. Furthermore, to solve the
vanishing gradient problem, they use a regularization term to force the Jacobian matrices to
preserve the norm only in relevant directions, keeping the error signal alive while it travels
backwards in time.

Backpropagation through time (BPTT). This famous technique was proposed by
Werbos [75] in 1990. If the computational graph of an RNN is expanded (unrolled RNN),
it is basically an FFNN with the innovative characteristic that, throughout the unrolled
RNN, the same parameters are repeated and these appear in each period. Then, the chain
rule can be applied to propagate the gradients backward through the unrolled RNN, as
would be performed in any FFNN. It should be considered that, in this unrolled RNN,
for each parameter, the gradient with respect to itself must be added at all places where the
parameter occurs. In summary, BPTT can be explained as using BP to RNN on sequential
data, e.g., a time series [75].

The BPTT algorithm can be described as follows:

• Introduce a time-step sequence of input and output pairs to the network.
• Unroll the network.
• For each time step, calculate and accumulate errors.
• Roll-up the network.
• Update weights.
• Repeat.

Long short-term memory (LSTM). In 1997, Hochreiter and Schmidhuber [76] intro-
duced an RNN along with an appropriate gradient-based learning algorithm. Its goal is
to introduce a short-term memory for RNN that can last for thousands of time steps, that
is, a “long short-term memory”. The main feature of LSTM is its memory cell made up of
three “gates”: the input gate, output gate, and forget gate [77]. The flow of information is
regulated by gates inside and outside the cell. First, the forget gate assigns a previous state
a value between 0 and 1, compared to a current input. Then, it chooses what information
to keep from a previous state. A value of 0 means deleting the information, and a value
of 1 means keeping it. By applying the same system as the forget gate, the gateway deter-
mines the new information that will be stored in the current state. Finally, the output gate
controls which pieces of information in the current state are generated by considering the
previous and current states and assigning a value from 0 to 1 to the information. The LSTM
network maintains useful long-term dependencies, generating relevant information about
the current state.

The goal of LSTM is to create an additional module in an ANN that can learn when to
forget irrelevant information and when to remember relevant information [77]. Calin [78]
shows that RNNs using LSTM diminish the vanishing gradient problem but do not solve
the exploding gradient problem.

Reducing complexity. The vanishing gradient problem can be mitigated by reducing
the complexity of the ANN. By reducing the number of layers and/or the number of neu-
rons in each layer, a reduction in the complexity of the network can be achieved, affecting
the tunability of the model. Therefore, finding a balance between model complexity and
gradient flow is critical to creating successful ANNs in deep learning.

Evolutionary algorithms. Alternatively, it is also possible to employ evolutionary
algorithms instead of BP for ANN training purposes [79]. For instance, Jha, Thulasiraman,
and Thulasiram [80] and Adhikari, Agrawal, and Kant [81] employ particle swarm opti-
mization (PSO) to train ANN models applied to time series modeling; Awan, Aslam, Khan,
and Saeed [82] compare short-term forecast performances for FFNN models trained with
genetic algorithm (GA), artificial bee colony (ABC), and PSO by using electric load data;
Giovanis [83] combines FFNN and GA for predicting economic time series data.

Statistical techniques ANNs can also be trained using probabilistic techniques such as
the Bayesian learning framework. This training technique offers some relevant advantages:

239



Algorithms 2024, 17, 76

no over-fitting occurs, it provides automatic regularization, and forecast uncertainty can be
estimated [29]. Some recent applications using this approach in the context of time series
forecasting can be found, for example, in Skabar [84], Blonbou [85], van Hinsbergen, Hegyi,
van Lint, and van Zuylen [86], and Kocadağlı and Aşıkgil [87]. Another possible alternative
is to train an ANN with BP or some other optimization technique and then build a hybrid
ANN–ARIMA model; see, for example, Zhang [88], Guo and Deng [89], Otok, Lusia, Faulina,
Kuswanto, et al. [90], and Viviani, Di Persio, and Ehrhardt [91].

4. Brief Literature Survey on ANNs Applied to Time Series Modeling

In this section, we discuss, analyze, and summarize a small sample of recently pub-
lished research articles. In our opinion, these articles are representative of the state of the art
and provide useful information that can be used as a starting point for future research. The
choice of articles surveyed in this section is based mainly on the architectures outlined pre-
viously in Section 3. In Section 4.1, we study some time series forecasting techniques [92,93],
which combine feedforward neural network models with particle swarm optimization.
The basic idea here is to show how to combine these techniques to produce new hybrid
models and how to design experiments in which we compare several time series prediction
models. Section 4.2 explores the work of Crone, Guajardo, and Weber [94] on how to assess
the ability of support vector regression and feedforward neural network models to predict
basic trends and seasonal patterns found in economic time series of monthly frequency.
Section 4.3 highlights useful hints suggested by Moody [95] on how to construct ANN mod-
els for predicting short-term behavior in macroeconomic indicators. Section 4.4 summarizes
the work found in Simon, Lendasse, Cottrell, Fort, Verleysen, et al. [64], which instructs on
how to build a model based on a double application of the self-organizing map to predict
medium- to long-term time series trends, focusing on the empirical distribution of several
forecasts’ paths produced by the same double SOM model. Sections 4.5 and 4.6 summarize
the works of Zimmermann, Tietz, and Grothmann [96] and Lukoševičius [97], respectively.
Both works contain valuable hints and techniques to build recurrent neural network models
aimed at predicting temporal data, possibly coming from an underlying dynamical system.
Zimmermann, Tietz, and Grothmann [96] focus on a more traditional approach, using
back propagation through time as a training algorithm but employing a novel graphical
notation to represent recurrent neural network architectures. Lukoševičius [97] focuses on
the echo state network approach, which relies more on numerical linear algebra for training
purposes. In Sections 4.2–4.6, we replicated, from the respective surveyed articles, impor-
tant comments that correspond to theoretical concepts, hints, and relevant bibliographic
references, as we believe this is the best way to convey and emphasize them. Our intention
is to construct useful, short, and clear summaries that will hopefully save some time for
readers interested in gaining a full understanding of similar articles to the ones we are
surveying here.

4.1. Combining Feedforward Neural Networks and Particle Swarm Optimization for Time
Series Forecasting

As we mentioned already briefly in Section 3.6, it is possible to train ANN models via
evolutionary algorithms. The objective of evolutionary algorithms is to discover global
solutions that are optimal and low cost. Evolutionary algorithms are usually based on
various agents, such as chromosomes, particles, bees, ants, etc., searching iteratively to
discover the global optimum or the local optimum (population-based algorithms) [36].
In 1975, Holland [98] introduced the genetic algorithm (GA), which is considered the
first evolutionary algorithm. As with any evolutionary algorithm, the GA is based on
a metaphor from the theory of evolution. In the field of evolutionary computing, good
solutions to a problem can be seen as individuals well-adapted to their environment.
Although the GA has had many applications, it has been surpassed by other evolutionary
algorithms, such as the PSO algorithm [99].
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Today, due to its simplicity and ability to be used in a wide range of applications,
the PSO algorithm has become one of the most well-known swarm intelligence algo-
rithms [100]. Eberhart and Kennedy performed the first experiment using PSO to train
ANN weights instead of using the more traditional backpropagation algorithm [101]. Sev-
eral approaches have been proposed to apply PSO in ANN, such as the works published by
Eberhart and Shi [102], Eberhart and Shi [103], and Yu, Wang, and Xi [104]. In this section,
we explore in a little more detail some possible ways we can pair an ANN model with
the PSO algorithm to produce time series forecasts, but first, we will briefly describe how
PSO works.

In the words of its creators...

PSO is an optimization algorithm inspired by the motion of a bird flock; any member of
the flock is called a “particle”.

(Kennedy and Eberhart [101] , 1995)

In the PSO algorithm, a particle moves through a real-valued dimensionality search
space D, guided by three attributes at each time (iteration) t: position ~xt, velocity ~vt, and
memory ~PBest. In the beginning, the position of the particle is generated by a random
variable with a uniform distribution, delimited in each dimension by the search space ~x0 =
U(lower, upper); thereby, its best visited position is set as equal to its initial position ~PBest = ~x0,
with an initial velocity ~v0 = 0. After the first iteration, the attribute ~PBest remembers the best
position visited by the particle based on an objective function f ; the other two attributes, ~vt
and ~xt, are updated according to Equations (15) and (16), respectively.

The best of all the best particle positions ~PBest is called the global best ~GBest. In each
iteration of the algorithm, the swarm is inspected to update the best member. Whenever
a member is found to improve the objective function of the current leader, that member
becomes the new global best [105].

The objective of the PSO algorithm is to minimize function f : RD → R; i.e., find
~a ∈ RD such that f (~a) ≤ f (~x) for all ~x in the search space.

In PSO, variation (diversity) comes from two sources. The first is the difference between
the current position of particle xt and its memory PBest. The second is the current position
of particle xt and the global best GBest (see Equation (15)).

vt+1 = ω×vt + c1 ×U(0, 1)× (PBest − xt)

+ c2 ×U(0, 1)× (GBest − xt) (15)

xt+1 = xt + vt+1 (16)

Equation (15) reflects the three main elements of the PSO algorithm: the inertia path,
local interaction, and neighborhood influence [106]. The inertial path is the previous velocity
ω ∗ vt, where ω is the inertial weight. The local interaction is called the cognitive component
c1 ∗U(0, 1) ∗ (PBest − xt), with c1 as the cognitive coefficient. The last term is called the social
component and represents the neighborhood influence c2 ∗ U(0, 1) ∗ (GBest − xt), where
c2 is the social coefficient. U(0, 1) is a random variable with a uniform distribution [105].
In [107], Clerc and Kennedy proposed a set of standard parameter values for PSO stability
and convergence: ω = 0.7298, c1 = 1.49618, and c2 = 1.49618. A leader can be global to
the entire swarm or local to a certain neighborhood of a swarm. In the latter case, there will
be as many local leaders as there are neighborhoods, resulting in more attractors scattered
throughout the search space. The use of multiple neighborhoods is useful to combat the
premature convergence problem of the PSO algorithm [105].

4.1.1. Particle Swarm Optimization for Artificial Neural Networks

In Algorithm 1, the basic PSO algorithm proposed by Kennedy and Eberhart [101]
is presented.
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Algorithm 1 Basic particle swarm optimization (PSO) algorithm

for each particle i = 1, 2, ..., N in the swarm do
initialize particle’s position: ~xi ← uniform random vector in RD

initialize particle’s best-known position: ~PBest,i ← ~xi
if f (~PBest,i) < f (~GBest) then

update swarm’s best-known position: ~GBest ← ~PBest,i
end if
initialize particle’s velocity: ~vi ← uniform random vector in RD

end for
repeat

for each particle i = 1, 2, ..., N in the swarm do
for each dimension d = 1, 2, ..., D do

pick random numbers rp, rg ∼ U(0, 1)
update particle’s velocity: vi, d← ωvi,d + c1rp(~PBest,i,d − xi,d) + c2rg(~GBest,d − xi,d)

end for
update particle’s position : ~xi ← ~xi + ~vi
if f (~xi) < f (~PBest,i) then

update particle’s best-known position: ~PBest,i ← ~xi
if f (~PBest,i) < f (~GBest) then

update swarm’s best-known position: ~GBest ← ~PBest,i
end if

end if
end for

until a termination criterion is met
Now, ~GBest holds the best found solution

The basic PSO algorithm shown in Algorithm 1 can be applied to ANNs as a multilayer
perceptron, where each particle’s position ~xi represents the set of weights and biases of
the ANN for the current iteration. Each particle moves in the weighting space trying to
minimize the learning error during the training phase, and also maintains the historically
best position ~pi in memory along its exploration path. When the particle changes position,
it is analogous to updating the weights of the ANN controller to reduce the tracking
error [108]. The termination criterion can be defined as the scope of a predefined MSE value
condition [109]. Finally, the best position reached by the swarm ~g can be expressed as the
optimal solution for the ANN.

Now let us take a look at some FFNN–PSO time series models proposed in the
literature. Adhikari, Agrawal, and Kant [81] assess the effectiveness of FFNN and Elman
networks when trained with the PSO algorithm for the prediction of univariate seasonal
time series. In this context, a PSO particle moves in the search space {~W} defined by
the weights of the ANN model to be trained, while the PSO cost function is the same
cost function employed in backpropagation; thus, we could say that a PSO particle is
structurally identical to an ANN.

de M. Neto, Petry, Aranildo, and Ferreira [92] take a slightly different approach:
they propose a basic PSO optimizer in which each particle is a single hidden layer FFNN
designed to produce one-step-ahead forecasts for univariate time series, plus some extra
meta-parameters. The search space for their proposed hybrid system consists of the
following discrete and continuous variables:

• Relevant time lags for autoregressive inputs (the total number of relevant time lags
defines the FFNN’s input dimension d);

• Number q of hidden units in the FFNN;
• Training algorithm employed: 1. Levenberg–Marquardt [110], 2. RPROP [111],

3. scaled conjugate gradient [112], or 4. one-step secant [113], all refinements of
the basic BP algorithm;

• Variant of FFNN architecture employed: 1. An FFNN architecture identical to the
one outlined in Section 3.1, with a linear output unit, 2. an FFNN with structural
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modifications proposed by Leung, Lam, Ling, and Tam [114], or 3. the same FFNN
architecture as in 1, but with a sigmoidal output unit;

• Initial FFNN weights and meta-parameter configuration.

PSO individuals in this combined method are evaluated by a proposed fitness function,
which is directly proportional to a metric measuring the degree of synchronization between
time series movements in forecasts and corresponding time series movements in validation
data. The proposed fitness function is also inversely proportional to the sum of several
regression error metrics, among them, mean squared error (MSE) and Theil’s U statistic.

We now summarize, in the next few lines, the experiments conducted by de M. Neto,
Petry, Aranildo, and Ferreira [92], their observations, and their conclusions. All investigated
time series were normalized to lie within the interval [0,1] and were divided into three
sets: the training set with 50% of the data, the validation set with 25% of the data, and
the test set with 25% of the data. Ten particles were used in the PSO algorithm, with 1000
iterations. The standard PSO optimization routine was employed to find the minimum in
the parameter space; in this way, an optimal FFNN model is found for each time series.
This optimal FFNN was then compared (via the same regression error metrics employed
in the proposed fitness function) against a random walk model and a standalone FFNN
model trained with the Levenberg–Marquardt algorithm.

Benchmarking data used in the experiments consist of two natural phenomena time
series (daily starshine measures and yearly sunspot measures) and four financial time
series of daily frequency (Dow Jones Industrial Average Index (DJIA), National Association
of Securities Dealers Automated Quotation Index (NASDAQ), Petrobras Stock Values, and
Dollar-Real Exchange Rate). From these experiments, it was observed that the proposed
model behaved better than the random walk model, the heads or tails experiment, and the
standalone FFNN model for the two time series of natural phenomena that were analyzed.
Nevertheless, for the four financial time series that were forecast, the proposed model
displayed behavior similar to both a random walk model and a heads or tails experiment
and behaved slightly better than the standalone FFNN model. It was also observed by
the authors that predictions for all analyzed financial series are dislocated one-step-ahead
with respect to the original values, noting that this observed behavior is consistent with the
work of Sitte and Sitte [115] and de Araujo, Madeiro, de Sousa, Pessoa, and Ferreira [116],
which have shown that the forecast of financial time series denotes a distinctive one-step
shift concerning the original data.

Finally, de M. Neto, Petry, Aranildo, and Ferreira [92] claim that this behavior can be
corrected by a phase prediction adjustment, and conclude that their proposed method is a
valid option for predicting financial time series values, obtaining satisfactory forecasting
results with an admissible computational cost.

Now let us take a look at a similar but more refined approach. Simplified swarm
optimization (SSO) [117] is a refinement of PSO, which, of course, can also be employed
for adjusting ANN weights. SSO is a swarm intelligence method that also belongs to the
evolutionary computation methods. SSO’s updating mechanism for particle position is
much simpler than that of PSO.

In turn, parameter-free improved simplified swarm optimization [93], or ISSO for
short, is a refinement of SSO; ISSO treats SSO’s tunable meta-parameters as variables in the
search space where particles move. The idea here is to reduce human intervention during
the optimization process, i.e., minimize the need for manual tuning of meta-parameters.
In Yeh [93], ISSO is employed for adjusting ANN weights. ISSO uses three different
position updating mechanisms: one for updating ANN weights, a second one for updating
SSO meta-parameters, and a third one for updating the whole position of a particle if
its associated fitness value shows no improvement after several iterations in the process.
Yeh [93] conducted a couple of experiments to compare ISSO against five other ANN
training methods: BP, GA [118], basic PSO, a PSO variant called cooperative random
learning PSO [119], and regular SSO.
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• Experiment number 1 tests all six training algorithms on a special ANN architecture
called single multiplicative neuron (SMN), which is similar to an FFNN but consists of
an input layer and an output layer with a single processing unit (this single neuron
has a logistic activation function but multiplies its inputs instead of adding them;
additionally, there is a bias for each input node, in contrast to FFNNs, which contain
just one bias in the input layer).

• Experiment number 2 also tests all six training algorithms, but this time on a regular
FFNN with one to six hidden neurons.

Time series employed in this experiment were as follows: Mackey–Glass chaotic
time series [120], Box–Jenkins gas furnace [121], EEG data [122], laser-generated data, and
computer-generated data [123]. All time series values were transformed to be in the interval
[0.1, 0.9] in order to avoid saturation of neural activations and improve convergence of
training algorithms. In both experiments, each model was trained 50 times for each time
series; 30 particles/chromosomes were employed in each training session. The training
algorithms were allowed to run for 1000 generations. The measures used to compare the
results were the mean square error (MSE), standard deviation of MSE test errors, and CPU
processing time. According to the author, the results from both experiments showed that
ISSO outperformed the other five training algorithms, with the exception of BP, which
performed better in experiment 1 when forecasting the laser-generated data. Additionally,
the FFNN models produced forecasts that were more accurate than the ones generated by
the SMN model.

4.1.2. Particle Swarm Optimization Convergence

To prevent the basic gradient descent method (applied in BP) from being caught at the
local minimum, we can apply PSO to ANN to optimize the values of the weights’ and biases’
parameters. Although the PSO algorithm has been shown to perform well, researchers have
not adequately explained how it works. In 2003, Gudise and Venayagamoorthy [124] made a
comparison of the BP and PSO algorithms, analyzing the computational requirements when
used in ANN training. They concluded that when the PSO algorithm is used, the FFNN
weights converge faster, outperforming the BP algorithm. Liu, Ding, Li, and Yang [125] used a
BP–ANN based on the PSO algorithm (PSO–BP). They demonstrated that their proposed PSO–
BP algorithm outperforms a BP trained based on the Levenberg–Marquardt (LM) algorithm
for training ANNs. Ince, Kiranyaz, and Gabbouj [126] proposed to find not only the weights
of an FFNN but also the optimal architecture of the network, applying the MD–PSO algorithm:
a modified version of the PSO. Their approach was to find the optimal number of dimensions
for the search space simultaneously searching for the optimal solution in that proposed
search space. The MD–PSO algorithm chose the global optimal solution among the optimal
solutions found for each dimension. Several works have proposed variants of PSO against
BP to optimize ANN [127–130]. However, like other evolutionary algorithms, PSO has some
disadvantages, such as an imbalance between exploration and exploitation, sensitivity to
parameters, and premature convergence [36]. These problems have been mostly solved by
including new parameters, modifying the algorithm with additional operators, or creating
hybrid versions with other algorithms [131]. Since its original version in 1995, the PSO
algorithm has been expanded to solve a variety of different problems [100]. Multimodal,
constrained, and multiobjective optimization problems are some of the most prominent
applications that have been addressed with the PSO algorithm [132].

But the question is, why does PSO outperform BP? The study of PSO to optimize
ANN has had very good results, but there is no in-depth research on theoretical aspects.
Nevertheless, there are works that have tried to explain the PSO convergence. In 2002, Clerc and
Kennedy [107] analyzed the full stochastic system of a deterministic version of PSO to supply
knowledge about its search mechanism. They proposed reducing the particle velocity formula
(Equation (15)) by redefining it as follows:

vt+1 = ω ∗ vt + φ ∗ (P− xt) (17)
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where P = c1∗U(0,1)∗PBest+c2∗U(0,1)∗GBest
c1∗U(0,1)+c2∗U(0,1) and φ = c1 ∗ U(0, 1) + c2 ∗ U(0, 1). This is alge-

braically identical to the standard two-term form [133]. The analysis begins by removing
all coverings from a particle, for example, a population of a one-dimensional deterministic
particle, with a constant P and a constant φ. Kennedy [133] observed that the value of the
parameter φ controls the trajectory of the particle and recognized that the explosion of the
system depended on randomness. In [134], the authors analyzed the same system and
concluded that the particle trajectories follow periodic sinusoidal waves. In their work,
Clerc and Kennedy [107] analyzed the movement in discrete time of the PSO, advancing
to its visualization in continuous time. These analyses lead to a proposal of controlling
the convergence tendencies of the system through a set of coefficients, resulting in a gener-
alized model of the algorithm. When they re-introduced randomness into the PSO with
constriction coefficients, the deleterious effects of randomness were seen to be controlled.
As a result of this study, the velocity equation changes to

vt+1 = χ ∗ {vt + c1 ∗U(0, 1) ∗ (PBest − xt) + c2 ∗U(0, 1) ∗ (GBest − xt)} (18)

where χ is the constriction coefficient calculated as

χ =
2 ∗ κ

|2− φ−
√

φ2 − 4φ|
(19)

with φ ≥ 4 and 0 ≤ κ ≤ 1. The constant κ controls the rate of convergence. For κ ≈ 0, faster
convergence to a stable point is achieved, and for κ ≈ 1, slow convergence to a stable point
is obtained [107].

In 2010, van den Bergh and Engelbrecht [135] formally demonstrated that the original
PSO is not a local or global optimizer. They identified an imperfection in PSO and addressed
it in their approach called guaranteed convergence PSO (GCPSO). The goal of the GCPSO
is to update only the speed of the best particle in the swarm (τ) to

vτ,t+1 = −xτ,t + GBest + ω ∗ vτ,t + ρt ∗ (1− 2 ∗ γt) (20)

Substituting Equation (20) into Equation (16), we obtain

xτ,t+1 = GBest + ω ∗ vτ,t + ρt ∗ (1− 2 ∗ γt) (21)

Equation (21) has three terms: the first term introduces a direct relationship with the
current global best position, the second term conveys the inertia of the global best particle,
and the third term shows a point of a uniform distribution in a hypercube with side lengths
2 ∗ ρ; ρ is strictly greater than zero. The authors indicate that their proposal ensures that the
best global particle never stops moving completely. van den Bergh and Engelbrecht [135]
showed that the GCPSO is a local optimizer.

In 2012, Kan and Jihong [136] demonstrated the existence and uniqueness of the
convergence position in PSO, using the theorem of Banach space and the contraction
mapping principle. They gave the parameter condition that influences the stability of
PSO and showed that, if the parameter satisfies this condition, the probability that the
particle swarm optimization converges to the best position is one. In 2018, Qian and Li [137]
proposed an improved PSO (IPSO) algorithm according to the following strategy. They
introduced a Gaussian perturbation in the PBest position to guarantee that IPSO converges
to the ε-optimum solution with probability one for any ε. Also in 2018, Xu and Yu [138]
defined the swarm state sequence and examined its Markov properties according to the
theory of PSO. Subsequently, from the evolutionary sequence of the particle swarm with the
best fitness value, the authors derived a supermartingale. Based on this result, the authors
applied the supermartingale convergence theorem to analyze the convergence of the PSO.
The results show that PSO reaches the global optimum in probability. Recently, Huang, Qiu,
and Riedl [139] established PSO convergence to a global minimizer based on continuous-
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time modeling for a non-convex and non-smooth objective function of particle dynamics
through a system of stochastic differential equations.

In summary, there are several works that prove the convergence of PSO. However,
it may be interesting to carry out a study of the convergence properties of PSO to opti-
mize ANNs.

4.2. A Study on the Ability of Support Vector Regression and Feedforward Neural Networks to
Forecast Basic Time Series Patterns

According to Crone, Guajardo, and Weber [94], “Support Vector Regression (SVR)
and Feed Forward Neural Networks (FFNNs) have found increasing consideration in
forecasting theory, leading to successful applications in time series forecasting for various
domains, often outperforming conventional statistical approaches of ARIMA -or exponen-
tial smoothing- methods. Despite their theoretical and practical capabilities, FFNN and SVR
models are not established forecasting methods. Substantial theoretical criticism on FFNNs
has raised skepticism regarding their ability to forecast even simple time series patterns
of seasonality or trends without prior data preprocessing [140]”. In their study, Crone,
Guajardo, and Weber [94] propose an empirical comparison between three different models:

1. FFNNs;
2. SVR models using a radial basis function (RBF) kernel;
3. SVR models using a linear function kernel.

This study reflects, for the considered models, their ability to learn and forecast
fundamental time series patterns relevant to empirical forecasting tasks. Next, SVR models
are briefly described (description based on text in Crone, Guajardo, and Weber [94]).

Support vector regression. For their experiment, Crone, Guajardo, and Weber [94]
employed the common support vector regression (SVR) algorithm described in [141],
which applies an ε-insensitive loss function for predictive regression problems. Let
{(~x1, y1), . . . , (~xn, yn)}, where ~xi ∈ Rd and yi ∈ R are the training data points available to
build a regression model. A transformation function Φ on the initial input space is applied
to map the original data points to a higher dimensional feature space F. A linear model is
constructed in F in correspondence with the nonlinear model of the original space:

Φ : Rd → F, ~w ∈ F f (~x) = 〈~w, Φ(~x)〉+ b (22)

〈~w, Φ(~x)〉 is the inner product between ~w and Φ(~x). The insensitive loss function ε
allows you to fit a function that is as flat as possible and has a maximum deviation ε for the
current training data. This means that we are looking for a small weight vector ~w. To solve
this problem, the authors introduce slack variables ξi, ξ∗i to allow error levels higher than ε,
obtaining the following:

min
1
2
‖~w‖2 + C

n

∑
i=1

(ξi + ξ∗i )

s.t. yi − 〈~w, Φ(~xi)〉 − b ≤ ε + ξi

〈~w, Φ(~xi)〉+ b− yi ≤ ε + ξ∗i
ξi, ξ∗i ≥ 0, i = 1, 2, . . . , n

(23)

The construction of the objective function considers two key aspects: the precision in
the training set and the generalization capacity, which lead to the principle of minimization
of structural risk. The balance between generalization ability and accuracy is measured by
C in the training data, and the degree of error tolerance is defined by ε. It is convenient
to represent the problem in its dual form for its resolution, so a Lagrange function is
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constructed, from which it can be shown that once the saddle point conditions are applied,
the following solution is reached:

~w =
n

∑
i=1

(αi − α∗i )Φ(~xi) f (~x) =
n

∑
i=1

(αi − α∗i )K(~xi,~x) + b (24)

Here, αi and α∗i are the dual variables, and the expression K(~xi,~x) represents the inner
product between Φ(~xi) and Φ(~x), which is known as the kernel function. It is possible to
achieve a solution to the original regression problem, starting from the existence of the kernel
function, leaving aside the transformation Φ(~x) applied to the data. For more information
on SVR models, please consult Drucker, Burges, Kaufman, Smola, and Vapnik [13].

Experiments and results. Crone, Guajardo, and Weber [94] employed a set of five
artificial time series in their experiments (see Figure 6):

1. Stationarytime series (constant level);
2. Stationary time series with additive seasonality;
3. Linear trend;
4. Linear trend with additive seasonality;
5. Linear trend with multiplicative seasonality.

These artificial data emulate the behavior of monthly retail sales and are taken from
Pegel and Gardner’s original classification. All artificial series contain additive Gaussian
white noise, with σ2 = 25. Each time series consists of 228 observations. A lag structure of
13 previous observations was established to produce one-step-ahead forecasts (this number
of lags should be adequate to capture seasonal patterns present in monthly time series).
Thus, 215 examples are available to construct FFNN and SVR models. From these available
examples, the first 119 were reserved for model training, the next 48 for model validation,
and the last 48 for model testing.

Figure 6. Some basic time series patterns according to Pegel and Gardner’s classification. All of
these patterns (except for the no trend + multiplicative seasonality) were generated artificially in the
experiment of Crone, Guajardo, and Weber [94].

All models were constructed by using training and validation data only, retaining all
information in the test suite to ensure valid predicted event testing. To avoid saturation
effects, a linear scale in an interval [−0.5, 0.5] was applied in the data transformation, using
minimum and maximum values only from the training and validation data. In order to
evaluate model performance, mean squared error (MSE), mean absolute error (MAE), and
root mean squared error (RMSE) metrics were employed to measure test errors. MAE
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was employed to fine-tune model meta-parameters (C and ε for SVR–linear; C, ε, and σ
for SVR–RBF; number of hidden nodes and type of activation function for FFNN hidden
nodes; available options were sigmoid or hyperbolic tangent). After the construction
of all models and test error measuring, Crone, Guajardo, and Weber [94] arrived at the
following conclusions:

• The performance of FFNNs and SVRs with linear kernel is similar; they both robustly
forecast time series patterns without preprocessing;

• Considering the results obtained in the three error measures of MAE, MSE, and RMSE,
the FFNNs outperform the SVR models in the time series forecast of the different
patterns tested;

• The results obtained indicate that FFNNs seem to be able to extrapolate seasonal
trends and patterns accurately and without preprocessing.

4.3. Forecasting the Economy with Artificial Neural Networks

It is of great interest to economists to forecast the “business cycle”. It affects the eco-
nomic system of any country due to its fluctuations that impact macroeconomic indicators,
such as interest rates, housing demand, occupancy rate, demand for manufactured goods,
etc. The economic cycle also affects relevant sociopolitical factors, such as the result of a
country’s presidential elections. Economists use the Gross Domestic Product (GDP) and
the Index of Industrial Production (IIP) to track the business cycle [95]. In this contribu-
tion, Moody [95] stresses the reasons why macroeconomic modeling and forecasting are
challenging tasks:

• Macroeconomics is a non-experimental science. It is a complicated task to observe
the behavior of an economy as a whole, and the possibility of carrying out controlled
experiments is very remote;

• Lack of a priori models. It is not possible to carry out controlled studies on the effects
of the influence that qualitative (non-quantifiable) variables have on economic activity,
due to the complexities of the economic system;

• Noise present in data. This is due to two main causes: the way in which information
is collected and the number of unobserved (non-measurable) variables in economics.
The presence of noise in short time series makes it difficult to control the variance of
the model, requiring highly complex models to predict this type of phenomena;

• Nonlinearity. Due to high levels of noise and limited data, neural network models do
not capture the nonlinear characteristics of macroeconomic series.

In our view, the perceived difficulty in modeling macroeconomic data’s nonlinear
features is one of the main reasons why many practitioners still use traditional statistical
linear techniques to model macroeconomic data (for instance, several official statistics
agencies around the world rely on X13ARIMA-SEATS [142] to generate ARIMA-based
forecasts for macroeconomic time series). On the other hand, there is a growing group
of researchers who feel that it is worth continuing with investigations of efficient ANN
models that take into account nonlinear features of macroeconomic data since ANNs are
capable of achieving universal function approximation. For example, Kiani [143] applied
nonlinear regime change models and artificial neural networks to anticipate the impact of
monetary policy shocks on GDP.

Neural Network Challenges in Economy

Moody [95] categorizes several heuristics for ANN model selection and construction,
aimed at minimizing expected prediction error. Considered categories are the following:

Meta-parameter selection. Adjusting the regularization parameter can compensate for
bias and variance in the forecast, while varying the number of input nodes can compensate
for noise and non-stationarity [144].

Input variable selection and pruning. The appropriate selection of input variables is
essential for the solution of any prediction problem. The set of variables selected must
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be representative and provide the greatest possible information with the least amount of
them [145–147].

Model selection and pruning. Selecting the right size and appropriate network archi-
tecture is a key element in controlling the balance between bias and variance. The above
involves eliminating unnecessary weights or nodes, choosing the number of hidden units,
selecting a connectivity structure, etc. [148–151].

Better regularizers. Regularization of ANNs reduces model variance and minimizes
prediction risk, improving model generalization [152,153].

Committee forecasts. Several economic researchers have made forecasts using a fore-
casting committee. The approach consists of averaging (weighted or unweighted) the
predictions of an ensemble of models [144].

Model interpretation and visualization. In general, great importance is placed on obtain-
ing accurate forecasts, leaving aside the understanding of the factors that influence these
forecasts. Sensitivity analysis (SBP) [147] and visualization tools [154] can help achieve a
better interpretation of the variables that affect the model obtained by ANNs.

Moody [95] explains in detail some of the techniques cited above and illustrates their
use with an empirical example, in which IIP monthly values are predicted (12-month pre-
diction horizon) via an FFNN model with three sigmoidal units, a single linear output unit,
and a large number of input nodes. Initially, 48 macroeconomic and financial time series
variables are considered potential explanatory variables. Use of sensitivity-based pruning
(SBP), guided by estimations of prediction errors provided by nonlinear cross-validation
(NCV), finally leaves 13 explanatory variables that optimize prediction performance at the
same time, with respect to the initial 48-variable FFNN model.

ANN modeling hints proposed by Moody [95] include the following:

• After selecting the number of hidden units, input removal and weight elimination can
be carried out in parallel or sequentially;

• In order to avoid an exhaustive search over the exponentially large space of architec-
tures obtained by considering all possible combinations of inputs, we can employ a
directed search strategy using the sensitivity-based input pruning (SBP) algorithm;

• We can employ some of the following optimization criteria in order to select competing
models: maximum a posteriori probability (MAP), minimum Bayesian information
criterion (BIC), minimum description length (MDL), and estimation (from the training
data) of generalization ability, also called prediction risk;

• It is easier to over-fit a model to a small training set, so care must be taken to select a
model that is not too large;

• The sensitivity analysis provides a global understanding about which inputs are impor-
tant for predicting quantities of interest, such as the business cycle. Further information
can be gained, however, by examining the evolution of sensitivities over time;

• Given the difficulty of macroeconomic forecasting, no single technique for reducing
prediction risk is sufficient to obtain optimal performance. Rather, a combination of
techniques is required.

4.4. Double SOM for Long-Term Time Series Prediction

In Section 3.5.2, we outlined how to use the basic self-organizing map (SOM) to fore-
cast observations from univariate time series and how to combine an SOM model with a
radial basis function network (RBFN) in order to improve forecast accuracy. Additionally,
in Section 3.5.4, we outlined a methodology that combines SOM models with local autoregres-
sive models, once again seeking to improve SOM’s output accuracy. Simon, Lendasse, Cottrell,
Fort, Verleysen, et al. [64] concentrate mainly on forecasting long-term but not-so-accurate
time series trends rather than dealing with the more traditional problem of finding accurate
short-term time series predictions. Simon, Lendasse, Cottrell, Fort, Verleysen, et al. [64] de-
scribe a technique based on a double application of the SOM model and sketch a proof of its
stability. They work in the context of global NAR-like models, i.e., nonlinear autoregressive
prediction models, without moving average terms (they mention the possibility of adding
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exogenous variables to their model). Their goal is to build a global model to be used in long-
term predictions, with the view of obtaining future trends and their means and confidence
intervals. In some forecasting problems, it is interesting to predict several values of the series
in one bloc, rather than a single ŷt+1 scalar value. In such a case, the prediction problem,
from a nonlinear autoregressive approach, has the form

〈ŷt+k, ŷt+k−1, . . . , ŷt+1〉 = f (yt, yt−1, . . . , yt−p+1) (25)

Size p of the regressor vector is not necessarily equal to the forecasting horizon k.
However, in many cases, p will be a multiple of k. A key concept, called series of deformations,
is defined by Simon, Lendasse, Cottrell, Fort, Verleysen, et al. [64] as

dt = yt+k − yt. (26)

Simon, Lendasse, Cottrell, Fort, Verleysen, et al. [64] also define a regressor vector in
the deformation space as

Dt = 〈dt, dt−1, . . . , dt−p+1〉. (27)

Regressors Yt = 〈yt, yt−1, . . . , yt−p+1〉 are arranged into classes, using a one-dimensional
Kohonen map; this map performs local averages, which helps to reduce over-fitting. A one-
dimensional Kohonen map with nr centroids (or codevectors) Ai is thus organized in the
space of regressors; each regressor Yt is associated with a centroid Ai(t) according to the
nearest neighbor rule.

A Kohonen map in the deformation space is also formed: a one-dimensional Kohonen
map with nd centroids Bj is thus organized in the space of deformations; each deformation
Dt is associated with a centroid Bj(t) according to the nearest neighbor rule. After both Ko-
honen (SOM) maps for the regressor and deformation spaces are formed, Simon, Lendasse,
Cottrell, Fort, Verleysen, et al. [64] proceed next to the construction of a transition table,
whose entries are defined by

Ti,j = P(Bj|Ai). (28)

Ti,j is the empirical probability that deformation Dt is associated with centroid Bj
when the corresponding regressor Yt is associated with centroid Ai. All terms on each
row i of the table sum to 1; row i, regarded as a vector µi, represents the empirical law of
deformations conditional to class i.

The modeling of past behavior of the time series is derived from the organization of
one-dimensional SOMs in regressor space and warp space constituted by the evaluation of
the transition table. To forecast a time series, we can follow these steps:

• Build regressor Yt at time t;
• Identify centroid Ai(t) corresponding to regressor Yt;
• Draw randomly a deformation Dj, according to the empirical law µi of probabilities Ti,j;
• Yt and Dj are summed to form vector 〈yt+k, yt+k−1, . . . , yt+k−p+1〉;
• The part 〈yt+k, yt+k−1, . . . , yt+1〉 extracted from the left side of the vector computed in

the previous step constitutes the prediction.

Like other forecasting models we have reviewed in this article, it is possible to recur-
sively include the calculated predictions in the model to make long-term predictions.

Simon, Lendasse, Cottrell, Fort, Verleysen, et al. [64] assert that their proposed method
produces predictions that always remain in a limited domain and therefore cannot diverge;
they sketch a proof of their method’s stability. They first show that a Markov chain
adequately describes the series generated by the model. Then, they prove that this Markov
chain is stable. Note that when k > 1, injecting predictions into the model means adding
k forecasted values to obtain another set of k new predictions. The final objective of the
method proposed by Simon, Lendasse, Cottrell, Fort, Verleysen, et al. [64] is to identify
trends. Due to the random choice of Dj, different forecast curves can be obtained by
repeating the entire procedure of the proposed algorithm. These repetitions can be seen
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as instances of possible forecasts of the different curves obtained, and their trends, means,
standard deviations, etc., as global characteristics of the forecasted time series.

Simon, Lendasse, Cottrell, Fort, Verleysen, et al. [64] illustrate their method using two
time series: the Santa Fe A series (a laser series), and the hourly electrical load in Poland
from 1989 to 1996. In both cases, Simon, Lendasse, Cottrell, Fort, Verleysen, et al. [64] em-
ploy cross-validation for choosing an optimal number of nodes in SOM models, and per-
form Monte-Carlo simulations in order to obtain global measures (mean, 95% confidence
intervals) from computed long-term forecasts. They also include graphics of the experi-
mental results (codevectors, transition tables, graphics of global measures, comparisons
between true values and forecasts, etc.). No attempt is made to quantify forecast errors;
rather, the objective consists of showing that true test values are within the limits defined
by all random predictions constructed by the proposed model.

4.5. Time Series Forecasting with Recurrent Neural Networks

Zimmermann, Tietz, and Grothmann [96] propose a series of architectural modifica-
tions aimed at improving the performance of recurrent neural networks (RNNs) applied
to time series forecasting tasks. Given the universal approximation properties of RNNs,
they can be used to forecast time series in the form of nonlinear state space models [155].
Zimmermann, Tietz, and Grothmann [96] rely on this general framework in order to in-
crementally build their models. They start out with a given RNN architecture, and then
propose a refined version, seeking to correct empirically observed deficiencies found in the
initial model. The RNN architectures discussed in their work are listed next:

1. Basic time-delay RNNs in state space formulation, which model open dynamical systems
(i.e., partly autonomous and partly externally driven dynamical systems);

2. Error-correction neural networks (ECNNs), which refine the basic RNN model by
adding an error-correction term in order to handle missing information from unknown
external drivers of open dynamical systems;

3. Historically consistent neural networks (HCNNs), which refine ECNNs by internally
modeling external drivers, thus transforming ECNNs (and basic RNNs) into closed
dynamical systems;

4. Causal-retro-causal neural networks (CRCNNs), which refine HCNNs by incorporat-
ing into their usual information flow from past into future (causal flow) the effects of
rational decision-making and planning via an information flow from future into past
(retro–causal flow).

Each model in this listing is useful in its own right for particular real-world appli-
cations. Zimmermann, Tietz, and Grothmann [96] provide useful hints that facilitate the
construction and training of these models. They also point out real-world scenarios where
these models are employed; for instance, they mention that ECNNs have been employed
successfully to forecast the demand for finished products and raw materials within the
context of supply chain management. These architectures and their related algorithms have
been implemented in a software system developed by Siemens Corporate Technology called
simulation environment for neural networks (SENN). In the remainder of this subsection,
we summarize the main points presented in Zimmermann, Tietz, and Grothmann [96].

1. Basic RNN. Zimmermann, Tietz, and Grothmann [96] show that an open dynamical
system can be used to create a vector time series ~yτ , which can be described in discrete time
τ using an output equation and a state transition [34]:

~sτ+1 = f (~sτ ,~uτ) State transition

~yτ = g(~sτ) Output equation
(29)

~sτ is the current hidden system state, ~sτ+1 is the upcoming system state, and ~uτ

represents external factors. This is called an open dynamical system. The data-driven
system identification is based on the selected parameterized functions f () and g(). Pa-
rameters in f () and g() are chosen such that an appropriate error function, such as
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1
T ∑T

τ=1 ‖~yτ −~yd
τ‖2, is minimized (~yd

τ are the target observations). Typically, without loss
of generality, f (~sτ ,~uτ) = tanh(~A~sτ + ~B~uτ) and g(~sτ) = ~C~sτ ; the hyperbolic tangent is the
activation function in the network’s hidden layer, while the output function is specified
as a linear function; ~A (autonomous dynamics or memory), ~B (external factors), and ~C are
weight matrices that model the open dynamical system.

The technique of finite unfolding in time [156] is employed in order to solve the
selection of appropriate matrices ~A, ~B, and ~C that minimize the error function. The idea
behind this is that if the matrices ~A, ~B, and ~C are identical at the individual time steps, then
any RNN can be reformulated to form an equivalent FFNN. An advantage of this technique
is the moderate number of shared weights, which reduces the risk of overfitting [157].
To perform the training, error backpropagation through time (EBTT) is applied along with
a stochastic learning rule; see Rumelhart, Hinton, and Williams [156] and Werbos [158].

Overshooting. We can point out that a disadvantage of RNNs is that they tend to focus
only on the most recent external inputs. Overshooting extends the autonomous system
dynamics (coded matrix ~A) into the future [157]; thus, consistent multi-step forecasts can be
computed. For the RNN, an input preprocessing ~uτ = ~xτ −~xτ−1 is typically employed as
the transformation for the raw data ~x; this eliminates biases in the input or target variables
of the RNN.

2. Error-correction neural networks (ECNNs). In RNNs, modeling can be altered
by unknown external influences or shocks, representing a weakness in the network [159].
The error-correcting neural network (ECNN) addresses this weakness by introducing an
additional term in the state transition:

~sτ+1 = tanh(~A~sτ + ~B~uτ + ~D tanh(~yτ −~yd
τ)) State transition

~yτ = ~C~sτ Output equation
(30)

The system identification task is once again solved by finite unfolding in time [34].
ECNNs are an appropriate framework for low-dimensional dynamical systems with less
than five target variables Zimmermann et al. [96].

3. Historically consistent neural networks (HCNNs) are a model class adequate for
modeling large dynamical systems in which various (nonlinear) dynamics interact with
one another, but only a small subset of variables can be observed. HCNNs are useful for
modeling many real-world economic applications. A HCNN model is characterized by

~sτ+1 = ~A tanh(~sτ) State transition

~yτ = [~Id,~0]~sτ Output equation
(31)

In the HCNN, the joint dynamic of the observable variables is highlighted by the
sequence of states ~sτ . The observables (i = 1, . . . , N) are organized in the first N state
neurons~sτ and followed by hidden variables as later neurons. The observables are read by
the connector [~Id,~0], which is a fixed array. A bias vector can describe the initial state~s0.
The bias~s0 and matrix ~A contain the only free parameters.

The HCNN states~sτ are hidden layers with tanh squashing. The output layers ~yτ

provide the predictions. Since the HCNN model has no inputs, it has to be unfolded along
the complete data history. This is different to small RNNs, where training data patterns are
constructed in the form of sliding windows. From a single training data pattern, the HCNN
can learn large dynamics. In this way, the HCNN model provides a means of overcoming
an intrinsic problem in RNNs (and ECNNs): the external inputs ~uτ , which are used when
training RNNs and ECNNs, are missing from the one-step-ahead node to the prediction
horizon node. This implies that the open system modeled by the RNN (ECNN) outputs
dynamical forecasts ~yτ while its corresponding inputs remain static, which is clearly an
inconsistency within the model framework. By implementing a model in which inputs
and forecasts are encoded together into the hidden network states (thereby closing the
dynamical system), HCNNs correct this inherent asymmetry found in RNNs and ECNNs.
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Sparsity and dimensionality vs. connectivity and memory. It is clear that dynami-
cal systems must have high dimensions. Zimmermann, Tietz, and Grothmann [96] use
dim(~s) = 300 in their commodity price models, and they recommend this value as a top
limit for dimensionality. There is a risk in iterating a high-dimensional state transition
matrix ~A because operations on matrix vectors can produce large numbers that will be
distributed recursively in the network, generating an arithmetic explosion. A sparse ma-
trix ~A can be used to avoid this problem. Zimmermann, Grothmann, Schäfer, Tietz, and
Georg [160] have observed that connectivity and memory length are directly related to
dimensionality and sparsity. The number of non-zero elements in each row of matrix ~A is
defined as connectivity. When a state vector contains all the necessary information from
the past, it is said to have reached a Markovian state. The number of steps to collect that
amount of information is defined as memory length. Using these relationships and their
experience with previous experiments, Zimmermann, Tietz, and Grothmann [96] observe
that the EBTT algorithm works stably with a connectivity that is equal to or smaller than 50
and a sparsity of 17%. This means that only 17% of the weights in matrix ~A can be different
from zero, and their locations inside of ~A are randomly chosen. EBTT training fine tunes ~A
non-zero weights.

4. Causal-retro-causal neural networks (CRCNNs) introduce the impacts of rational
decision-making and planning in dynamic systems modeling. The CRCNN aims to improve
the performance of the HCNN by enriching the causal information flow that is directed
from the past to the future, introducing a retro–causal information flow, directed from
the future to the past. These models can be employed as the basis for commodity price
forecasting tasks. CRCNNs also improve the modeling of deterministic chaotic systems.
The following set of equations describes the CRCNN model, and Figure 7 shows the
corresponding CRCNN model:

~sτ = ~A tanh(~sτ−1) Causal state transition

~s′τ = ~A′ tanh(~s′τ+1) Retro-causal state transition

~yτ = [~Id,~0]~sτ + [~Id,~0]~s′τ Output equation

(32)

Figure 7. Causal-retro-causal historically consistent neural network (CRCNN).

Architectural teacher forcing (ATF) for CRCNNs. CRCNNs are hard to train because
they inherit all the characteristics from HCNNs. This implies that CRCNNs are also
unfolded across the entire dataset, so the system has only one opportunity to learn from the
whole history of the data. ATF makes the best possible use of the training data, accelerating
and stabilizing the EBTT training process for the CRCNN. ATF replaces the outputs ~yτ ,
up to time step τ = t, by the desired targets ~yd

τ , and forces them into the causal network
state~sτ and retro-causal network state~s′τ .

Stabilizing information flows in dynamical systems. This is analogous to handling
the uncertainty of the initial state for a basic RNN model with overshooting. The stability
of the CRCNN model is further improved by applying noise in the causal as well as in the
retro-causal branch of the network. The noise is injected into the same nodes that receive
the biases (see Figure 7).

253



Algorithms 2024, 17, 76

Uncertainty and risk. Traditional risk management applies diffusion models to inter-
pret risk distributions. The risk can be explained as a random walk, in which, using the
observed past error of the underlying model, the diffusion process is calibrated [161]. If the
system identification calculation is performed using an HCNN or a CRCNN repeatedly,
then solutions will be produced with a prediction error of zero in the past but that differ
from each other in the future. If the arithmetic average of the individual ensemble members
of the set is taken as the expected value, we will obtain a simplified prediction. Consider the
bandwidth of the ensemble in addition to the expected value of Zimmermann, Tietz, and
Grothmann [96]. The ensemble average can be taken as the best forecast, assuming that all
future trajectories have the same probability and the genuine development of the dynamics
is unknown, where the ensemble bandwidth describes the market risk. For any forecast
date, all individual forecasts for the ensemble infer the probability distribution over many
possible market prices at a single point in time, similar to an empirical density function.

4.6. Applying Echo State Networks to Time Series Forecasting

Training recurrent neural networks (RNNs) is a difficult task; however, they integrate
a large dynamic memory and highly flexible computational capabilities, making them a
very powerful tool. Error backpropagation (BP) is the standard method to train networks,
especially feedforward neural networks (FFNNs), and it has also been extended to RNNs.
This extension, however, has not been straightforward: RNNs are dynamical systems,
and training them with BP sometimes leads to bifurcations, so chaos (non-convergence)
occurs. Echo state networks (ESNs) are an alternative approach for training RNNs, as
proposed by Jaeger [162]. In the classical ESN approach, an RNN structure is called a
reservoir, so ESN methodology is often known in the literature as reservoir computing
(RC), which is, at the moment, a prolific research area in RNNs [163]. In Lukoševičius [97],
practical techniques and recommendations for successfully applying ESNs are presented,
with emphasis on the time series forecasting problem. Lukoševičius [97] points out that
ESNs are conceptually simple and easy to implement, but experience and insight are a
must for training them successfully. In the remainder of this subsection, we summarize the
main points addressed in this important contribution made by Lukoševičius [97].

The basic ESN model. ESNs are used to supervise temporal machine learning tasks
where, for a given training input signal u(n) ∈ RNu , a desired target output signal
ytarget(n) ∈ RNy is known. The discrete time is n = 1, . . . , T and the number of data
points in the training dataset is T. The task is to learn a model with output y(n) ∈ RNy ,
where y(n) matches ytarget(n) as best as possible, minimizing an error measure E(y, ytarget)
and, importantly, generalizing well to unseen data. The error measure E is typically a
mean-squared error (MSE). The update equations are

x̃(n) = tanh
(

Win[1; u(n)] + Wx(n− 1)
)

(33)

and
x(n) = (1− α)x(n− 1) + αx̃(n), (34)

where x(n) ∈ RNx is a vector of reservoir neuron activations and x̃(n) ∈ RNx is its update,
all at time step n, tanh(·) is applied element-wise, [·; ·] stands for a vertical vector (or
matrix) concatenation, Win ∈ RNx×(1+Nu) and W ∈ RNx×Nx are the input and recurrent
weight matrices, respectively, and α ∈ (0, 1] is the leaking rate. It is important to mention
here one fundamental difference between regular RNNs and ESNs: while ESN’s input
and recurrent weight matrices Win and W remain fixed once initialized, the weights in
RNN’s state transition matrices are updated after each iteration during the learning process.
A graphical representation of an ESN is depicted in Figure 8.
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Figure 8. An echo state network (ESN) in schematized form. u(n) is the training input signal, 1 is
a constant input signal (intercept), Win contains input weights while W contains recurrent weights
(both Win and W in the reservoir remain fixed after initialization), x(n) contains neuronal activations
and is the reservoir’s output. Wout are trainable output weights, and y(n) is the ESN’s output signal.
Wout weights minimize error E(y, ytarget) after linear training.

The linear readout layer is defined as

y(n) = Wout[1; u(n); x(n)] (35)

where y(n) ∈ RNy is the network output, and Wout ∈ RNy×(1+Nu+Nx) is the output weight
matrix. The RC algorithm introduced with ESNs by Jaeger [162] consists of the follow-
ing steps:

1. Generate a random reservoir RNN (Win, W, α);
2. Run the reservoir using the training input u(n) and collect the corresponding reservoir

activation states x(n);
3. Compute the linear readout weights Wout from the reservoir, minimizing the MSE

between y(n) and ytarget(n);
4. Use the trained network on new input data u(n) to compute y(n) by using the trained

output weights Wout.

Producing a reservoir. At the same time, the reservoir acts as a nonlinear expansion
and as a memory of input u(n). The reservoir can be described as a nonlinear, high-
dimensional expansion x(n) of the input signal u(n). For classification tasks, input data
u(n) that are not linearly separable in the original space RNu often become so in the
expanded space RNx of x(n), where they are separated by Wout.

Reservoir’s global parameters. Given the RNN models (33) and (34), the reservoir is
defined by the tuple (Win, W, α). The input and recurrent connection matrices Win and W
are generated randomly. The leaking rate α of the reservoir nodes in (34) can be regarded
as the speed of the reservoir update dynamics discretized in time.

Setup for parameter selection. Learning the results is fast in ESNs. This should be
leveraged to evaluate how well a reservoir is generated by a particular set of parameters.
To evaluate a reservoir, we train the output (35) and measure its error by applying cross-
validation or training error. Randomly generated buckets, even with the same parameters,
vary slightly in their performance. Keep the random seed fixed and averaged over multiple
reservoir samples to eliminate random fluctuations in performance.

ESN ensemble. Training many small ESNs in parallel and averaging their outputs,
in some cases, has drastically improved the performance of the basic ESN approach [164,165].

Removing initial transient. Usually x(n) data from the beginning of a long training
sequence are discarded (i.e., not used for learning Wout) since they are contaminated by
initial transients. The initial transient is a result of an arbitrary setting of x(0), which is
typically x(0) = 0. An unnatural initial state is introduced that is not normally visited once
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the network has been “prepared” for the task. The number of time steps to discard depends
on the network memory, which in turn depends on the reservoir parameters, and are
normally at the order of tens or hundreds. From this, we see that regular RNNs (discussed
in Section 4.5) and ESNs have differing approaches when dealing with the uncertainty of
the initial state in the dynamical system they are trying to identify: RNNs inject noise into
the initial state in order to identify a stable dynamical system, while ESNs discard a few
initial transient states, relying on their echo state property to achieve stability.

5. Discussion

Statistical techniques, like linear regression, ARIMA, ARCH, and NARX modeling,
have been traditionally employed in time series forecasting [166]. Strong assumptions on
data are necessary for the construction of such models (e.g., data are generated by linear,
time invariant processes, possibly with added Gaussian noise). These assumptions do not
hold in many practical situations, and by using these traditional statistical techniques on
time series from which we actually know very little about their true data-generating process,
we incur the risk of generating inaccurate forecasts. Comparatively, ANN models offer a
more flexible modeling strategy, with fewer assumptions on data-generating mechanisms,
and produce accurate forecasts.

Generally speaking, the aim of time series forecasting is to predict future values with
accuracy and simplicity. However, a large fraction of the ANN architectures reviewed in
this article are more complex than others. But this fact seems to contradict the principle of
Occam’s razor, which maintains that the simplest solution is usually the best. In machine
learning literature, Occam’s razor is used for two different principles [167]:

1. First razor: Starting from the fact that simplicity is desirable in itself, the simpler
model should be preferred between two models with the same generalization error.

2. Second razor: Starting from the fact that you are likely to have a smaller generalization
error in the simpler model, it should be preferred between two models with the same
error in the training set.

Domingos [167] argued that, in the first razor, simplicity is only a proxy for compre-
hensibility. Nevertheless, his paper shows that, contrary to the second razor’s claim, greater
simplicity does not necessarily lead to greater accuracy. If we accept the fact that the most
accurate models will not always be simple or easily understandable, we should allow an explicit
trade-off between the two [167].

Occam’s razor is largely controversial. However, a simple and easy-to-understand
method is needed to calculate point forecasts from machine learning time series models
based on proven techniques.

6. Conclusions

Artificial neural networks (ANNs) have been (and still are) promising modeling tech-
niques with an ever-increasing number of real-world applications. A very wide variety of
ANN methods and algorithms are available; in fact, several tens of thousands of articles
containing the keywords “time series” and “neural networks” can be found online. In this
survey, we covered only a small and (hopefully) not-so-biased sample containing the most
representative and popular ANN architectures employed for time series prediction tasks
(for a small summary of surveyed studies, see Table 2). All the prototypical ANN architec-
tures reviewed here constitute powerful, appealing machine learning techniques founded
on sound mathematical and statistical principles. This is the reason why these methods
work so well in many fields of study, including time series modeling and forecasting.

An interesting discussion that attempts to further explain from a theoretical perspective
the success and power of ANNs (using concepts from probability and physics) can be found
in Lin and Tegmark [168].
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Table 2. A small sample of ANN applications to time series forecasting tasks.

Study Main Model Employed Time Series Forecasting
Application

Adhikari et al. [81] FFNN–PSO, Elman RNN–PSO Macroeconomic variables

Alba-Cuéllar et al. [6] FFNN–PSO
ensemble-bootstrap Monthly transportation data

Barrow and Crone [40] FFNN ensembles Transportation data
Blonbou [85] Bayesian NN Wind-generated power

Busseti et al. [169] Deep RNN Load forecasting
Chandra and Zhang [53] Elman RNN Chaotic time series

Chatzis and Demiris [170] Bayesian ESN Chaotic time series
Crone et al. [94] FFNN, SVR Monthly retail sales

Dablemont et al. [66] Double SOM–RBFN German DAX30 index

Giovanis [83] FFNN–GA Macroeconomic and
financial data

Guo and Deng [89] Hybrid FFNN–BP–ARIMA Traffic flow

Jaeger and Haas [164] ESN Wireless
communication signals

Jha et al. [80] FFNN–PSO Financial data

Kocadağlı and Aşıkgil [87] Bayesian FFNN–GA Weekly sales of a
finance magazine

Lahmiri [41] RBFN ensemble NASDAQ returns

Leung et al. [114] FFNN-improved GA Natural phenomena
(sunspots)

Maciel and Ballini [19] FFNN Stock market
index forecasting

Mai et al. [48] RBFN Electric load
de M. Neto et al. [92] FFNN–PSO Financial data
Niu and Wang [47] Improved RBFN Financial data

Nourani et al. [68] SOM–Wavelet
Transform–FFNN Satellite rainfall runoff data

Otok et al. [90] Ensemble ARIMA–FFNN Monthly rainfall in Indonesia
Sermpinis et al. [45] RBFN–PSO Global financial data
Shi and Han [171] SVR–ESN hybrid China Yellow River runoff

Simon et al. [64] Double SOM Polish electrical load
time series

Skabar [84] Bayesian FFNN Australian Financial Index

Song [57] Jordan RNN Natural phenomena
and sunspots

Valero et al. [63] SOM, FFNN Load demand in Spain
electrical system

van Hinsbergen et al. [86] Bayesian ANN Urban travel time

Yadav and Srinivasan [65] SOM–AR Electricity demand in Britain
and Wales

Yeh [93] FFNN–ISSO Natural phenomena and
simulated data

Yin et al. [46] RBFN Tidal level at Canada’s
west coast

Zhang [88] Hybrid ARIMA–FFNN Natural phenomena and
financial data

Zhao et al. [54] Elman RNN–Kalman filter By-product gas flow in the
steel industry

Zimmermann et al. [96] ECNN Demand of products and
raw materials

Feedforward-type ANN architectures (FFNNs, RBFNs, SOMs, SVRs, etc.) are by far
the most popular among all ANN architectures employed for time series prediction tasks
because of their relative simplicity, universal functional approximation properties, and
stability. ANN training with alternative machine learning evolutionary algorithms (PSO,
GA, ABC, etc.) and combined with ensemble modeling offers an attractive framework for
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producing accurate time series forecasts with associated uncertainty measures. Recurrent
neural networks (RNNs) are hard to implement, but they are worth taking a look at,
especially when we want to model long past time series behavior or when a time series
behaves more like a chaotic dynamical system and less like a nonlinear autoregressive
signal. RNN’s standard training algorithm (namely, error backpropagation through time)
requires intensive computing resources and has to be handled carefully in order to achieve
convergence and stability. On the other hand, the echo state network (ESN) approach
to time series RNN modeling offers a faster way to identify stable dynamical systems
since fast and economical linear regression aimed at selecting appropriate nonlinear neural
activations is at the core of ESN training.

Especially in the early days (late 1980s and early 1990s), properly fitting a suitable
ANN architecture to a given time series dataset in order to produce accurate forecasts was
more of an art than a science. The building process of a time series ANN model relied
heavily on trial and error and was very sensitive to the practitioner’s previous knowledge
and experience with the data at hand. These limitations, together with seemingly conflicting
empirical evidence regarding the forecasting power of ANNs, gave rise to doubts and
skepticism about ANN’s overall ability to predict future time series values. In our opinion,
the works surveyed in Section 4 define well-structured time series ANN modeling strategies
that successfully address the aforementioned issues; however, work still needs to be done.
Time series ANN modeling is not as well-established as traditional time series analysis due
to the following:

1. ANN modeling is still a fast-evolving field of study;
2. Further work still needs to be done in order to employ ANNs as useful tools for

understanding and interpreting relationships among time series variables involved in
the forecasting task at hand (opening the black box);

3. Although ensemble modeling and methods similar to the double SOM technique
discussed in Section 4.4 provide solutions for quantifying the uncertainty of time
series forecasts generated by ANN models, we think that work still needs to be done
in order to construct statistically valid prediction intervals associated with time series
point forecasts from ANN models.

On the other hand, traditional statistical linear regression models are simple to under-
stand, easy to implement and interpret, and are always at the forefront of the time series
modeling literature. Unfortunately, linear modeling offers only an incomplete framework
since nonlinear features in temporal data play an important role in many time series fore-
casting tasks. Parametric nonlinear modeling is a difficult and cumbersome activity since
many arbitrary initial assumptions have to be made about the true form of the unknown
underlying data-generating process. Linear models are often used indiscriminately by
many practitioners, even if the predictions turn out to be unsatisfactory, which is often the
case given time series nonlinear characteristics for many real-world problems. People’s
predisposition and willingness to ignore the limitations of traditional linear models is also
an obstacle to the adoption of ANN techniques applied to time series forecasting tasks. Lin-
ear models, when used appropriately, are very effective tools. In fact, combining nonlinear
methods based on ANNs with traditional linear models is a powerful and effective strategy.
ESNs represent a prime example: linearly trained weights allow the ESN to select nonlin-
ear neural activations from its reservoir. SOM models potentially offer a solution to the
black-box problem associated with neural network models since their local approximation
properties can be combined with linear time series modeling techniques, allowing users
to study and interpret existing relationships among the response variable and some of its
time-lagged values. An approach of our own to the problem of building statistically valid
prediction intervals for time series point predictions generated by ANN models is outlined
next: The basic idea is that, if a time series model has good generalization properties, then
its forecasts will be close to actual future observations, and therefore the linear correlation
coefficient between forecasts and true future observations (once they become available)
will be close to one. Under these circumstances, it makes sense to build a simple linear re-
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gression model (called an auxiliary linear model) using validation data (i.e., the most recent
observations in the training set) as the response variable Yt and corresponding predictions
from a fully trained ANN model (called the main ANN model) as the independent variable
Xt. Under favorable circumstances, the auxiliary linear model, after being built, would
have a statistically insignificant intercept coefficient β0 close to zero and a statistically
significant slope coefficient β1 close to one. The residuals from the auxiliary linear model
would contain valuable information about the distribution of prediction errors associated
with point forecasts generated by the main ANN model. Finally, we would employ our
auxiliary linear model to compute standard errors associated with point forecasts generated
by the main ANN model. These standard errors would be the basis for building prediction
bands with a user-defined confidence level. In an upcoming paper, we will discuss our
idea in more detail, putting to the test the associated hypotheses outlined here.

The recent big data phenomenon is now motivating researchers to take a closer look at
machine learning techniques, specifically ANNs, which are well suited to huge time series
datasets. Terabytes of satellite imaging data pour in constantly and incessantly. Such huge
volumes of data would be impossible to analyze by traditional means. Machine learning
techniques, including ANNs, become an essential tool in these situations since ANNs are
good at identifying recurring patterns occurring in large volumes of data. The joint use
of ANN and linear models applied to very large datasets with temporal structure could
be a good opportunity for unifying traditional statistics and machine learning. Efforts
should be made to standardize notation and techniques from both disciplines, so machine
learning can be regarded by scientists and practitioners as an integral and important part
of statistics.
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Abbreviations
The following abbreviations are used in this manuscript:

ABC Artificial bee colony
ANN Artificial Neural Network
ARCH Autoregressive conditional heteroskedasticity
ARIMA Autoregressive integrated moving average
BP Backpropagation
BPTT Backpropagation through time
CV Cross-validation
FFNN Feedforward neural networks
GA Genetic algorithm
MLP Multilayer perceptron
NARX Nonlinear autoregressive with exogenous inputs
PEM Prediction error measure
PCA Principal component analysis
PSO Particle swarm optimization
RBFN Radial basis function network
RNN Recurrent neural network
SOM Self-organizing map
SVM Support vector machines
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