
mdpi.com/journal/engproc

Proceedings Reprint

The 3rd IEEE International 
Conference on Electronic 
Communications, Internet  
of Things and Big Data 2023

Edited by 

Teen-Hang Meen, Hsin-Hung Lin and Cheng-Fu Yang



The 3rd IEEE International Conference
on Electronic Communications,
Internet of Things and Big Data 2023





The 3rd IEEE International Conference
on Electronic Communications,
Internet of Things and Big Data 2023

Editors

Teen-Hang Meen

Hsin-Hung Lin

Cheng-Fu Yang

Basel • Beijing • Wuhan • Barcelona • Belgrade • Novi Sad • Cluj • Manchester



Editors

Teen-Hang Meen

National Formosa University

Yunlin

Taiwan

Hsin-Hung Lin

Asia University

Taichung

Taiwan

Cheng-Fu Yang

National University of Kaohs

Kaohsiung

Taiwan

Editorial Office

MDPI AG

Grosspeteranlage 5

4052 Basel, Switzerland

This is a reprint of articles from the Proceedings published online in the open access journal

Engineering Proceedings (ISSN 2673-4591) (available at: https://www.mdpi.com/2673-4591/38/1).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

Lastname, A.A.; Lastname, B.B. Article Title. Journal Name Year, Volume Number, Page Range.

ISBN 978-3-7258-1447-3 (Hbk)

ISBN 978-3-7258-1448-0 (PDF)

doi.org/10.3390/books978-3-7258-1448-0

© 2024 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license. The book as a whole is distributed by MDPI under the terms

and conditions of the Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND)

license.



Contents

Teen-Hang Meen, Hsin-Hung Lin and Cheng-Fu Yang

Preface of 3rd IEEE International Conference on Electronic Communications, Internet of Things
and Big Data 2023 (IEEE ICEIB 2023)
Reprinted from: Eng. Proc. 2023, 38, 88, doi:10.3390/engproc2023038088 . . . . . . . . . . . . . . 1

Teen-Hang Meen, Hsin-Hung Lin and Cheng-Fu Yang

Statement of Peer Review
Reprinted from: Eng. Proc. 2023, 38, 1, doi:10.3390/engproc2023038001 . . . . . . . . . . . . . . . 4

Saverio Iacono and Gianni Vercelli

How to Prepare High-Level Massive Online Open Courses for the Metaverse: Tools and Needs
Reprinted from: Eng. Proc. 2023, 38, 2, doi:10.3390/engproc2023038002 . . . . . . . . . . . . . . . 6

Shiow-Luan Wang and Jo-Yun Tsui

Evaluation of User Satisfaction in Using the Emergency Department Information System (EDIS)
from User’s Perspective
Reprinted from: Eng. Proc. 2023, 38, 5, doi:10.3390/engproc2023038005 . . . . . . . . . . . . . . . 13

Yung-Cheng Liao

Research on the Learning Performance and Communication Networking of Online Analytical
Processing Courses
Reprinted from: Eng. Proc. 2023, 38, 6, doi:10.3390/engproc2023038006 . . . . . . . . . . . . . . . 20

Yung-Cheng Liao and Mei-Su Chen

Research on Big Data Ad Hoc Query Technology Based on an Accident Insurance Campaign
Reprinted from: Eng. Proc. 2023, 38, 8, doi:10.3390/engproc2023038008 . . . . . . . . . . . . . . . 27

Richard G. Mayopu, Long-Sheng Chen and Venkateswarlu Nalluri

Classification Crisis Communication: Semiotic Approach with Latent Semantic Analysis
Reprinted from: Eng. Proc. 2023, 38, 9, doi:10.3390/engproc2023038009 . . . . . . . . . . . . . . . 33

Ming-Hsi Tang and Yu-Lin Niu

Importance-Performance Analysis of Online Insurance: Communication and Networking
Reprinted from: Eng. Proc. 2023, 38, 7, doi:10.3390/engproc2023038007 . . . . . . . . . . . . . . . 40

Pornpimol Sampanyen and Niwat Srisawasdi

Effects of Integrating Brain Training Digital Game for Improving Learning Gains
Reprinted from: Eng. Proc. 2023, 38, 10, doi:10.3390/engproc2023038010 . . . . . . . . . . . . . . 49

Yan-Jing Luo and Peng-Wei Hsiao

Design of Interactive Learning Materials with Concept of Sustainability Integrated into Macau
Drunken Dragon Dance
Reprinted from: Eng. Proc. 2023, 38, 12, doi:10.3390/engproc2023038012 . . . . . . . . . . . . . . 55

Sakkarach Muangbangyung and Niwat Srisawasdi

Design and Development of Interactive Moodle-Based E-Learning Platform for Competency
Training
Reprinted from: Eng. Proc. 2023, 38, 11, doi:10.3390/engproc2023038011 . . . . . . . . . . . . . . 61

Saverio Iacono

Augmented Learning: Case Study of Gamified and Extended Reality Courses
Reprinted from: Eng. Proc. 2023, 38, 13, doi:10.3390/engproc2023038013 . . . . . . . . . . . . . . 66

v



Yi-Yun Wang, Venkateswarlu Nalluri and Long-Sheng Chen

Using a Text Mining Approach to Identify Important Factors Influencing the Performance of
Programmatic Advertising
Reprinted from: Eng. Proc. 2023, 38, 15, doi:10.3390/engproc2023038015 . . . . . . . . . . . . . . 73

Di Min and Chundong Wang

Research and Practice of the Construction of an Online Education Community in Higher
Education for Disabled Individuals
Reprinted from: Eng. Proc. 2023, 38, 14, doi:10.3390/engproc2023038014 . . . . . . . . . . . . . . 81

Huai-Te Huang and Hao-En Chueh

Decision-Tree-Computing-Based Usage Intention Prediction of School Social Media
Reprinted from: Eng. Proc. 2023, 38, 16, doi:10.3390/engproc2023038016 . . . . . . . . . . . . . . 87

Pahrudin Pahrudin, Tsung-Hua Hsieh and Li-Wei Liu

Information, Communication, and Technology in the Field of Tourism and Hospitality: A
Bibliometric Approach
Reprinted from: Eng. Proc. 2023, 38, 4, doi:10.3390/engproc2023038004 . . . . . . . . . . . . . . . 96

Jiin-Chyuan Mark Lai, Chiung-Ling Wang and Ming-Yuan Hsieh

A Research on Diversified Applications of Technological Education in the Development of Rural
District Community Development Associations
Reprinted from: Eng. Proc. 2023, 38, 18, doi:10.3390/engproc2023038018 . . . . . . . . . . . . . . 106

Chiung-Ling Wang, Chien-Yun Dai, Jiin-Chyuan Mark Lai and Ming-Yuan Hsieh

Preliminary Research on the Impact of Bilingual Teaching on Current Technical and Vocational
Education in Taiwan
Reprinted from: Eng. Proc. 2023, 38, 21, doi:10.3390/engproc2023038021 . . . . . . . . . . . . . . 111

Liza Lee and Chia-Hui Lin

Digital and Traditional Learning: Learning Styles with Music and Technology for Early
Childhood Education
Reprinted from: Eng. Proc. 2023, 38, 19, doi:10.3390/engproc2023038019 . . . . . . . . . . . . . . 116

Philip Craigie

Web-Based Technology: Trials and Tribulations of Using Online Quizzes in an EFL Course
Reprinted from: Eng. Proc. 2023, 38, 20, doi:10.3390/engproc2023038020 . . . . . . . . . . . . . . 128

John C.-C. Lu

Using YouTube as an Effective Educational Tool to Improve Engineering Mathematics Teaching
during the COVID-19 Pandemic
Reprinted from: Eng. Proc. 2023, 38, 24, doi:10.3390/engproc2023038024 . . . . . . . . . . . . . . 133

Nan-Nan Lu and Shun-Hsin Huang

Visual Effects Analysis Based on Computer Processing: Taking Rik Oostenbroek’s Works as an
Example
Reprinted from: Eng. Proc. 2023, 38, 25, doi:10.3390/engproc2023038025 . . . . . . . . . . . . . . 140

Tung Wu, Ying-Ming Su and Ding-Chin Chou

Using Big Data to Analyze Impact of Visual Design on Social Networking
Reprinted from: Eng. Proc. 2023, 38, 23, doi:10.3390/engproc2023038023 . . . . . . . . . . . . . . 149

Kuan-Chuan Tao, Chi-Yueh Hsu, Jen-Jen Yang, Ming-Fu Ke and Chia-Hsuan Chiang

Exploring Use Behavior of Self-Service Ordering at Restaurants with Application Unified
Theory of Acceptance and Use of Technology Model
Reprinted from: Eng. Proc. 2023, 38, 26, doi:10.3390/engproc2023038026 . . . . . . . . . . . . . . 156

vi



Kuan-Yin Lee, Prasana Kumar Samanta and Serhan Demirci

Building a University Department Brand through Brand Association Network Technology
Reprinted from: Eng. Proc. 2023, 38, 30, doi:10.3390/engproc2023038030 . . . . . . . . . . . . . . 162

Chen-Sheng Pai and Shieh-Liang Chen

Mystery of Big Data: A Study of Consumer Decision-Making Behavior on E-Commerce
Websites
Reprinted from: Eng. Proc. 2023, 38, 29, doi:10.3390/engproc2023038029 . . . . . . . . . . . . . . 166

Hua Li, Yuanxia Zhang, Jie Lv, Daoqing Gong and Xinyan Gan

Analysis and Research on Activity-Based Bottleneck Model
Reprinted from: Eng. Proc. 2023, 38, 28, doi:10.3390/engproc2023038028 . . . . . . . . . . . . . . 182

John C.-C. Lu

Creating Effective Educational Videos on YouTube in Higher Education
Reprinted from: Eng. Proc. 2023, 38, 32, doi:10.3390/engproc2023038032 . . . . . . . . . . . . . . 188

Shin Liao and Li-Yi Ma

A Study on Problems Encountered by Students and Their Causes When Learning About E-Book
Production Based on Analytic Hierarchy Process
Reprinted from: Eng. Proc. 2023, 38, 33, doi:10.3390/engproc2023038033 . . . . . . . . . . . . . . 193

Jiin-Chyuan Mark Lai, Chiung-Ling Wang and Ming-Yuan Hsieh

An Essential Study on IoT Applications on Community Development Association Development
Advancement
Reprinted from: Eng. Proc. 2023, 38, 35, doi:10.3390/engproc2023038035 . . . . . . . . . . . . . . 199

Chun-Ming Shih, Jiin-Chyuan Mark Lai and Ming-Yuan Hsieh

Initial Study of Core Decisive Modes of Game Theory on Closed Couple Relationships in
Conflict Situations
Reprinted from: Eng. Proc. 2023, 38, 34, doi:10.3390/engproc2023038034 . . . . . . . . . . . . . . 204

Chih-Yueh Chou and Tzu-Yi Chuang

Aspect and Sentiment Classification Mechanisms of Student After-Class Self-Evaluated
Comments: Investigation on Nonsense Data, Feature Extraction, and Classification Models
Reprinted from: Eng. Proc. 2023, 38, 43, doi:10.3390/engproc2023038043 . . . . . . . . . . . . . . 209

Tzong-Shyuan Chen and Jui-Yuan Chu

Applying Regression Model for Changes in Population Age Structure on Domestic Tourism
Demand
Reprinted from: Eng. Proc. 2023, 38, 47, doi:10.3390/engproc2023038047 . . . . . . . . . . . . . . 216

Jen-Chieh Chung and Ying-Hsiao Lai

Multivariate Statistical Model of College Students’ Purchase Decisions for Starbucks in Taiwan
Reprinted from: Eng. Proc. 2023, 38, 38, doi:10.3390/engproc2023038038 . . . . . . . . . . . . . . 223

Yu-Cheng Tu, Jhih-Ling Jia and Kuan-Yin Lee

Power of Networking: Study on Mutual Cameos
Reprinted from: Eng. Proc. 2023, 38, 44, doi:10.3390/engproc2023038044 . . . . . . . . . . . . . . 229

Sarocha Tepho and Niwat Srisawasdi

Assessing Impact of Tablet-Based Digital Games on Mathematics Learning Performance
Reprinted from: Eng. Proc. 2023, 38, 41, doi:10.3390/engproc2023038041 . . . . . . . . . . . . . . 234

Kuan-Yin Lee and Prasana Kumar Samanta

Teaching Knowledge in the Logic and Engineering Method through Board Games
Reprinted from: Eng. Proc. 2023, 38, 46, doi:10.3390/engproc2023038046 . . . . . . . . . . . . . . 241

vii



Chih-Wei Lin, Yun-Tsan Lin, Shao-Leon Lian, Su-Shiang Lee, Pei-Jun Zen

and Wei-Hsun Hsu

Applying a Multivariate Simultaneous Linear Regression Model to Analyze the Mediating
Effect of English Leisure Activities on English Learning Motivation and Learning Effectiveness
Reprinted from: Eng. Proc. 2023, 38, 48, doi:10.3390/engproc2023038048 . . . . . . . . . . . . . . 247

Deming Lei, Hongzhen Lin and Yawen Tai

Research on Innovation of Agricultural Product Logistics Circulation System under the
Background of Big Data
Reprinted from: Eng. Proc. 2023, 38, 54, doi:10.3390/engproc2023038054 . . . . . . . . . . . . . . 256

Shih-Chieh Chen and Jun-Cheng Liu

Using The KANO Model and Importance-Performance Analysis (IPA) to Explore Student
Needs in Synchronous Distance Learning Combined with The Gamification Element
Reprinted from: Eng. Proc. 2023, 38, 56, doi:10.3390/engproc2023038056 . . . . . . . . . . . . . . 263

Chen Li and Song Xu

Need of Design Knowledge and Use of Novice Designer for Product Sketching
Reprinted from: Eng. Proc. 2023, 38, 58, doi:10.3390/engproc2023038058 . . . . . . . . . . . . . . 271

You-Jie Huang, Sing-Yu Jhuang, Yi-Shin Lin and Ho-Yi Chan

Applying Linear Regression Analysis to Identify Willingness of Using Environment-Friendly
Electric Motorcycle-Sharing for Tourism Activities: A Case Study of GoShare
Reprinted from: Eng. Proc. 2023, 38, 57, doi:10.3390/engproc2023038057 . . . . . . . . . . . . . . 277

Serhan Demirci, Kuan-Yin Lee and Ahmad Muzakki Binamak

Marketing Education through PBL: A Case of Social Media Influencer Marketing
Reprinted from: Eng. Proc. 2023, 38, 59, doi:10.3390/engproc2023038059 . . . . . . . . . . . . . . 283

Shu-Chin Huang, Ching-Mei Zhu and Maw-Liann Shyu

Using Text Mining to Explore Acceptance of Zero-Touch Fintech Service Innovation: Internet
Word-of-Mouth of R Digital Bank
Reprinted from: Eng. Proc. 2023, 38, 65, doi:10.3390/engproc2023038065 . . . . . . . . . . . . . . 289

You-Jie Huang, Ming-Kuo Chen, Yu-Yu Lo and Ho-Yi Chan

Applying Regression Analysis to Work Stress, Leisure Constraint and Leisure Participation of
Nantou County Junior High School Teachers
Reprinted from: Eng. Proc. 2023, 38, 70, doi:10.3390/engproc2023038070 . . . . . . . . . . . . . . 295

Shu-Mei Chao and Mu-Jin Chen

DEA Approach to Evaluate Research Efficiency of Departments in University
Reprinted from: Eng. Proc. 2023, 38, 71, doi:10.3390/engproc2023038071 . . . . . . . . . . . . . . 303

Shang-Pin Li, Wen-Shin Hsu and Wen-Ling Hsu

Patent Statistics and Analysis of Development Trends of Technology-Assisted Instruction
Reprinted from: Eng. Proc. 2023, 38, 72, doi:10.3390/engproc2023038072 . . . . . . . . . . . . . . 313

Ming-Kuo Chen, Ruo-Lan Liu and Hsin-Nan Chien

Scientific Empirical Study on Analyzing Learning Outcomes of Cadres in College Student
Association Using Hierarchical Linear Regression Model
Reprinted from: Eng. Proc. 2023, 38, 73, doi:10.3390/engproc2023038073 . . . . . . . . . . . . . . 319

Po-Chang Ko, Ping-Chen Lin, Hoang-Thu Do, Yuan-Heng Kuo, You-Fu Huang

and Wen-Hsien Chen

Pairs Trading Strategies in Cryptocurrency Markets: A Comparative Study between Statistical
Methods and Evolutionary Algorithms
Reprinted from: Eng. Proc. 2023, 38, 74, doi:10.3390/engproc2023038074 . . . . . . . . . . . . . . 325

viii



Alex Dharmawan Sianturi and Ruei-Tang Hung

A Comparison between Digital-Game-Based and Paper-Based Learning for EFL Undergraduate
Students’ Vocabulary Learning
Reprinted from: Eng. Proc. 2023, 38, 78, doi:10.3390/engproc2023038078 . . . . . . . . . . . . . . 330

Jianfeng Wei and Yufeng Huang

Images of E-Sports in Chinese Newspapers
Reprinted from: Eng. Proc. 2023, 38, 80, doi:10.3390/engproc2023038080 . . . . . . . . . . . . . . 336

Yuanxian Chen and Xing Zheng

Discussion on Diversity of Animation Teaching Methods in Universities
Reprinted from: Eng. Proc. 2023, 38, 81, doi:10.3390/engproc2023038081 . . . . . . . . . . . . . . 341

Chen Chen, Shih-Shen Chen and Chin W. Yang

A Negative Binomial Regression Model of Student Absenteeism in the Principles of
Microeconomics
Reprinted from: Eng. Proc. 2023, 38, 82, doi:10.3390/engproc2023038082 . . . . . . . . . . . . . . 346

Yinglu Huang, Xiaojun Huang, Junhui Zhao and Yilin Chen

Practical Research on Mixed-PPGIS Promoting Public Participation in Urban Micro-Public
Space Renewal
Reprinted from: Eng. Proc. 2023, 38, 84, doi:10.3390/engproc2023038084 . . . . . . . . . . . . . . 352

Hanping Ke, Feng Luo and Manyin Shi

Design of the Speech Emotion Recognition Model
Reprinted from: Eng. Proc. 2023, 38, 86, doi:10.3390/engproc2023038086 . . . . . . . . . . . . . . 358

Jui-Chang Chiu, Chi-Yueh Hsu, Chun-Yu Chien, Yu-Qui Fan and Yu-Wen Cheng

Applying the Unified Theory of Acceptance and Use of Technology Model on the Behavior of
Home Buyers Using Housing Apps
Reprinted from: Eng. Proc. 2023, 38, 85, doi:10.3390/engproc2023038085 . . . . . . . . . . . . . . 364

Ting-Cheng Chang, Min-Hao Wu and Ying Lin

Sum of Exponential Model for Fitting Data
Reprinted from: Eng. Proc. 2023, 38, 87, doi:10.3390/engproc2023038087 . . . . . . . . . . . . . . 371

Mei-Su Chen and Wen-Tsung Huang

Applying the Technology Acceptance Model to Understand Financial Practitioners’ Intentions
to Use the Digital Innovation Learning Platform
Reprinted from: Eng. Proc. 2023, 38, 62, doi:10.3390/engproc2023038062 . . . . . . . . . . . . . . 377

Tianyin Jiang, Yaxin Hou and Jaebum Yang

Literature Review on the Development of Visualization Studies (2012–2022)
Reprinted from: Eng. Proc. 2023, 38, 89, doi:10.3390/engproc2023038089 . . . . . . . . . . . . . . 383

Manyin Shi, Fang Luo, Hanping Ke and Shiliang Zhang

Design and Analysis of Education Personalized Recommendation System under Vision of
System Science Communication
Reprinted from: Eng. Proc. 2023, 38, 91, doi:10.3390/engproc2023038091 . . . . . . . . . . . . . . 393

Chi-Jan Huang and Ting-Yi Chiang

Discussion on Risk Factors of Stadium: A Case Study of Taipei Dome Complex
Reprinted from: Eng. Proc. 2023, 38, 22, doi:10.3390/engproc2023038022 . . . . . . . . . . . . . . 398

Chi-Jan Huang, Ting-Yi Chiang and Wun-Wu Chen

Prison Disaster Factors: A Case Study of Taipei Prison
Reprinted from: Eng. Proc. 2023, 38, 27, doi:10.3390/engproc2023038027 . . . . . . . . . . . . . . 405

ix



Shih-Jen Feng and Si-Ting Li

Study of Building Sense of Place in Network World
Reprinted from: Eng. Proc. 2023, 38, 60, doi:10.3390/engproc2023038060 . . . . . . . . . . . . . . 412

Hsien-Kuan Chang, Li-Ming Lu, Hsien-Chou Liao, Wen-Der Yu and Zi-Yi Lim

Real-Time Safety Warning System for Lifting Operations in Construction Sites
Reprinted from: Eng. Proc. 2023, 38, 3, doi:10.3390/engproc2023038003 . . . . . . . . . . . . . . . 424

Poh-Hwa Liang

Exploratory Study of Preservice Early-Childhood Teachers’ Experiences of Electronic Toys and
Play Preference
Reprinted from: Eng. Proc. 2023, 38, 17, doi:10.3390/engproc2023038017 . . . . . . . . . . . . . . 432

Huber Nieto-Chaupis

Hybrid Courses Based on Basic Sciences and Green Technologies in Engineering Programs
Reprinted from: Eng. Proc. 2023, 38, 49, doi:10.3390/engproc2023038049 . . . . . . . . . . . . . . 438

Yu-Cherng Hung

Teaching Experience of Microchip Education during COVID-19
Reprinted from: Eng. Proc. 2023, 38, 75, doi:10.3390/engproc2023038075 . . . . . . . . . . . . . . 446

Feng-Ming Yeh, Liang-Ying Huang, Chao-Kai Chang, Ya-Hui Hsieh, Hsuan-Fu Wang,

Rong-Seng Chang and Der-Chin Chen

A Swimming Goggles Optical Design by Fresnel Lenses
Reprinted from: Eng. Proc. 2023, 38, 90, doi:10.3390/engproc2023038090 . . . . . . . . . . . . . . 456

Chun-Ming Shih, Yung-Jui Huang, Jiin-Chyuan Mark Lai and Ming-Yuan Hsieh

Exploring Research on Elevating Male’s Multiple Sexual Climaxes
Reprinted from: Eng. Proc. 2023, 38, 31, doi:10.3390/engproc2023038031 . . . . . . . . . . . . . . 462

Chun-Lang Yeh, Dong-Long Wu, Qi-Ying Cai, Yu-Xi Chung, Chang-Xin Liu

and Zhi-Qian Wu

Parametric Study on Performance of Straight Type of Internally Finned Tube
Reprinted from: Eng. Proc. 2023, 38, 37, doi:10.3390/engproc2023038037 . . . . . . . . . . . . . . 467

Lakshmipathy Panchanathan and Shyh-Chour Huang

Design and Analysis of Compliant Rack and Pinion Using Compliant Contact Rolling Joint
Reprinted from: Eng. Proc. 2023, 38, 36, doi:10.3390/engproc2023038036 . . . . . . . . . . . . . . 474

Chun-Lang Yeh, Dong-Long Wu, Qi-Ying Cai, Shi-Yi Yang, Xuan-Jun Lin

and Geng-Hong Liu

A Parametric Study on the Performance of a Helical Type of Internally Finned Tube
Reprinted from: Eng. Proc. 2023, 38, 40, doi:10.3390/engproc2023038040 . . . . . . . . . . . . . . 483

Ming-Chi Chiou and Hung-Yih Tsai

Surface Rejuvenation Model for Turbulent Thermophoresis Velocity
Reprinted from: Eng. Proc. 2023, 38, 42, doi:10.3390/engproc2023038042 . . . . . . . . . . . . . . 490

Peng Yang, Yueqiang Qi and Renshan Chen

Preparation of High-Performance Cementitious Materials from Industrial Solid Wastes
Reprinted from: Eng. Proc. 2023, 38, 50, doi:10.3390/engproc2023038050 . . . . . . . . . . . . . . 498

Lulu Al Marjan and Shyh-Chour Huang

Structure of Parallel Mechanism Combined with Waterbomb-Base- Inspired Origami
Reprinted from: Eng. Proc. 2023, 38, 51, doi:10.3390/engproc2023038051 . . . . . . . . . . . . . . 507

x



An-Sheng Lee

Investigation of Relationship between Kansei Design Elements of Taiwanese Wooden Furniture
and Consumer Demand by Fuzzy Theory
Reprinted from: Eng. Proc. 2023, 38, 64, doi:10.3390/engproc2023038064 . . . . . . . . . . . . . . 517

Yong-Bin Lee and Chuan-Chieh Liao

Numerical Simulations on Heat Transfer Enhancement of Nanofluids in Microchannel Using
Vortex Generator
Reprinted from: Eng. Proc. 2023, 38, 68, doi:10.3390/engproc2023038068 . . . . . . . . . . . . . . 524

Yu-Shi Wang and Cheung-Hwa Hsu

Numerical Simulation Analysis of Penetration Performance of Armor-Piercing Fin-Stabilized
Discarding Sabot to Steel Plate
Reprinted from: Eng. Proc. 2023, 38, 76, doi:10.3390/engproc2023038076 . . . . . . . . . . . . . . 532

Bai-Chau Chen and Jui-Hung Cheng

Optimum Design of Polymer Composite Reactor Pressure Vessels
Reprinted from: Eng. Proc. 2023, 38, 39, doi:10.3390/engproc2023038039 . . . . . . . . . . . . . . 537

Tao Guo and Yueqiang Qi

Research on Road Performance of Solid-Waste-Based-Gelling-Agent-Stabilized Sub-Base
Reprinted from: Eng. Proc. 2023, 38, 55, doi:10.3390/engproc2023038055 . . . . . . . . . . . . . . 541

Tzu-Han Chao and Chuan-Chieh Liao

Degassing of Medical Powder Plastics in Fused Deposition 3D Printing
Reprinted from: Eng. Proc. 2023, 38, 69, doi:10.3390/engproc2023038069 . . . . . . . . . . . . . . 548

Chih-Feng Yen, Hung-Chang Hsu, Chung-Hung Lin, Yu-De Lin and Shih-Fong Chao

The Fabrication of Porous ZnO Nanorods through Two-Step Aqueous Synthesis, and Their
Properties
Reprinted from: Eng. Proc. 2023, 38, 79, doi:10.3390/engproc2023038079 . . . . . . . . . . . . . . 556

Zhihui Tian and Shuo Wang

Big Data Analysis on the Characteristics of Drought Disaster Changes in Hebei Province in the
Past 30 Years
Reprinted from: Eng. Proc. 2023, 38, 52, doi:10.3390/engproc2023038052 . . . . . . . . . . . . . . 565

Shaofu Li

Environmental Aspects of Vernacular Settlement of Xinpu: A Case Study for Social
Responsibility
Reprinted from: Eng. Proc. 2023, 38, 45, doi:10.3390/engproc2023038045 . . . . . . . . . . . . . . 573

Jiin-Chyuan Mark Lai, Chiung-Ling Wang and Ming-Yuan Hsieh

Preliminary Research on Carbon-Neutral Sustainable Development Strategies in Community
Development Education
Reprinted from: Eng. Proc. 2023, 38, 53, doi:10.3390/engproc2023038053 . . . . . . . . . . . . . . 581

Pei-Cheng Cheng, Yuan-Chung Lin, Min-Siou Lin, Sun-Long Lin, Yin-Hsiu Hsiao,

Chin-Yuan Huang, et al.

Phytoremediation Efficiency of Weathered Petroleum-Contaminated Soils by
Vetiveria zizanioides and Cymbopogon nardus itle
Reprinted from: Eng. Proc. 2023, 38, 63, doi:10.3390/engproc2023038063 . . . . . . . . . . . . . . 585

Ren Jie Chin, Sai Hin Lai, Wing Son Loh, Lloyd Ling and Eugene Zhen Xiang Soo

Assessment of Inverse Distance Weighting and Local Polynomial Interpolation for Annual
Rainfall: A Case Study in Peninsular Malaysia
Reprinted from: Eng. Proc. 2023, 38, 61, doi:10.3390/engproc2023038061 . . . . . . . . . . . . . . 592

xi



Ting-Kun Liu

Applied Research on Optimal Scale and M&A Efficiency in the Natural Gas Energy Industry
Reprinted from: Eng. Proc. 2023, 38, 66, doi:10.3390/engproc2023038066 . . . . . . . . . . . . . . 599

Yun-Wei Tan and Feng-Wen Chen

Application of Ion Exchange Resin Capsules in Water Pollution Source Investigating in
Taichung Area, Central Taiwan
Reprinted from: Eng. Proc. 2023, 38, 67, doi:10.3390/engproc2023038067 . . . . . . . . . . . . . . 605

Ying-Ming Su and Janmichael Antoni

Outdoor Thermal Comfort Study on Urban Areas with Various Densities in Taipei
Reprinted from: Eng. Proc. 2023, 38, 77, doi:10.3390/engproc2023038077 . . . . . . . . . . . . . . 611

Jiin-Chyuan Mark Lai, Chiung-Ling Wang and Ming-Yuan Hsieh

Precursory Study on Sustained Development in Food and Agriculture Education in the
Post-Legislative Era
Reprinted from: Eng. Proc. 2023, 38, 83, doi:10.3390/engproc2023038083 . . . . . . . . . . . . . . 622

xii



Citation: Meen, T.-H.; Lin, H.-H.;

Yang, C.-F. Preface of 3rd IEEE

International Conference on

Electronic Communications, Internet

of Things and Big Data 2023 (IEEE

ICEIB 2023). Eng. Proc. 2023, 38, 88.

https://doi.org/10.3390/

engproc2023038088

Published: 27 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Editorial

Preface of 3rd IEEE International Conference on Electronic
Communications, Internet of Things and Big Data 2023 (IEEE
ICEIB 2023) †

Teen-Hang Meen 1,*, Hsin-Hung Lin 2 and Cheng-Fu Yang 3,4,*

1 Department of Electronic Engineering, National Formosa University, Yunlin 632, Taiwan
2 Department of Creative Product Design, Asia University, Taichung 413, Taiwan; hhlin@asia.edu.tw
3 Department of Chemical and Materials Engineering, National University of Kaohsiung,

Kaohsiung 811, Taiwan
4 Department of Aeronautical Engineering, Chaoyang University of Technology, Taichung 413, Taiwan
* Correspondence: thmeen@gs.nfu.edu.tw (T.-H.M.); cfyang@nuk.edu.tw (C.-F.Y.)
† All proceeding papers published in the volumes are presented at the 3rd IEEE International Conference on

Electronic Communications, Internet of Things and Big Data Conference 2023, Taichung, Taiwan,
14–16 April 2023.

This volume represents the proceedings of the 3rd IEEE International Conference
on Electronic Communications, Internet of Things, and Big Data 2023 (IEEE ICEIB 2023).
This conference was organized by Asia University, the Institute of Electrical and Elec-
tronics Engineers (IEEE), and the International Institute of Knowledge Innovation and
Invention (IIKII), and was held at Asia University, Taichung, Taiwan, on 14–16 April 2023.
The conference provided a unified communication platform for researchers on a wide
range of topics such as big data and cloud computing, technologies and applications of
artificial intelligence, robotics science and engineering, the Internet of Things and sensor
technology, intelligent big data analysis and applications, and other related fields. In recent
years, the rapid development of electronic technology and microelectronic technology
has fundamentally and universally brought about the new technology revolution. The
continuous revolution of electronic technology has not only appeared in very large-scale
integrated circuits (VLSIs) and computers, but has also contributed to the development of
modern communication technologies. Electronics and communication engineering involve
information and communication systems, electronic science and technology, communica-
tion and information systems, signal and information processing, circuits and systems,
electromagnetic fields and microwave technology, physical electronics and optoelectron-
ics, microelectronics, and solid-state electronics, to name a few. Related research content
includes information transmission, information exchange, information processing, signal
detection, integrated circuit design and manufacture, electronic components, microwave
and antenna, instrumentation technology, computer engineering, application, and others.
The analysis and application of big data improve the efficiency of existing products and
allow new products to be developed. Recent technological breakthroughs have greatly
reduced the cost of data storage and computing, making the storage of huge amounts of
data considerably less complicated and expensive than in the past. With the volume of
data increasing day by day and being coupled with lower costs and easier access, using big
data helps in making more precise business decisions that previously have been difficult.

IEEE ICEIB 2023 was held in a hybrid form, featuring on-site and online presentations.
Figure 1 shows the group photo from the conference’s opening. The first keynote speech
was “Towards Net Zero: Opportunities and Challenges from a Materials Scientist’s Per-
spective” presented by Professor Li-Chyong Chen, an academician of Academia Sinica,
Taiwan. He emphasized that the discovery and development of materials for clean energy
were essential to accelerate the transition toward a carbon-neutral economy. For instance,
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photocatalytic CO2 conversion to hydrocarbon fuels, or so-called artificial photosynthesis,
enables simultaneous solar energy harvesting and CO2 reduction reactions (CO2RRs), and
so it is considered a killing-two-birds-with-one-stone approach to solving the energy and
environmental problems. Advanced future points were made by showing selective cases
of scanning probe-based microscopies and in situ/operando synchrotron radiation-based
spectroscopies along with vibrational spectroscopies. These enable scientists to probe the
geometric, bonding, and electronic information of the catalyst and obtain atomic insights
into the catalytic surfaces and reaction mechanisms. The second keynote speech was about
“Asia University’s Smart Campus Development”, and was presented by Chair Professor
Shian-Shyong Tseng, the Vice President of Asia University, Taiwan. Firstly, he briefly intro-
duced the smart campus of Asia University and explained how the smart campus was built
using the artificial Internet of Things (AIoT) as well as data and knowledge engineering
skills. With such a well-established strategy, Asia University started to build the infras-
tructure and then developed the application and service processes. In the meantime, Asia
University enhanced the quality, performance, and interactivity of campus services. The
speech presented several examples of the various applications, especially those focusing on
smart learning.

Figure 1. Group photo at the opening ceremony of IEEE ICEIB 2023.

IEEE ICEIB 2023 provided five regular sessions and seven invited sessions, covering
various cutting-edge IoT technology fields, including big data, artificial intelligence (AI),
robotics, IoT, cloud computing, global concerns about sustainable wisdom, and other issues.
Figures 2 and 3 show examples of on-site and online oral presentation sessions.

Many substantial results were shared at IEEE ICEIB 2023 by enthusiastic participants,
and 89 excellent papers on engineering fields related to the conference were selected
through peer review for the publication of the proceedings of IEEE ICEIB 2023. The
proceedings are expected to accelerate the interdisciplinary collaboration of science and
engineering technologists in the academic and industrial fields and encourage international
networking.
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Figure 2. Presentation at an on-site session of IEEE ICEIB 2023.

Figure 3. Online presentation of IEEE ICEIB 2023.
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In submitting conference proceedings of the 3rd IEEE International Conference on
Electronic Communications, Internet of Things and Big Data 2023 (IEEE ICEIB 2023) to
Engineering Proceedings, the volume editors of the proceedings certify to the publisher that
all papers published in this volume were subjected to peer review arranged by the volume
editors. The reviews were conducted by expert referees according to the professional and
scientific standards expected of a proceedings journal:
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• Total number of reviewers involved: 50.
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Figure 1. Review process for conference proceedings of the 3rd IEEE International Conference on
Electronic Communications, Internet of Things and Big Data 2023 (IEEE ICEIB 2023).
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Abstract: The adoption of methodologies and practices from distance learning (MOOC) and gamifi-
cation is a promising basis to facilitate the design of a new generation of MOOCs (massive online
open courses) and well suited for XR-based immersive shared social spaces, i.e., educational meta-
verses. Therefore, we discuss the tools and requirements to assist teachers to acquire two levels of
competence, “beginner-level creator” and “advanced-level creator”, within the current ecosystem
of metaverses. The adoption of such tools and XR platforms within STEM university educational
settings is discussed to introduce the novel concept of the edu-metaverse.

Keywords: interoperability; metaverse; gamification; e-learning; stem education; MOOC; XR platforms;
edu-metaverse

1. Introduction

It is now required to discuss how to prepare for the new needs created by the an-
nouncement of the ethereal and self-defined “metaverse” of Facebook/Meta [1]. The
metaverse first took its shape as a concept of Science Fiction in 1992 by Neal Stephenson in
“Snow Crash” [2]. Subsequently, the Acceleration Studies Foundation announced in 2006
a roadmap identifying it as a result of the encounter of Web 2.0 with the world of video
games [3] as observed by Kye et al. [4]. It deals with our digital life by adding, ironically,
rules of real-life physics (and beyond) [5] and the possibilities of ubiquity. The concept
is still “in its infancy” despite its mature roots, in the same way as Qualcomm theorized
about Extended Reality (XR) technology in 2017 [6]. Kye et al. analyzed the possibilities of
the metaverse in the world of education by extrapolating an interesting definition:

“Metaverse means a world in which virtual and reality interact and co-evolve, and in
it social, economic and cultural activities take place to create value.”

This study focuses on the importance of interoperability and gamification concerning
the design of a new generation of MOOCs (massive online open courses) that are well suited
for XR-based immersive shared social spaces, i.e., educational metaverses. According to
Hwang and Lee [7], the main features of the emerging ecosystem of metaverses can be de-
scribed using the recently proposed SPICE model. This model uses seamlessness, presence,
interoperability, concurrence, and economic flow, as depicted in Figure 1, to capture the
factors, customer satisfaction, and purchase intention of users within metaverses.
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Figure 1. SPICE model of a metaverse [7].

Smart et al. in 2007 defined four different types of metaverse: Augmented Reality, Life
Logging, Mirror World, and Virtual Reality. Each of these metaverses has dimensions that
can be identified with a reality already in place, but which exist precisely and separately.
Augmented Reality and Virtual Reality are well-established research fields for the scientific
community, and Life Logging means recording one’s life using smart or wearable devices
and software platforms such as current users do on Instagram and Facebook. Mirror
World is referred to as a more or less faithful reflection of the real world in the metaverse,
defined as an “efficient expansion”, i.e., a virtual place where certain tasks are performed
efficiently to improve the players’ quality of life. It is worth noting how interconnected
these four types of metaverse can be and how much thery are so, thanks to technological
innovation. According to this classification, there are platforms developed in the last
decade to which it is legitimate to apply the “metaverse” label. For example, gamified
social learning platforms such as Mondly [8] can be listed as augmented reality, virtual
reality, and lifelogging metaverses.

Moreover, educational settings in schools and campuses have been successfully mir-
rored into metaverses [4], allowing to recreate educational contexts and situations. The
idea of having multiple interconnected real/augmented/mixed/virtual worlds would lead
us to think about the necessity of a holistic continuum of educational experiences; hence,
interoperability is a key aspect. If we look at the recent definition given by the Meta group
through a training course on Coursera [9], specific aspects are highlighted to understand
the metaverse. “A series of immersive and interconnected digital spaces and an embodied
Internet” is, therefore, presented as an Internet 3.0 that is mostly used with virtual reality
or mixed reality viewers, the use of which gradually decreases as they approach widely
used tools such as computers and smartphones.

Hence, again, the key aspect to interconnecting real to virtual and vice versa through
the user’s embodiment is interoperability, which requires heterogeneous platforms to refer
to a unique ID from several linked IDs (from legal ID cards to biometric fingerprints for
a real person, as well as digital identities and avatar IDs). This unique ID, according to
Meta’s plans, will be used to access any metaverse system.

It is beyond the scope of this study to present a deeper discussion about all the
possible philosophical and ethical issues or legal consequences of having one or multiple
avatars within a metaverse(s). The general idea of having a unique avatar ID is reasonable
to guarantee the same physical body (the real user) has suitable access to every linked
platform. For instance, within formal educational institutions, this digital embodiment is
necessary to guarantee a proper learning path. On the contrary, within social networks, the
possession of multiple identities is widely accepted (even debated) either for practical or
more subtle reasons. Again, interoperability among platforms allows real users to access
their different avatars to manage different social contexts (such as, in real life, wearing
different suits in different life situations).

It is therefore evident that interoperability is the key element to implementing the
convergence of different metaverses into one. The potential of this new metaverse accessed
through a single “gate”, as highlighted by Zhong and Zheng [10], is “a sort of educational
environment beyond reality, which has the immersive characteristics of the real world and
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the open and free characteristics of the virtual world. It supports students to carry out
interdisciplinary, interregional, and shared learning activities instantly using the avatar”,
that is, an edu-metaverse.

In this perspective, a research question is raised about the specific issues of creating
an innovative educational MOOC experience, methodologically and technically valuable
and embodied into an engaging XR experience. Gaming and gamification seem to be a
natural support for metaverse experiences because most software implements them in the
gaming world. Gamification theory [11] can be used to define different types of “learners
as gamers”. Even if this proposal is criticized in a traditional teaching framework, there is
long-lasting evidence from situated learning [12] and GBL methodologies that the adoption
of different gaming patterns is effective in an edu-metaverse context, where each proposed
learning activity can be easily perceived as an engaging gaming situation. The best way is
to convey this feeling of positive engagement by identifying the type of learners through
the Bartle test [13], which gives teachers an idea of how to build privilege gamification-
based approaches connected to four categories of gamers: achievers, explorers, killers,
and socializers, as depicted in Figure 2. We investigated the application of gamification
techniques in an e-learning setting [14–16], and it is reasonable to expect experiments on
this topic within current metaverses.

Figure 2. Bartle model of player types.

2. MOOCs and the Edu-Metaverse

A key pillar of early MOOCs (also known as cMOOCs) when they appeared in
2008 [17] was connectivism pedagogy. Taking its roots from the open educational resources
(OER) movement with the MIT Open Courseware project and the Open University, the
methodological approach was primarily based on the aggregation of reusable multimedia
content and learning resources. The paradigmatic course on “Connectivism and Connective
Knowledge” (CCK08) at Athabasca University, led by George and Stephen in 2008, enrolled
2200 online students based on active learning methodologies applied on the open-source
e-learning platform Moodle [18] and the virtual world Second Life [19]. So far, the im-
portance of a shared virtual immersive environment has been highlighted from the very
beginning to promote engagement, communication, and the social sense of presence. On
the other hand, starting in 2011, the emergent ecosystem of e-learning platforms offer-
ing MOOCs emphasized the importance of self-paced personalized learning, imposing
a “de facto” model for less interactive and more narration-centered courses. This shift
from connectivism to digital storytelling led to the so-called xMOOCs (extended MOOCs),
where the most used pedagogical approach is a syllabus of self-paced or session-based
well-defined lists of recorded video lectures intertwined with self-assessment interactive
activities (quizzes/tests/choices).

In the last three years, during the COVID-19 pandemic period, another huge shift
happened on a global level: the global adoption of distance learning platforms at every
educational level. During the tragic lockdown period in March 2020, more than 1.3 billion
students moved in 1 month from traditional classrooms to online platforms [20]. Most
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lectures became conference calls managed by millions of teachers, suddenly pushed from
face-to-face to online teaching. Even if e-learning platforms and online/blended courses
were already available and used worldwide in almost all universities before the pandemic,
the number of people enrolled on MOOCs exploded as a sustainable educational scaffold.
The long-term impact of this shift needs to be deeply analyzed at pedagogical and organi-
zational levels. As a matter of fact, another emerging consequence of the pandemic put
forward in 2021 is the idea of an educational metaverse, or edu-metaverse [4,21].

According to Kye et al., the educational possibilities of the mirror world, i.e., “a type of
simulation of the external world that refers to an informationally enhanced virtual model
of reflection of the real world” [3], arise from realistic digital reproductions of educational
settings such as laboratories and classrooms. Video-conferencing systems are playing the
role of classrooms for synchronous communication, but they are not yet well suited for
recreating socially shared spaces. One of the most interesting examples is Gathertown,
based on a 2D pixel art RPG style. The simplified interface and the automatic activation
of audio–video connections (in case of virtual proximal distances in-between players)
represent effective well-known methods to promote social interactions.

Another interesting aspect of metaverses from an educational perspective is that “the
design of metaverse in education has evolved over generations, where generation Z is
more targeted with AI (and XR) technologies compared to generation X or Y” [22]. In
this bibliometric analysis, the findings provide a roadmap of future research directions
to foster an effective edu-metaverse. Most studies on edu-metaverses still rely on virtual-
world-based educational settings, where the reduced availability of low-cost 3D HMDs is
a key limiting factor to widespread adoption. Hence, a new “digital divide” is emerging
related to having an adequate set of digital devices for XR. Many university institutions,
which are also strongly committed to the expansion of STEM disciplines, must take into
adequate consideration the investment necessary to allow their students (regardless of
gender, ethnicity, social conditions, and disabilities) access to these new types of virtual
educational spaces.

3. Tools and Needs

3.1. Softwares

We define two levels of competence as “beginner-level creator” and “advanced-level
creator”. Beginner-level creators are, for instance, teachers who are trying to adopt new
teaching methods but lack the skills needed to create something with highly personalized
content from scratch. Tools such as Wikitude [23] and Zappar [24] represent acceptable
solutions for them. These software have online studio creators that allow a beginner
to create simple marker-based and object-based augmented reality experiences, adding
informative layers, videos, or sounds to the target object. Zappar starts with two types of
starting tools called Studio and Designer, and Wikitude adds the possibility of World Track
and Face tracking. To create augmentation based on 3D objects, the simplest choice is to
use 3D libraries such as Sketchfab or CGtrader that provide a large number of meshes, with
a free section which is ready to use.

Currently, the simplest platform to create metaverse-like experiences without requiring
great effort is Eon XR [25], which promises the possibility to create multi-object environ-
ments explorable in “walking and talking” modes, starting with the creation of avatars
and creating the metaverse environment. The metaverse builder video demo shows how
it is possible to create a simple environment and add objects, enabling voice research
between internal and external libraries such as Sketchfab. Furthermore, taking advantage
of the AI integrated into the builder, all notes inserted and translated based on the context
give suggestions and recommendations to propose elements or information to insert in
the scene.

“Advanced-level creators” are teachers with specific competence in digital tools,
knowledge, or programming. They handle more complex tools. Trying to define a scale of
complexity, they create with all previous tools in a deeper way and look forward to more
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complex tools. A preliminary example of a more complex software is Cospaces Edu [26],
which allows the creation of an experience with visual code or script code and sharing XR
lessons with students in metaverse-like environments. In some ways, we can assume that
the structure is an “easy mode” of game engines such as Unreal [27] and Unity [28]. Fur-
thermore, similar to Eon XR, it provides class management and assignment management.

In general, game engines have the highest possibilities of personalization for metaverse
experiences, but at the cost of greater effort. Quixel MetaHumans and the Megascan free
library for Epic customers are a big leap forward, and game engines offer the chance to
make use of digital twins [29], which are an important block for the creation of deeper
experiences in extended reality, giving strength and consistency to the metaverse concept.
For instance, the new Unreal Engine 5 is making a big leap forward in reproducing the
reality of virtual environments. Unreal with the brand new nanite system allows hand
meshing with millions of polygons, considerably optimizing the real-time rendering system.
In Unreal 5, the documentation explains that Nanite mesh is still essentially a triangle mesh
at its core with a high level of detail and compression applied to its data. This optimization
allows complex meshes with less optimization work to be created and directly imported
into the engine. For instance, a photogrammetry mesh is recorded and recreated from the
original object or original environment such as an antique sculpture or an entire heritage
site. The Open XR standard is another tool for the interoperability of XR experiences, and it
fits into the mission of an accessible and inclusive metaverse.

3.2. Gamification as Tool

As previously anticipated, gamification can be expected in the metaverse experience,
and MOOCs are not excluded. Gamification can be considered in a middle space between
tools and methodology, but in any case, we prefer to classify it as a tool, because it is
affordable in the right context and not for every situation.

Why gamification? It is a strong tool to increase learners’ engagement. There is a
possibility at a certain point that the initial push of the “metaverse wow-effect” will run
out, and thus maintaining engagement can be an issue, so gamification is a valid and
complementary option. Motivation can be empowered. Deci and Ryan [30] developed a
comprehensive approach to human motivation, called self-determination theory (SDT),
which describes a motivational spectrum. Amotivation or total indifference to an activity
is the first element of the motivational spectrum of SDT. Amotivation is followed by four
levels of extrinsic motivation. In the first level, the behavior is regulated externally, which
means that it is motivated by a request from external sources or by a reward imposed
by external sources. Introjection is the next level of extrinsic motivation. People act to
maintain or enhance their self-esteem or to reduce social pressure. A more self-determined
form of extrinsic motivation enables the identification of activities that are important to the
individual. Integrating a person’s goals with the activity is the most self-determined form
of extrinsic motivation. The person wants to perform the activity not because of a fondness
for the activity. Intrinsic motivation is the final step, enhanced by conditions that lead to
psychological need satisfaction, whereas it is undermined by conditions tending to thwart
need satisfaction.

Gamification techniques specifically aim to create a path through the spectrum and
change the learning motivation from extrinsic to the nearest step of intrinsic motivation.
Werbach and Hunter, Chou, and Kapp well described how to achieve these goals with
different types of gamification approaches [11,31,32].

4. Criticism and Conclusions

A recent study [33] has shown how seemingly simple it is to exploit software platforms
to commit sexual misconduct, inducing mental distress in harassed users and causing them
to feel less at ease in the metaverse. MIT has already confirmed that these incidents are not
just isolated cases. In the future, this will be an issue to constantly deal with and solutions
will need to be found to prevent these episodes from being crucial [34]. Ensuring the
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preservation of the digital uniqueness of learner and teacher avatars is still an open issue,
and the ethical and legal aspects must be deeply investigated. This is not only to guarantee
tools to monitor and ensure the safety of users, but also to protect them from bullying and
impractical behavior. AI, Machine Learning, and Deep Learning techniques can be useful
to detect and classify possible threats through sentiment analysis, for example. In every
educational and social setting, real or virtual, these misbehaviors and cybercrime incidents
can be reduced, but not a priori excluded. Following the approach of Wang et al., within
the edu-metaverse, each participant must have the right to revoke their image and digital
body even if it is granted, which is a problem that is already having implications in the
use/abuse of deep fakes.
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Abstract: The service industry depends on Internet development that always changes. The changing
service environment provides a range of opportunities to develop new information technology
to communicate with customers and add new channels to reach all service providers. Hospital
administration pays attention to improving medical service quality and using information systems
for clinical care. A nursing information system is the most important part of the whole medical
care information system. The aim of this study is to explore the key factors of user interface (UI)
and the function of the emergency department information system (EDIS) from the viewpoint of
the user’s operation. The questionnaire design is based on literature reviews and invited academic
and industry scholars to conduct a pre-test for the validity of the content. The staff of a regional
teaching hospital in central Taiwan were taken as the research subjects The study was based on the
information system success model proposed by DeLong and McLean in 2003. In order to understand
the use of information systems in hospitals, the TAM (technology acceptance model) is used to
investigate the factors that influence the acceptance of new technology. A survey was conducted
on the employees who are using the EDIS at present. There are four categories of participants:
attending physicians, nurses, specialist nurses, and secretaries/registers. The results indicate that
“user satisfaction” affects the success of the EDIS. For the question, “emergency medical information
system has more benefits than traditional paper”, respondents gave good marks. For the question,
“the stability of the emergency medical information system is very satisfactory“ was given the lowest.
The aspects of the information system success model for the terms “system quality”, “information
quality”, “service quality”, etc. were analyzed. User satisfaction is positively related, although user
education is different. The reference data allow hospital administrators to consider the needs of users
while developing or conversing about new systems for the future.

Keywords: medical service; emergency information system; information systems success model

1. Introduction

The measurement of success in an introduced system relies on many indicators. User
satisfaction is an important indicator of information system success. The introduction of
the emergency information system in clinical practice not only simplifies the work and the
procedure of clinical care for medical personnel, but it also improves work productivity,
reduces paperwork and workload, provides real-time information, and even increases the
accuracy of medical orders; thus, it effectively boosts the level of satisfaction in patients
and medical staff.
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The four aspects of this study are as follows:

• To investigate the impact of the emergency information system on users.
• To investigate the overall impact of user satisfaction on the company.
• To review the relationship between the impact of emergency information systems and

the impact on user satisfaction including their influences.
• To find out the factors of users’ relationships with the emergency information system.

2. Related Studies

2.1. Influential Factors of Satisfaction to the Emergency Information System

Based on the individual case study by Zhang, she found cognitive awareness of
system characteristics, quality of informative product, cognition of user environment, user
knowledge, and professionalism of the information personnel were the relevant factors
for affecting the user satisfaction of an information system [1]. In 2005, Smith, Smith,
Krugman, and Oman suggested a focus group of nursing staff for improvement, so that
users’ attitudes could be turned in a more positive direction [2].

2.2. Information System Success Model (ISSM)

To assess the effectiveness of an information system, the most frequently discussed
model of system quality and user satisfaction is the information system success model
(ISSM). DeLone and McLean proposed an information system success model (ISSM) in 1992
based on an empirical study which includes system quality (for its usability, usefulness, and
portability), information quality (for accuracy, timeliness, and integrity), service quality (for
personnel properly understanding, helping, and solving users’ problems), user willingness
and satisfaction (for the level of assistance by the system in completing an individual
task), and net benefit (to see if the system has improved work performance and saved
decision time) [3].

DeLone and McLean further modified their proposed information model in accor-
dance with the advancement of information technology and electronic commerce in 2003
by adding a new construct of service quality and suggesting “user intention” as the repre-
sentative aspect. Moreover, “net benefits” would replace and combine “individual impact”
and “organizational impact” into one single construct by representing the impact of the
information system in terms of its overall influence or benefit [4].

2.3. Technology Acceptance Model (TAM)

The Technology Acceptance Model (TAM) is a currently popular approach to studying
the acceptance of certain technologies by users, such as evaluating the acceptance of a
newly introduced medical technology by medical caregivers. It is by far the most common
research model in foreign studies of technology acceptance [5]. Individuals will affect one’s
attitude (A) toward an event and such attitudes determine the cognitive behavioral control.
TAM can be used in the domestic medical industry. Similarly, perceived usefulness (PU)
and ease of use (PEOU) continue to serve as a directing force on the user’s will (AU) and
intention (BI). The order of influence is, first, the perceived usefulness, then followed by
perceived ease of use and satisfaction.

3. Methods

3.1. Research Framework

In this study, 130 medical staff in a teaching hospital in the central region of Taiwan
were the subjects. The subjects worked in four different departments, used the emergency
information system, and received the questionnaire. They were, respectively, attending
physicians, nurses, nurse practitioners, registrars, and cashier who actually use the system
and these questionnaires would hopefully gather information for the purpose of this
study. The initial draft of the questionnaire was discussed, designed, and revised by
various experts and professors of different fields advised on the expert validity. The pre-
test was first completed by nurses in the emergency department who would answer the
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questionnaire as a pilot test before the actual official survey began. In order to examine the
effect of the success of the information system in the emergency room, a research model is
developed in Figure 1.

Figure 1. Research Model.

3.2. Research Hypothesis

Based on the purpose of study and statistics in the literature, we propose:

Hypothesis 1. System quality positively affects the information system success model and
user satisfaction.

Hypothesis 2. Information quality positively affects the information system success model and
user satisfaction.

Hypothesis 3. Service quality positively affects the information system success model and
user satisfaction.

Hypothesis 4. Net benefits positively affect the information system success model and
user satisfaction.

Hypothesis 5. Subjective usability positively affects the technology acceptance model and
user satisfaction.

Hypothesis 6. Subjective ease of use positively affects the technology acceptance model and
user satisfaction.

Hypothesis 7. User attitude positively affects the technology acceptance model and user satisfaction.

Hypothesis 8. User intention positively affects the technology acceptance model and user satisfaction.

Hypothesis 9. Actual usage positively affects the technology acceptance model and user satisfaction.

A total of valid surveys were collected after removing the survey lack of information,
not match or empty. The SPSS software version 20 (IBM Corp. Released 2011. IBM SPSS
Statistics for Windows, Version 20.0. Armonk, NY, USA: IBM Corp.) is used to perform
the analysis.
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4. Data Analysis

In this survey, we only considered participants who had experience in using the
emergency department information system (EDIS). For the verification of reliability analysis
and substantive relationship, the method of correlation variance analysis and multiple
regression analysis were adopted, with the results explained as follows.

4.1. Reliability Analysis

In the pilot study and according to George and Mallery (2003), the Cronbach’s alpha
(α) coefficient is considered as the most frequently used estimate of internal consistency
reliability [6]. An α value above 0.7 (α ≥ 0.7) is acceptable. Accordingly, the inter-item
reliability for each of the multi-item variables were assessed. The results are given in Table 1.
They indicate that the Cronbach’s alpha coefficient is high in all scales, ranging from the
lowest of 0.701 (Information Quality) to the highest of 0.966 (Perceived ease of use). This
confirms that the measurement scales of the constructs are stable and consistent in Table 1.

Table 1. Reliability testing results.

Construct Factors (α) Qualified

ISSM

System Quality 0.812 Yes

Information Quality 0.701 Yes

Service Quality 0.892 Yes

User Satisfaction 0.811 Yes

Net Benefits 0.901 Yes

TAM

PU 0.901 Yes

PEOU 0.966 Yes

A 0.811 Yes

BI 0.798 Yes

AU 0.829 Yes

4.2. The Correlation between the Various Aspects of the Information System Success Model and
User Satisfaction

For the verification of substantive relationship, the method of correlation variance
analysis and multiple regression analysis were adopted, with the results explained as
follows. The research model and hypotheses were examined as follows “Tables 2–5”.

Table 2. Correlation variance analysis of various aspects of the information system success model
and user satisfaction (H1~H4).

Aspect Average
Standard
Deviation

Variance F-Value Significance
Hypothetical

Result

User satisfaction 3.73 0.692 0.479

System quality 3.62 0.628 0.394 13.292 0.000 *** Valid
Information quality 3.76 0.709 0.502 8.510 0.000 *** Valid

Service quality 3.52 0.809 0.654 8.516 0.000 *** Valid

Net benefits 3.98 0.669 0.448 13.295 0.000 *** Valid

*** p < 0.01

16



Eng. Proc. 2023, 38, 5

Table 3. Regression analysis of various aspects of the information system success model and user
satisfaction (H1~H4).

User Satisfaction

Unstandardized Coefficient
Standardized

Coefficient
T-Value Significance

Hypothetical
Result

Aspect
Regression
Coefficient

Standard
Deviation

System quality 0.348 0.192 0.315 4.327 0.000 *** Valid
Information quality 0.118 0.066 0.121 1.798 0.004 *** Valid

Service quality 0.189 0.056 0.221 3.386 0.001 *** Valid
Net benefits 0.368 0.069 0.356 5.318 0.000 *** Valid

R2 = 0.799, Adjust R2 = 0.792

*** p < 0.01.

Table 4. Correlation of the variance analysis of various aspects of the information system success
model and user satisfaction (H5~H9).

Aspect Mean
Standard
Deviation

Variance F Significance
Hypothetical

Results

User satisfaction 3.73 0.692 0.479

PU 4.09 0.672 0.452 7.897 0.000 *** Valid
PEOU 3.88 0.815 0.664 8.420 0.000 *** Valid

A 4.01 0.666 0.443 8.155 0.000 *** Valid
BI 4.29 0.685 0.470 4.765 0.000 *** Valid

AU 4.00 0.698 0.487 7.760 0.000 *** Valid

*** p < 0.01.

Table 5. Regression analysis of each aspect of the technology acceptance model and user satisfac-
tion (H5~H9).

User Satisfaction

Unstandardized Coefficient
Standardized

Coefficient
T-Value Significance

Hypothetical
Result

Aspect
Regression
Coefficient

Standard
Deviation

Subjective usability 0.167 0.119 0.162 1.401 0.164 * Invalid
Subjective ease of use 0.203 0.077 0.239 2.650 0.009 ** Invalid

User attitude 0.197 0.122 0.190 1.621 0.108 * Invalid
User intention −0.014 0.091 −0.013 −0.149 0.882 * Invalid
Actual usage 0.325 0.083 0.328 3.899 0.000 *** Valid

R2 = 0.648, Adjust R2 = 0.632

*** p < 0.01 ** p < 0.05 * p < 0.1

5. Conclusions and Suggestion

5.1. Conclusions

This study analyzed the different functions of the emergency information system
under different categorizations used by the users of different occupations to investigate
more in depth the actual needs of various users. It was found that users of different job
positions showed significant differences in “system quality”, “information quality”, “service
quality”, “user satisfaction”, and “actual usage”, where doctors were less contemptous in
every aspect than other medical administrative staff. Most medical staff require higher
education, with at least a college degree or above, but in terms of the education level, users
showed no significant difference in factorial aspects of the information system success
model and the technology acceptance model.
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5.2. Suggestions

• Improve the management’s knowledge and support of information innovation technology;
• Provide user-friendly system interfaces;
• Information establishment must conform with users’ working habits and external

cooperation of information technology.

5.3. Limitations and the Future

Although the authors expected a more rigorous and comprehensive research frame-
work and procedure because of the time limit, the questionnaire design, and sampling
constraint, this study still had many limitations and issues. The limitations and possible
directions for the futures will be discussed as follows.

5.3.1. Improve the Research Tool

This research adopted the questionnaire as the tool which has its primary structure
based on the information system success model proposed by DeLone and McLean (2003).
Information quality, system quality and service quality were the three constructs used to
understand the correlation with “user satisfaction”, while “technology acceptance” was the
intervening variable. The goal was to evaluate the impact of system quality, information
quality and service quality on user satisfaction when the user’s technology acceptance
was considered, even though it has been pretested and verified for reliability. However,
the question of whether the content of the questionnaire encompassed all aspects of the
emergency information system would require further investigation.

5.3.2. Limited Research Subjects

The study was based on subjects from a district city teaching hospital in the central
region of Taiwan. In the future, subjects should be included from other medical institu-
tions with emergency information systems throughout the country in order to provide a
more complete insight into the effective improvement of nursing staff’s acceptance and
satisfaction of the emergency information system.

5.3.3. Addition of Qualitative and Quantitative Research Methods

The study primarily used a survey questionnaire as the main approach. Thus, when
inferring the research results, it was limited due to incomplete data and a lack of inmdepth
quantitative data. Therefore, the combination of both quantitative and qualitative ap-
proaches can be adopted to increase to a more in depth qualitative data collection process
and to increase understanding, such as when explaining users’ attitudes, strengths vs.
weaknesses, and operational difficulties of the emergency information system, which
would provide a more complete picture of system users. By incorporating the actual feeling
and thoughts of users in the questionnaire, as well as a way to convert information into a
quantitative model, it would allow a reflection of the actual situation.
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Abstract: Most schools do not have a large insurance database or OLAP platform for students’
learning, operating, and communication. The university courses investigated in this research were
insurance information system courses. Those courses were conducted in a project-based learning
approach and mutual communication networking. To facilitate the student’s practice, these courses
were divided into several groups to create an Excel micro-database and OLAP simulation analysis
with pivot analysis charts was executed. In these courses, students needed to overcome the challenge
of software operation. After being taught by teachers or classmates, all students were able to complete
the designated project reports in those courses. A questionnaire survey result showed that students’
course satisfaction was higher than average. The flexibility for students to choose the topic of
projects is the key success indicator. Additionally, integrating group and individual communication
networking was also important to enhance students’ performance.

Keywords: online analytical processing (OLAP); pivot analysis charts; project-based learning;
communication networking

1. Introduction

Most insurance companies have built big data to conduct online multi-dimensional
analysis and real-time processing of reports through online analytical processing (OLAP)
platforms in Taiwan. OLAP platforms perform customer-related statistical analysis through
a simple click-and-drag operation without writing programs, which is convenient.

Most universities do not have insurance databases, policyholder consumption records,
and OLAP platforms. The related insurance information system and customer relationship
management (CRM) courses need to be learned through a simulation approach. Further-
more, the communication networking of online analytical processing (OLAP) courses is the
key success factor for learning performance. Efficient communication networking may be
helpful to enhance student’s learning performance.

To facilitate students’ learning, students create an Excel customer micro-database and
operate the pivot analysis table or chart to conduct OLAP multi-dimensional statistical
analysis in the course. The meaningful customer analysis results are obtained for marketing
campaign planning and are presented to every member of the classes. During the teaching
and learning process of database application and pivot analysis courses, students need to
overcome learning frustrations and difficulties.

According to the teaching and learning practice in the insurance information system
course, this research is carried out to explore the key success indicator to improve learn-
ing interests and satisfaction. Furthermore, the shortcomings are reviewed based on the
learning process and satisfaction scores for reference.

The research scope and methods for this study are as follows. The research object is
the course of insurance information systems. The course adopts project-based learning
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and a group cooperation approach. Through the research and analysis during the learning
process, the study tries to find the key improvements during the learning process. To
understand the learning satisfaction of students, the courses accompany a satisfaction
survey to monitor the learning results. The courses are communicated with students
through Line software, an e-learning system, and the team’s oral communication. It is
reconfirmed whether the communication networking between students and teachers are a
key success indicator for learning performance.

2. Literature Review

2.1. Project-Based Learning

Hsu and Hsu (2020) investigated student satisfaction and acceptance of the project-
based learning course [1]. The results of their study showed that students’ satisfaction with
the courses was significantly positively correlated. Gary (2015) stated that project-based
learning was an approach particularly well-suited to achieve better learning results for
computing students [2]. Krajcik and Blumenfeld (2006) stated that project-based learning
had the potential to help most students learn science [3]. Solomon (2003) stated that project-
based learning comprises students working in groups to solve challenging problems [4].

2.2. OLAP-Related Literature

Kumar, Verma, and Saxena (2012) stated that the OLAP platform had a strong func-
tion in the interaction and cross-analysis between data and summary figures [5]. Tardío,
Maté, and Trujillo (2020) determined that modern technologies enabled OLAP processing
platforms using data pre-aggregation techniques to show multidimensional reports [6].
Chia and Liao (2021) stated that the OLAP platform conducted relevant statistical analyses
through the online real-time report and multidimensional customer analyses [7].

3. OLAP Course Design and Conduct

Students’ learning ability for customer data analysis and software operation is sig-
nificantly different depending on the learning process. The process of completing the
project requires an understanding of the product, price, and customer profile to establish
a customer database. In the research course, students need to operate an Excel customer
micro-database and then analyze customer figures through pivot analysis tables and charts.
After students completed their customer analysis charts, they need to summarize key com-
pany profiles and business findings to develop marketing campaigns using PowerPoint
and present them to all members of their respective classes. The details of the research are
shown in Figure 1.

Figure 1. Learning procedure of researched course.

During the learning process, students usually have learning difficulties and frustra-
tions with the establishment of the Excel micro-database. While operating pivot analysis
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tables and charts, students usually express countless common and individual learning
difficulties. Therefore, the project-based learning course needs to integrate group and indi-
vidual teaching and demonstration to accurately assist students to complete their projects.
In this study, the communication networking between students and teachers is the key
success factor for learning performance. The common learning difficulties and individual
learning difficulties can be summarized as follows.

3.1. Common Learning Difficulties: Adopting Group Teaching and Demonstration

While students have common learning difficulties, teachers adopt group teaching
and demonstration approaches. In general, teachers need to explain common knowledge,
demonstrate, and communicate the operation process in advance. Items are described as
follows and details are shown in Table 1:

1. To improve students’ learning interests, students are allowed to choose companies for
projects in which they are interested. Flexibility is needed for students to choose the topic
of the project as one of the key success indicators to enhance students’ learning interests.

2. Students need to position their company and discuss with team members of their
projects. If their company positioning changes, the contents of columns in the cus-
tomer database are different.

3. Mutual learning among members produces assistance during the learning procedure.
Communication networking for classmates and teams is helpful to enhance learning
performance.

4. Students can add new customer fields in the customer database for meaningful findings.
5. After the teacher’s demonstration on the pivot analysis of table and chart, students

need to operate by themselves.

Table 1. Common learning difficulties.

Items Main Problem Items

Create a micro-database

1. What field name needs to be included?

2. How many customer lists are needed to be included?

3. How to quickly create customer lists?

4. How to classify selected fields by level of range?

5. How to fill in the value or text in Excel quickly?

How to conduct and practice pivot
analysis table or chart

6. How to insert a pivot analysis chart or table?

7. How to choose, drag, or filter fields?

8. How to convert accumulated figure in pivot analysis table?

9. How to execute the range analysis?

10. Which graph should I choose? Pie chart, bar chart or line chart?

3.2. Individual Learning Difficulties: Adopting Individual Teaching and Demonstration

While students have individual learning difficulties, teachers adopt individual teach-
ing and demonstration approaches. In general, teachers need to explain and communicate
specific instructions and demonstrate the operation process for the project. The related
items are summarized as follows, as shown in Table 2:

1. Teachers need to guide students to complete the creation of the database by copying,
pasting, dragging, and inserting formulas in the Excel software.

2. Teachers explain individual knowledge and demonstration for individual and team
members.

3. During the procedure of courses, team cooperation is helpful for students’ learn-
ing among classmates or teams. Especially while the teacher is busy instructing or
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demonstrating to other students, mutual learning and interaction among members
and students play an important role in learning improvement. Communication net-
working among students, teams, and teachers is the key success factor for enhancing
learning performance.

Table 2. Individual learning difficulties.

Items Main Problem Items

How to decide and choose the topic 1. Can teachers suggest topics for other kinds of companies?

Create a micro-database
2. How to operate specific formulas?

3. Can I fill in an accumulative value in customer name lists?

How to conduct and practice pivot
analysis table or chart

4. How to set the age range or product range in customer database, pivot analysis
table, and chart?

5. Why cannot specific fields be shown in the pivot table?

6. Why did the pivot analysis table disappear?

7. How to complete meaningful findings?

8. How to draw and edit the presented product, channel name, and value in pivot
analysis chart?

How to plan promotion campaign 9. Are there any promotion campaign suggestions for my project?

Under project-based learning, students need to cooperate and interact with classmates
to learn how to draw and operate the pivot analysis tables and charts, as shown in Figure 2.
Furthermore, students need to filter important analysis findings and plan promotion
campaigns. In the final step, every member needs to present to other students in the
class. After being guided by teachers or learning among classmates, all students complete
the designated project reports in those courses. The details of the research are shown in
Figure 2.

Figure 2. Example of pivot analysis charts for customers.
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4. Student Satisfaction Analysis

4.1. Learning Satisfaction

The course investigated in this study offered two classes of insurance information
systems, and the number of students was 20 and 14 persons. The students of the courses
were university students with jobs. A student learning satisfaction survey was conducted at
the end of the semester. The highest score of learning satisfaction was 5 points. The results
of student satisfaction scores were higher than college average scores. For example, the
average college satisfaction score was 4.45. The scores for A and B courses were 5 and 4.9,
which were higher than the college average score. It was found that the course designed and
operated by project-based learning and group cooperation approach enhanced students’
satisfaction with the learning procedure.

Project-based learning approach allowed students to focus on the operation of the
project. A variety of methods to evaluate students’ scores is important. In the courses,
students were able to communicate through Line software, an e-learning system, and oral
communication. The combination of oral and the e-platform were important for the courses.
Furthermore, teachers established a scoring system for project tasks and announced it to
students in the beginning. Those methods and communications were beneficial to improve
the interests and satisfaction of students, as shown in Figure 3.

 

Figure 3. Students’ learning satisfaction scores by selected items.

4.2. Shortcomings

After reviewing the learning process, the following shortcomings were identified:
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1. When the course enhanced the interaction between teachers and students during the
process, the learning performance improved. Especially during the COVID-19 period,
many courses were taught by remote video teaching, and so enhancing interaction
is critical.

2. Teachers were usually busy helping students during the learning process. The number
and composition of persons in every project team needed to be considered because of
teachers’ time allocation.

5. Conclusions and Recommendations

5.1. Conclusions

The investigated information course adopted the application of big data and the
online analytical processing (OLAP) platform based on project-based learning and a group
cooperation approach. The course had students in two classes of insurance information
system courses. In the insurance information system courses, the flexibility for students to
choose the topic of projects is one of the key success indicators to enhance students’ interest
and satisfaction. For students’ different learning abilities, it is also important to integrate
group and individual teaching and demonstration.

Communication networking among students, teams, and teachers is also critical for
enhancing learning performance. Additionally, it is required that the courses be commu-
nicated with students through a variety of methods, such as Line software, an e-learning
system, and the team’s oral communication.

Students completed their projects and then obtained higher scores in the courses.
Project-based learning approach allowed students to focus on the operation of projects.
Based on students’ satisfaction and learning processes, insurance information system
courses designed and operated by project-based learning, group cooperation, and commu-
nication approaches were successfully in enhancing students’ interest and satisfaction.

5.2. Recommendations

In this study, there was a limitation in the small number of students, which was 20
or 14 in every class. Subject to the number of students, it was not feasible to execute the
comparison analysis between project-based learning and the general learning approach.
Based on the results, the following is recommended:

1. The number of students in every course needs to be considered because they affect
the teacher’s time allocation and procedure.

2. The number and composition of students in every team need to be considered. For
example, one team is composed of higher-aged and lower-aged students for their
cooperation. It is better for communication networking and students’ learning.

3. Enhancing the interaction between teacher and students during the process may result
in a better learning performance.
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Abstract: Lots of Insurance companies have constructed databases for ad hoc query software in
Taiwan that combines customer relationship management and marketing campaign management.
An ad hoc query is a non-routine and specific query performed in real time to filter specific customer
information from big data. Ad hoc query has the strength to retrieve customer information more
quickly and conveniently than by filtering target customer lists using a mainframe or OLAP. In
this study, the strengths and weaknesses of ad hoc query, online analytical processing (OLAP), and
general query using a mainframe are analyzed. The results indicate that ad hoc query has the
advantage of flexibility for users’ specific needs. Ad hoc query has obstacles and challenges for
users regarding how to learn its system fields and writing programs. It is concluded that the design
between individual assured suggestions and a convenient operation process is critical for raising
the response rate. Additionally, precisely filtering technology for target customers is the key success
factor for an accident insurance campaign.

Keywords: ad hoc query; big data; accident insurance campaign

1. Introduction

1.1. Research Motivation and Objective

Originally, most insurance companies query and filter customer data using an existing
mainframe. However, mainframe queries are not convenient for users and marketers.
Today, lots of insurance companies have constructed customer relationship management
(CRM) using big data. There are many analyses and query tools in CRM such as ad hoc
query and online analytical processing (OLAP) tools [1–3].

The staff of all non-IT departments execute customer management and marketing
campaign management using ad hoc query, an OLAP platform, and CRM. There are
different strengths and weaknesses of ad hoc query, OLAP query, and general query when
using a mainframe system. We study what query needs are suitable for ad hoc query
campaigns and their key success factors via accident insurance campaigns. It is helpful to
realize feasible and specific campaign needs to summarize the critical success points of a
direct mail campaign.

1.2. Research Scope and Methods

This research compares the strengths and weaknesses of ad hoc query, online analytical
processing (OLAP), and general query using a mainframe system. It is helpful to realize
which of these methods is feasible for specific campaign needs.

This research endeavors to summarize the critical success points of a direct mail
campaign by reviewing campaign experience. The details of the research are shown in
Figure 1.
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Figure 1. Structure of research.

1.3. Research Restrictions

1. There are few studies on the campaign performance of direct mail in the insurance
industry. The research can only compare the performance of a general product
campaign rather than an accident insurance campaign.

2. The research compares campaign performance by evaluating response rate rather
than other indicators.

3. Data mining or other query tools are not within the scope of the research.

2. Literature Review

There are many approaches to consider for customer relationship management databases,
including ad hoc queries, OLAP queries, and general queries using mainframe systems. A
general query is the original approach used to retrieve customer and policy information
before the construction of CRM. Employees of insurance companies need to prepare the
system requirement documents and send them out to the information and technology
department for system program development and permission. An ad hoc query is a one-
time or specific query performed in real time to retrieve specific information from big data.
Users need to write SQL or related programs to filter data from the database [1–3].

The OLAP platform is related to relevant statistical analysis by the performance
of online real-time and multidimensional customer analysis via the user’s simple click-
and-drag operation. The OLAP platform is an interactive business intelligence and data
pre-aggregation application for data querying [1,4,5]. However, the system fields and
functions of OLAP are restricted to defined functions.

The response rate of direct mail marketing campaigns has been on a downtrend in
the past few decades in several areas [6]. According to the related literature, traditional
product-directed mail campaigns typically receive a response rate of around 0.5−2% [6–10].

3. Comparison among Ad Hoc Query, OLAP Query, and Query Using a Mainframe

3.1. The Comparison among Ad Hoc Query, OLAP Query, and Query Using a Mainframe

We compare the strengths and weaknesses of ad hoc query, online analytical processing
(OLAP), and general query using a mainframe system. Although mainframe query is not
convenient for the operations of users and marketers, it has the strength of the widest range
of data. However, it needs complicated programs and system knowledge.

Ad hoc query filters customer name lists more quickly and conveniently than a general
data query using a mainframe. Ad hoc query has flexibility in writing SQL programs. On
the other hand, ad hoc query has obstacles and challenges for writing programs and system
fields. An example SQL program is shown in Table 1.
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Table 1. An example of a SQL program in ad hoc query.

Items Content

Tables

• Database Table 1: applicant_table
• Database Table 2: acct_life_table
• Product: personal accident insurance
• Channel: agency channel

SQL ProgramExample

sel applicant_ID, Name, address, total_assured
from applicant_table inner join acct_life_table
on insured_id = insured_id
where total_assured < ‘1,000,000’ and channel = ‘1’ and
product_code like any (‘IPA%’, ‘PAR%’)

Source: this research.

OLAP query has the strength of being easier to operate. However, the OLAP platform
is for regular and defined requirements, so the scope and function are highly restricted.
Ad hoc queries and OLAP queries are based on real time, but the database must be
updated regularly.

3.2. The Comparison Summary for Three Approaches

1. The most flexible and feasible campaign management approach is the ad hoc query
approach.

2. The approach that allows the easiest operation of the drag and drill process is the
OLAP query approach.

3. The approach with the widest range of data, which are updated immediately, is the
mainframe query approach. The details of these approaches are shown in Table 2.

Table 2. Comparison among ad hoc query, OLAP query, and general query using a mainframe.

Approach Strengths Weaknesses

Ad hoc query

• Flexible and non-regular needs.
• It is feasible and convenient to

plan marketing campaigns.
• Wider data range.
• The recency rule is easily

contained.
• Authorized users can query by

themselves.

• The obstacles of learning and
writing SQL programs.

• The obstacles of learning
system fields.

OLAP query

• Easier operation of the drag and
drill process.

• Regular and defined query
needs.

• Authorized users can query by
themselves.

• The system fields and
functions are highly restricted.

• The recency rule cannot be
easily contained for a specific
campaign.

General query
using a

mainframe

• The widest range of data, which
are updated immediately.

• Complicated professions of
the program are necessary.

• Only specific staff of the
department can query by
themselves.

Source: this research.

4. Design and Performance of Insurance Campaign

4.1. Planning and Design of Campaign

After a CRM system is constructed, the customer management and the marketing
campaign management become convenient for the operations and the launch. Big data
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marketing needs more precise marketing to enhance the campaign performance. If the
campaign is launched while target customers need a timely and automatically combined
management process, the campaign performance may be better. The planning and design
processes of the direct mail campaign are as follows [1]:

1. Querying and filtering target customers: after comparing the mainframe query,
OLAP query, and ad hoc query, the ad hoc query approach is selected to filter
target customers.

2. The recency rule of target customers is defined.
3. The appropriate insurance and product recommendations are provided for each target

customer.
4. Personalized customer letters are prepared with touching, warmer, and life-oriented

care.
5. A simple insurance application and premium withholding process is planned for

target customers.
6. Follow-up reminders and statistics tracking management are prepared.

4.2. Filtering Criteria

The filtering criteria of the accident insurance campaign are summarized as follows:

1. Target customers need to be existing and effective individual customers.
2. The insured must be the same person as the applicant of the main contract for every

responding target customer.
3. The range of insured ages is restricted between 20 and 60 years old.
4. The occupation level of target customers is restricted to level 1.
5. Target customers must have no claim records.

After filtering from the CRM database, the campaign retrieves around 41,700 customer
name lists. Precisely filtering technology for target customers is the key success factor for
the accident insurance campaign.

4.3. Direct Mail Planning of Accident Insurance Campaign

The accident insurance campaign is focused on direct mail marketing based on target
customers via ad hoc queries. The accident insurance marketing campaigns are combined
with individual assured suggestions and a convenient operation process. The key process
of the direct mail accident insurance campaign is listed as follows:

1. Adopting two-stage direct mail marketing.
2. Offering appropriate accident insurance rider suggestions: suggestions for acciden-

tal death, dismemberment, major burn, and disability coverage are included for
every customer.

3. Health statements: customers do not need any health statements.
4. Premium payment method: the same premium payment method as the main insur-

ance contract.
5. Simplified insurance application process: Every policyholder directly signs the pre-

authorized insurance application form and sends it back to the company. The company
automatically underwrites the insurance application for every customer.

4.4. Campaign Performances and Recommendations

The campaign sent out around 41,700 direct letters, and around 1300 physical letters
received back. The total response rate of the campaign was around 3.1%. The average
annualized paid premium per policy was around NTD 3100, and the total annualized
premium was around NTD 4 million.

Traditional product-directed mail campaigns typically receive a response rate of
around 0.5−2% according to related studies [6–10]. The response rate of the researched
insurance campaign, thus, has a better response rate than a traditional direct mail campaign.
There are some recommendations for the insurance campaign, which are listed as follows:
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1. If the budget is sufficient, the control group and the test group may be included for
comparison purposes.

2. Several customers complained about higher premium expenses compared to other
accident insurance companies in the insurance market. It is feasible to launch a
campaign with less coverage and a lower premium expense basis while the number
of target customers is sufficient.

5. Conclusions and Recommendations

5.1. Conclusions

Although mainframe query is not convenient for the user’s customer management
and campaign management, it has the strength of a complete range of data. Additionally,
ad hoc query filters customer name lists more quickly and conveniently than a general data
query. Ad hoc query has the strengths of flexibility and a wider range. On the other hand,
it has obstacles and challenges for users regarding how to learn its writing programs and
system fields. OLAP query has the strength of an easier operation process for defined query
needs. However, the system fields and functions are restricted in the OLAP query platform.

The researched campaign sent out around 41,700 direct letters with a total response
rate of around 3.1%. The average annualized premium per policy was around NTD 3100,
and the total annualized premium was around NTD 4 million. The response rate of the
direct mail campaign using ad hoc query was higher than the response rate of a traditional
direct mail campaign.

The research finds that the the design of personalized assured suggestions and a
convenient application operation process are critical for the performance of direct mail cam-
paigns. Additionally, precisely filtering technology for target customers is also important
for the researched campaign.

5.2. Recommendations

1. It is recommended to include other kinds of insurance products in the direct mail
campaign.

2. There are many measure indicators for marketing campaigns. It is recommended to
include comprehensive campaign performance indicators.

3. It is recommended to include comparisons with other data mining or other query
tools.

4. If the budget is sufficient, the control group and test group may be included for
comparison purposes.

5. It might be feasible to launch a campaign with less coverage and a lower premium
basis while the number of customers is sufficient.
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Abstract: Previous crisis communication research has been based on qualitative methods such as
interviews or questionnaires, which require considerable manpower, material resources, and time to
focus on specific topics. The current situation needs to be reflected timelier. With the rise of social
communities, community users’ comments have gradually become an important reference for other
community members. Twitter is one of the most popular social media in the world. During the
COVID-19 pandemic, people were restricted by rules and government policies, such as wearing
masks, maintaining social distancing, and avoiding crowding. This led people to spend time on
devices. By using devices, most people are involved in social media activities. This study aims to
discover the awareness Indonesians display in the text they upload to Twitter. Using the Twitter
crawling technique, we collected data. We also analyzed the text with text mining techniques and
latent semantic analysis (LSA) with semiotic methods. The crisis communication was classified, and
the definition of crisis terminology was improved in social media.

Keywords: text mining; latent semantic analysis; crisis communication; social media; semiotic

1. Introduction

Crisis communication has become very important in the last three years, during which
the world struggled with the COVID-19 pandemic since the first time this virus appeared
and affected society, the economy, culture, politics, and technology. During the pan-
demic, people often used technology to communicate with families and friends and work
from home.

Social media is one of the most used technologies in daily life in modern society.
Workers use it for their jobs, students for studying, and parents for parenting. Technologies
support many activities and change people’s behavior. At the same time, people offer
advice to the developer to improve the technology. Social media has rapidly increased
the interaction of humans and the awareness of understanding how to use technology
wisely. People can use social media for e-commerce to promote their products and share
content. Social media helps a community build close relationships. The interaction among
the members of the community is an interesting phenomenon to observe. This interaction
occasionally becomes a new approach or a new habit in society, which is named the
“new normal”.

The new normal is the concept provided by scientists to describe social activity during
the pandemic. People had to do social distancing and wear masks often. In this situation,
billions of people went online where they could interact without facing their friends or
family directly, to feel safer and healthier. The new normal has been created to describe the
world on the “crisis road”. Crisis during the pandemic became a global issue. This is the
challenge in the digital and technology era.
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A crisis must be communicated to the public with a strategy. This can be conducted by
using technology as the channel. In conventional communication theory, the channel can
be the newspaper, television, or radio. However, in the modern era, the channel can be the
new social media such as Twitter, Facebook, YouTube, and many others. Twitter is one of
the most popular social media that was used during the pandemic. Crisis communication
is the term for messages delivered from the communicator to the communicant (recipient),
considering crisis requirements such as fast response communication, clear communication,
and informative fact. The crisis messages contain meaning based on the understanding
of the text and context. In this view, the semiotic approach is the best approach to finding
the meaning behind the text related to context. Previous research in crisis communication
has always used qualitative approaches [1–3] with semiotics. Thus, we aim to provide
a combination of semiotics and latent semantic analysis as a new approach in this field
of research.

Our research question is “how to classify crisis communication using a semiotic
approach with semantic analysis”. This research was focused on crisis communication on a
large scale not limited to corporations, institutions, or organizations. We attempted to find
out the awareness that Indonesians display in the text they upload to Twitter. Using the
Twitter crawling technique, we collected data and analyzed the text with latent semantic
analysis (LSA) combined with semiotic methods. The results provide classified crisis
communication to redefine crisis terminology in social media.

2. Literature Review

2.1. Crisis Communication

Scholars have defined crisis communication for decades and discussed it through an
interdisciplinary approach. Several have described crisis communications from a man-
agement perspective, while others have explained it through a cultural approach. Crisis
communication is also dealt with in communication science. Based on this background,
we reviewed crisis communication from the communication and technology perspective.
This approach is expected to enrich the understanding of crisis communication for the
development of knowledge. We classified crises into small and large scopes depending on
the crisis. Most crises occur in the institution or corporation [4] and have local impacts.
Nevertheless, a crisis with a serious impact, such as the global crisis of COVID-19, is a
large-scope crisis, and the strategy to deal with it is different.

2.2. Social Media

Social media is a digital platform to enable users to communicate or share content
such as texts, photos, videos, and files [5]. Earlier, social media was applied in web-based
technology; however, nowadays, most users use social media on mobile apps [6] such as
smartphones or tablets.

2.3. Text Mining

In the past few decades, text mining has become popular in computer science as a part
of deep learning focusing on how to detect or identify text. Text mining is used to find the
meaning of the text by extracting meaningful information from it. According to experts,
text mining is used to find new information about human character [7]. Moreover, text
mining provides flexible analysis depending on the research objects. In this research, we
investigated crisis communication.

2.4. Latent Semantic Analysis

Many published works utilized LSA to identify relevant semantic spaces. For example,
Das and Sultana [8] performed a semantic analysis of the Bengali language to propose
a predictive model [8]. Hsiao and Hsiao [9] employed LSA for online hotel reviews to
understand how satisfied or dissatisfied guests felt. We employed LSA to extract important
concepts from a huge number of documents.
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3. Methodology

We used a semiotic approach combined with latent semantic analysis (LSA). Previous
research usually used qualitative research to find models or strategies for crisis communi-
cation. We mixed semiotics in social research with latent semantic analysis for information
technology research.

3.1. Pre-Processing

We pre-processed [10] collected data using Python for tokenization and lemmatization
and obtained the TDM using MATLAB.

3.2. Natural Language Processing

Natural language processing (NLP) usually considers the interesting applications of
text mining and is able to synthesize information from text. Messages on Twitter have
an intention for objective communication. However, if a complicated sentence appears,
information can be extracted through NLP [11]. The implementation procedure is described
as follows.

3.2.1. Step 1: Tokenization

Textual tokenization uses the Natural Language Toolkit (NLTK) of the Python language.

3.2.2. Step 2. Data Cleaning

We deleted stop words such as “the”, “and”, and other low-importance words in
this step.

3.2.3. Step 3. Lemmatization

This step is to reduce complex forms of a single word to its most basic form, e.g., “ate”
to “eat”.

3.2.4. Step 4. Counting Word Frequency

We counted word frequency and deleted words with a frequency of less than 5.

3.2.5. Step 5. Constructing a Term–Document Matrix (TDM)

In this step, we used TF–IDF (term frequency–inverse document frequency) in
Equation (1) to create a term–document matrix (TDM) for further analysis.

TF–IDF = TF(ti , di)× log
(

N
N(ti)

)
(1)

3.3. Latent Semantic Analysis

We performed singular value decomposition (SVD) on TDM to investigate the rela-
tionship between words and their concepts.

SVD

The process of SVD is shown in Figure 1. The SVD function results in three matrices
“terms matrix Ut×r”, “orthogonal matrix Sr×r”, and “document matrix VT

r×n”, where t refers
to the number of words, n is the document term, and r is the number of concepts in the
semantic space.

Figure 1. Singular Value Decomposition.
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Even after running SVD, it still contains a lot of unimportant information, so it is
necessary to reduce the dimensional space. To affect the original characteristics, the feature
value k must be chosen. In this study, the scree test was used to determine the k value. In
Figure 2, we selected k concepts, so we took the Sk matrix to reduce the dimensionality.

Figure 2. SVD after dimension reduction.

3.4. Ortoghonal Rotation of Axes

The concept load LT was then calculated by multiplying the dimensionally delimited
concept Uk with the concept Sk (Equation (2)) to obtain the concept load LT. Each feature
word was ranked according to the load, and the word concept was named.

TLT = Uk × Sk (2)

4. Results and Discussion

4.1. Data Processing

Crisis communication has increased for decades, especially in the last three years dur-
ing the COVID-19 pandemic, going beyond conventional crisis communication. Traditional
crisis communication usually uses conventional media such as television, radio, newspaper,
and word of mouth. Nowadays, crisis communication uses the internet. There are many
platforms to deliver and receive messages that contain crisis communication. Moreover, it
can be an interaction medium between the communicator and the communicant.

The data has been investigated with SVD and charted to show the information. We
selected the k value from the top five (k = 5) as follows. It is possible to ignore the variation
gap after the decision point since it decreases after the plot slope, as shown in Figure 3.

Figure 3. Scree plot.

4.2. LSA and Concepts

In the LSA process, we obtained the five concepts using the semiotic approach. The
data are shown in Table 1.
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Table 1. Keywords and Loadings.

1st Concept 2nd Concept 3rd Concept

Keyword Loading Keyword Loading Keyword Loading

Abramovic 1.7554 Crisis 0.2504 Injury 0.0863

Army 0.3468 Destroyed 0.1601 Damage 0.0824

Battle 0.2258 Pandemic 0.0773 Fighting 0.0750

Lockdown 0.0645 Death 0.0637 Military 0.0346

4th Concept 5th Concept

Keyword Loading Keyword Loading

Civilian 0.0264 Rescuer 0.0223

Killing 0.0248 Volunteer 0.0212

Suffered 0.0242 Community 0.0199

Violence 0.0222 Protester 0.0023

Based on Table 1, we formulated the concepts of the LSA experiments with five
concepts. The top 50 words from each loading were chosen to name the concept after
ranking the defining words based on their loadings. Furthermore, we found the fixed
concepts to be analyzed further. Table 2 shows the concepts for crisis communication.

Table 2. Concepts of crisis communication using latent semantic analysis.

No. Concept Representative Terms

1st The Antagonist Abramovic, army, battle, lockdown

2nd The Phenomenon Crisis, destroyed, pandemic, death

3rd The Destructions Injury, damage, fighting, military

4th The Victims Civilian, killing, suffered, violence

5th The Protagonists Rescuer, volunteer, community, protester

4.3. Semiotics in Crisis Communication

Roland Barthes’ model is used in this research to find the signifier in crisis communi-
cation. Figure 4 shows the model to explain the concept.

Figure 4. Barthes’ model of semiotics.

Figure 4 shows the base model of the semiotics. We put the concept of LSA into the
diagram for analysis. The dataset is about the crisis caused by the invasion of Russia into
Ukraine. Therefore, the context of the data is about invasion. The context must be clear to
analyze the text, and we found several concepts in this research.

In this research, the signifier was the people who provided the text to the mass media,
the victims, the soldiers, and the politicians regarding the invasion. The signified is the
text that the signifier has produced. Based on the text we found, the sign was used for
analyzing the text. In the model, denotation and connotation were defined. Denotation is
the system of level signification in Barthes’ semiology at the first level, while connotation is
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at the second level. It means that once readers see the sign (text or image), they consider
using denotation to analyze the sign. Then, they find the denotation from the sign.

In this research, denotation has a more closed meaning. With the theory of signs, we
understand that literal meaning is natural. According to this theory, the meaning of signs is
expanded with meaning that takes place in two stages as shown in Figure 5.

Figure 5. Implementation of Barthes’ models of semiotics.

5. Conclusions and Future Directions

We found a classification of crisis communication in a large scope. Previous research
found a small scope of crisis communication, while a large scope was found on Twitter.
We found several concepts from LSA that divided texts into small and large scopes. Semi-
otic analysis was conducted to provide a new approach as a research method. Barthes’
model was implemented to analyze the concepts, and semiotics was used in this research.
For future research, researchers can consider the semiotic approach in text mining to de-
velop the utilization of semiotic models and provide new models of the denotation and
connotation concepts.
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Abstract: Over the past few decades, drastic advances in technology have forced insurers to seek
transformation in order to survive in a changing environment. Along with the outbreak of COVID-
19, online insurance has become a much-needed distribution channel for insurers, not only as a
cost-effective option, but also in line with pandemic prevention measures. However, in contrast to
insurers’ vast investment in AI, chatbots, etc., online insurance only accounted for less than 2% of
the total premium in Taiwan in 2022. This article uses importance-performance analysis (IPA) to
identify disparities between client perceptions of crucial elements of online insurance services and
their actual performance. The results show that among constructs such as perceived usefulness, ease
of use, security, and service quality, customer experience can be greatly enhanced if insurers prioritize
improving website security and service quality.

Keywords: InsurTech; importance-performance analysis; communication and networking

1. Introduction

With the swift advancement in technology, the Internet has changed people’s lifestyles
with its convenience and immediacy. More than five billion people had used the Internet
as of January 2023, making up 64.4% of the world’s population. Asia continued to be the
region with the largest number of online users in 2022 [1]. Advances in electronic service
technology have presented both enormous opportunities and challenges in a variety of
business and service sectors at the same time, especially with the advancements in mobile
devices and wireless infrastructure. Organizations have implemented innovative customer
communication strategies in an effort to cut costs and retain profitability [2]. The digital
transformation of financial services and the related growth of Fintech are made possible by
information and communication technology (ICT).

It is particularly challenging for sector incumbents to enhance current value propo-
sitions due to the rapid pace of technology development and the restrictions imposed by
legislation. Examples include the use of chatbots in banking services, quick response (QR)
codes on credit cards, and insurances that hope to gain from blockchain [3]. However,
companies that can effectively navigate these challenges may be able to gain a compet-
itive advantage by offering innovative products and services that meet customer needs
and expectations.

InsurTech is the design and delivery of insurance products and services through
technology. The insurance sector is striving to use technology in response to the threats
posed by disruptive new financial services. Among them, communication and networking
technologies that allow customers and insurers to interact in the digital world are crucial for
the development of online insurance. Although specific communication and networking
technologies for insurers are outside the purview of this study, it is important to explore
whether insurers can meet consumers’ changing needs with them.
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Taiwan’s insurance industry comprises a huge portion of financial institutions. The
asset ratio of the insurance industry to financial institutions was 36.07% in 2021 [4]. How-
ever, compared to the thriving of mobile banking [3,5,6], Taiwan’s insurers still struggle
to move forward with their online distribution channels. Moreover, 84.3% of Taiwan’s
population had home Internet access in 2022 [7]. Despite the prevalence of the Internet,
people are hesitant to provide important personal information on websites due to the lack
of confidence in e-commerce security [8]. This is a big challenge for insurers, since extensive
private financial and health information must be submitted when purchasing an insurance
policy. As a result, less than 2% (1.96%) of the premium insurance received from newly
issued insurance policies in 2021 came from online channels [4].

Based on the above, this study aims to identify the causes of the sluggishness of
online insurance in Taiwan. The following are this study’s major contributions. First,
it investigates the relative importance of attributes to assist insurers in reinforcing and
refining the evaluation of value-added web services and functions. Second, as a reference
for customer relationship management (CRM) and marketing management strategies in
the insurance sector, this study explores the perceived performance of consumers’ online
insurance experiences. Third, this study fills a gap in the insurance literature by apply-
ing importance-performance analysis (IPA), which is rarely addressed in the insurance
sector. Based on research results, the authors provide suggestions concerning communi-
cation and networking technologies that can be applied to improve consumers’ online
insurance experiences.

2. Literature Review

2.1. Perceived Usefulness and Perceived Ease of Use

In order to provide a vigorous explanation for behavior prediction in the area of
information technology adaptation, Davis (1989) proposed the technology acceptance
model (TAM) [9]. The TAM’s main contention is that a person’s behavioral intention to use
a system or piece of technology is influenced by its perceived usefulness and perceived
ease of use [9,10]. The degree to which a person thinks using an information system would
increase their productivity is known as perceived usefulness. The extent to which a person
believes that using a certain system would be devoid of effort is the definition of perceived
ease of use [9].

Applying TAM to insurance mobile application usage, Tang and Yeh (2018) identified
perceived usefulness (PU) and perceived ease of use (PE) as significant factors [11]. Due to
the complexity of human behavior and the limitations of models, there is no one framework
that dominates most of the components concerning users’ behavior toward technology
usage. In an effort to reduce theories’ level of constraint, Venkatesh et al. (2003) combined
eight prior established theories of technology acceptance and developed a unified theory
of acceptance and usage of technology (UTAUT) [12]. Customer satisfaction was positively
impacted by consumers’ perceptions of the usefulness and ease of use, according to an
empirical study from the life insurance sector [10].

2.2. Website Security and Service Quality

Measures of safeguarding and discouraging hackers from violating customer’s private
information can be defined as website security. Studies have suggested that Internet
users have serious concerns regarding their private information, therefore website security
becomes a deciding factor in the development of e-commerce. Online customers will
increase their tendency to participate in online transactions if they believe that websites
offer solid security measures in protecting transactions and data safety [13].

The quality of services provided and perceived can be affected by customer expecta-
tions and service comprehension. Customer satisfaction is elevated if the service quality
perceived exceeds the expected level. There is a lot of evidence showing a direct con-
nection between customer satisfaction and service quality [14,15]. For e-commerce to be
successful and to attract clients, the service quality of the system will be crucial. Website
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security and service quality, which have been discovered in other studies, are characteris-
tics we have considered when analyzing the factors influencing consumers’ use of online
insurance [16,17].

2.3. Importance-Performance Analysis

Martilla and James proposed importance-performance analysis (IPA) in 1977 [18]. In a
conventional IPA, customers evaluate and determine the average value of importance and
performance of various service qualities using the defined system, where the horizontal
axis denotes performance and the vertical axis denotes importance. The average values of
the importance and performance of various services and product elements are graphically
displayed in a two-dimensional coordinate system, primarily in the region divided into
four quadrants (Figure 1).

 
Figure 1. Importance-Performance Grid, Source: Martilla and James, 1977 [18].

In today’s environment of rapid technological innovation and worldwide competition,
managers must regularly evaluate how satisfied customers are with the services and goods
they are supplied. IPA is a helpful and practical tool that can assist decision-makers in
identifying service/product components, and hence, allocating resources to where they
may boost customer satisfaction. For example, attributes in quadrant II indicate high
importance to customers, yet the perceived performance is low. Therefore, these attributes
should receive immediate attention and effort, so that customers are not drawn away.

For IPA, choosing the appropriate collection of attributes is essential because the
subsequent managerial decisions are based on the scores assigned to these attributes. It is
advised that performance and importance be evaluated using the same set of criteria [19].
Based on the previous literature, this article uses perceived usefulness, ease of use, security,
and service quality to identify disparities between client perceptions of crucial elements of
online insurance services and their actual performance.

3. Methodology

The statistical population in the present research consisted of online insurance cus-
tomers in Taiwan. This research utilized random sampling to collect data using a ques-
tionnaire survey. Please see Appendix A for sample questionnaire items. A five-point
Likert scale questionnaire assessed each attribute’s importance and the performance of
each attribute was distributed to gather data to determine the relationship between the
study variables. In all, 300 people were randomly selected. After removing the unusable
and incomplete ones, 263 questionnaires were ready for analysis. The effective rate of the
questionnaire was 87.67%.

In Table 1, a sample demographic summary is presented. The sample was 62.74%
female and 37.26% male, respectively. Since 92.4% of the respondents were under the age
of 50, the sample was mostly made up of young and middle-aged people. Given that
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the sample was only comprised of people with experience in online insurance, the age
distribution was fair. The majority of responders had a college or university degree or
higher (95.06%).

Table 1. Description of the sample.

Item Category Number of Sample (%)

Gender
Male 98 37.26

Female 165 62.74

Age

20–29 105 39.92
30–39 82 31.18
40–49 56 21.29

Over50 20 7.60

Education
Senior high and under 13 4.94

College/university 207 78.71
Graduate school 43 16.35

Scale reliability in this study was measured using Cronbach’s alpha method. Cron-
bach’s alpha is a standard measure of reliability, with values above 0.7 indicating acceptable
reliability [20]. There were two sections to the survey questionnaire. The respondents’
demographic data, such as gender, age, and educational attainment, were tallied in the
first section. Each respondent was asked to rate how much they agreed or disagreed with
each statement in the second section. A five-point Likert scale was used to gather the
data to facilitate the measurement of the constructs. Twenty attributes measuring the four
constructs were included in the questionnaire. The sources and definitions of the constructs
are compiled in Table 2.

Table 2. Definition of key variables.

Construct Definition Sources

Perceived usefulness
(PU)

The degree to which a person believes that
using an online insurance channel would
enhance or improve his or her condition.

Davis [21]
Elseidi [22]

Perceived ease of use
(PE)

The degree to which a person believes that
using an online insurance channel would
be free of effort.

Davis [21]
Elseidi [22]

Website security
(WS)

The degree to which respondents perceived
regarding the security of the insurers’
online insurance channel.

Mecovac [13]
Li et al. [16]

Service quality
(SQ)

A person’s subjective evaluation of the
service quality of the insurers’ online
insurance channel.

Haussen et al. [14]
Li et al. [16]

4. Results

4.1. Reliability Analyses

Statistical software SPSS 18 was used for the questionnaire analysis. The calculation of
the questionnaire’s reliability was based on Cronbach’s alpha coefficient. The questionnaire
proved satisfying in terms of content validity, criterion-related validity, and construct
validity (Table 3).
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Table 3. Reliability Statistics.

Construct Cronbach’s Alpha

Perceived usefulness 0.884

Perceived ease of use 0.865

Website security 0.905

Service quality 0.924

4.2. Importance-Performance Scores

To establish criteria for the importance-performance analysis, this study combined
the diagonal approach with the data-centered quadrants approach (IPA). We used the
differences between the performance score and the importance score to plot and arrange
the attributes within each quadrant after applying the grand mean of importance and
performance scores to divide the attributes into four quadrants.

The average relevance and performance ratings given by survey respondents are
shown in Table 4 for each of the 20 online insurance channel attributes. Of the 20 attributes,
the top level of performance, on average, was easy access, time saving, and a secure
infrastructure platform. However, the scale averages of performance were lower than the
scale averages of importance for all attributes, indicating that customers’ evaluation of
importance was higher than performance.

Table 4. Rank, Means of Importance, and Performance.

Importance Performance Gap

Items Mean Rank Std. Dev. Mean Rank Std. Dev. P-I Rank

PU1 4.457 11 0.621 4.295 6 0.678 −0.162 10
PU2 4.324 17 0.815 4.171 12 0.727 −0.152 9
PU3 4.438 13 0.692 4.343 4 0.691 −0.095 4
PU4 4.514 8 0.667 4.390 2 0.714 −0.124 7
PU5 4.505 9 0.695 4.162 13 0.845 −0.343 15
PE1 4.543 5 0.621 4.467 1 0.651 −0.076 3
PE2 3.733 20 0.902 3.876 20 0.958 0.143 1
PE3 4.133 19 0.844 4.029 19 0.882 −0.105 6
PE4 4.343 16 0.691 4.238 9 0.766 −0.105 5
PE5 4.381 15 0.726 4.333 5 0.716 −0.048 2
WS1 4.629 3 0.593 4.352 3 0.720 −0.276 11
WS2 4.648 2 0.554 4.248 8 0.757 −0.400 19
WS3 4.667 1 0.566 4.238 9 0.803 −0.429 20
WS4 4.629 3 0.542 4.286 7 0.743 −0.343 16
WS5 4.533 7 0.637 4.133 16 0.760 −0.400 17
SQ1 4.286 18 0.781 4.152 14 0.794 −0.133 8
SQ2 4.419 14 0.732 4.114 18 0.812 −0.305 13
SQ3 4.448 12 0.707 4.133 16 0.785 −0.314 14
SQ4 4.486 10 0.681 4.200 11 0.813 −0.286 12
SQ5 4.543 5 0.636 4.143 15 0.786 −0.400 17

Note: Performance and importance scores are based on a 1–5 Likert scale.

The IPA results for online insurance attributes are graphically shown in Figure 2. The
average values of the importance and performance of various attributes are graphically
displayed in a two-dimensional coordinate system, primarily in the region divided into
four quadrants. As mentioned above, attributes fall within the second quadrant, indicating
a high expectation yet low perception.
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Figure 2. IPA Chart for Online Insurance Attributes.

Based on the results of the above IPA chart, we organized the attributes in quadrant
II, as shown in Table 5. The attributes in quadrant II indicate that consumers value these
services, but are not satisfied with the performance of the services provided and they need
to be improved as a matter of priority. Three out of five are attributes concerning service
quality, and the remaining two attributes pertain to perceived usefulness and website
security, respectively.

Table 5. Attributes in Quadrant II.

Attributes Measures

PU5 I can save money by using online insurance websites.

WS5 Online insurance website security is increased by the use of digital signatures.

SQ3 Online insurance channel technology boosts competitiveness while enhancing
customer service.

SQ4 Online insurance channels are accessible, user-friendly, and simple to use.

SQ5 Technical support is excellent, and the quality of the services is adequate.

5. Discussion and Conclusions

The purpose of this study was to understand consumers’ online insurance behavior,
and analyze customers’ perceptions of the importance and performance of online insurance
services, in order to find ways to improve customer satisfaction and customer loyalty,
and to provide suggestions for business improvement in the insurance industry. We used
importance-performance analysis (IPA) to identify disparities between client perceptions of
crucial elements of online insurance services and their actual performance.

It demonstrated that customers consider service quality to be crucial while using
online insurance websites. Customers’ evaluations of performance, however, fell short of
what they had hoped for. As a result, this study makes the case for insurance companies to
use communication and networking technologies, such as artificial intelligence, to support
customer care so that customers can receive prompt assistance when they run into issues
with online insurance. Additionally, to address security issues, insurance companies
can implement blockchain technology and conduct a routine security scan at least once
every three months or once a year so that customers will feel more at ease providing
information online.

Nevertheless, for our study and future research areas, some limitations may be worth
attention. First, the interpretation of attributes near the thresholds of discrimination is a
problem in IPA. It is challenging to interpret these characteristics with an acceptable confi-
dence level [23,24]. Because the mean, which is often applied to indicate the significance
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and effectiveness of a characteristic, does not reveal information regarding a distribution’s
variability, the results must be evaluated with great care. Second, while the ease of use and
understanding of IPA may explain its widespread acceptance and application, this does
not necessarily ensure its validity [19].

Furthermore, given the emerging and changing nature of the insurance technology
field, it may not be appropriate to directly apply the constructs and attributes validated
in the past literature. Researchers should exercise discretion in the process of attribute
selection. We suggest that the major components of online insurance attributes could be
identified using Exploratory Factor Analysis (EFA), and the findings of the two analyses
should be compared in future studies to determine the convergent validity of IPA.
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Appendix A

Table A1. Sample questionnaire items.

Attributes Measures

Perceived Usefulness (PU)

PU1 I can find products and make purchases more quickly by using online
insurance websites.

PU2 Online insurance websites make it easier to look for and buy insurance.

PU3 Online insurance websites improve my performance when looking for and
buying products.

PU4 I can save time by using online insurance websites.

PU5 I can save money by using online insurance websites.

Perceived Ease of Use (PE)

PE1 It is ease to access online insurance websites.

PE2 My interaction with the online insurance websites is simple and straightforward.

PE3 I find the online insurance websites are easy to use.

PE4 The layouts of online websites are ease to use.

PE5 The online insurance websites are flexible to interact with.

Website Security (WS)

WS1 There are secure infrastructure platforms in online insurance websites.

WS2 Stability in the way services are provided in online insurance websites
creates security.

WS3 The use of electronic and online insurance services is safe.

WS4 Confidentiality of information is protected in online insurance websites.

WS5 Online insurance website security is increased by the use of digital signatures.
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Table A1. Cont.

Attributes Measures

Service Quality (SQ)

SQ1 The speed of service delivery in online insurance channel is satisfactory.

SQ2 Online insurance channel technology reduces the cost of purchasing insurance.

SQ3 Online insurance channel technology boosts competitiveness while enhancing
customer service.

SQ4 Online insurance channels are accessible, user-friendly, and simple to use.

SQ5 Technical support is excellent, and the quality of the services is adequate.
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Abstract: Mathematics is a fundamental subject for learning at all levels of education. Thus, develop-
ing effective methods for increasing children’s learning performance in mathematics is important.
In this study, first graders who were identified to have difficulties with mathematics experienced
a digital game-based intervention as a parallel part of normally scheduled class activities for one
semester. The results revealed that the students showed positive results in their mathematical learning
and numerical fluency after receiving the game intervention.

Keywords: digital game; brain training; mathematical disabilities; mathematics learning; numeracy
training

1. Introduction

One of the core subjects in schools is mathematics, as it offers helpful knowledge
for everyday life and is crucial for personal growth [1,2]. However, many students in
basic and secondary education consider mathematics to be depressing. For example, it
was demonstrated that students frequently categorized mathematics as a disliked course
because they thought it was boring, challenging, and pointless [3]. Those who struggle to
master mathematics may have lower aspirations for their professional futures [4]. Therefore,
it is crucial to develop effective teaching strategies to increase students’ interest in math,
enhance their conceptual comprehension, and develop their arithmetic skills [4,5]. To
address the problem, Muñez et al. proposed a digital game-based intervention to facilitate
students’ mathematics learning performance [6]. The present study was conducted based
on the guidelines of Ref. [6] to see if students could successfully improve their mathematical
learning using the proposed digital game-based intervention. The result was discussed to
answer the following research questions.

• Do students with mathematical disabilities demonstrate better mathematical fluency
with digital game-based intervention?

• Do students with mathematical disabilities demonstrate better mathematics learning
achievement with digital game-based intervention?

2. Literature Review

2.1. Digital Game-Based Learning (DGBL)

Recently, much research has been done in the context of DGBL as an enjoyable en-
vironment that helps students in education. Considering this, Prensky underlined that
merging serious learning with interactive entertainment is the primary characteristic of
DGBL environments [7]. Digital games make learning enjoyable, facilitate task-focused
attention [8], encourage learning, boost success [9], and influence behavior and attitude [10].
These findings suggest that instructional video games ought to have a set of features that
must not be created at random. However, different scholars have different ideas about
what characteristics of a digital game are needed to be instructive.
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2.2. DGBL in Mathematics Learning

The educational potential of digital games has been generally acknowledged for
a while [11–13]. Digital games provide delight and pleasure for children to progress
in their learning and performance in mathematics by reducing their stress and frustra-
tion [4,5,11,14,15]. Digital games offer students numerous options for learning, such as
repeating activities to not make the same mistakes [16]. They are not just for enjoy-
ing [12,15,17], but for allowing students to participate and explore mathematical knowl-
edge [18,19]. Digital game-based learning creates such an environment that fosters students’
learning interest [12,20], learning confidence [15], and eagerness to learn [5,12,19].

3. Brain Training with Digital Game Intervention

Muñez et al. developed a computerized game-based brain training program in which
the game intervention was translated into the Thai language, as shown in Figure 1 [6]. This
tablet game uses narratives and themes to simulate a video game environment. There are
twelve minigames in each game, and each one has a different game concept, theme, action
required, and type of stimuli. The difficulty of each minigame increases as a function of the
number of stimuli, working memory capacity, and numerical aspects. Each completed task
gives rewards, and progressing through the missions earns the player badges to upgrade
the player’s status.

 

Figure 1. A screenshot of the game intervention.

3.1. Participants

A total of 10 first-grade students were recruited from 67 students as participants in this
study. They were screened for mathematics fluency and prior mathematics knowledge from
the students of two classes in a public primary school in Thailand’s northeast. The selected
students had poorer working memory and performed at or below the 20th percentile on
the aforementioned exams in the same age group of the two classes. The participants had
satisfactory skills in using a tablet and had yet to experience using it in mathematics classes.
The group of participants was heterogeneous in terms of their backgrounds in mathematics
before interacting with the game intervention in the experimental study.

3.2. Training Intervention

The game intervention was given to the participants for 16 weeks, which was a whole
regular semester. Children participated in the training games on similar 7-inch touchscreen
tablets and recorded their responses. During 16 weeks of the intervention, the participants
spent 800 training minutes in total, experiencing the intervention for 20 min twice or three
times a week.
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3.3. Questionnaire Survey

Each participant’s mathematics learning achievement was measured through a ques-
tionnaire survey with 25 items using a multiple-choice method. Surveys were conducted
before and after the game intervention. In addition, a math fluency test consisting of
52 arithmetic addition problems was used to measure their mathematical fluency. The
participants finished as many calculations in each set as they could in one minute. The total
number of correct calculations within the allotted time was their raw scores.

3.4. Data Collection and Analysis

Before having the game intervention, the participants were pre-tested for mathematics
learning achievement and math fluency for 31 min. For the post-test, the same test was
conducted. The results from pre- and post-tests were analyzed to obtain descriptive
statistics including arithmetic mean, standard deviation, frequency, and ratios. Individual
actual gains were calculated as the percent absolute gain as follows.

Gain = [(post-test score% − pre-test score%)/100% − pre-test score%] (1)

This is the actual gain divided by the maximum gain achievable by an individual
participant. The participant’s gain is used to understand course effectiveness.

4. Results

4.1. Mathematical Fluency

The descriptive statistics of the pre-test and post-test mathematical fluency scores of
the participants are presented in Table 1. The mathematical fluency scores after experiencing
the game intervention (mean = 13.11, standard deviation (SD) = 7.08) were considerably
higher than those before the intervention (mean = 1.44, SD = 1.33). (The total score of the
mathematical fluency test was 52). All participants’ scores for pre- and post-tests are shown
in Figure 2. The participants’ scores were significantly increased.

Table 1. Descriptive statics on students’ mathematical fluency.

Test
Mathematical Fluency Score

Mean SD Highest Lowest

Pre-test 1.44 1.33 3 0
Post-test 13.11 7.08 22 4

Figure 2. Improvement in the mathematical fluency test score for participants.
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4.2. Mathematics Learning Achievement

The descriptive statistics of the scores of the mathematics learning achievement in
the pre- and post-tests are presented in Table 2. The mathematical fluency scores of the
participants after the game intervention (mean = 20.00, SD = 2.62) were significantly
higher than before the intervention (mean = 9.80, SD = 5.39). (The total score is 25). The
pre- and post-test scores of all participants are shown in Figure 3, showing considerable
improvement in test scores.

Table 2. Descriptive statics on students’ mathematics learning achievement.

Test
Mathematics Learning Achievement

Mean SD Highest Lowest

Pre-test 9.80 5.39 17 2
Post-test 20.00 2.62 23 15

Figure 3. Improvement in the mathematics learning achievement test score for participants.

5. Discussions and Conclusions

Although studies on working memory and numeracy training have been carried out over
the past ten years, it has been unclear whether the training helps children with learning impair-
ments in mathematics [6]. The purpose of the present study was to confirm the effect of the digital
game intervention on the increase in mathematics learning in terms of learning achievement and
mathematical fluency for primary school students with mathematical disabilities.

Our first research question was whether digital game-based intervention enhances
the mathematical fluency of students with mathematical disabilities. The findings of the
present study showed the positive effects of the game intervention on enhancing mathe-
matical fluency. For the second research question, whether mathematics learning gains
are modified by the digital game-based intervention, the findings proved that students
with mathematical disabilities improved their mathematics learning achievements. These
findings coincided with the results of Refs. [6,21] which stated that such instruction had a
positive impact on children with math learning problems. The training effects on mathemat-
ics performance have been confirmed as children who underwent the numerical training
demonstrated improvements in their aptitude for learning mathematics [22,23].

Considering the limitation of the small number of participants and the short inter-
vention period, further study is required with a large number of participants and a longer
intervention period than 16 weeks. The students’ experiences with the games and the scope
of the impacts in this study may be also limited by their limited gaming times. However, the
findings of the present study are the basis for research on how to design interventions and
training programs to enhance instructional efforts and overcome the inherent constraints
of real classroom environments.
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Abstract: The Feast of Drunken Dragon is a special intangible cultural heritage of Macau, which is
also known as the Drunken Dragon and Lion Dance Gala. Every year, on the eighth day of the fourth
month of the lunar calendar, members of the Macau Fish Traders Association hold a drunken dragon
and lion dance activity at the Macau Sanjie Guild Hall. Festivals play a part in cultural designing.
They not only attract a large number of tourists but also promote local culture. The Drunken Dragon
Dance is currently encountering many problems such as the inability to introduce new performance
methods as technicians are getting older, and young people are unwilling to inherit it. This cultural
heritage tends to gradually decline. The Cultural Affairs Bureau of the Macao Government has
paid attention to the problem. However, the publicity methods are still mainly based on videos,
simple online graphics, and cultural and creative products, and the impact of the COVID-19 epidemic
harmed the promotion. With the rapid development of technology, mobile devices provide digital
reading and augmented reality (AR) to assist learning. Thus, learning is not limited in space and time,
and individuals continue to use it without hindrance. Using the concept of experiential learning, we
design interactive teaching materials with dynamic images to advertise the historical stories of the
Feast of Drunken Dragon in Macau, folk rituals, and traditional dragon performances through the
AR interactive experience of the drunken dragon festival. The concept of learning by doing is an
experiential way to understand relevant intangible cultural heritage knowledge. Using digital content,
teaching material design is provided based on user experience to achieve sustainable education.

Keywords: Macau Drunken Dragon; experiential learning; sustainable education; augmented reality;
electronic picture book

1. Introduction

The Drunken Dragon Festival in Macau has a history of more than 400 years. This
festival originated from the traditional folk sacrificial activities in the Xiangshan area of
Guangdong. After the Cultural Revolution, the Drunken Dragon Dance on the Mainland
was lost. As marine resources are being exhausted by overfishing and climate change,
Macau’s fishery industry is shrinking, and the number of fishers is decreasing significantly.
The younger generation lacks a sense of commitment to traditional culture. To solve this
problem, the Macau Fisherman’s Association holds the Drunken Dragon Festival every
year to create a unique festival brand, allowing visitors from Macau and other places to
experience the traditional folk festival. Recently, the government has also begun to pay
attention to the event and the lack of professionals for it. The promotion for the event can
be launched in Macao’s primary and secondary schools to encourage more Macao youth to
learn about Macao’s traditional culture and customs [1].

With the rapid development of information technology, many traditional cultures are
preserved and disseminated in digital ways. In 1997, Thalmann and others transformed the
terracotta warriors into 3D, including weapons, costumes, and scene environments, and in-
tegrated and produced a 90 min animation film for display and testing [2]. Korean scholars
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also used the interactive operation of sound visualization and gesture recognition to invite
visitors to experience Korean traditional royal court music and manuscript illustrations.
This program enhanced the curiosity of the participants, as well as their understanding
of traditional royal court music. Overall, this study is carried out to provide evidence
that multisensory digital media facilitate learning and cultural appreciation of historical
artifacts [3]. Based on the result, traditional culture can be combined with digital interaction
and various educational puzzle-type APPs and virtual reality (VR) experiences.

2. Literature Review

2.1. Macau Drunken Dragon Dance

Every year on the eighth day of the fourth month of the lunar calendar, the “drunken
dragon dance” team performs in groups of two with one holding the dragon’s head and
the other holding the dragon’s tail. They tour seven major vegetable markets in Macau.
The dancing posture of the dancers expresses drunkenness. During the dance, the dancers
enter the side and spray wine into the air, implying that the dragon sprays water. In
2009, it was officially included in the Macao Intangible Cultural Heritage Preparatory
List, and in 2011, it was officially included in the third batch of the national intangible
cultural heritage list. The Drunken Dragon Festival, as a traditional cultural festival in
Macao, contains rich cultural connotations and represents the intangible cultural heritage of
humans. It is a characteristic traditional culture of Macao and is of great significance to the
popularization and promotion of traditional culture [4]. Therefore, the Macau government
has focused on promoting and organizing related groups and projects, making the Drunken
Dragon Festival a precious traditional folk dance art event and providing participants with
generous bonuses.

2.2. Experiential Learning with AR Interaction

Organizational psychologist Kolb put forward the experiential learning cycle model
in 1983 by sorting out the experiential learning theories of Dewey, Levin, and Piaget.
The model is composed of four stages: concrete experience, observation and reflection,
conceptual abstraction, and active practice [5]. Related research used the experience mode
and AR for design. Oleksy and Wnuk used augmented reality (AR) technology to allow
users to view past historical photos in a real space. The results of the study found that AR
enhanced the local significance of multiculturalism and reduced racial prejudice [6]. Unger
and Kvetina used AR in Prague archeology and constructed a virtual museum for users to
experience the archaeological site. From the research and application of the above literature,
it was found that the technology of augmented reality combined with experiential visual
interaction achieved better learning effects and a sense of experience for learners [7].

2.3. Digital Design of Intangible Cultural Heritage, Sustainable Education, and Management

With the continuous advancement of digital technology, 50% of young people around
the world use 3C products on average every week, and the frequency of use is as high as
25% every day. Therefore, sustainable digitalization is important for investors to under-
stand the company’s current situation and grasp the latest data in real-time. Sustainable
digitalization is more convenient for third-party verification units because it greatly im-
proves efficiency while ensuring data quality [8]. The concept of digital sustainability is
combined with cultural heritage, and related projects were launched recently such as the
“Dong Wooden Architecture Construction Technique” and “Guangxi Cultural Field” in
Guangxi in 2015. Due to the dwindling number of inheritors of traditional skills, lack of
successors, fragmented graphic materials, and lack of systematic organization, there are
worries of traditions being forgotten, destroyed, or even gradually disappearing. Therefore,
the pilot project of the digital management system which is professionally organized to pre-
serve traditions is required. In 2015, the United Nations Organization for the Promotion of
World Cultural Heritage (CIPA) held a seminar at the University of Science and Technology
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of China to discuss the application of technologies such as data acquisition and recording
and technology digital processing and models to sustainable preservation of culture.

3. Research Methods

In addition to using digital technology for the Drunken Dragon Festival culture, we
explored the mode of sustainable inheritance through digital art, experiential learning, and
AR interaction. To overcome the constraints of time and space, a system was developed
and ported on the mobile APP. For the development of the system, we carried out field
surveys, literature reviews, and expert interviews. Based on this, the digital design of the
historical background, shape, and color matching of the Drunken Dragon Festival was
established. The overall process comprises three stages as follows.

3.1. First Stage: Data Collection, Collation, and Analysis

In 2022, Wei-Ming Guan, the vice president of the Macau Fresh Fish Traders Associa-
tion was interviewed. He said that the Drunken Dagon Dance in Macau is different from
the traditional dragon dance. There are only two parts, the dragon head and the dragon tail
(Figure 1). The dragon head is generally 3 feet long, and the dragon tail is about 2 feet long.
Both parts are made of teak and painted with gold or silver for color matching. Dragon
horns are made of antlers from Taiwan or China. The overall shape of the drunken dragon
is rounded and streamlined, and the scales are drawn on the surface.

 

 

Figure 1. The shape of drunken dragon (photographed in this research).

3.2. Second Stage: KOLB Experiential Learning Framework for Digital Content Design

With the historical background data of the Drunken Dragon Festival organized, its
stories are reinterpreted with illustration effects (Figures 2 and 3). Photoshop, Illustrator,
and After Effect were used for digital content production, and Unity 3D, C Sharp, and
Android platforms were adopted to develop the AR Drunken Dragon (Figures 4 and 5).
The digital content was designed according to the KOLB experiential learning framework.

1. Animation display of the historical stories of the Drunken Dragon Festival (specific
experience).

2. AR interactive experience, understanding, and observing the shape and color match-
ing of Drunken Dragon (observation and reflection).

57



Eng. Proc. 2023, 38, 12

3. Concept formation of Drunken Dragon Festival culture, sacrificial activities, Drunken
Dragon dance, and Drunken Dragon modeling (an abstract).

4. Practice and evaluate the final interactive experience (active practice).

 

Figure 2. Sacrificial activities in the Drunken Dragon Festival (drawn in this research).

 

Figure 3. Drunken Dragon Dance Troupe–The local cultural characteristics are highlighted in Chinese
on costumes and musical instruments (drawn in this research).

Figure 4. 3D modeling design of drunken dragon (made in this research).
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Figure 5. AR interactive experience and operation (made by researchers).

Based on the experience mentioned above, digital humanities were developed to help
users have a better understanding of intangible cultural heritage on smartphones, comput-
ers, and other devices. Using this model, the preservation function of skills inheritance
learning and activity materials was provided.

3.3. Third Stage: Feasibility Study of Sustainable Education

The “AR Drunken Dragon Interactive Experience Textbook” was provided to users for
experiments, and a questionnaire survey was provided to explore their learning motivation,
satisfaction, and effectiveness and observe whether users were interested in the interactive
mode and had the desire to continue learning and exploring persistent behavior.

4. Conclusions

Dynamic images in the AR interactive design and experienced learning mode were
created for intangible cultural heritages. Users observed and understood the traditional
shapes, colors, and materials of the drunken dragon with 360 stereoscopic effects. Then,
they understood the cultural value, development, and current situation of the Drunken
Dragon Festival. The learning motivation of the users with the interactive materials was
explored to understand the satisfaction, effectiveness, and sustainability of the design. The
interaction was mainly for the single-user experience. In the future, extended production
can be added for multi-person modes. Moving pictures may allow users to choose the level
of experience interaction at different levels, which needs to be discussed and analyzed for
the feasibility of teamwork learning.
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Abstract: During the COVID-19 pandemic, the global education system changed its context of
instruction to be online. Teachers need to interact with students in learning management systems
(LMSs) to overcome the limitation of instruction during the pandemic. To promote interactive online
learning with LMSs, moodle-based e-learning is proposed in this study. In the e-learning system,
the instructional design was proposed using the integration of Moodle and the H5P engine. A
six-step inquiry learning approach was included in the design as an effective solution for using
online platforms.

Keywords: online platform; interactive learning; competency training

1. Introduction

The COVID-19 pandemic disrupted the global education system and changed the
context of students’ learning styles. Normally, most students were educated in a learning
environment at school, but now the COVID-19 pandemic has changed it to online learning
or e-learning environments. Therefore, the learning management system (LMS) has become
necessary to support teachers on online learning platforms to change teaching and learning
mechanisms. Therefore, designing and developing an interactive Moodle-based e-learning
platform to support students’ learning with LMS is necessary. Through this study, we
provided a solution for various organizational challenges to improve the learning platform
effectiveness of regular classes based on human-centered design (HCD) and LMS. The
solution offers students self-regulated learning (SRL) via scientific inquiry in the six-step
model on the Moodle platform, affecting students’ development in reasoning. Integrating
the six-step scientific inquiry and interactive Moodle-based e-learning platform improves
the student’s scientific explanation ability on the engine-driven online learning platform.

2. Literature Review

2.1. LMS

LMS is a technology platform that allows distance and flexible learning through e-
education with software and supports virtual academic activities without location and time
limitations [1]. Habits and social pressure affect people’s use of LMSs [2]. Students and
teachers depend on the LMS in online education as all course materials and assignments
are sent through its platform in the learning process. E-learning platforms like Moodle
are one type of LMS. The main idea is to change the human-made learning mechanism on
site into an engine-driven online learning mode with H5P, Phet interactive simulation, and
online resources.

2.2. HCD

HCD is a set of techniques to invent innovative solutions for various societal challenges,
including goods, services, spaces, institutions, and methods of communication [3]. HCD
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is used in engineering design for students to understand and practice the way of the
engineering design process and techniques to solve open-ended engineering problems [4].
The model is used to identify the open-ended problem with the scope of ideas and concepts
to select the prototype. After building the prototype, it is used in the experiment to check
the constraints. In HCD, a suitable method to improve the learning platform can be found
to support teaching and learning.

2.3. Self-Regulated Learning (SRL)

SRL effectively promotes students’ motivation to learn, reflects on their learning, and
improves their understanding of subjects [5,6]. By engaging in self-regulated learning,
students are better equipped to comprehend challenging topics in-depth during the learn-
ing process [7]. Research about flipped classroom integrated SRL revealed that students
who adopted the self-regulated flipped classroom approach demonstrate improved per-
formance in goal setting, strategy planning, time management, seeking assistance, and
self-regulation [8]. Thus, we designed an e-learning platform to promote SRL to drive
students to engage and be active in learning.

3. Design and Development

3.1. Human-Made Learning to Engine-Driven Online Learning

A prototype of the engine-driven online learning platform was developed in this
study to improve the student’s competencies by incorporating MS in regular classrooms.
Previously, teachers’ pedagogies depended on their classroom context. They gave normal
instruction with their instructional media in classrooms. Normally, the teacher directs
scientific content, scientific activity, experiments, and data summaries for students to learn.
As shown in Figure 1, human-made learning starts with content-related videos to motivate
the student. After the video, the teacher asks questions to the student. The student takes
a few minutes to think about their answers before the activity. To find the questions, the
teacher sets equipment or information to guide the student to find the answer. When the
student completes the activity or experiment, the teacher starts to explain and conclude the
lesson. Even though this technique provides students with understanding, all processes are
offered and led only by the teacher. The student receives information rather than discovers
it. Therefore, the upgraded method is necessary to change the learning mechanism.

 

Figure 1. The comparison of the human-made learning mechanism with the LMSs moodle-based
e-learning platform with the MC2 model.

LMS is implemented to assist students’ online learning in classrooms with a focus on
an interactive Moodle-based e-learning platform combined with the pedagogies known
as MC2. In LMS, students are motivated and are engaging in learning with curiosity to
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find questions to ask. Conceptualization is the process to explore and discover a shred of
evidence, and consolidation is the stage of conclusion and discussion through the student’s
communication to find reasoning. In the Moodle-based e-learning platform, MC2 is used to
conduct a scientific inquiry process with 6 steps to develop students’ competencies. The first
step is a scientific investigation to define the circumstance. Step 2 is the inquiry question
to find the background knowledge in the third step. Developing conceptualized content
and data analysis is carried out in the fourth step. Step 5 is for the analysis of the results,
followed by step 6 to conclude. Such a process allows students to learn independently
as personalized learning and be motivated. Then, SRL is realized in the student’s online
learning process.

3.2. Interactive Moodle-Based E-Learning Platform

In the six steps of scientific inquiry, we looked for the proper H5P hub, H5P-specific
plugins, and web applications such as the Phet interactive simulation for each sequence
on the Moodle platform. In interactive videos, we offer a virtual 360◦ tour and picture
hotspots, course presentation, scientific interactive video or scientific simulation, quiz or
set of questions, and audio records. The first phase of scientific inquiry is to build an
interactive movie with motivating questions to engage students in the event. An interactive
video may lack content knowledge of the solution for the inquiry. As shown in Figure 2A,
3 to 5 sub-questions with multiple interactions are asked to attract the student’s attention.

 

Figure 2. The sequence of six-step scientific inquiry with the platform: (A) presenting learning
scenario using interactive video, (B) discovering essential inquiry question in virtual tour 360◦,
(C) providing related scientific information in a multimedia presentation, (D) interacting content-
specific learning materials and analyzing obtained primary data, (E) sharing and monitoring the
results, and (F) producing a scientific explanation-based conclusion.

The goal of the inquiry question was asked during an interactive virtual tour to conceal
the inquiry question within the image. To create the virtual tour and picture hotspots, we
must provide a proper setting for the knowledge point. On student devices, the virtual
tour of the environment outside of the classroom was displayed. They explored the area
and found the inquiry question to move to the next phase as shown in Figure 2B. To
understand background information, the interactive course presentation is provided to
recheck the student’s understanding of the material. In the presentation and the video,
scientific contents are given with caution not to provide a solution to an inquiry question. A
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scientific foundation is required to comprehend the material and present their investigation.
These activities are streamlined as shown in Figure 2C.

Depending on the topic, two types of interactions occur in scientific simulation and
interactive science experiments. The student must pay attention to the procedure to find
answers to the inquiry question and conduct data analysis. In the simulation, we integrate
the interactive simulation from Phet, the University of Colorado Boulder, which contains
simulations with scientific and mathematical contents. The simulation’s parameter can
be changed to represent the scientific phenomena at microscopic and macroscopic scales
for observation and data collection. The interactive scientific experimental video gives
authentic laboratory experiments. Variables are found in each experiment, and data are
collected to explain macroscopic-level phenomena. It prompts a subquestion to encourage
them to concentrate on the process. In this step, we interactively assess the student’s
performance in H5P using fill-in-the-blank, multiple-choice, and drag-and-drop questions.
This assessment is to evaluate the collected data and information interactively as shown
in Figure 2D. The investigation results of the student are assessed through quizzes or
questions to find out the level of the student’s understanding. The quiz is given to provide
various questions in various formats such as multiple choice, drag and drop, and fill-in-
the-blanks. In addition, the questions in a quiz set are made for students to challenge and
communicate with their peers. When the student has misconceptions, the teacher interrupts
and corrects them as shown in Figure 2E. The teacher’s role is emphasized more than in
other steps. Finally, the student’s audio records are made in the conclusion stage as shown
in Figure 2F. The student explains the question, evidence, and reasoning from their learning
and concludes their knowledge.

4. Conclusions

The design of online instruction on LMS, Moodle, and the H5P engine was developed
to overcome the teaching and learning limitations. We combined the MC2 and the interac-
tive Moodle-based e-learning platform in online learning. The online learning platform
was designed to improve students’ competencies in a six-step process. (1) Based on the
circumstances, an interactive film with questions is created to motivate the student. (2) The
inquiry question is found in an interactive virtual tour or interactive image, and (3) the the-
oretical background and information are given in an interactive presentation with questions
to check the student’s comprehension. (4) Content and data analysis are performed in the
scientific simulation and interactive experimental video. This stage requires the student to
pay attention to the evidence of the answers to the question through data analysis. (5) The
results are given in quizzes or questions to test the student’s comprehension. (6) The
conclusion is made by the student who explains evidence and reasoning. This scientific
inquiry approach and interactive Moodle-based e-learning platform enhance the students’
learning online.
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Abstract: The maturation of gamification techniques and virtual reality technologies has progressed
differently. Today, gamification has been consolidated, and virtual reality is becoming a widespread
technology. These two are united in the university course of “virtual reality, augmented reality and
gamification” as the Msc curriculum in Digital Humanities. This is a STEM course where an original
gamification system was studied to teach complex topics with different bachelor backgrounds as
engineering, design, communication, and literature studies. This research was conducted starting
in the academic year 2016–2017 using TV series to create a sense of engagement during the course.
The results of the 6 year teaching of the gamified course were presented in this article with constant
feedback from involved students.

Keywords: gamification; enhanced learning; extended reality; flipped classroom; e-learning; stem
education; computer graphics

1. Introduction

Playing is an activity that is often perceived as a waste of time and an unseemly activity
that hinders the maturity of children. With video games, this perception is further spread
as numerous teenagers spend many hours playing games such as Fortnite, Minecraft, and
Clash of Clans. However, this negative phenomenon cannot ignore the positive aspects of
games [1]. Game-based learning is an important step prior to gamification. Pelling used
the term for the first time in 2003 [2], and the term was then defined better by Deterding [3].
Unlike game-based learning, in which a game is used to educate content, gamification
is applied to non-game contexts with techniques and tools to improve engagement and
experience. In 2012, the MOOC on Coursera by Werbach [4] and the books by Kapp,
McGonigal, and Chou [5–7] triggered the spread of the term on a larger scale and brought
excitement in related research. Gamification is often assimilated into the triad “PBL” (Points,
Badges and Leaderboard) as the necessary elements. They also argued that gamification
cannot be integrated into every context and always be useful for the purpose, but rather it
must be considered a tool to be associated wisely.

The adoption of competitive approaches makes it difficult for those who do not feel
activated by the competition and motivated by ranking. Good gamification promotes posi-
tive behavior to transform extrinsic motivation into intrinsic motivation [8]. After the wave
of aggressive marketing on the subject ended, it became possible to do sensible research
without having to chase a trending topic. The narrative approach to gamification can be
more engaging but also needs a lot of effort to produce story-driven gamified experiences.
Thus, the approach used for this course is based on a story-driven experience with a light
approach to PBL. Gamification in STEM higher education is studied to investigate the
effectiveness, engagement level, and major tools [9,10].

In this study, a different gamified approach was created and analyzed in the context of a
STEM course in Digital Humanities, where the majority of data was collected. Furthermore,
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here is presented a preliminary analysis of data collected in the STEM context of an
engineering course.

2. Course and Methodology

The course “Virtual Reality, Augmented Reality and Gamification” (hereinafter
VRARGAM) is gamified in a deliberately self-referential way, aiming to provide students
with the knowledge of the fundamentals of 3D graphics and animation and the practical
skills to design applications and systems based on virtual/augmented/extended reality
simulation and gamification. Using a methodological approach based on inter/cross-
disciplinarity (web programming, computer graphics, biomechanics, sensory perception,
robotics, and video games), the expected learning outcomes have always been acquiring
design methods and operational tools applicable in creative contexts related to Digital
Humanities. In a preliminary article [11], the 2 year experience was described, and the
educational experience was built with an innovative method using the theme of a TV
series such as Stranger Things (Netflix), Westworld (HBO), Altered Carbon (Netflix),
Psycho-Pass (Fuji TV), Upload (Amazon Prime Video), The Good Place (NBC), and
Cyberpunk Edgerunner (Netflix). In the principle of inclusive and participatory gami-
fication, the learning of skills and motivation was improved. The gamification slogan
was “when students are not just students, but the cast of a TV show.” Each participation
in a course activity (lectures and seminars) was rewarded based on the schedule of the
course and series TV to produce a dynamic cast adaptation every week. This motivated
the students to participate in the course. The context of a master’s degree program in
Digital Humanities provides a strong interdisciplinary component. Students may have
different technical-scientific fields but normally have learned Communication Sciences
for 3 years. In a nutshell, there might be students with a bachelor’s degree in computer
engineering with students with degrees in literature and philosophy.

2.1. First Year: Stranger Things and First Rule Setting

The series, in the first year of experimentation, was used to generate interest and a
theme important for the course. With its commercial success, the first season of “Stranger
Things” was chosen. Taking into consideration the topics of the series compared to those
of the course, it was the poorest choice, while the component of creating engagement
was much stronger to finalize the general learning. The opening theme of the series was
reconstructed starting from the reference font used, namely Benguiat Bold for the title
of the series and the macro letters, while Century Gothic Bold was used for the names
of the participants. The final rendering of the opening theme was produced with Adobe
Premiere and Adobe After Effects. The original musical theme of the series by Kyle Dixon
and Michele Stein was also kept. At this stage, we introduced theming, simply trying to
stimulate the core drive of the “Epic Meaning” by its framework [7].

The final exam consisted of the creation of a demo of the game and a game design
document on the proposed theme with a new story that was parallel or inspired by the
original story. At the beginning of each lesson, the opening theme was sent “on air” with
personalized credits and titles because each title was inspired by the series and the topics
of each lesson. For example, the lesson on 3D modeling was called “The Big Max and
the Little Maya,” with reference to 3D Studio Max and Maya. The lesson on orientation
systems (left hand and right hand) was entitled “The Upside Down.” The students were
informed that their names included in the opening were not only aesthetic but for changing
their position based on their presence during the lessons after the first 2 lessons. In a real
show of any genre, the more important actor’s name appears before others.

The shifting of names was never really put into practice for a number of reasons. The
number of students involved was 33, and the opening theme was simply too short (50 s)
and had too little space. Updating the opening with After Effects was difficult to manage
because of the inherent complexity of the software. Therefore, scrolling through all the
names could not be handled optimally. For the final exam, the students were divided into
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small groups of 3 or 4 so that they could work together on a single project and then produce
their game design document and a demo/alpha version of their idea using modeling ad
game engine skills acquired during the course.

2.2. 5 Years of Experimentation

In the second year, after the good results in the exams were obtained, we chose to
reuse the same principle. However, selected something less commercial and closer to the
themes of the course and following the new technological trend of A.I.

Thanks to the theme of the “amusement park where anything can happen” safely, like
in virtual reality (VR), we proposed the Westworld TV series for the high quality of the
narrative production. However, given the complexity of the original opening theme, this
has not been entirely recreated, but we eliminated the original credits with After Effects.
Students entered their names, and the leaderboard has been updated based on active
presence. Students were better organized with a longer theme (1 min 43 s), and fewer
students (18) helped the monitoring process. The order of the names was changed at each
lesson, and those who did not reach half of the registered attendance were “fired” from the
cast and took the exam as “not attending.” At the production level, the solution adopted
to remove “credits” from the original theme and replace them with course participants
has become the standard to be followed for future productions. As a new addition to the
course, each student had to produce a pitch document on a personal game proposal and
present it: the best idea selected by “the board” (the faculty) became the big project for all
students to work on. However, students failed to work together as a large team, challenged
by personal, social and productive demands. The competition to impose the best idea
produced very interesting document pitches, but in the end, the one selected was really
developed only by a small group of 6, thus slightly larger than the previous year, while
most of the others ended up creating their own personal project by themselves or in smaller
groups. Therefore, they independently recreated the approach given in the previous year.

In the 2018−2019 academic year, the Altered Carbon TV Series was chosen. The
number of students had almost doubled (33), and the series provided, in addition to topics
close to the course, an opening theme of a similar length to the previous one (1 min and
42 s). The production process was standardized with After Effects. There was the only
initial difficulty in recreating the effects of the appearance and disappearance of the names
that were harmonious with the original theme. The proposed methodology remains the
same, and the projects returned to being performed in small groups of a maximum of 3 or
4 people. The themes of Altered Carbon remained rather connected to the course, thanks to
the dynamics of the “change of sleeves,” which allowed changing one’s body in VR. The
theme of possible interaction with A.I. and the normalization of the XR tools was used.

In the 2019−2020 academic year, the chosen series was Psycho-pass, a 2012 anime
that maintains a connection with the course topics by showing a possible integration of XR
tools into daily life. The course was taught during the COVID-19 pandemic, and as a result,
it was converted into an online course. This context, in addition to forcibly changing the
starting condition of the experiment, provided an opportunity to understand whether the
perception of gamification could change.

The 2020−2021 academic year, characterized by the second and third waves of the
COVID-19 pandemic, marked a major increase in the number of students and coincided
for the first time with the use of the same series in two different degree programs. The TV
series chosen was the first season of Upload. Variations beyond the theme of the series,
which offered numerous insights and connections to virtual reality, mainly involved the
inclusion of e-learning methodologies: the Online Flipped Classroom [12] and Online Peer
Instruction [13]. The new approach required making materials available in advance of
class and evaluating their effectiveness in the more technical topics. It also presented an
opportunity to test the methodology for a diverse group of students while keeping the main
themes of the course unchanged. In addition to the Digital Humanities course (56 students),
gamification was provided for the “Virtual Reality for Robotics” course (86 students) for
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the Dibris Robotics Engineering course. The teaching, in addition to having students only
with an engineering background, was delivered completely in English since the students
could be of any nationality. For the 6th year, data is still collected but is currently positively
in line, as expected.

3. Data Collection

3.1. Questionnaire and Data

In the first year, we tried to understand if the idea of using a TV series for the
course was appreciated by students through interviews after the exams. The opinion of
students was positive about having a specific thematic task to do. From this first opinion,
we were encouraged to repeat the experience again and refine the previous version
of the course with a stronger gamified principle using a hidden ranking. During the
2nd year, discussions emerged among the students about the correct placement of their
names in the opening theme. After the second release of the gamified course, a test was
conducted based on the Likert Scale to record their liking and perception of the course
through six sentences. The survey was to understand if their opinions were in agreement
with our statements. The questionnaire contained the following statements: (1) “You
have positively perceived the experience of the gamified course,” (2) “You would do a
gamified course like this again,” (3) “You were positively impressed to see your name
in the series opening credits,” (4) “Having a theme to finalize the course activities has
inspired you to try harder,” (5) “The presence of your name in the series opening credits
has positively influenced your participation in the course,” and (6) “You were interested
in the series chosen for the course gamification.”

The rating scale consisted of five steps ranging from “strongly disagree” to the interme-
diate step, “neutral,” to the last step, “strongly agree.” The questionnaire was provided to
students via Google Forms in a strictly anonymous form. The questionnaire was distributed
to the students after the exam. In the academic years 2019–2020 and 2020–2021, to limit the
dispersion, students were asked to fill in the questionnaire immediately after the exam or,
at the latest, within 24 h.

After the fourth year, we revised the questionnaire to have a more complete and clear
result: (1) “You have positively perceived the experience of the gamified course,” (2) “You
were positively impressed to see your name in series openings credits,” (3) “The movement
of your name in opening credits has stimulated you to intervene more frequently during
the classes,” (4) “You positively perceived that each class began with the opening credits as
an introduction to the themes of the day and as a guiding thread of the course,” (5) “Having
a theme to finalize the course activities inspired you to try harder,” (6) “You were interested
in the TV series chosen for the gamification of the course,” (7) “You would do again a
gamified course with the opening credits and names that move, but with different contents
and/or objectives.”

3.2. Results

The results in 2018 and 2019−2020 are shown in Table 1 (4 years). For (1), an approval
rate of 81% of the interview was obtained. For (2), the total satisfaction rate was 46%. A
positive feedback of 61% and a neutral feedback of 23% were observed for (3). A positive
feedback rate of 75% was obtained for (4). A positive feedback rate of 46% and a neutral
feedback rate of 23% were obtained for (5). The overall satisfaction for (6) was 81%, with a
neutral feedback rate of 19% and a disagreement rate of 4%.
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Table 1. Percentages calculated based on 48 responses.

1 2% 2% 15% 46% 35%
2 6% 29% 19% 27% 19%
3 3% 13% 23% 27% 34%
4 0% 10% 15% 46% 29%
5 6% 12% 23% 19% 27%
6 2% 2% 19% 6% 75%

There was a high level of satisfaction with the course gamified experience (1), but
students did not want to repeat an experience of this type (2). It was, therefore, decided to
change the positioning of the sentence by clearly clarifying that it was a different course
from VRARGAM. The teaching group of the course was aware of the complexity and
commitment that required the exam related to VRARGAM. It was necessary to understand
if this type of gamification could be favored. Two questions were added: “Has it happened
that your name has receded in the opening credits?” and “if so, was it a stressful experience
for you?”.

In Table 2, the results for the academic year 2020/2021 based on the new question-
naire for VRARGAM were presented. For the last two Yes/No questions, 56% of those
interviewed answered yes, and 88% said they did not find it stressful to see their names
removed from the opening credits for the first question, “Did it happen that your name
lost its position in opening credits?” and “If Yes, was it a stressful experience for you?”. As
expected, for (7), a high agreement rate of 72% was observed.

Table 2. Percentages calculated based on 38 responses.

1 0% 0% 6% 44% 50%
2 0% 0% 6% 44% 50%
3 10% 9% 31% 22% 28%
4 0 10% 6% 34% 50%
5 3% 3% 12% 38% 44%
6 3% 10% 6% 6% 75%
7 0% 9% 19% 34% 38%

Results of VR for Robotics Course

The last part of this research was for a group of students extremely different from the
original sample. As anticipated, the gamified experience was also provided to students of
the “VR for Robotics” teaching (the first semester of the academic year 2021/2022) of the
master’s degree in Robotics Engineering. In this way, it was possible to further investigate
on a sample of international students whether the gamification model implemented could
have the same impact in this case. The course, in addition to being dedicated to students
with a background in engineering studies, was held in English and open to students with
heterogeneous cultural origins compared to that experienced previously. We had no idea
how this type of gamification would be welcomed or experienced. There were 82 students
enrolled in the course, of which 25 took the exam on the final date of February 2022, and
an average of 20 students followed the lessons on Microsoft Teams, thus participating in
gamification. The data collected are, therefore, few but interesting (Table 3).
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Table 3. Percentages calculated based on 21 responses.

1 5% 14% 0% 57% 24%
2 14% 5% 29% 33% 19%
3 19% 14% 34% 14% 19%
4 19% 19% 9% 24% 29%
5 19% 9% 10% 38% 24%
6 19% 14% 19% 14% 34%
7 5% 19% 14% 33% 29%

The overall positive perception remained high, with 81% for (1). In the VR for Robotics
sample, with the revised version of the questionnaire, the results appeared more distributed.
Despite the 18.3% increase in negative opinions, the positive responses remained at a higher
percentage. The only exception was for (3). Compared to Digital Humanities students
(27.7% of disagreements in the VR for Robotics and 9.4% in the VRARGAM), students
showed overall positive opinions.

4. Conclusions and Future Works

The result highlighted that the goal of creating gamification based on participation
was achieved. Despite the ranking system, it generated engagement and improvement in
involvement in class (46% and 48% of the Digital Humanities). There was a need to induce
competition stress (88% did not feel stressed by falling back in the rankings), but students
had the pleasure of participating in the gamified experience (81% and 94% for the first and
second questionnaires). The 6th year data are still collected (connected to The Good Place
TV series), but the trend is still positive. Therefore, we are going to proceed for the next
year in Digital Humanities with the already announced theme “Cyberpunk Edgerunner,”
which allows us to mix Sci-Fi literature and video games. The next step is to find external
partners to test this experiment and consolidate the approach. Furthermore, it is necessary
to measure the high engagement that seems to be confirmed and the learning potential.
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Abstract: Programmatic advertising uses big data to spread personalized marketing materials to
target audiences, which is a major driving force for the growth of digital advertising. Among them,
in-application advertisements (in-app ads) are an important part of programmatic advertising. In
in-app advertising, which is highly related to application revenue, ads are delivered to customers
through mobile devices at any time and place based on personal needs. Due to the power of electronic
Word-of-Mouth (e-WOM), text comments from social media are becoming a new mode of advertising,
influencing consumers’ purchase behavior. Text reviews on social media are more powerful than
traditional ads. However, relatively little research has studied this issue. Therefore, using text mining
and latent semantic analysis techniques, we aimed to discover the advertising elements of text reviews
in the social community. Based on the results, suggestions were made to advertising companies
to improve the performance of text reviews when employing key opinion leaders (KOL) to write
commercial comments that promote products or services.

Keywords: text mining; programmatic advertising; in-app advertising; text mining; latent semantic
analysis

1. Introduction

As technology continues to advance, programmatic advertising is an emerging and
rapidly evolving information technology with cost-effectiveness that uses big data to deliver
personalized marketing topics to target audiences [1]. In-app advertising (also known as
mobile advertising) is a type of advertising that is displayed using applications (apps).
In recent years, with the popularity of mobile devices, apps have been growing rapidly,
causing marketers to pay more attention to the promotion and marketing capabilities of
apps. Manufacturers promote their products and expand their user base through various
advertising channels, and the medium of advertising has crossed over from traditional
website browsing and social networking to applications [2]. According to e-Marketer
in 2022, programmatic advertising is becoming an increasingly important part of the
advertising landscape [3]. As a result, in-app advertising is gaining more attention.

Although programmatic advertising has become common in advertising technology,
the rapid development of programmatic advertising and the immediate exposure of com-
mercial content has fundamentally changed the traditional marketing model [4]. Many
advertisers currently use programmatic advertising techniques, but there is a risk that
ads may be presented on non-quality sites. Reference [1] suggested that when premium
brand advertisements appeared on non-premium websites, users’ negative perceptions
of the advertisements and brands increased. Therefore, it has become an important issue
to understand the key factors of in-app advertising in user experience to enhance the
effectiveness of advertising [5].
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In addition, the importance of electronic Word-of-Mouth (e-WOM) in e-commerce is
gradually increasing. Consumers make purchase decisions by reading reviews. Therefore,
marketers can use e-WOM to build product awareness, increase sales, enhance brand value,
and build customer loyalty [6]. Many brands use high prices to purchase reviews to increase
brand awareness [7,8]. Therefore, text comments from online community users are becom-
ing a new mode of alternative advertising communication. Reference [8] also confirmed
that the advertising behavior of purchasing reviews does influence consumers’ perceptions.

Previous studies related to mobile advertising used questionnaires to examine the
effect of personalization, entertainment, trustworthiness, and information content on users’
attitudes toward receiving mobile advertising [2]. However, questionnaire methods are
prone to problems such as sampling errors and do not provide a timely understanding of
consumer perceptions [9]. Consequently, we used text mining and latent semantic analysis
(LSA) techniques to identify the elements of text reviews. The used methodology can
improve traditional questionnaire survey methods and also address the limitation of the
human inability to analyze a large number of text reviews.

Due to the power of electronic e-WOM, text comments from social media have become
a new mode of ads. Text reviews on social media are more powerful than traditional ads.
However, relatively little works have studied this issue. Therefore, using text mining and
latent semantic analysis techniques, we discovered the advertising elements of text reviews
in the social community. Based on the results, we provide advertising companies with
suggestions to improve the performance of text reviews when employing key opinion
leaders (KOL) to write commercial comments to promote products or services.

2. Literature Review

2.1. Programmatic Advertising

Programmatic advertising is a type of marketing behavior that uses big data and
artificial intelligence to precisely target advertisements to a highly personalized target
audience [10]. A 10% increase in the number of programmatic ads and a 24% increase
in the average price per ad were reported in a 2021 annual report [11], which shows the
importance of programmatic advertising.

Reference [10] argued that programmatic advertising was a new and lesser-known
advertising technology that delivered advertising messages to target audiences in real-time
via the internet. Conversely, programmatic advertising may pose risks [4], focusing on
programmatic advertising for alcohol. Programmatic advertising changes the original
marketing paradigm beyond the regulation of commercial content exposure, undermines
public regulation of alcohol marketing, and presents a new challenge to any model of
public marketing oversight [4]. With the high use of programmatic advertising behavior,
advertisers are also presenting their ads in various forms. Thus, companies are paying more
attention to programmatic advertising and analyzing the performance of programmatic
advertising is one of the important issues.

2.2. In-App Advertising

Mobile devices offer a wide variety of apps, with global app installs in the App Store
and Google Play reaching nearly 37 billion in the first quarter of 2022 [12], and the ubiquity
of mobile phones allows marketers to advertise regardless of time and geography [2].
Therefore, the revenue source of apps is more from in-app advertising than from sales [13],
and the advertising medium ranges from traditional website browsing, social networking,
and even cross-platform apps.

2.3. Text Mining

Text mining is the process of organizing and analyzing large amounts of textual data
to find useful information that can be used by specific users to make decisions. There
are many studies on text mining techniques for online reviews. Reference [14] used text
mining to analyze feedback from online shopping reviews. Reference [15] proposed an
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easy-to-implement online review text analysis procedure through text mining for studying
brand image and brand positioning. Reference [16] also used text exploration to build four
predictors to analyze the interrelationships between reviewer credibility, review age, and
review variance. Most of the existing in-app advertising studies adopted questionnaires
and interviews. However, this approach requires a lot of time and capacity, and it is not
possible to obtain immediate responses from users [9]. Thus, we used text mining instead
of traditional questionnaires to understand the important contents of a large number
of reviews.

2.4. Latent Semantic Analysis (LSA)

Natural language processing (NLP) is used to automatically represent and analyze
human language [17]. Latent semantic analysis is a natural language processing approach
according to the meaning of the text context to provide concepts by extracting words from
the text through dimensionality reduction techniques to enable analysis, give features,
and describe key themes [18]. We referred to ref. [19] for LSA. Reference [20] performed a
semantic analysis of the Bengali language and proposed a predictive model for training
datasets to test and evaluate the accuracy of this model against other machine learning
methods [20]. Reference [21] used LSA for online hotel reviews to understand how satisfied
or dissatisfied guests feel.

3. Methodology

We used text comments on social media to determine the elements of ads and collected
relevant online comments from game websites. NLP and LSA were used to discover the
key elements of product reviews that affected advertising. The implemental procedure
contained 5 steps as follows.

Step1: Data Collection and Preprocessing

We collected online reviews through the social center on the Steam website (https:
//store.steampowered.com/). Comments with less than 300 words were deleted from the
collected data and non-English comments were also deleted.

Step 2: Natural Language Processing
Step 2.1: Tokenization: Textual tokenization used the Natural Language Toolkit (NLTK) of
Python language.
Step 2.2: Clean data: We deleted stop words such as “the”, “and”, and other less important
words in this step.
Step 2.3: Lemmatization: This step reduced complex forms of a single word to its most
basic form, e.g., “ate” to “eat”.
Step 2.4: Count Word Frequency: We conducted a word frequency count and deleted words
with a frequency of less than 5.
Step 2.5: Build Term Document Matrix (TDM): We used TF-IDF (term frequency-inverse docu-
ment frequency) in Equation (1) to create a Term Document Matrix (TDM) for further analysis.

TF − IDF = TF(ti, di)× log
(

N
N(ti)

)
(1)

Step 3: Latent Semantic Analysis (LSA)

In this study, MATLAB was used to perform Singular Value Decomposition (SVD) on
word document matrices to investigate the relationship between words and their contexts.

Step 3.1: SVD

The values were brought into the SVD function in MATLAB, where the equation of
SVD is shown in Figure 1.
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Figure 1. Singular value decomposition.

The SVD function has three matrixes: “matrix Ut×r”, “orthogonal matrix Sr×r”, and
“document matrix VT

r×n”, where t refers to the number of words, n is the document term,
and r is the number of concepts in the semantic space [19].

Step 3.2: Dimension Reduction

After running SVD, it is necessary to reduce the dimensional space as it may still
contain a lot of unimportant information. So as to not to affect the original characteristics,
it is important to choose the feature value k. In this study, the Scree Test was used to
determine the k value, as shown in Figure 2. The point before leveling was the decision
point (k = 5), because the variation gap becomes smaller after the flat slope, and can be
ignored after the decision point.

Figure 2. Scree plot.

Figure 3 shows that from the fifth value (k = 5), the eigenvalue does not vary much.
Thus, we took the first five columns of the S matrix to reduce the dimensionality.

Figure 3. SVD after dimension reduction.

Step 3.3: Orthogonal rotation of axes

The concept load LT was then calculated by multiplying the dimensionally delimited
concept Uk with the concept Sk, which was calculated with Equation (2) to obtain the
concept load LT, then each feature word was ranked according to the load and the word
concept was named.

LT = Uk × Sk (2)

Step 4: Concept naming

We selected the top 30 terms in each concept. Then, based on selected important terms,
we named the concepts.
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Step 5: Conclusion and Discussion

Finally, based on the result of the concept naming, we presented suggestions for the
reference of players and advertisers.

4. Experimental Results

4.1. Employed Data and Text Data Processing

In this study, online reviews on the Steam website were used as analysis data. We
only considered the “Top Rated” games in the “EARLY ACCESS TITLES”, as shown in
Figure 4, because vendors were more likely to advertise unreleased games than already
released games.

 

Figure 4. Highest rated game in the sneak preview version.

In addition, we selected games with “overwhelmingly positive reviews” and “recently
released” among the preemptive games as shown in Figure 5. Previous studies found that
the manufacturers who purchased reviews were usually unknown brands and the products
were mostly young products [8].

 
Figure 5. Collection of three games.
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We selected three strategy-based games, “clanfolk”, “satisfactory”, and “valheim”
(Figure 5) with 349, 87,843, and 304,689 reviews, respectively. Longer comments
(>100 words) were more likely to be correctly classified by machines than shorter comments
(<100 words) [22]. We eliminated comments with a total text word count of less than 300
and selected a final dataset of 136 comments. After processing, a 137 × 572 TDM was built.

4.2. LSA and Concept Naming

Based on the results of the LSA experiments, five concepts were determined. Keywords
and their loadings in each concept are shown in Table 1 After ranking the characteristic
words according to their high loadings, the top 30 words of each loading were selected to
name the concept. Table 2 summarizes the selected five concepts in text reviews.

Table 1. Extracted Concepts of Keywords and Their Loadings.

Concept 1 Concept 2 Concept 3

Keywords Loadings Keywords Loadings Keywords Loadings
game 1.7437 rimworld 0.6508 factory 0.5840
like 0.7756 clanfolk 0.6214 factorio 0.3856
get 0.6231 game 0.4205 machine 0.3637

rimworld 0.6086 factory 0.3614 build 0.3045
thing 0.5534 friend 0.3395 velheim 0.2922

...
...

...
...

...
...

Concept 4 Concept 5

Keywords Loadings Keywords Loadings
rimworld 0.3471 like 0.3795
survival 0.3348 get 0.3022

need 0.3191 factory 0.2704
clanfolk 0.3092 clanfolk 0.2495

love 0.2965 bad 0.2405
day 0.2885 feel 0.2249

...
...

...
...

Table 2. Constructed Concepts.

Concept Concept Naming Representative Terms

1 Personal feelings like, get, really, much, love, need, fun, feel, great, good

2 Game Content Settings game, friend, family, winter, world, medieval, colony,
multiplayer, Scottish, food

3 System Construction factory, machine, build, server, bad, resource, production
4 Game Props priority, food, alien, iron, tree, focus, plant

5 Playtime bad, time, end, spend, started, since, base, playing, access,
early, way, day

5. Conclusions

Using online reviews from game social media, the degree of relevance between words
and meanings was determined through text mining and LSA to conceptualize the names of
words and determine five elements of commercial product reviews. First of all, “personal
feelings” were mentioned to make online players mistakenly think that it was a real player’s
comment and believe them as the commercial commentary of advertisements. In addition,
the concepts of “game content settings”, “system construction”, and “game props” were
recommended as game details to give players professional guidance. Game recommen-
dations attracted professional players for reference. The last concept was “playtime” to
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recommend players to play games freely and without time restrictions. According to the
results of this study, the connotations of reviews as a positive concept were mostly related
to “recommendation and promotion”. If a review showed a negative concept, the review
contained more information about the player’s “real thoughts”.
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Abstract: Since the establishment of ‘Careers for the Disabled’, China has been committed to pro-
moting the program. Special higher education for the disabled is regarded as important for the
protection of the rights of the disabled and for the achievement of equity and promotion of the
development of special higher education. Currently, many colleges and universities in China provide
higher education for the disabled. However, special higher education has problems such as a lack of
capable teachers, which requires active inter-school cooperation. Thus, we propose the construction
of an online education community for the disabled to overcome the existing problems and propose a
methody of promoting the development of special higher education to a higher standard.

Keywords: special higher education; construction of the community; online learning platform

1. Introduction

China has promoted the development of careers and emphasized the level of special
higher education for the disabled. In 1985, Binzhou Medical University established a
medical department for the disabled. This was the beginning of higher education for the
disabled in China [1]. In 1987, the Special Education College of Changchun University
accepted disabled students for the first time as a higher education institution [2]. In 1991,
the Technical College for the Deaf of Tianjin University of Technology enrolled students
and became the first engineering college of special higher education for the disabled
in China [3]. Higher education for the disabled has developed from scratch and is now
comprehensive, requiring refinement. The healthy development of special higher education
cannot be achieved without relevant laws and regulations, as special higher education
for the disabled can be guaranteed through these policies, such as “Several Opinions on
the Development of Special Education” and “Regulations on Education for Individuals
with Disabilities” [4]. Currently, special higher education in China is facing problems
and challenges in accelerating innovative developments and improving quality, including
the poor quality of education for students with hearing impairments, the lack of capable
teachers, the lag of teaching methods and models, and the paucity of teaching resources and
auxiliary teaching equipment. These problems hinder colleges and universities engaged in
special higher education in China.

At the 18th National Congress of the Communist Party of China (CPC), General Secre-
tary Xi Jinping put forward “a community of shared future for mankind”, “a community
of shared interests”, “a community of cooperation”, and “a community of shared future
in cyberspace”. As a concept of holistic development, “community” has become deeply
rooted in the hearts of people [5]. The concept of “community” implies the integration of
the high-quality resources of all members in that community with mutual support and
integration, as well as common development by solving the community’s problems and
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promoting common interests. In special higher education, the common goal is to pursue
education equity and improve education levels. Wisdom along with brainstorming among
people allows for better results with less effort in solving practical problems. Thus, the
construction of an online education community for the disabled is required in special
higher education.

2. Goal of Community in Special Higher Education

2.1. Basic Connotation

The construction of an online education community in higher education for the dis-
abled (Figure 1) is not only necessary for the development of an online learning platform for
the disabled but also for the innovation and reform of teaching methods in special higher
education. The online education community for higher education of the disabled aims to
improve the teaching level and quality. In the construction process, modern information
technology is used to provide advantages in regard to the existing educational resources,
such as notable teaching resources. The members of the community find teaching resources,
information, and technology to secure “perfect offline teaching equipment and rich online
teaching resources”. The integration of such elements enriches special higher education by
improving the level of teaching.

Figure 1. The construction of an online education community for higher education.

2.2. Co-Constructed Goal

Capable teachers help to build a training community for special higher education.
With their help, the community innovates teaching methods and researches various ac-
tivities to promote teachers’ abilities, share teaching resources, improve education for the
disabled, and help the disabled to enjoy high-quality education. This helps to realize the
humanization of education, the ubiquity of educational resources, and the universality
of educational models, eliminating regional differences in special higher education. The
community can set the following goals for this realization (Figure 2):
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Figure 2. Co-constructed goal of the community in special higher education.

2.2.1. Training Community

Special higher education requires dedicated educational teams which do not rely on
special education alone. To avoid the isolation of teaching in special higher education,
teachers in general higher education need to engage in special higher education. The com-
munity in special higher education can then learn teaching experience and methods used
in general higher education, and under the guidance of experienced teachers, appropriate
training can be provided for “backbone leadership, discipline linkage, team cooperation,
and overall improvement”. In addition, the community forms student groups for effective
teaching with enriched teaching resources.

2.2.2. Sharing High-Quality Resources

The community integrates various teaching resources from high-quality professional
courses and online courses. Advanced teaching devices and technologies and platforms
also need to be shared to build an online learning platform for special higher education
through sharing, common use, and common maintenance.

2.2.3. Special Higher Education Environment

The community members need to cooperate to build a rich and humanistic environ-
ment for the development of special higher education. In addition to building a “friendly
and inclusive” humanistic environment, the community needs to have a top-level design
for education in order to cultivate professional teams and develop relevant systems in
special higher education. Community members need to be active in online exchanges and
offline visits to cooperate closely in special higher education and provide an adequate and
complete environment for disabled students.

3. Motivation and Experience of Teachers and Members

Most experienced teachers at all education levels have more than 20 years of experience
in education. They may have their own habits and traditional concepts and prefer offline
classroom teaching. In offline classroom teaching, teachers play a dominant role in teaching,
but they understand the teaching process and efficiently conduct their teaching with
students face-to-face. In online teaching, the status of teachers and students tends to be
equal. Teachers cannot communicate with students effectively in real time. The lack of
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interaction makes it difficult to receive feedback from students and to satisfy their teaching
needs. In addition to preparing teaching content, teachers also need to master relevant
technological skills, which takes time and energy [6]. This reduces the enthusiasm and
motivation of teachers. Thus, the community needs to encourage the full participation
of experienced teachers so that they can use and share their teaching experience for the
education of disabled students, as such students may have difficulties in understanding the
key points effectively and accurately and achieving their goals in special higher education.

Although the community establishes a cooperating mechanism, it relies on emotional
and cognitive identity without a superior–subordinate relationship between members [7].
Therefore, all members focus on achieving their goals with integrity and communication.
Feedback from each other results in the common progress of members.

Traditional special education is segregated from special higher education, which also
segregates disabled students and general students. The members of the special higher
education community actively invite teachers and students of general higher education.

4. Solving Problems

4.1. Online Teaching

The advent of the information age, coupled with the impact of COVID-19, has forced
the need for informational reform in education. Teaching information technology has
become an important part of educational reform, with an important role. The community
can conduct online teaching seminars to motivate teachers and demonstrate the necessity
and inevitability of special higher education for the disabled. Teaching models of experi-
enced teachers can also be shared to promote an information-based teaching environment.
In addition, the community can organize support groups to strengthen ties within the
community and with other communities.

4.2. Sharing Experience

To improve the teaching level of special higher education and enhance the relevance of
this education and teaching, it is necessary to investigate the situation of special education
student groups and summarize the characteristics of the students to determine if the
physical defects or impairments of students make them less able to acquire information and
less capable of interpersonal communication and being sensitive to others’ thoughts and
feelings. They may be prone to unhealthy attitudes such as loneliness, inferiority, suspicion,
and dependence. Moreover, they may have poor learning ability, initiative taking, creativity,
abstraction, and logical thinking skills. Therefore, the community needs to establish a
team of experienced teachers who engage in special higher education and general higher
education to gain teaching experience and student communication experience and learn
educational methods. Then, the syllabus and program of special education can be prepared
effectively for online courses. Figure 3 shows a diagram of the online education system for
disabled college students.

Figure 3. Diagram of an online education system for disabled college students.
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The construction of the curriculum aims to improve special higher education for the
continuous development of the community. In addition to coordinating and deliberating
on the structure of the community, multiple communication channels, including WeChat
groups, Tencent video conferences, and online community platforms, can be used to com-
municate, extend the scope of communications, and discuss core ideas. The community
needs to actively build a friendly and inclusive humanistic environment for learning. On
the social level, the construction of the community is supported by the Education and
Employment Department of the China Disabled Persons’ Federation under the framework
of the Special Education Research Branch of the China Higher Education Society. On the
school level, functional departments are responsible for the coordination and manage-
ment of special education. On the institutional level, the management of “whole school
participation, joint training, and special integration”, with the concept of “co-prosperity
and sharing”, is required. In the training system, evaluation methods and quality man-
agement with the concept of inclusive education are in demand. On the teacher level,
full-time teachers and counselors work for inclusive education. On the student level, a
peer support system needs to be established to encourage students to volunteer to support
hearing-impaired students. For example, “Chinese Sign Language” can be offered for
general students as an elective, and sign language clubs and lounges are encouraged to
form and to enhance communication and acceptance among students. Then, all students
can learn together and help each other. This creates a friendly, tolerant, mutually helpful
environment on campus.

5. Conclusions

The construction of a community for special higher education has started in China.
However, it faces problems and challenges. The community requires the cooperation of
colleges and universities. In the future, the development of special higher education will
require the participation of the government and enterprises, with universities playing a
leading role.

Author Contributions: Conceptualization, methodology, investigation, data curation, writing—
original draft preparation, D.M.; writing—review and editing, supervision, C.W. All authors have
read and agreed to the published version of the manuscript.

Funding: This research was funded by the Educational Programming Projects Key Program of CAHE
(China Association of Higher Education) (No. 22TS0302) and Education Research Fund Key Program
of Tianjin University of Technology (No. ZD19-03).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Zhang, X.; Zhang, Y.; Zhu, G. The Exploration Process and Prospects of Higher Education for the Disabled in the 70 Years of New
China. China High. Educ. 2019, 19, 10–12.

2. Xiong, Q. Development, Problems and Suggestions of Higher Education for the Disabled in China under the Concept of
Integration. J. Suihua Univ. 2016, 36, 5–10.

3. Yang, J. Development Characteristics of Special Education for Higher Engineering in China. Mod. Spec. Educ. 2001, 03, 9–10.
4. Zhang, M.; Wang, N. 70 Years of Development of China’s Education for the Disabled. Chin. Soc. Sci. Today Beijing 2019, 11, 4.
5. Sheng, T. Constructing Practical Education Community in Universities and Colleges: Retrospect and Prospect. China Educ. Light

Ind. 2019, 4, 15–18.

85



Eng. Proc. 2023, 38, 14

6. Yang, L.; Dai, X. Research on Informatization Teaching and the Construction of a Community of Ideological and Political Teachers
in Colleges and Universities. Tea Fujian 2020, 42, 199–200.

7. Shen, H.; Jiang, H. Research on the Construction and Practice of the Cross-campus Cooperative Community of English Teachers
in University. Coll. Engl. Teach. Res. 2021, 1, 86–90.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

86



Citation: Huang, H.-T.; Chueh, H.-E.

Decision-Tree-Computing-Based

Usage Intention Prediction of School

Social Media. Eng. Proc. 2023, 38, 16.

https://doi.org/10.3390/

engproc2023038016

Academic Editors: Teen-Hang Meen,

Hsin-Hung Lin and Cheng-Fu Yang

Published: 20 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Decision-Tree-Computing-Based Usage Intention Prediction of
School Social Media †

Huai-Te Huang 1 and Hao-En Chueh 2,*

1 Department of Industrial Education, National Taiwan Normal University, Taipei 106209, Taiwan;
whiter0819@gmail.com

2 Department of Information Management, Chung Yuan Christian University, Taoyuan 320314, Taiwan
* Correspondence: hechueh@cycu.edu.tw
† Presented at the 3rd IEEE International Conference on Electronic Communications, Internet of Things and Big

Data Conference 2023, Taichung, Taiwan, 14–16 April 2023.

Abstract: Social media is the main channel that teenagers use to exchange information. The purpose
of this study is to construct a prediction model of school social media usage intention. To collect
training data for modeling, we conducted a questionnaire survey on students of a senior high school
in Taoyuan City, Taiwan. The training data processing method was decision tree computing. In this
study, the decision tree computing software, Weka, was used to analyze the training data to extract
the key factors affecting high school students’ intentions to use school social media. The research
results showed that perceived usefulness was the most important factor affecting school social media
usage intentions, and trust was the second most important factor affecting school social media usage
intention. The prediction model was proposed in this study to predict students’ intentions to use
school social media. It serves as a guide for schools to use social media as a channel for distributing
important information.

Keywords: social media; decision tree computing; prediction model; usage intention

1. Introduction

Following the advancement and innovation of information technology (IT), more
social media platforms [1], such as Facebook (FB), Instagram (IG), and Twitter, have been
launched. Users not only obtain information, receive comments, and share information via
these social media, but they also promote interpersonal relationships through them.

Among all social media, FB is the most used and its users are of all ages. The emergence
of FB was due to its use by young people, but gradually more and more middle-aged people
are using it, as extensive news and content is available on FB regardless of the correctness
of the information. This is convenient for businesspeople and office workers who need to
monitor the news every day. Although the use time of young people is decreasing, many of
them still use FB to read the news or receive messages. Thus, FB is still the most prominent
social media platform [2,3].

IG is a popular platform for the younger generation, and almost everyone in the
younger generation has an IG account. In other words, the usage time that is slowly
decreasing on FB is being transferred to the IG platform. This generation of young people
uses social media to build their styles, share their lives, and allow more people to know
and see them. IG is the type of platform that best allows young people to express their
characteristics [4,5].

Twitter is also a platform used mostly by young people, especially in the United States
and Japan. Unlike IG, which contains mainly pictures, Twitter is a text-based platform,
and much of the content is not about sharing knowledge, but simply expressing emotions.
Hence, many politicians and entertainers like to use the platform to express their opinions.
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Compared to IG, which is mainly used for personal image management, Twitter is more
expressive of the user’s real personality [6].

According to analysis of the three most popular social media, it is evident that the main
functions of FB are providing information and news. IG is becoming more commercialized
every year as the number of young users increases. Twitter has more text-based commu-
nication than the above two, but it is also free in terms of usage, leading to difficulties in
controlling the dimensions and quality of content [7].

In recent years, the issue of digital transformation has been widely discussed, and
every industry, including schools, continues to invest in IT hardware and software to
reform education and strengthen students’ knowledge in response to the digital trend. In
addition, schools are using various IT platforms to collect and analyze student data and
actively communicate with parents and students to provide student learning profile data.
The latter enables parents to understand important information on students and schools.
Such data not only enhance parents’ and students’ recognition of the school but also serve
as an important resource for school development and marketing [8].

Because of the functions and features of FB, many schools are using it as a channel to
disseminate important information to parents and students to inform them of the latest
policies, events, and school-related educational data. If parents and students can access
important school information on FB in real time, the information asymmetry between
schools and parents and students reduces.

Information asymmetry means that the parties involved in a transaction do not have
the same information that affects the transaction, and the party with information advantage
uses inappropriate means to gain more benefits, thereby impairing the interests of the party
with an information disadvantage. Even if the party with an information advantage does
not intend to hide important information, the party with an information disadvantage
may not have enough information to make the best decision for itself. When information
asymmetry occurs among schools, parents, and students, it affects the responsibility for the
educational performance of schools and the right of choice of parents and students [9].

Although social media is an important channel for adolescents to obtain and transmit
information, it is not known whether they are willing to use this channel to obtain important
information from schools. Therefore, it is necessary to construct a prediction model of
school social media usage intention to extract the key factors that influence high school
students’ use of school social media as a channel to obtain important information.

To construct the prediction model of school social media usage intention, the decision
tree computing software, Weka, was used to extract the key factors affecting the usage
intention of school social media. The rest of the paper is organized as follows: In Section 2,
the concepts of the usage intention model and decision tree computing are introduced. In
Section 3, the research method is presented. In Section 4, the computing results and the
discussions are displayed. The conclusions are given in Section 5.

2. Literature Review

2.1. Usage Intention Model

The basic theoretical model of the Technology Acceptance Model (TAM) was devel-
oped by Davis et al. [10] based on the Theory of Reasoned Action (TRA), which analyzes
users’ intention to use new information technology (IT) based on users’ perceived useful-
ness (PU) and perceived ease-of-use (PEOU) of IT. The TAM is used as the theoretical basis
for many empirical studies, and a considerable amount of empirical support has accumu-
lated for it. It is also used to evaluate and predict users’ acceptance of new IT systems, and
therefore the model is widely used in IT-related research.

PU refers to the user’s psychological perception of whether a particular system can
make their work more efficient. The higher the PU, the higher the intention to use the
system. PEOU refers to the user’s perception of the ease of use of a particular system,
and the higher the PEOU, the higher the intention to use the system. Attitude refers to
the positive or negative evaluation of an individual’s performance of a specific behavior.
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According to TAM, attitudes are influenced by both PU and PEOU. When users perceive the
system to have higher PU and PEOU, their attitudes toward the system tend to be positive.
Usage Intention is the degree to which users are willing to use a particular system, and
according to TAM, usage intention is influenced by both attitude and PU at the same time.

The Theory of Planned Behavior (TPB) [11] was proposed by Ajzen to explain how
people change their behavioral patterns. TPB assumes that human behavior is the result of
deliberate planning, and the variables in its theoretical model include behavioral attitudes,
subjective norm (SN), perceived behavioral control (PBC), and behavior intention (BI).
SN refers to the perceived positive or negative perceptions by significant others that an
individual performs a particular behavior. PBC refers to the degree of control or mastery
that an individual expects to have when adopting a particular behavior.

Trust is a key issue in the relationship between people and technology because it is
one of the most important factors influencing users’ use of any information technology,
especially in the use of social media. When users use social media, they unknowingly
reveal personal information, and social media platforms also collect this information from
users all the time. Therefore, whether social media can gain the trust of users and effectively
protect their information affects their intention to use social media [12].

Based on the above, we suggest that the five factors of PU, PEOU, SN, PBC, and
trust have a significant impact on students’ intentions to use school social media as an
information access channel.

2.2. Decision Tree Computing

Machine learning (ML) is an important branch of artificial intelligence (AI) that focuses
on building systems that can learn or improve performance based on the data they use. ML
algorithms look for patterns and associations in large amounts of data and make optimal
decisions or predictions based on the patterns and associations identified. The algorithms
continue to improve as they learn, and the more data they use, the more accurate they
become. ML consists of different types of learning models, and the user can decide to use
supervised or unsupervised learning models depending on the nature of the data and the
desired outcome [13].

The main techniques of ML include classification analysis, prediction analysis, cluster
analysis, association rule analysis, and sequential pattern analysis [14,15]. The main
purpose of classification analysis is to categorize a new paradigm, which does not have
an explicit category, into a predefined category. This technique has been widely used to
solve problems in various fields, such as identifying the key attributes of each type of
user from their past usage records to find out what attributes make them loyal users and
potential churners.

The main purpose of prediction analysis is to use information or conditions recorded
in the past or at the present stage to determine possible future outcomes. Most of the
methods used for classification analysis can also be used for prediction analysis. While
classification analysis is used to make judgments about the present, prediction analysis is
used to make judgments about the future. Cluster analysis is the analysis of the similarity of
a large number of records to produce a combination of clusters. The combination of clusters
produced by cluster analysis is characterized by the high similarity between records within
a cluster and the low similarity between records in different clusters. Cluster analysis is
mainly used in situations where it is unclear how to classify the data, so it is suitable for
analyzing medical images and social networks, or for finding anomalies.

Association rule analysis is mainly used to identify possible relationships between
attributes in a database. It is commonly used in the analysis of sales databases. Hence, it is
referred to as shopping basket analysis in the field of marketing data science, which focuses
on identifying combinations of items in sales databases that are frequently purchased
by customers at the same time. Sequential pattern analysis is a technique similar to
association rule analysis, which emphasizes the temporal order relationship of the set
of items. Therefore, the main purpose of sequential pattern analysis is to identify the
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sequential relationship between the sets of items that frequently appear in the database
during a specific time interval.

This study aimed to predict the intention of high school students to use school social
media as an important channel to obtain school information. Therefore, the questionnaire
data of high school students’ usage intention on school social media was analyzed by using
the decision tree technique to build a decision-tree-based usage intention model of school
social media.

The decision tree technique is a supervised learning method in ML that is mainly
used to deal with classification problems. Decision trees use the hierarchical conception
of an inverted tree structure to express the classification process. Starting from the root
node at the top level, a research variable is selected at each node, and the data are divided
into subsets based on the possible values of the research variable to form the next level
of the hierarchy. This process stops when there are no more suitable research variables
to be selected or the value of the target variable can be decided. Common decision tree
techniques include ID3, C4.5, and CART. ID3 is the first proposed decision tree algorithm,
which uses information gain to determine the selected research variable at each node of
the tree structure. C4.5 is an improved version of ID3, which does not use the information
gain directly but uses the information gain ratio as the basis for research variable selection.
CART can be used for both classification and regression problems with the Gini coefficient
instead of the information entropy model. In this study, C4.5 was used to construct the
prediction model of the school social media usage intention for high school students.

3. Research Method

3.1. Training Data for Modeling

To construct the prediction model of school social media usage intention, we conducted
a questionnaire survey of the students in a senior high school in Taoyuan, Taiwan. The
questionnaire was divided into two parts. The first part was used to understand the
background information, including gender, age, frequency of visiting FB, awareness of the
school’s official FB fan page, and frequency of visiting the school’s official FB fan page.
The second part of the questionnaire consisted of six items on the six variables of this
study (perceived usefulness, perceived ease-of-use, subjective norm, perceived behavioral
control, trust, and usage intention). Each questionnaire item was measured on a five-point
Likert scale with the numbers 5 to 1, with 5 indicating strongly agree and 1 indicating
strongly disagree.

Before the questionnaire survey, each participant was asked to browse the school’s
official FB fan page on their smartphones for one minute and then to fill out the ques-
tionnaire. The questionnaire was administered from 1 June to 5 July 2022, and completed
questionnaires were obtained from 223 participants.

3.2. Decision Tree Computing Software

Weka was used in this study to analyze the collected questionnaire data. Weka is
a free software that provides various ML technologies, including data pre-processing,
classification analysis, cluster analysis, and association rule analysis, and visualizes the
data. Weka was developed by the University of Waikato, and is distributed under the GNU
License in addition to open source [16].

There are two ways to use Weka: one is to analyze the data directly with the GUI of
the Weka software, and the other is to analyze the data by calling the library provided by
Weka in the program code. This study used the GUI of Weka to analyze the data directly
(Figure 1). To do this, in the GUI of Weka, the Explorer option is chosen to enter the
preprocess tab page (Figure 2), then the Open file option is selected in the Preprocess tab
page to enter the questionnaire data to be analyzed. After entering the questionnaire data
to be analyzed (Figure 3), the user proceeds to the decision tree analysis.
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Figure 1. GUI of Weka.

 

Figure 2. Preprocess tab page.

 

Figure 3. Preprocess tab page after data input.

In Weka, the decision tree analysis is in the Classify tab page (Figure 4), and the
decision tree algorithm can be selected by clicking the Choose option on the Classify tab
page. In the options of the decision tree algorithm of Weka, the J48 algorithm is the C4.5
decision tree algorithm. After selecting the J48 algorithm, the Test options are set to use the
training set, and the target attribute is selected as usage intention (UI), then the Start option
is selected to start the decision tree analysis (Figure 5).
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Figure 4. Classify tab page.

 

Figure 5. Classify tab page after executing J48.

4. Computing Results and Discussions

4.1. Description of Training Data

The training data for modeling are shown in Tables 1 and 2. According to Table 1, the
percentage of students who frequently visited FB did not reach 50%, but most students
were aware that the school had an official FB fan page, and most of them had visited the
school’s official FB fan page.

Table 1. Background information of participants.

Question Option Frequency

Gender
Male 105

Female 118

Age

15 years old 102
16 years old 71
17 years old 5
18 years old 45

Do you visit Facebook frequently?

Strongly disagree 9
Disagree 16
Normal 102
Agree 46

Strongly agree 50

Do you know that your school has an
official Facebook fan page?

Yes 199
No 24

Have you visited the school’s official
Facebook fan page?

Yes 170
No 53

92



Eng. Proc. 2023, 38, 16

Table 2. Usage intentions of participants.

Question Option Frequency

Perceived usefulness (PU): I think it is useful to get
important information about the school from school

social media.

Strongly disagree 3
Disagree 4
Normal 54
Agree 105

Strongly agree 66

Perceived ease of use (PEOU): I think it is easy to use
school social media to get important information about

the school.

Strongly disagree 1
Disagree 8
Normal 63
Agree 84

Strongly agree 67

Subjective norm (SN): Friends and family around me
think I should use school social media to get important

school information.

Strongly disagree 3
Disagree 3
Normal 66
Agree 92

Strongly agree 59

Perceived behavioral control (PBC): I think I can get
important school information from school social media.

Strongly disagree 2
Disagree 4
Normal 55
Agree 86

Strongly agree 76

Trust (TRU): I think it is trustworthy to get important
information about the school from school social media.

Strongly disagree 1
Disagree 4
Normal 63
Agree 91

Strongly agree 64

Usage Intention (UI): I would like to receive important
school information from school social media.

Strongly disagree 2
Disagree 5
Normal 67
Agree 89

Strongly agree 60

According to Table 2, the proportion of students who strongly agreed with PBC was
the highest, followed by the proportion of students who strongly agreed with PEOU. This
showed that students generally had no difficulty in using school social media to access
important information about the school, either in terms of using the system or searching for
information. A possible reason is that nowadays, high school students are generally digital
natives, who have grown up in the era of the rapid development of IT. Their information
skills are better than those of the previous generations of X and Y. Therefore, most high
school students think they can quickly learn to use any information platform.

4.2. Decision-Tree-Computing-Based Usage Intention Prediction

The prediction model of school social media usage intention based on decision tree
computing is shown in Figure 6. According to Figure 6, five decision rules can be obtained.

Rule 1: if perceived usefulness is “strongly agree” and trust is “strongly agree”, then
the usage intention is mostly “strongly agree”.

Rule 2: if perceived usefulness is “strongly agree” and trust is “agree”, then the usage
intention is mostly “agree”.

Rule 3: if perceived usefulness is “agree”, trust was “strongly agree”, then the usage
intention is mostly “strongly agree” or “agree”.

Rule 4: if perceived usefulness is “agree”, trust is “agree”, then the usage intention is
mostly “agree”.

Rule 5: if perceived usefulness is “agree”, trust is “agree”, and gender is female, and
PBC is “strongly agree” or “agree”, then the usage intention is mostly “agree”.
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Figure 6. Prediction model of school social media usage intention.

The above results show that perceived usefulness is the key factor that influenced high
school students’ usage intention of school social media, while trust is the secondary factor.
Therefore, if schools want to use social media as the main channel to announce important
information, they need to take measures to ensure that students think that it is useful to
learn important information from school social media. In addition, schools must protect
students’ personal information and not allow social media to become a channel for the
disclosure of students’ personal information.

5. Conclusions

With the rapid advancement of technology and the greatly reduced costs of computing
and storage, diversified data, such as images, text, sound, and maps, can be provided
to parents in compliance with regulations. This allows schools to market themselves
or provide parents and the public with a clear overview of the school to increase their
recognition of the school and build satisfaction and loyalty to the school brand. In the
past, when there was no low birth rate and information was relatively unavailable, most
schools focused only on the quality of teaching and learning, attaching importance to
student growth and teacher professionalism. However, with the professionalization of
education, many schools are researching school administration, emphasizing data, and
using the empirical evidence provided by data and information for decision-making and
management. With the rapid development of new media, smartphones have become an
ideal carrier for schools to deliver valuable information to parents and students through
social media in a fast and low-cost way. We constructed a prediction model of school social
media usage intention and produced five decision rules. The findings of this study can be
used to predict students’ intentions to use school social media, and can also be used as a
guide for schools to use social media as an important channel for disseminating information.
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Abstract: Recently, information, communication, and technologies (ICTs) and the tourism sector
have gained attention from researchers and practitioners. Thus, we examined the trends in using
ICTs in the tourism sector using a scientific document approach based on bibliometric analysis. A
bibliometric analysis was conducted on 102 selected papers from the Scopus database from 2000 to
2021. The results revealed that the most discussed keywords in the papers were ICT and destination
management organization, smart tourism destination, and smart city. Co-occurrence analysis was
performed to analyze the trending topic in ICTs, tourism, and hospitality used by academics, while
authorship network collaboration examined the partnership between different countries around the
world. Statistics such as the number of documents per country, number of citations related to each
country, ICT practice studies, and research methods were also discussed in this study. Limitations and
implications were also indicated to provide deeper insights to researchers and their future research in
terms of ICTs, tourism, and hospitality.

Keywords: scientific approach; bibliometric; ICT; tourism; hospitality

1. Introduction

Information and communication technologies (ICTs) have benefits in the tourism
sector, particularly in tourism destinations, influencing tourist satisfaction. Studies showed
that media and technologies have influenced tourist organizations to encourage and assist
stakeholders in reshaping business processes and changing how customers and visitors
communicate [1,2]. ICTs have overgrown and are now becoming an urgent issue for
the tourism industry while they increase operational efficiency [3]. The basic form of
tourism has shifted from traditional tourism destinations to smart tourism destinations
due to the growth of ICTs [4,5]. Here, ICT has a role in management and marketing to
improve the tourism industry [6] and the education industry [7]. Therefore, technology
plays an essential role and function in making strategies for enhancing sustainable tourism
development [8–10].

Nowadays, ICTs are the most researched issue in tourism [11]. Many researchers from
academics and practitioners have been researching tourism from different perspectives of
case studies [12], a concept or literature review [13], or methodology/technology [14,15],
and behavioral study [16]. Scholars and academics have established and spread the no-
tion of ICT and tourism destinations with the concept of the smart tourism destination
(STD) [17–19]. The concept of smart tourism has developed from the concept of the smart
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ecosystem such as smart technology, smart cities, and smart tourism [20]. As a result, the
concept of an intelligent tourism destination has a new definition related to STD [13].

Several years ago, researchers and academics debated the notion of tourist destinations
from many perspectives and meanings [17]. Since then, smart tourism destinations’ ideas and
ground theory have developed [17,21]. However, research on incorporating ICT into a tourist
site is insufficient in terms of making it smart [22]. Furthermore, the term STD refers to the
integration between technology, tourism, and the environment to satisfy tourists [23,24]. In
addition, the concept of STD integrates technology and the business ecosystem in tourism [23].
As a result, tourism destinations must have a new model framework and plan to integrate all
components, including economic, technical, and social infrastructures, that make smartness
possible and convenient for tourists when visiting a location.

From the theoretical perspective, research on the ICTs, tourism, and hospitality have
been discussed by scholars from several perspectives such as emerging tourist behavior
on technology in the technology acceptance model and theory-driven technology [25,26].
Several authors or scholars have conducted systematic literature reviews on ICTs, tourism
sectors, and other fields [27–29]. However, the topic of ICTs, tourism, and hospitality
industries needs more attention and discussion to discover the trends in the literature based
on the bibliometric approach. The bibliometrics analysis was proposed to investigate the
convergence of ICT and tourism destinations. Because technology and its applications are
rapidly evolving, reviewing the current literature is necessary to offer firm ground and
direction for future studies.

To fill out the research gap in this study related to ICTs, tourism, and hospitality, the
bibliometric analysis is one of the methods to explore the scientific documents based on
the authorship, author’s collaboration, countries, names of journals, and keyword analysis
trend. Studies were conducted [30,31] to apply bibliometric analysis in tourism. This study
aims to provide scientific documents such as articles, books, and conference papers from
the Scopus database. In addition, it is proposed to explore the scientific documents on the
topics of ICTs, tourism, and hospitality through the bibliometric analysis approach with
several objectives such as mapping the research trend on ICTs, tourism, and hospitality (O1),
the number of publication (O2), authorship (O3), institution (O4), and research methods
(O5). The study result provides research trends in ICTs, tourism, and hospitality fields,
the conceptual framework of the scientific document in the bibliometric approach, and a
direction for future research on ICTs, tourism, and hospitality.

2. Methodology

In this study, bibliometric analysis was used with several processes such as selection,
data collection, and analyzing the documents. There are two processes in bibliometric
analysis: mapping of the document with several techniques analysis such as Bradford’s
law, Lotka’s Law, and the number of H-index journals and mapping of the scientific reports
and social scientific collaboration such as author’s collaboration, co-word analysis, and
citation network [32].

The purpose of scientific mapping analysis is to investigate the global collaboration
among the authors from a statistical perspective and scientific studies from several perspec-
tives such as the trend of publication among the authors, topics discussed by the authors,
collaboration among authors in publications, and the document’s impact on the scientific
community [33]. In this study, several research questions were proposed.

RQ1: what are the main keywords that have been discussed by scholars in the field of
ICT, tourism, and hospitality industry?

RQ2: what are the methods used by authors in terms of technology, tourism, and
hospitality fields?

RQ3: how do authors collaborate around the world in terms of technology, tourism,
and hospitality?
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2.1. Data Analysis

One of the methods to manage the publication and number of publications is bibliomet-
ric analysis. Nowadays, many researchers use bibliometric analysis in their research [34],
with several topics of study, the number of institutions, and countries where authors are
based on bibliometric analysis [35]. We used a bibliometric analysis for research related
to ICT and tourism destinations. The measurement in this research was conducted for
the number of publications, name of the journal, mapping the methods that have been
used, the authorship, research trend, literature cited, and mapping of the document around
the world. To achieve the aims of this study, we analyzed the literature based on the
co-citation analysis and bibliometric analysis of authors, keywords, co-occurrence, and
the method in the literature. Figure 1 shows the data analysis process for analyzing the
scientific documents based on the bibliometric analysis.

Figure 1. Data analysis process.

2.2. Data Collection

We collected relevant information from the Scopus database to find the focus of the
research. In this study, the data were collected in May 2022 based on the Scopus database
with several keywords such as “technology”, “tourism”, and “hospitality”. The title,
abstract, and keywords were searched for the keywords.

2.3. Data Visualization

We used several analysis methods. First, the qualitative method was applied to
analyze the research focus of the selected papers. Second, the number of publications was
identified to examine the articles based on the year of publication, authors, types of research
used, research region, and theories applied in the papers. Third, we investigated the trend
in keywords used over the last six years and the number of collaborations in various
geographies, co-occurrence (keyword), and co-authorship (countries) studies. We used
VOSviewer software to analyze all the selected articles’ keywords, authors, and countries.
Several indicators were used to measure statistical descriptive and bibliometric indicators
such as the annual publication growth, collaboration among authors and institutions,
sources, authors, institutions, keywords, and country production. These indicators were
obtained from the analysis [36]. Visualization was used to find the mapping of collaboration
such as collaboration network analysis of the authors, institution, countries, citations, and
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keyword networks. Vos-viewer software was employed for analyzing and visualizing the
documents as it has been used for mapping scientific documents (www.vosviewer.com
(accessed on 5 May 2022)) [37].

3. Results

This section explains the results and findings of the study based on the topic of research
in the fields of ICT, tourism and hospitality.

3.1. General Overview and Number of Publications

Descriptive statistics explained the number of publications and the journal’s name
based on the research topic information, communication and technologies, and tourism
destination. Figure 2 presents the number of publications in the journal distributed yearly.
The number of publications related to ICT and tourism destinations commenced in the year
2003. The number of publications during 2000–2011 increased from one article in 2003 to
six articles in 2010. The number of publications from 2011 to 2020 increased from 6 to 20
according to the Scopus database.

Figure 2. Number of publications by year.

3.2. Research Trends in ICT, Tourism and Hospitality Based on Keywords

Keyword analysis based on co-occurrence was conducted to analyze research trends
(2012–2020) related to ICT and tourism destinations using the VOSviewer software. The
results in Figure 3 present the occurrence of the keywords that academics or researchers
have conducted. The colors in Figure 3 represent the ‘year’ highlighting the keyword. ICT
was the most frequently used keyword within four years compared to other keywords.
The other keywords frequently used by researchers included smart tourism, e-tourism,
destination management, and tourism. The most commonly used keywords in 2020 are
highlighted in yellow such as ecotourism, stakeholder collaboration, and tourist destination.
Each line represents the network among the keywords from 2012 to 2020.

3.3. Co-Authorship around the World

Co-authorship analysis was conducted concerning the countries of authors that im-
pacted the research focus. The results of VOS-viewer software explained the countries in
which authors collaborated around the world. The text sizes show writers’ relationships
and collaboration with other nations, where the largest font size indicates that the authors
from this particular country collaborated more with other countries. Figure 4 represents the
links around countries represent the strength of the network between the counties. Each
color represents the strength of the network cluster, and the same colors explain the same
research field.
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Figure 3. Research trend of keywords.

Figure 4. Collaboration of countries around the world.
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3.4. Distribution of Publications

The research on ICTs and tourism destinations was conducted in more than 30 coun-
tries. Figure 5 shows the distribution of publications or articles by the countries related to
ICTs and tourism destinations. Spain had the maximum number of publications with sev-
enteen articles. The United Kingdom had eleven articles, followed by Italy with six articles.
The United States of America published five articles, followed by Portugal, Malaysia, and
Austria with four articles.

 

Figure 5. Number of documents per country.

3.5. Research Methods

The authors’ use of the methodology in the research topic of ICTs and tourism destina-
tions was investigated. The method was divided into quantitative, qualitative, and mixed
methods to research ICT and tourism destinations. As shown in Figure 6, 65 papers (65%)
used qualitative methods in the research of ICT and tourism destinations. The quantitative
method were adopted by 25% of the research papers. The mixed research method was used
in 11% of the research papers.

Figure 6. Research methods.
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4. Discussion

The result provided an understanding of the trend research on ICTs, tourism, and
hospitality. The trend in the publication from 2003 to 2021 showed an increase. In 2019,
the publication was 17 articles, and in 2020, it reached 20. The number of publications in
ICTs and tourism destinations continued to increase in 2021. The geographical areas were
mainly located in European countries such as Spain, Italy, United Kingdom, Switzerland,
Portugal, and Austria. The countries that generally discussed ICT and tourism destinations
were developed countries because of technological advancement [38]. European countries
and the United States of America had made an effort to promote tourism destinations
and city development based on technological advancements to help the tourism sector
expand [13,24]. Europe and the USA have the technology to support the development
of the destination such as networks, infrastructures, and government supports [13,24,39].
Concerning Asian countries, only a few countries discussed ICTs and tourism destinations
such as Japan, South Korea, Malaysia, India, Thailand, China, and Hong Kong. The
countries in Asia that focused on the research of ICTs and destinations were also advanced
in technologies [24]. Mainland China and South Korea have developed infrastructure
and technology to support STDs [13,24]. For example, in 2015, the Authority Of China
Tourism released the concept of “Guidance to promote Smart Tourism Destination” [11].
Infrastructures and the new system are the keys to building a new technology based on the
tourist experience, assuming that all stakeholders and providers have the experience to
use the technologies [39]. Therefore, ICT is the key to the tourist experience and enhancing
competitiveness in tourism destinations [40].

Researchers and scholars linked ICTs and destination management organizations
(DMOs) in 21 papers. The studies mainly emphasized that ICTs impacted consumer
or traveler behavior for searching information, services, and products in the tourism
industry [41]. DMOs include various functions such as identifying markets, promotions,
and serving information about tourism destination and service quality, which become
necessities [42]. DMO enhances the function of smart infrastructure and data analysis
and helps brainstorm knowledge for the stakeholders [17]. Implementing ICTs in digital
technology is the key to implying the advantages and opportunities that digital system and
technology offer in destination management [43–45].

Other topics discussed by the researchers related to ICTs and tourism destinations
included smart cities and smart tourism destinations. ICTs can develop a smart city to increase
citizens’ quality of life using ICT infrastructure, supporting smart tourism destinations [46].
STD integrates destination and digitalization in ICT context into physical infrastructure [47].
ICTs impact tourism to shape a new construct for destination management [47]. Researchers
were interested in smart ecosystems and smart cities. These studies focused on the potential
evolution of destination imagery evaluation criteria. Thus, STD becomes a concept of tourism
with ICTs and smart cities in enhancing the tourist experience.

Keyword analysis results based on co-occurrence showed that ICT was the most
frequently used keyword within the last four years. Other frequently used keywords by
researchers included smart tourism, e-tourism, destination management, and tourism.
This finding implied that future potential research is connected to the concept of ICTs and
tourism for the destination and building fundamental theories. In earlier studies, ICTs
and tourism were focused on several ideas such as tourism destination, sustainability, and
innovation, as indicated by the color of each keyword.

In terms of co-authorship (country) network analysis, Spain and Italy were the most
powerful, followed by the United States of America, Mexico, and Malaysia. Other countries
emphasized local and regional cooperation (e.g., within the same continent). While ICTs
and tourist destination practices differ by country, sharing ideas, intelligence, and best
practices globally is beneficial. As a result, new worldwide research networks and research
centers emerged, resulting in the proliferation of literature.

ICTs are crucial for enhancing sustainability-related tourism destinations for tourist
satisfaction. Research into government policies on ICTs may help tourism destinations
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expand. The link between ICTs and tourism destinations must be promoted to countries
worldwide, especially in the countries where tourism is the primary source of income.
Future investigation must address how governments can combine the ICT infrastructure
and tourism destinations in urban and rural areas to promote tourist destination.

More academics or researchers need to conduct empirical research related to ICTs
and tourism destinations in developing countries. Many researchers studied ICTs and
tourism destinations or smart tourism destinations in developed countries. The study of
ICTs and tourism has been conducted in countries or cities such as Europe, South Korea,
Japan, and the United States of America. Recently, several countries have applied ICTs to
promote tourism destinations in pandemics with several online or virtual methods. The
researchers need to analyze the role that ICTs can play in tourism destinations during
pandemic situations.

5. Conclusions

The advancement of technology has impacted tourism. Nowadays, the issue of
ICTs and tourism destinations is one issue in developing the tourism sector considering
the technology to improve tourist satisfaction. ICTs and tourism are drivers to enhance
economic growth in many countries worldwide [1]. The bibliometric analysis on ICTs and
tourism destinations shows that this has been discussed from several different perspectives
by researchers. Researchers have discussed different dimensions and components related
to a research focus on ICTs and tourism destinations including research trends, research
methods, research topic, authors, and the number of publications. ICT integrates innovation
and technology, productivity, and development, and influences businesses in general and
small and medium businesses [48]. Advancement in ICTs give competitive bargain and
provides the tourism sector opportunities such as a tourism destination [49]. Advanced
technology in tourism is a solution for dealing with tourism development [50] to enhance
tourist satisfaction. Hence, the case study must be related to ICTs and tourism destinations.

The bibliometric analysis approach in this study provides insight into the study of ICTs,
tourism and hospitality from several perspectives. The primary purpose of conducting
research based on bibliometric analysis is to research ICTs and tourism destinations. The
result also contributes to extending the literature of tourism and hospitality as a guide for
future research.
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Abstract: Due to the rapid innovative applications of technological education as a result of the swift
development and popularity of telecommunication and wireless technologies, ever-more diversified
methods of technological education play a critical role in various education and lecturing activities,
without time and distance restrictions. Currently, in order to bridge the urban–rural development
gap, the Taiwanese Government has introduced a lot of policies to encourage teenagers to return
their hometowns; however, these policies have not achieved their goals, as the most of Taiwanese
community development associations faced scarcities of professional knowledge without any edu-
cational support during the development of their various schemes, such as economic development,
environmental protection, cultural heritage, public services, etc. As a result, local development
depends on entire community development associations, especially in the most mountain regions of
Taiwan. Moreover, community development associations have a lot of social responsibilities, such
as age-related caring activities, driving local economies and industrial development, environmental
protection and education, maintaining and developing traditional cultures and arts, etc. Due to the
digital characteristics of technological education, most Taiwanese rural community development
associations are able to obtain professional information and data about courses without space and
time restrictions. Thus, after strengthening and satisfying professionals’ demands, local economies
will achieve growth and, therefore, younger persons would be encouraged to stay their original area,
thus stimulating the development of rural community development associations. Eventually, the
positive development cycle is predicted to increased and, as a result, the urban–rural disparities will
be directly diminished by the diversified application of technological education in Taiwan.

Keywords: urban–rural disparities; technological education; community development association

1. Introduction

Here is an introduction to the human and physical geography of Taiwan: (1) area:
36,000 square kilometers; (2) population: 23 million; (3) capital: Taipei City; (4) main ethnic
group: Chinese; (5) spoken languages: Mandarin, Taiwanese, and Hakka; and (6) religion:
Buddhism, Taoism, Christianity, and Islam. All together, the Taiwanese total land area
range is approximately 36,000 square kilometers; its shape is similar to a traditional Chinese
tobacco leaf that is narrow at both ends. Taiwan is located near to the southeastern coast
of mainland Asia, being separated from Mainland China by the Taiwan Strait, while
also bordering the western edge of the South China Sea and the Pacific Ocean. Its other
island neighbors include Japan to the north and the Philippines to the south. In terms
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of temperature, Taiwan is suitable for human living and traveling because the island’s
annual average temperature is 22 degrees Celsius, with lowest temperatures ranging
from 12 to 17 degrees Celsius (54–63 Fahrenheit). This hospitable climate is associated
with Taiwan’s elevated terrain; the highest mountain is the Jade Mountain, which is
over 3000 m high, and there are a total of 268 mountains on the island of Taiwan. To
reduce the population loss and urban–rural disparities between the majority of large cities
(e.g., Taipei Taichung, Tainan, and Taitung) and rural areas, the Executive Yuan, which
is the most senior government department, instituted a series of development programs
and created national budgets to encourage Taiwanese citizens to “live and work in peace
and contentment”, as well as to ensure “continuous reproduction breed in an endless
succession” and “balanced development in Taiwan”. One of these regulations and laws
is Article 12 of the Regulations on Community Development Work, which outlined the
essential rules governing of Taiwanese community development associations. Based on
the basic goals of community development association outlined in Article 12 [1] of the
Regulations on Community Development Work, these projects, when using government
funds, must respect the government’s policies.

By creating a comprehensive survey of technological education research [2–6] in asso-
ciation with a series of diversified applications, technological education has been applied
in formal and informal educational systems, such as online education, massive open online
courses (MOOCs), digital lectures, and temporary teaching method used during periods
of global disease transmission, such as Severe Acute Respiratory Syndrome (SARS) and
Coronavirus Disease (COVID-19) outbreaks, because the most critical characteristics of
technological education can directly break through space and time restrictions. Contin-
uously, most professionals are able to conveniently upload their information, data, and
video courses onto the various technological education platforms at anytime and anywhere.
Moreover, the learners are able to easily view and download professional information,
data, and video courses to gain diversified professional knowledge [7–11]. Regarding the
development and growth of Taiwanese community development associations, there are
five critical barriers to overcome, which are:

(1) Population movement: due to economic underdevelopment of Taiwanese rural
community development associations, most younger people leave their hometowns in
order to make more money and pursue a higher life quality. Unfortunately, this population
movement has, eventually, resulted in the ageing of rural populations.

(2) Long-term infrastructure underdevelopment: as rural populations migrated to
cities, the Taiwanese Government prioritized using resources to improve infrastructure in
urban areas without considering rural areas.

(3) Resource backward: due to the long-term urban–rural economic and infrastruc-
ture disparities, rural areas became the overlooked regions in terms of the Taiwanese
Government’s allocation of budgets and resources.

(4) Age-related budget requirements: due to their ageing populations, most rural
areas require larger budgets and resources to support social schemes that support the elder
residents, such as medical support, etc.

(5) Lack of environmental protection and education: due to long-term resource misal-
location, most Taiwanese rural governments must use their entire budgets to maintain the
local population’s basic needs, which resulted in environmental protections and education
being ignored in budget spending lists.

2. Conceptual Literature

According to the Article 12, “The community development associations shall devise
community development plans, prepare budgets and actively promote community devel-
opment according to community characteristics and the needs of residents, in addition to
being in line with government policies and projects originally designed by the community.”
In particular, the most important contents of the Article 12 of the community development
associations are its key principles, which are defined as follows: (1) establishing or con-
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structing community development association centers; (2) strengthening the environment
and improving sanitation in community development associations; (3) maintaining roads
and gutters in community development associations; (4) building and improving infras-
tructure; (5) greening and beautifying community development associations; (6) the con-
struction of public facilities managed by community development associations; (7) creating
funds for community development associations; (8) providing social welfare; (9) construct-
ing nurseries; (10) developing local businesses; (11) creating critical measures to preserve
the ethos of Taiwanese society and advocate and promote models of public etiquette;
(12) preserving and promoting rural culture and traditional public crafts; (13) building
traffic safety infrastructure; (14) building community pact-related infrastructure; (15) or-
ganizing local civil defense; (16) funding traditional art clubs and local sports teams;
(17) funding community senior citizens’ clubs; (18) establishing educational classrooms;
(19) creating volunteer service teams; (20) establishing community educational services
and local libraries; (21) advancing various community-wide activities; (22) enforcing the
community disaster assistance, reporting, and prevention drills; and (23) providing other
matters related to the spiritual and ethical development of communities [12–16].

3. Conclusions and Future Direction

Due to the rapid innovative applications of technological education following the swift
development and popularity of telecommunication and wireless technologies, ever-more
diversified methods of technological education play a critical role in various education and
lecturing course, lacking all time and distance restrictions. Currently, in order to bridge
the urban–rural development gap, the Taiwanese Government has implemented a lot of
policies to encourage teenagers to return to their hometowns.

Therefore, this research cross-utilized the preliminary research on the reduction in
urban–rural disparities in community development and found that, based on a series of
literature reviews, the geographical condition is the most critical factor for several reasons:
(1) Taiwan’s mountainous terrain resulted in the greatest infrastructure-building projects
focusing on cities; (2) most Taiwanese rural community development associations have
to confront economic underdevelopment themselves, despite needing more significant
economic development than most Taiwanese urban community development associations
because the urban developments are prioritized in budgets; (3) most young people of rural
origin prefer to move to cities to make money and achieve life development, with Taiwanese
rural community development associations needing more younger people to stay in rural
community development associations to drive development and growth and diminish the
crisis of ageing populations; (4) most professional lecturers and educators do not want to
leave cities without comfortable and convenient public transportation, yet Taiwanese rural
community development associations need these professionals to assist their development;
and (5) the majority of Taiwanese rural community development associations do not have
access to professional information and data services, despite needing this information and
data more definitely than Taiwanese urban community development associations.

Significantly, political administrators did not achieve these goals as most Taiwanese
community development associations experienced scarcities of professional knowledge
without any educational support while carrying out their various activities, such as eco-
nomic development, environmental protection, cultural heritage, public services, etc., as
shown in Figure 1.

As a result, the local development depends on entire community development asso-
ciations, especially in the most mountain regions of Taiwan. Moreover, the community
development associations provide a lot of social responsibilities, such as age-related caring
activities; support for local, economic, and industrial development; environmental pro-
tection and education; maintaining and developing the traditional cultures and arts, etc.
Therefore, due to the digital characteristics of technological education, most Taiwanese
rural community development associations are able to obtain professional information
and data about courses without space and time restrictions. Thus, after strengthening and
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satisfying professional demands, local economies will experience growth and younger
persons would be encouraged to stay their original area, stimulating the development of
rural community development associations. Eventually, the positive development cycle
is, predictably, will increase and, as a result, the urban–rural disparities will be directly
diminished by the diversified application of technological education in Taiwan.

 
Figure 1. Main research concept.
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Abstract: Based on the blueprint for bilingual education as a national policy, teachers in technical
and vocational schools are preparing, in full swing, to teach subjects in English. However, most
teachers in the institutions do not have the skills and backgrounds to implement English-mediated
instruction (EMI). Therefore, it is necessary to cultivate talents and popularize programs in technical
and vocational education and educate talents to have bilingual ability. In addition, international
mobility and internship experience in English is also required. The current environment needs to
be improved for bilingual education, promoting that bilingual teaching is beneficial to students
and teachers. Even though thus puts pressure on them for learning and teaching in technical and
vocational schools, bilingual education is the future direction of education in Taiwan.

Keywords: bilingual education; Taiwanese technical and vocational education; higher education

1. Introduction

In globalization and internationalization [1], communication skills and global per-
spectives are necessary to enhance a country’s competitiveness. Thus, the Taiwanese
government instituted and implemented the National Policy for Bilingual Education in
2017. The purpose is to bolster bilingual education, improve the English proficiency of
people through demand-driven learning, and eventually enhance the overall national
competitiveness. To construct an English–Chinese bilingual country, the following goals are
proposed: (1) “Comprehensively strengthen the English proficiency of Chinese people from
the demand side”, (2) “Use digital technology to shorten the resource gap between urban
and rural areas”, (3) “Take the bilingual policy and the development of mother tongue
culture”, and (4) “Create the competitive edge of the younger generation”.

The difference between the previous bilingual policy and the new blueprint is to raise
the overall competitiveness of the country and to improve the English proficiency of all
Taiwanese. To achieve these goals, the educational environment needs to be constructed to
promote the atmosphere of learning English for the whole Taiwanese population, especially
students [2]. The government considers the demand and supply for bilingual education
and realizes that creating high-quality employment opportunities on the demand side and
cultivating talents and connecting them to the global society on the supply is critical for the
success of the policy. Then, by connecting Taiwan’s industries and workforce to the global
market, global business opportunities can be created, and global enterprises will invest
in Taiwan to provide more employment opportunities [3]. For the policy, the Ministry of
Education proposed five strategies and promotion measures, as shown in Figure 1.
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Figure 1. Five strategies and promotion measures for bilingual education of the Taiwanese Ministry
of Education.

To diminish the urban–rural gap in English education for teachers and students [4],
the Ministry of Education in Taiwan also presented the “Regulations on the Development
of School Education in Rural Areas” to stabilize the source of teachers in rural regions, as
shown in Figure 2.

Figure 2. Regulations on the development of school education in rural areas.
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Based on the Blueprint for the Development of Bilingual National Policy, the Ministry
of Education instituted the “Implementation Plan for All-English Teaching Teacher Training”
in 2017 for enhancing the teachers’ capability of bilingual education in pre-service and
in-service training at all levels of the education system, including elementary school,
junior, and senior high schools, technical and vocation, and higher education [5]. By 2020,
21 higher education institutes operated bilingual education and training programs. Up to
2000 students were educated in a bilingual environment in four years. The number will
increase to 3000 in eight years and to 5000 in twelve years. In English education, there
must be a gap between urban and rural schools. To increase the number of students in
bilingual education and narrow the gap between urban and rural schools, the Ministry of
Education has put efforts to improve students’ abilities and strengthen their English skills
by cooperating with ministries and departments so that students can use their bilingual
ability in life and the workplace [6].

In Taiwan, technical and vocational education is relatively less supported than other
higher education programs, as the majority of people think that a college diploma is manda-
tory for their children and technicians do not need higher degrees. Since 2021, the Ministry
of Education allowed community colleges to award Bachelor’s degrees and waive military
service for students to study abroad before the age of 30 years old. However, technical
and vocational schools are not included in such benefits [7–9]. According to the statistics
from the Ministry of Education in 2020, there were around 960,000 technical and vocational
students in Taiwan, accounting for 62% of the total number of students. Unfortunately,
the resources and funds from the Ministry of Education allocated to each technical and
vocational student are only half of that of high school students. The resources for tech-
nical and vocational school students are only one-third of that of college or university
students. The dominance of the government resource use for higher education is caused by
distorted social values, while industries are not willing to support technical and vocational
schools. The benefit of higher education drives students to lose interest in going to technical
and vocational schools. In addition, only 1924 companies cooperated with institutions
in 2020 [10].

Due to the lack of detailed planning, the establishment of standards in technical and
vocational education was not strictly regulated, and the “Private School Law” was promul-
gated and implemented in 1985 to allow donations to start schools. The establishment of
private schools is based on the concept of “investing in education”, but without enough
resources and poor teaching quality and capacity. Under the influence of higher education
on students, utilitarianism in educational administrators and the declining birth rate makes
the enrollment quota of the technical and vocational schools exceed the total number of
applicants since 2016. This situation caused criticism of the establishment of private tech-
nical and vocational schools [11–15]. However, the majority of students in the technical
and vocational schools cannot enjoy the benefits of the Blueprint for the Development
of Bilingual National Policy, as the schools have accepted students with lower academic
performance due to academicism and utilitarianism. Nowadays, under the Blueprint for the
Development of Bilingual National Policy, technical and vocational schools are facing their
biggest challenge, which is bilingual teaching. The policy required teachers and students
in the schools to have more English teaching and learning [16–18]. Teachers and students
have to have professional knowledge of the original technical and vocational majors and
continuously improve their English skills. Therefore, teachers must try bilingual teaching
of subjects and English.

However, bilingual education will provide an advantage in job finding and interna-
tional competitiveness with self-worth [19–22]. Therefore, it is worth exploring the impact
of bilingual education in technical and vocational schools. For the exploration, we deter-
mined a research motivation and found the research methodology for the evaluation of the
research result (Figure 3).
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Figure 3. Process of this research.

2. Conclusions and Future Direction

According to the Blueprint for the Development of Bilingual National Policy, all teach-
ers in Taiwan’s education system are supposed to teach students in English and Chinese.
Since its implementation, teachers in technical and vocational schools have had difficul-
ties because they lack the professional backgrounds to execute EMI. Most students in the
schools also have limited English ability, which causes difficulties in learning. Therefore,
it is necessary to improve the teaching and learning abilities of teachers and students in
technical and vocational schools in the new bilingual education model. Especially, teaching
subjects in English requires integrating subject contents and language and continuously
adjusting teaching methods to meet the needs of students. The most urgent thing is to focus
on talent cultivation and popularize programs. In addition to promoting and cultivating
language ability, it is required to increase international mobility and internship experience
in English for the competitiveness of teachers and students. The current environment for
the schools is not appropriate for bilingual education. In English, students may not learn
professional knowledge and skills properly. If there is no appropriate teaching method,
bilingual education only brings negative effects on students. However, the final goal of
bilingual education in technical and vocational schools is to improve professional work
skills and English ability so that students can have better capabilities. Thus, continuous ef-
forts to teach such skills and abilities help overcome the lack of an appropriate environment
for bilingual education.

Technical and vocational education in Taiwan has been practiced and implemented for
many years. Such education provides the training of practical skills, which have global com-
petitiveness. Numerous high-level technical talents have been raised and contributed to the
success and outcome of Taiwan. According to the Blueprint, the implementation of bilin-
gual education pressures teachers and students and affects the quality of the education of
technical and vocational schools. However, since bilingual education is especially beneficial
for students, the educational system must be improved for appropriate bilingual education.
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Abstract: A non-experimental, a quantitative SPSS research design (independent sample t-test, two-
way ANOVA, multiple regression analysis) was used to examine the statistically significant difference
existing among Taiwan college early childhood education students for the students with blended
learning, background demographic characteristics, music emotion, learning styles, technology accep-
tance, and students’ satisfaction. The purpose of this quantitative research study is to examine the
statistically significant difference existing among Taiwan college early childhood education students
for students with blended learning, background demographic characteristics, music emotion, learning
styles, technology acceptance, and students’ satisfaction.

Keywords: music emotion; learning styles; technology acceptance; AI; student’s satisfaction

1. Introduction

Early childhood education is defined as any type of educational program that takes
care of children birth to five years of age. Ogunnaike [1] proposed that “Early Childhood
Education theories provide a framework for understanding the nature, abilities, and how
to create learning environments that enhance children’s overall development”. In 1939,
Taiwan Ministry of Education mandated that the kindergarten curriculum had to include
music, general knowledge, children’s songs, stories, and games [2]. In early childhood
education and care (ECEC), music education provides small children with an interest in cre-
ating a relationship with music, including both pre-planned and spontaneous activities [3,4].
Basic music elements experiences include listening to music, singing, moving, rhyming,
creating music, playing instruments, and body percussion. Music education has a strong
positive effect on young children learning; in particular, music enhances spatial perception
and auditory skills [5,6]. Music develops creativity, as well as emotional skills [7,8].

In the 21st century, technology has been playing an essential role in our life. However,
researchers are still discussing the positive and negative impact it has on early childhood
development. Several researchers believe technology may isolate children in their early
childhood and make them anti-social. In another viewpoint, some researchers believe
technology can support young children to work collaboratively and to become social
people [9]. Kirkwood et al. [10] and Kazakoff and Bers [11] proposed that technology can
improve pupils’ social interactions and benefit their understanding during their learning
process. Nowadays, many family favorite pastimes include digital computers, smartphones,
and social media [12,13]. In addition, young children are growing up in a digital home
environment. Thus, digital musical parenting is a new way for parents to take care of their
children [14,15] for young children’s exposure to a variety of music learning environments
later in life [16].
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Anderkin [17] explained that “digital technologies extend possibilities for preschools’
participation and engagement in the meaning-making process while simultaneously al-
lowing them to participate in various types of play”. Researchers have also indicated
that children’s interaction with technology allows the development of social and cognitive
abilities and student engagement [18,19]. White [20] proposed that early childhood edu-
cation have the challenge of blending technology into current pedagogy to make sure the
technology practices are appropriate. Technology is beneficial for early childhood learners
with appropriate development technology practices.

Since the 1960s, there has been an issue with the technology that is appropriate for
young children to apply it in early childhood classrooms [16]. However, there are many
technology tools allowing pupils to learn from tablet PCs, televisions, digital cameras,
laptops, and programmable toys [21]. Even a two-year-old child can naturally touch a
screen with a new toy [22]. Digital musical tools, such as smartphones and tablet PCs,
have become important parts of young children’s musical lives and have been utilized by
many parents [23]. “Music can let students experience the expression of emotion” [24].
Music education has a strong positive effect on young children’s learning; in particular,
music enhances spatial perception and auditory skills [5,25]. Music develops creativity, as
well as emotional skills [6]. In addition, Marjanen [26] mentioned that music education
provides a strong connection for mothers and babies during their musical interaction
and communication.

2. Early Childhood Music and Technology

2.1. Music Emotion

Davidson et al. [27] defined emotion as “a relatively brief episode of the coordinated
brain, autonomic, and behavioral changes that facilitate a response to an external or internal
event of significance” in an organism. Music is just like a language that communicates
emotion to people, plants, and animals with visual perception in our daily life. In addition,
music is another rich source of human emotion in which music emotion can be expressed
through musical instrument play and lyrics. Huang et al. [28] presented nine basic emotions
driven by psycho-emotional adjectives as shown in Figure 1. The whole emotional space
is categorized into nine separate emotions: happy, nervous, neutral, delicate, bored, sad,
serene, angry, and vigorous.

 
Figure 1. Circumplex model of expression mark.

Fernandez et al. [29] investigated the impact of music that evoked different emotions,
such as joy, tenderness, sadness, tension, and so on. Balkwill and Thompson [30] proposed
a model of music emotion and discussed that emotion was mediated by psychophysical
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cues of music or culture-specific cues. The BRECVEMA framework of emotion in music
presents the social construction of stereotyping. Music affects emotion. Music has been
found to evoke emotions that allow individuals to “value music primarily because the
emotion evokes” [31,32]. People use music to change, release, and match their emotions
and to release stress [33].

2.2. Blended Learning

Blended learning becomes one of the most accepted learning modes in which learners
can learn from digital media and the traditional classroom method [34]. Garrison and
Vaughan [35] defined blended learning as “the organic integration of thoughtfully selected
and complementary face-to-face and online approaches and technologies”. Motteram
and Sharma [36] defined blended learning as “the integrated combination of traditional
learning with web-based online approaches”. Blended learning is characterized by three
features: (1) personal contact face-to-face with an instructor; (2) electronic items delivered
learning objects; and (3) a blend of traditional and electronic items to achieve learning
goals [37]. Besides the physical learning space, learners also can learn from the virtual
space with much flexible time and achievable and progressive resources, including Google
Meet, Zoom, and Microsoft Teams. In addition, online and face-to-face interactions in the
blended course can achieve higher levels of learning and academic achievement [38,39].

Graham [38] depicted the four critical dimensions of interactions in face-to-face and
online learning environments in a blended course (Figure 2). According to the dimension
of space, blended learning mixes the face-to-face and virtual interactions learning methods
together. The second time dimension for the traditional face-to-face learning environment
is live synchronous learning with a limited and shorter time lag than online learning.
Additionally, the third fidelity dimension of interactions in face-to-face interaction has higher
fidelity than online learning. In the final humanness dimension, face-to-face interaction has
a higher level of humanness than computer interaction learning.

Figure 2. Four dimensions of interaction in face-to face and distributed learning environments.

In the past, people have regarded the two learning methods separately as traditional
face-to-face learning and online computer self-paced learning. However, at present, learners
have started to mix both methods. In the future, learners are going to apply the major
blended learning method (Figure 3).
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Figure 3. Progressive convergence of traditional F2F and distributed environments allowing develop-
ment of blended learning systems.

The benefits of blended learning include a personalization/individual learning path,
learner-centered approach, self-paced learning, flexibility, enhancement of learners’ motiva-
tion and engagement improvement in learning outcomes/performance, critical thinking
skills, and one-on-one tutoring [40]. In addition, online teaching and learning in Taiwan are
both synchronous and asynchronous. In synchronous learning, students can carry out the
activities through live video or audio with immediate feedback in real time. Learning can
occur individually or in groups or in different places. In asynchronous learning, students
can complete their assignments in their own time and speed [41,42]. Online learning occurs
in one of two modes, namely asynchronous or synchronous, and is considered to be the
safest mode [43]. Students might perceive the transition from virtual learning to remote
learning because the lack of in-person learning in the physical classroom may cause a
variety of students’ emotions.

2.3. Learning Styles (Visual, Auditory, Tactile)

Kolb [44] defined the inherent disposition of a person to the dimensions and contin-
uums of experiential learning, which combined learning preferences. Keefe [45] defined
learning styles as affective, psychological characteristics and took a cognitive approach to
figure out how learners interacted, saw, and responded to the environment.

Kolb [44] explained the learning style inventory, which includes feeling, watching,
thinking, and doing (Figure 4).

Felder and Silverman [46] divided learning styles into four dimensions: perception,
input, processing, and understanding. Each dimension has two learning styles. Process
(active, reflective) and perception (sensing, intuitive) are from Myers–Briggs, and the Kolb
model details input (visual, verbal) and understanding (sequential, global) (Figure 5).
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Figure 4. The Experiential Learning Model, Kolb [44].

Figure 5. Dimensions of Felder–Silverman’s Learning Style Model Dimension Learning.

2.4. Technology in Music Classroom

Technology in the music classroom is popular and important for music teachers to
guide young children in learning in the 21st century [47]. Sandy and Murtiyasa [48] have
mentioned that multimedia-based learning media improve educational quality and support
teaching and learning activities. Burnard [49] defined music technology as the development
of music educators using technology that allow students to be independent learners of
musical instruments and the creativity of music: “Technology provides ideal media for
music education”. Students have been influenced by using technology and music in all
kinds of settings. Kuzmich [50] stated “With technology and a deliberate plan that you can
manage effectively, it is possible to engage students in music making and accomplish your
music education goals”. In addition, Kuzmich analyzed four factors for music education
with technology: achievable goals, methods for immediate personal feedback, expert
instruction, and tools focusing on student practice. Music educators have described success
in teaching students with the aid of technology. Kuzmich reported the biggest advantage
of the technology was the ability to assign different music levels to the students. Owen [51]
described technology as bringing confidence to the students to motivate and engage them
in new ways. Wang [52] mentioned that music teaching with technology has supported
teachers’ teaching in the classroom in innovating their teaching methods and enriching
learning resources. Music technology can improve teaching and learning efficiency and
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quality compared to learning music from traditional equipment. Chen [53] and Wang [54]
mentioned that music technology teaching improved the shortcoming of traditional music
teaching and motivated students’ learning enthusiasm, who pay more attention, while also
improving the teachers’ teaching quality.

According to Fishbein and Ajzen [55], the technology acceptance model (TAM) was
developed by Davis in 1985 with the main purpose of providing external variables on the
attitude, behavioral intention to use, and actual system use of technology. TAM was used
for a multitude of technologies [56,57]. Perceived usefulness (PU) and perceived ease of
use (PEOU) are the main two components that influence technology acceptance behavior
(Figure 6).

 
Figure 6. Technology Acceptance Model (TAM) (Davis, 1989).

Artificial intelligence (AI) technology has developed dramatically over the last five
years, but AI learning for music still needs to be improved. AI technology can support
teachers in preschool music teaching and preschool children in learning in an innovative
way, as well as stimulate the students’ motivation of learning [58]. AI technology’s main
purpose is to reflect human beings and technology interaction. Teachers are no longer the
only source of knowledge to communicate with the students. AI music technology learning
can improve the student’s self-learning ability and reduce the time spent directly learning
knowledge from the teachers. In addition, it can stimulate students’ imagination and
appreciation of music [25]. Electronic keyboard instruments are becoming more intelligent
recently. According to the student’s needs, they can arrange different timbres and melodies
at flexible times and locations [59].

3. Hypothesis Development and Methodology

3.1. Research Question and Hypothesis
3.1.1. Research Question

Are there any differences in blended learning, music emotion, learning styles, technol-
ogy acceptance, and students’ satisfaction for being fond of playing instruments or not?
(Figure 7).

3.1.2. Hypothesis

H1: Blended learning and learning styles (visual, auditory, tactile) are statistically significant for
students’ satisfaction (interaction, structure, support).

H2: Music emotion and learning styles (visual, auditory, tactile) are statistically significant for
students’ satisfaction (interaction, structure, support).

H3: Technology acceptance and learning styles (visual, auditory, tactile) are statistically significant
for students’ satisfaction (interaction, structure, support).

H4: Listening to music has significant perceived explanatory variables for blended learning, music
emotion, learning styles, technology acceptance, and students’ satisfaction.

H5: Playing instruments have significant perceived explanatory variables for blended learning,
music emotion, learning styles, technology acceptance, and students’ satisfaction.
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Figure 7. Hypothesized model of background characteristics, blended learning, music emotion,
learning styles, technology acceptance, and student satisfaction.

4. Result

4.1. Research Question 1: Independence t-Test

Levene’s test for the equality of variances in Table 1 indicates that the variables of
‘students who like to play the instruments or not’ for blended learning (p = 0.015), music
emotion (p = 0.189), learning styles (p = 0.000), technology acceptance (p = 0.036), and
students’ satisfaction (p = 0.023). There are significant differences in learning styles for
students in favor of playing instruments or not. Other variables did not differ significantly.

Table 1. Independent sample t-test for all variables of students who like playing instruments or not.

F Sig. t df Sig. (Two-Tailed)

Blended Learning 2.624 0.106 2.437 292 0.015
2.377 241.601 0.018

Music Emotion 1.824 0.178 1.316 292 0.189
1.328 277.742 0.185

Learning Styles 2.793 0.096 3.578 292 0.000
3.527 253.723 0.000

Technology Acceptance 0.034 0.853 2.109 292 0.036
2.115 272.276 0.035

Student Satisfaction 1.713 0.192 2.286 292 0.023
2.243 248.270 0.026

4.2. Hypothesis 1: Two-Way ANOVA Analysis

The value of significance (p = 0.000) in Table 2 indicates statistical significance. There-
fore, research hypothesis 1 (blended learning and learning styles are statistically significant
for students’ satisfaction) was supported.

4.3. Hypothesis 2: Two-Way ANOVA Analysis

The value of significance (p = 0.000) in Table 3 indicates statistical significance. There-
fore, research hypothesis 2 (music emotion and learning styles are statistically significant
for students’ satisfaction) was supported.
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Table 2. Two-way ANOVA of Blended Learning, Learning Style, and Students’ Satisfaction.

Source Type III Sum of Squares df Mean Square F Sig.

Corrected Model 41.136 126 0.326 2.284 0.000
Intercept 962.793 1 962.793 6735.689 0.000
Blended Learning 6.061 14 0.433 3.029 0.000
Learning Styles 8.248 23 0.359 2.509 0.000
Blended learning Learning styles 10.789 89 0.121 0.848 0.805

Table 3. Two-way ANOVA of Music Emotion, Learning Style, and Students’ Satisfaction.

Source Type III Sum of Squares df Mean Square F Sig.

Corrected Model 59.174 235 0.252 2.504 0.000
Intercept 1668.748 1 1668.748 16,595.412 0.000
Music Emotion 17.357 82 0.212 2.105 0.002
Learning Styles 8.478 23 0.369 3.666 0.000
Music Emotion Learning Styles 17.369 130 0.134 1.329 0.112

4.4. Hypothesis 3: Two-Way ANOVA Analysis

The value of significance (p = 0.000) in Table 4 indicates statistical significance. Research
hypothesis 3 (technology acceptance and learning styles are statistically significant for
students’ satisfaction) was supported.

Table 4. Two-way ANOVA of Technology acceptance, Learning Style, and Students’ Satisfaction.

Source Type III Sum of Squares df Mean Square F Sig.

Corrected Model 46.145 122 0.378 3.429 0.000
Intercept 983.089 1 983.089 8913.021 0.000
Technology Acceptance 7.094 13 0.546 4.948 0.000
Learning Styles 4.759 23 0.207 1.876 0.013
Technology Acceptance Learning
Styles 11.461 86 0.133 1.208 0.149

4.5. Hypothesis 4: Multiple Regression Analysis

The value of significance (p = 0.140) in Table 5 indicates there is no statistical sig-
nificance. Therefore, research hypothesis 4 (listening to music has significant perceived
explanatory variables for blended learning, music emotion, learning styles, technology
acceptance, and students’ satisfaction) was not supported.

Table 5. Multiple Regression R-Squared Analyses of Students Who Like to Listen to Music, Blended
Learning, Music Emotion, Learning Styles, Technology Acceptance, and Student Satisfaction.

Model Sum of Squares df Mean Square F Sig.

Regression 0.166 5 0.033 1.678 0.140
Residual 5.711 288 0.020

Total 5.878 293

4.6. Hypothesis 5: Multiple Regression Analysis

The value of significance (p = 0.140) in Table 6 indicates there is no statistical signif-
icance. Therefore, research hypothesis 5 (Playing instruments has significant perceived
explanatory variables for blended learning, music emotion, learning styles, technology
acceptance and students’ satisfaction) was not supported.
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Table 6. Multiple Regression R-Squared Analyses of Playing Instruments, Blended Learning, Music
Emotion, Learning Styles, Technology Acceptance, and Students’ Satisfaction.

Model Sum of Squares df Mean Square F Sig.

1
Regression 3.461 5 0.692 2.909 0.014
Residual 68.539 288 0.238

Total 72.000 293

4.7. Reliability Anslysis

Table 7 indicates that Cronbach’s alpha for internal consistency of all variables a =
0.876 was an acceptable value of reliability. All of them were more than 0.70; therefore,
internal consistency was satisfactory.

Table 7. Reliability Statistics for All Variables.

Cronbach’s Alpha Cronbach’s Alpha Based on Standardized Items N of Items

0.876 0.879 57

4.8. Factor Analysis and Construct Valisity

Table 8 shows the results of KMO and Bartlett’s test of sphericity. The value of KMO
for blended learning was 0.785, and there was a statistical significance of 0.000.

Table 8. KMO and Bartlett’s Test Results on Blended Learning, Music Emotion, Learning Styles,
Technology Acceptance, and Students’ Satisfaction.

Kaiser–Meyer–Olkin Measure of Sampling Adequacy 0.785

Bartlett’s Test of Sphericity
Approx. Chi-Squared 550.467
df 10
Sig. 0.000

Table 9 shows that factor values were larger than 1 after varimax rotation was extracted,
which accounted for approximately 58% of the total variance.

Table 9. Extraction Sums of Squared Loadings on All Variables.

Component
Initial Eigenvalues Extraction Sums of Squared Loadings

Total % of Variance Cumulative % Total % of Variance Cumulative %

1 2.902 58.037 58.037 2.902 58.037
2 0.883 17.657 75.694 58.037
3 0.549 10.971 86.666
4 0.398 7.957 94.622
5 0.269 5.378 100.000

5. Conclusions

Research question 1: The result shows that the value of significance (p = 0.000) for
learning styles and other variables did not differ significantly for whether students like to
play instruments or not.

‘Research Hypothesis 1: Blended learning and learning styles are statistically signifi-
cant for students’ satisfaction’ was supported.

‘Research Hypothesis 2: Music emotion and learning styles are statistically significant
for students’ satisfaction’ was supported.

‘Research Hypothesis 3: Technology acceptance and learning styles are statistically
significant for students’ satisfaction’ was supported.

124



Eng. Proc. 2023, 38, 19

‘Research Hypothesis 4: Listening to music has significant perceived explanatory
variables for blended learning, music emotion, learning styles, technology acceptance, and
students’ satisfaction’ was not supported.

‘Research Hypothesis 5: Playing instruments has significant perceived explanatory
variables for blended learning, music emotion, learning styles, technology acceptance, and
students’ satisfaction’ was not supported.

6. Limitation and Future Study

The participants were only from two colleges. When the researchers were conducting
the research and data collection during the pandemic for 2 years, we encountered difficulties
in data collection. Colleges would not support completing the questionnaires because many
students took remote courses and the return rate was low. Furthermore, the distribution
in these groups was irregular. The case was limited to a small portion of educational
research. While still valid, the results may be overgeneralized. In addition, we only tested
undergraduate students. In future studies, we will compare the difference between public
and private students. In addition, we will try to focus on specific musical instruments
instead of general musical instruments, such as pianos, tambourines, recorders, ukuleles,
and others. We will try to enlarge the number of universities and science and technology
universities. Furthermore, we will try to test types of technology. More diverse ways will
be tested to conduct the research.
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Abstract: One of the tools to use in the ever-increasing implementation of the flipped classroom
is the online quiz to monitor students’ formative learning. However, in useful and convenient
administering online quizzes, how students engage with them creates a paradox. This case study
discusses four main components: the instructor’s reasoning for using online quizzes, two different
implementation approaches, how the students behaved whilst completing them, and reflecting on
how closely the learning results compared to the original intentions. As a result, ways to keep the
students on the intended learning path are proposed to limit divergence.

Keywords: web-based technology; online quizzes; flipped classroom; Bloom’s Taxonomy;
learning styles

1. Introduction

The flipped classroom has become one of the emerging instructional pedological
trends since Bergmann and Sams [1] wrote about how they tried to help their students.
Although the initial premise was to provide the information taught in class to students
who could not attend, Bergmann and Sams discovered that this information was also
consumed by students who were attending class. As students were previewing the class
material before starting class, the time spent in class could be spent on more useful activities,
such as experiments and projects. Furthermore, teachers can provide more personalized
one-on-one instruction.

Whilst other researchers examined the flipped classroom approach, comparisons were
drawn to Bloom’s Taxonomy, in particular to his cognitive thinking [2–4]. Bloom’s Taxon-
omy, in the revised version, refers to six different levels of cognitive learning, comprising
remembering, understanding, applying, analyzing, evaluating, and creating [5,6]. Admin-
istering online quizzes typically requires the student to use lower-order thinking, which
applies to learning new information before class. In higher-order thinking skills, analyzing,
evaluating, and creating are used with critical thinking activities during class. The benefits
of this teaching approach are twofold. The first is that while students are learning the
basic information, it is more fruitful for them to do so at their own pace and using their
own preferred learning style rather than being tied to the teacher’s style and pace [7,8].
The second is that during class time, the activities assigned allow students to explore the
learning content more deeply and autonomously [9]. Thus, teachers are allowed to focus
on those students who need more personalized instruction.

2. Literature Review

One of the key points to successfully implementing a flipped classroom is ensuring
that all students have a similar understanding of the preliminary information at the start of
class. One way to achieve this is to administer online quizzes, and there have generally
been many benefits from this approach [10,11], including the convenience and flexibility
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when compared to paper quizzes, as well as the ability to provides prompts and immediate
feedback to the students. Theoretically, implementing a standard quiz for the topic at hand
to all students aims to ensure that a consistent minimum level of knowledge is understood
before moving on to the more cognitively challenging tasks to be assigned in class.

Having established that online quizzes are generally an important checkpoint for
students to move from lower-order thinking tasks to higher-order, the type of questions
posted in online quizzes become essential to ensure that the correct understanding is
measured. Clay [12] discussed the many considerations of writing and using online
quizzes, including the types of questions and the considerations needed for them. The
most common categories of questions used are single and multiple choice, true or false,
matching items, fill-in-the-blank, and essay style questions that include short and long
answers. With all types of online questions, a great deal of thought is needed for the
language used to ensure that questions are not ambiguous and they measure the intended
level of knowledge. With the majority of question types, except for long essay answers,
each of the question types generally requires the students to use their lower-order thinking
skills of remembering, understanding, and applying.

3. Implementation and Reflection of Online Quizzes

For this case study, the researcher’s role as a lecturer in the Department of Applied
English reflects on the same group of freshmen students taking an oral training course
over two semesters. A set course textbook is used within eight units, each having a broad
unit question, two listening tracks that discuss issues surrounding the unit question, as
well numerous practice activities probing deeper meanings. These practice activities from
the book are then used as online quiz questions intended to show that students have
the prerequisite understanding of the topic before proceeding with critical thinking and
expression activities. To address some of the issues that Clay discussed [12], the reliability
and content must be of a high standard. The other attributes of online quizzes that need
consideration are rules, including time limits, the ability to retake the quiz, showing
incorrectly answered questions, as well as revealing correct answers.

This case study reflects on the freshmen’s engagement and observed actions over two
semesters for an oral training course. Each semester, the researcher used a different set of
quiz-taking rules. For the autumn semester, students were immediately shown a score as
well as the incorrect answers. Then, the students could go back into the quiz, revise the
incorrect answers and resubmit. In the spring semester, this condition was changed, and
students would only be allowed one attempt. Then, after the class finished, the score was
revealed along with all answers.

4. Observations of Students’ Behavior and Engagement

The following section discusses several issues surrounding each approach for online
quizzes. For both semesters, it was observed that very few, if any students prepared
by previewing the instructed content before class, despite instructions being provided
numerous times including at the start of the semester, as well as closing the previous
week’s class.

4.1. Autumn Semester

The strategy for implementing this set of online quiz rules was to allow students to
see the areas from the day’s learning activities from the course textbook that they did not
fully understand, allow them to search for and then revise their answers, then resubmit and
hopefully see their improvement. The number of retries was unlimited and the quiz would
close at the end of the class day. However, after a few weeks, the students quickly adopted
their quiz-taking strategies. Rather than reviewing the book’s information, the students
would immediately attempt the quiz by guessing all of the answers. For the single-answer
multiple-choice questions, the students would see which answers were incorrect. Then, they
went back into the quiz and randomly guessed another answer before submitting again.
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For the more-than-one-answer multiple-choice questions, it was observed that several
students selected all choices. Thus, the online automatic marking function was deceived
because all the correct answers were selected whilst not checking that all incorrect answers
were not selected. Another approach that students adopted was for one of the smarter
students to correctly guess all answers and then share the answers via an instant message
app with the class. By the end of the semester, the students, unfortunately, appeared to
have completed the quizzes by brute force rather than engaging and learning from the
course textbook’s content.

4.2. Spring Semester

The strategy for implementing this set of online quizzes was aimed to address the
issues from the autumn semester while hoping to achieve the learning objectives. In the
autumn semester, the first problem mentioned was that students were not engaging with
the course textbook’s content before attempting the online quiz. The class instruction
changed to allocate time for the students to listen to the audio, write their answers in their
book, and randomly call students to discuss their answers in front of the class, then the
quiz was opened up with only one attempt allowed. The consequences of this approach
were that students had to follow the instructor’s pace and those students who were not
called to speak could passively wait for the answers. From the autumn semester, the
second problem mentioned regarding more-than-one answer multiple choice questions
was manually reviewed, and if students selected all answers, then their respective scores
would be altered to zero and feedback was provided not to do this again. The consequences
of this were the loss of the auto-marking benefits, as well as more review work needed.
From the autumn semester, the third problem mentioned about students sharing answers
appeared. This was addressed by creating a class discussion about the content and online
quiz questions before students were instructed to take them. Thus, it was hoped that it
would negate the need for students to share answers via instant messaging apps.

4.3. Reflection on Setting the Rules around Online Quizzes

Over these two semesters, two different approaches were taken to administering online
quizzes, and as a result, it affected the underlying teaching approach. It is worth noting
that very few students, if any, did not preview before class. Hence, strictly adhering to the
flipped classroom approach had to be adapted to be more like a blended learning approach.
Furthermore, the intended benefits of using online quizzes to foster student-centered
learning seemed to be lost, as well as the potential for deeper learning achievements.

One of the main goals of using online quizzes was to allow timely and specific feedback
to each student about their understanding of the day’s topic. This served two goals. Firstly,
an opportunity was provided for students to delve deeper into the course textbook’s
content and seek the answers to the points where they need improvement. The successful
completion of the online quiz was intended to show that the student understood the
prerequisite information and would be able to build on this to develop his/her own well-
thought-out opinions. Secondly, the successful completion of the online quizzes was to
encourage to move onto deeper meaning activities that use higher-order cognitive thinking,
thus building up a conversation in a more meaningful and intelligent manner, using
relevant points and critical thinking.

However, the students’ alternative approach to taking online quizzes resulted that
the intended path to the learning objectives was not followed. The original instructional
approach intended to be beneficial became a faint idealism. The first concern with the
alternative approach was that more time was needed at the start of class to spend on
discussing the book’s activities before the online quizzes could be completed. This resulted
in less time that could be spent on critical thinking activities, which was the original
intended use of class time. The second concern with the alternative approach was the
benefits of student-centered learning, which included that students could use their preferred
learning style, go at their own pace, and choose the order they complete the book’s activities
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that have been lost. Therefore, the best-laid plans fell apart by underestimating the students’
desire not to follow them.

5. Strategies to Setup Online Quizzes

Upon reflection on the students’ online quiz-taking strategies, a more comprehensive
philosophy needs to be thought out. One strategy to make online quizzes more effective
is to impose time limits [13,14]. Clay [12] offered some suggestions based on the type of
questions being asked. It is recommended that for question types that are true or false
questions, students must be allowed 30 s for each question. For multiple-choice questions,
60 s were allowed for each. For short answer questions, students must be allowed 120 s
for each. Finally, students must be provided between five to ten minutes to review the
work. Ideally, these recommendations need to be adjusted based on the complexity and
knowledge level of the students.

The second strategy suggested is to randomly shuffle the answers within each ques-
tion [12,14]. Many online quiz-setting applications including Google Forms and Microsoft
Teams have this option to select. To take this one step further, several LMS applications
including TronClass and Moodle can create a unique quiz for each student by randomly
drawing questions from an established question bank [14,15]. Ideally with no two online
quizzes the same, it hopefully makes it more difficult for students to share answers and
forces them to seek answers from their knowledge and learning.

The third strategy is to foster a more positive attitude in students about taking the
quizzes. Faculty Focus [16] is a collection of short articles on strategies to make online
quizzes more enjoyable, engaging, and beneficial. Some of the strategies include allowing
collaboration between students while completing the quiz, using different formats of
questions, renaming quizzes to extra-credit exercises, and changing the times when students
take the online quiz, just to name a few. Therefore, possibly, a more important issue than
the pedagogical reasoning to implement online quizzes is the packaging and presentation
of them to encourage students to use them positively.

6. Conclusions

Although the literature has found many positive results of implementing a flipped
classroom pedagogy [9,17,18] and using online quizzes as one of its tools [19], this is the
tip of the iceberg for an instructor’s implementation plan. Managing students’ attitudes
towards online quizzes, creating a set of rules to minimize students’ divergence from
the learning objectives, and ensuring that the online quizzes are beneficial, must to be
considered to achieve effective results. The overall outcome requires instructors to be
watchful of students’ behavior and be vigilant with a set of strategies to keep students on
the desired learning path.
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Abstract: More artists have come to use computer processing to create works with amazing visual
effects. Rik Oostenbroek’s works, his creative style, and methods are studied in this research. Born on
25 May 1989, Rik Oostenbroek is a Netherlands-based illustrator and designer. He focuses on digital
art creation. His works are recreated by photography, including dynamic images and graphic design
with gorgeous colors and dynamic and fluent lines. Currently living in Hilversum, Rik Oostenbroek
is a self-taught Dutch freelance artist, designer, and art director working for many brands such as
Apple, Nike, Epson, and Viacom. Known for his dynamic forms and unique abstract shapes, Rik is
skilled in various design styles, including graphic design, typography, 3D graphics, art direction,
surreal/abstract illustration, and a mixture of photo manipulation and retouching. His pioneering
style is mainly based on the various patterns created by computers quickly and accurately, which
attracts many imitators to follow. As this type of visual style brings greater commercial benefits and
suits the visual collocation of various products, Rik’s style is of research value. By summarizing Rik’s
works and comparing them with others, this article demonstrates the creation process and method of
his work using computers and illustrates the limitations and challenges arising from those processes.
Blender 3.0, a third-party free software, is used in this demonstration.

Keywords: computer processing; Rik Oostenbroek; Blender; 3D graphics; visual effect

1. Introduction

Rik Oostenbroek has always worked as a freelancer for global brands, including Apple,
Mercedes Benz, AON, Adobe, HP, AT&T, Viacom, Nike, ESPN, Wacom, Swatch, BMW,
and so on [1]. Being famous for his dynamic gradient form, tons of energy, and sense of
speed, Rik has previously held various posts and became proficient in various design styles.
In addition to his enthusiasm for traditional photography and printing, he has also been
exploring new styles based on computer processing. By facing new challenges brought
by computer graphics, he expanded his vision. In this article, Rik’s works are reviewed
from two dimensions, including (1) the differences between the aesthetics of his works and
traditional creation and (2) creation methods. At the same time, his works of the same type
are recreated to display the creation process.

2. Background of Creation

According to Adobe Blog, the tireless artist, Rik, was born in 1989 and did not have
a creative background until he discovered Photoshop in 2006. After that, Rik focused on
jamming and coming up with abstract creations. Then, he decided on his passion and career
goals when he became a freelancer in 2009. He spent at least eight hours a day discovering
new things to maintain his colorful work and shape his skills, such as 3D, typography,
photo manipulation, and vector illustration [2]. As seen in many of his works, he was
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greatly influenced by the digital computer creation method. He could quickly complete
amazing visual effects using computer software and attracted a group of online followers
to imitate the same style.

3. Work Style

An important element in the visual form of Rik’s work style is generally called “gradi-
ent” performance, as shown in Figure 1. It uses color as the basis to show the aesthetics.
In nature, all colored lights are composed of three primary lights (red, green, and blue).
Among the well-known rainbow colors (including red, orange, yellow, green, blue, indigo,
and violet), red, green, and blue are the three primary colors of lights, but each color
presents gradations rather than clear boundaries, which is the basic principle of gradational
color expression.

 
Figure 1. Rik Oostenbroek often uses Silent Wave as his work’s title and the gradient streamline’s
expression. Source: Created by Rik Oostenbroek (2022) https://rikoostenbroek.com/wallpaper-of-
the-month (accessed on 23 September 2022).

Owing to the integration of gradient performance in various themes, Rik’s works are
beloved by customers and audiences. However, many imitators are trying to copy his style.
The reason is that this type of work creates a large market, and it is not difficult to make as
long as you master the characteristics of the software.

3.1. Multicolor and Organic Form

A lot of abstract expressions are mixed with realism in Rik’s portfolio. Most of his
works are colorful and organic. The organic shape mainly shows irregular and asymmetric
objects with a certain radian on the edge. By discarding geometric and sharp expression
forms, his works represent a sense of speed and vitality in a circular form of expression,
as shown in Figure 2. According to Rik, his works are based on his experience of nature
and his dislike of being constrained. That is why he changed from a company employee to
a freelancer, which brought him greater flexibility and freedom in his creation. He tried to
soak in every single experience he faced in life. It could be a simple sunset or a nice trip
abroad. Overall, he said he just got inspired by things he found beautiful. Music influences
his work a lot as well [2].
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Figure 2. LYRS Rik fully grasped computer technology to show colorful gradient performance and
smooth and irregular shapes. Source: Created by Rik Oostenbroek https://rikoostenbroek.com/lyrs,
(accessed on 23 September 2022).

3.2. Limitations of Forms and Easiness to Imitate
3.2.1. Style of Rik Oostenbroek

Curved circles and rainbowlike ribbons were adopted in Rik’s works to distribute on
the screen, and the audience moves their eyes in the direction of the ribbons they appreciate.
Rik called the series of works Arcus, and he said it took him about five years at different
stages of his creative career. This series can be said to be the beginning of his success and
popularity, laying a foundation for his success as a freelancer. It also encourages many
young artists to learn from him and start pursuing their creative careers. Although the
Arcus series is colorful and bright, it can also deliver a visual sense of motion. It brings
a more intuitive feeling to artistic creation, and people focus more on the shape than the
content, which is also a frequent problem in abstract painting. Rik claimed that he has
been suffering from severe depression since he was 13 years old and has struggled with it,
experiencing extreme ups and downs. He needed help finding the balance. However, while
making the Arcus series, he gradually found a way to accept depression. From the original
fight to find his uniqueness from the creation, he could accept the unique characteristics of
depression, no matter how bad the situation was [1].

As revealed by the Arcus series, it is difficult for the audience to distinguish the
differences between works with the change of mood. People may express their moods and
relieve pressure from the process of artistic creation. At the same time, the visual effects of
the final products also bring a pleasant and positive feeling. According to Rik’s description,
when everyone recognized the finished products and the creation process, he felt great
encouragement and confidence. It can be said that the Arcus series has laid the foundation
for his unique style in the future.

3.2.2. Connotations of Work to Avoid Imitation

As this series of works is easy to copy, Rik believed there is also a disadvantage to
building things people like. Many imitators began to appear. However, Rik viewed these
imitations from a more positive perspective. His style often inspires a new generation of
creators, and some great Youtubers creatively produced a tutorial on how to make the
“Oostenbroek” style.

The Arcus style is easy to imitate due to several factors. First, there is a limitation of the
software. Several kinds of software can be used to make similar works, and the principle
of 3D production is the same. If no new expression program languages can be developed,
everyone uses existing expression production methods to make similar products. Figure 3
shows the author of this paper using the same technology to create a virtual 3D model.
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Figure 3. Endless Cycle is a virtual 3D model created by the author of this paper using the same
technology and different software.

Secondly, the abstract form has no connotation, and the appearance is easy to be
imitated. Those with high requirements for creative technology and realistic form are
naturally difficult to imitate. The only way to avoid the imitation of Arcus is to focus on
the aesthetics of the shape. At the same time, specific images can be combined with the
work to improve the connotations, making the audience feel the emotional resonance in
addition to visual stimulation, which cannot be achieved by simple external imitation.

4. Demonstration of Creation Process

As this type of work is made by 3D software, the 3D production process must be
strictly followed, from building models, selecting materials and maps, setting animation,
camera adjustment, and lighting design, to the final output. Targeting the production
process of Rik’s Arcus series, how this series is made is revealed in this article.

The circular ring structure is the most important thing for this type of work. The 3D
topological modeling function generates the model with the head and tail connected, and
then the 3D software is employed to form the procedural map. Finally, the camera is used to
capture the complete visual angle of the modeling and render it. The details are as follows.

4.1. Phase One: Topological Modeling

Topology is the study of the invariable properties of specific objects under a specific
transformation, called continuous mapping. Mobius bands and clover knots belong to the
application of topological modeling. A cup can be transformed into a doughnut after being
pulled, deformed, or shrunk. This process is called continuous deformation, as the cup
and the doughnut are homeomorphic [3], as shown in Figure 4. A Mobius band is one of
the shapes commonly used by sculptors, and 3D software imitates these shapes to show
an endless cycle of visual experience. Make Pictures full of feelings of flow and speed. It is
not easy to let the vision stay in fixed places on pictures.

First, the 3D software TopMod 2.5 is applied to create the Mobius band (Möbiusband
in German), a surface with only one side (surface) and one boundary, as shown in Figure 5.
It was discovered independently by the German mathematicians August Ferdinand Möbius
and Johann Benedict Listing as an important topological structure. We can only draw on
one side if we draw a whole circle along the band on its outside or inside. A common
circle can be replaced with the Mobius band due to the rotating visual effect brought by the
Mobius band, which is more tensile than that of the general circle.
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Figure 4. A bottle and a doughnut are the same in topology. Source: National Taiwan Science Education
Center, CASE Journal, https://case.ntu.edu.tw/blog/?p=20714, (accessed on 10 September 2022).

 
Figure 5. Create and build a Mobius band, demonstrated by the author.

After the completion of creation, the Blender software is used to modify the shape of
the objects and determine the right angle of the camera position.

4.2. Phase Two: Procedural Texture

Every 3D special effect software has its own way of producing special visual effects on
the surface of products, including the material and textures of objects. Except for using the
setting on the Material Panel to establish materials, it creates new visual effects by cabling
basic and other materials on a group of nodes after the completion of the modeling. Each
node performs operations on materials to form a grid distribution, as shown in Figure 6.
One node can be transferred to several nodes, or several nodes can transfer to the next
node. In this way, a complicated material appearance can be realized.

 
Figure 6. Nodes of E-Generation work, provided by the author.

4.2.1. Texture Node

The node makes it easier to operate textures or materials. With better control, more
complex and wonderful materials can be created. When creating a node system, various
data processing pipelines are described in which data “originate from” nodes of various
sources and “flow through” nodes to represent different processing and filtering stages.
Finally, “flow-in” indicates the output or node of the destination. Nodes can be connected
in various ways, and their “attributes” or “parameters” can be adjusted to control the
behavior of each node. Hence, a free combination of special effects of different materials
can be generated. The operation becomes intuitive, roughly dividing the nodes into colored
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and textured nodes. With these functions, the three-dimensional surface effect of objects
becomes more realistic. Generally, the characteristics can be divided into physical and
color texture characteristics. The use of nodes facilitates the application effect of procedural
texture and improves visual effects. As the operation of traditional software uses single
input, the design of nodes breaks this limitation, greatly enhancing the convenience and
intuition of vision and operation.

4.2.2. Procedural Texture

The texture is a way of adding details by projecting images and patterns onto the
surface. The images and patterns of projections can affect not only color but also specular
reflection, transparency, and even forged 3D depth. Typically, images and patterns are
projected during rendering, but texture mapping can also be applied in sculpture, painting,
and deformed objects. A procedural texture is defined mathematically. It can produce
a fairly stereo visual effect on the plane through computer operation, as shown in Figure 7.
Compared with traditional texture mapping, procedural texture saves a lot of time. Usu-
ally, when mapping, the computer automatically combines different textures. Therefore,
a few layers can be combined to produce special effects in procedural texture. However,
performance limitations and random uncertainties exist in some operations, which require
more tests and adjustments.

 
Figure 7. Procedural texture effect of E-Generation work, provided by the author.

Similar effects can also be produced without using procedural textures. However, it is
necessary to have relevant shapes when making models. Limited by the changes in shapes,
it takes work to form diversified changes. Moreover, it takes considerable time to make
relevant shapes. Figure 8 shows traditional modeling used to create a similar effect. From the
picture, the slight differences between the two different production methods are observed.

 

Figure 8. Traditional modeling used to produce similar effects, as demonstrated by the author.
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4.3. Phase Three: Camera Position Adjustment and Lighting Design

By imitating all the functions and operation methods of real cameras, Blender Camera
expands the usage of cameras. To achieve virtual 3D composite effects, VR, or 360◦
surround effects, Blender’s photography can create a variety of visual possibilities that are
not available in traditional photography. This article only demonstrates how to achieve
relevant photography functions by targeting the visual effects of the Arcus series. Figure 9
shows how the Blender camera imitates the operation of a real camera.

 
Figure 9. The Blender camera imitates operation of a real camera.

4.3.1. Camera Manipulation

Although Rik’s works include dynamic films and graphic pictures, most of the Arcus
series is planar. The lighting design and the camera angle adjustment follow the completion
of procedural texture. For example, most Arcus-like products are generated by procedural
mapping. Procedural mapping produces a three-dimensional effect of the plane, which
cannot be fully mastered at the beginning. With subtle changes in the light, the three-
dimensional light and shadow of the body change.

Moreover, the parameters of procedural texture are slightly adjusted to show colors.
Thus, such works do not start from clear designs. Instead, they can only head towards the
broad lines of body and dynamic directions. When the procedural mapping is finished, the
final output can be delivered by selecting the perfect angle of the camera.

In all 3D software, a perspective window shows concrete and detailed operations.
After modeling and procedural mapping are completed, the most appropriate position is
found by relying on the rotation and shifting functions of the perspective windows. At this
moment, similar to the camera’s viewing window, a perspective window helps determine
the most appropriate angle. It is different from the general operation to fine-tune and find
the perfect angle with a real camera. To see the results of the final products of this camera,
it must be matched with that of a perspective camera to ensure those angles are the same.

4.3.2. Lighting Design

The stereoscopic sense of most important objects is based on lights. Here, 3D lights
can produce important visual effects. At the same time, the direction generated by the light
source makes the picture look oriented and uniform. Blender software provides four light
sources: point light, sunlight, spotlight, and regional light. Most of these works use the
regional light design to make the light fall evenly on the object to illuminate every part.
As shown in Figure 10, four light sources are set up to distribute the light evenly. The
primary light source slants down from the top right, and a large area of refraction lies above
the overall atmosphere and three-dimensional feeling. The other two regional lights are
auxiliary light sources to make the body look more stereoscopic. Although the primary and
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secondary light sources can be distinguished, the overall light irradiation is symmetrical. It
is worth noting that the shadow generated by light changes with the adjustment of light
angle and distance, and the area of shadow should be in harmony with the picture as it
will also be the focus.

 
Figure 10. E-Generation set up four light sources to make the light spread evenly.

4.4. Output

Realistic visual effects are created by fully grasping the software and practicing.
Several effects cannot be easily shot, so you may need to rely on computers. In addition,
computers cannot achieve special effects at once. Instead, they must be tried and corrected
constantly to achieve the perfect effect. After the test and adjustment, the most appropriate
visual effect is selected with the light shading and camera angle adjustment. These are the
details that must be paid attention to. Each step of production deserves repeated inspection.
In particular, the pictures in the production process must be rendered first. View the
pictures one by one and modify them gradually before you output the film to ensure the
quality. Therefore, the operation is time-consuming. An effect is created consistently with
Rik Oostenbroek’s Arcus series using the method proposed in this article. With the help
of computers, pictures that are difficult to be shot are created, such as the E-Generation
(Figure 11), which shows the flowing clouds and endless visual effects.

 

Figure 11. E-Generation creates a virtual spoondrift effect similar to the real one using the method
proposed in this article.
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5. Conclusions

In the future, computer special effects will bring huge commercial benefits as they
fulfill various requirements that cannot be achieved by photographs. The popularization
of special effect production will also be significant. The works of Rik Oostenbroek are
simultaneously welcomed and imitated by everyone to bring new business opportunities.
Although the technology of special effects production is limitedly revealed, personal
computers can also make amazing effects. It has become a trend to create innovative effects
using computers, which may gradually become a production method to greatly improve
the visual effects of images. For the production company or individuals, the most important
things are to cultivate a sense of aesthetics, generate more experience, and operate the
software well to improve the quality of work.
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Abstract: How to use social media to publicize policies is one of the most critical topics for local
governments to operate social networking. Thus, this study is carried out to analyze the relationship
between post-presenting and visual design taking the Facebook fan page of the Construction Office
of Taitung County Government as an example and using big data technology. The results show that
the promotion effect of images and text is higher than that of videos, reposted news, and shared posts.
Moreover, the type of image and text is more attention with the position with more than 100 words,
and there is no significant difference in the promotion effect of text layout, hashtags, and image forms
(graphics or photos). The results of this study provide a reference for future government management
of social media, reducing the waste of human resources and ineffective costs.

Keywords: policy promotion; social media; communication; visual design; big data; social networking

1. Introduction

The government has gradually changed from sovereignty to interactivity in its policy
promotion. Social media is an excellent communication network between the government
and the public. Facebook is still the most widely used social platform in Taiwan in 2022,
and its market share is still as high as 60% [1]. Through its algorithm and big data design,
it is easier to induce users to participate in communication between social networks. The
use of interactive functions can strengthen public participation in policy communication
and improve the mechanism of citizen participation [2]. For the government, using social
media to improve policy recognition is essential [3]. The primary purpose of this study is
to enable the government to effectively promote policies on social networks and make their
audiences receive information more effectively. In the past, researchers mainly summarized
and analyzed the content of posts on Facebook fan pages. According to the user experience
theory, visual perception during the process is found to affect their experience [4]. With
the development of information technology (ICT), social media has become the most
popular communication channel and formed a unique communication logic different from
traditional media. Social media is challenging to define media ecology. In particular, the
increasing diversity of built-in social media services makes social media ecology research
pertinent. Thus, research on the social ecology of social media has received more attention.
Therefore, we selected the “Taitung Construction” Facebook fan page operated by the
Taitung County Government in 2015 as the research target of this study.
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2. Literature Review

2.1. Digitalization of Government Information

The government has undergone a digital transformation in response to the advent of
the information age. Through the effective management of social media, the government
can improve the transparency of government implementation of government affairs, and
the open online world can make people more willing to express their opinions [5,6]. At the
same time, it also breaks the traditional limitations of space and time and promotes the
public’s enthusiasm to attend to civic issues [2]. Social media is a type of self-media that
allows the government to publish information without considering the political stance of
other media. The public can directly and openly express their opinions to the government,
forming a more effective two-way communication [7]. In recent years, the government has
gradually achieved results in the operation of social media. At the same time, they also
face the following problems: they do not understand the audience’s preferences, resulting
in the low promotion of information, spending much money to hire Internet celebrities
to promote policies, but they cannot effectively increase the public’s recognition of the
policy [8], with a lack of human resources to maintain social media, resulting in information
omission or multiple people operating social media, making the overall message-style
different [9]. These need to be overcome in future policy promotion.

2.2. Related Research on Facebook Fan Pages

Since Facebook opened the fan page function, research exploring its interaction mode
has been presented one after another. In the early days of little advertising and few fake
accounts, the posting location of the message and the comment’s content greatly impacted
the post impressions [10]. According to research results in recent years, the content, time,
and medium of posts of several types of Facebook fan pages affect post impressions. On
Facebook fan pages with English teaching, the pictures in warm colors and the posts posted
on working days have higher promotion benefits [11]. Facebook fan pages on commercial
brands show that the text content of posts (incentive marketing, brand characteristics, and
message vividness) significantly affect the user’s interactive behavior. At the same time,
the posting time and the post impressions have no significant impact on the interactive
behavior [12]. For Facebook fan pages run by the government, the posts’ image quality,
clarity, and entertainment can significantly affect the degree of policy recognition and
support [3]. According to the post’s content, entertainment messages and clarification
messages have a significant positive impact on fan interaction. Livelihood messages have
a significant positive impact on the number of likes and shares, and overall, the post’s
content trumps the medium [13].

2.3. Research on Visual Design and User Experience

Through the above analysis, the user’s feelings are the main factors affecting the
interaction of fans. Cognition and emotion have an impact on human thinking. Aesthetic
and pleasant things improve efficiency [4]. The typesetting of design posts is used to
provide users with aesthetic needs and satisfy their visceral level. Then, the designer needs
to consider the behavioral level of the user’s operational experience and allow users to
enter a reflective level [14], thereby increasing the user engagement of Facebook fan pages.
User experience is a perceptual process that results from repeated tests and adds rational
information to emotional appeals [15]. Increasing cognitive ease of use, emotional interest,
and emotional attachment can enhance the user’s sense of identity [16]. Therefore, Facebook
fan pages operated by the government must not divide information types by business but
consider audience types, use information visualization to enhance user’s memory, and
effectively link policy issues to make two-way communication more complete [17].

3. Research I: Post-Presenting and Promotion Effect

We take the “Taitung Construction” Facebook fan page operated by the Taitung County
Government as the research object. It is explored whether different post-presentation
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methods affect the effect of policy promotion. The number of Facebook fan page fans
was about 7400. About 42.4% of fans set their residence as Taitung County; male users
accounted for 51.3%; female users accounted for 48.7%; the majority of users were age 35 to
44 years old, and this fan page did not purchase advertisements.

3.1. Research Methods

We set the research period from January to September 2022. It published 163 posts, an
average of 18 posts per month, including 97 policy advocacy posts, 40 policy achievements,
18 related announcements, and 8 relay messages. Posts on the fan page were grouped into
five types: video, image and text, reposted Facebook posts, reposted news, and reposted
YouTube news according to the presentation. Among them, the number of “repost YouTube
news” accounted for 58.9% of all posts. However, its promotion data were relatively low
compared to other types. This implied that the policy promotion effect of the fan page was
not satisfactory. Therefore, we set the post-presentation as an independent variable, set the
promotion data of the backend system of the meta business suite as a dependent variable,
and conducted an Analysis of Variance by SPSS.

3.2. Research Results
3.2.1. Descriptive Statistics

According to the descriptive statistics (Table 1), the fan page released 7 videos, 22 im-
ages and text, 8 reposted Facebook posts, 30 reposted news, and 96 reposted YouTube
news. The presentation of “image and text” obtained the highest promotion benefits [11],
followed by “reposted Facebook posts.” There was little difference in the post impressions
for videos, reposted news, and YouTube news.

Table 1. Descriptive statistics of Research 1.

Post-Presenting
Post Impressions

Mean N Std. Deviation

Image and text 1945.32 22 1707.784
Videos 592.71 7 181.767

Repost news 581.20 30 290.102
Repost Facebook posts 1056.25 8 528.603
Repost YouTube news 616.61 96 282.803

Total 809.98 163 815.637

3.2.2. Research Analysis and Results

The hypothesis of this study is “post-presenting affects the post impressions on the fan
page,” and the results of the Analysis of Variance are shown in Table 2. The research results
show significant differences in the influence of post-presentation methods on the post
impressions, F(4,158) = 18.47, p < 0.001. Further analysis showed that the post impressions
of “image and text” (M = 1945.32, SD = 1707.784) were higher than “repost Facebook posts”
(M = 1056.25, SD = 528.603), “repost YouTube news” (M = 616.61, SD = 282.803), “videos”
(M = 592.71, SD = 181.767), and “repost news” (M = 581.20, SD = 290.102), so overall, the
hypothesis is supported.

Table 2. ANOVA result of Research 1.

Post-Presenting
ANOVA

Sum of Squares Do Mean Square F Sig.

Between Groups 34,333,129.704 4 8,583,282.426 18.466 <0.01
Within Groups 73,439,689.241 158 464,808.160

Total 107,772,818.945 162
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3.2.3. Other Research Findings

According to the presentation method of posts stipulated by Facebook, “image and
text” and “repost Facebook posts” are text on top of multiple pictures, and “videos” are
played in real time. The layout of “reposted news” and “reposted YouTube news” is
presented in a single full-page static image. The interactive interface affects the user’s
preference [4], so we analyze the impact of visual design on the promotion effect for highly
interactive posts.

4. Research II: Visual Design on Promotion Effect

The focus of this study is to summarize the post-editing model with a high promotion
effect and low cost for the government. Since the “Taitung Construction” fan page does not
have a single administrator, the editing habits are also different.

4.1. Research Methods

In this study, from the original 163 posts, excluding the posts with low interaction,
37 posts were screened out. The factors affecting the user’s visual design were used as inde-
pendent variables, and the promotion data of the backend system of the meta business suite
were used as a dependent variable. The independent variables were divided into four cate-
gories: number of words (less than 100 words, more than 100 words), typesetting (one line
per sentence, no line break), #Hashtag (used, not used), and central visual design (photos,
post-production images), and an Independent Sample t-test by SPSS was conducted.

4.2. Research Results
4.2.1. Descriptive Statistics

According to the descriptive statistics (Table 3), the fan page had no apparent prefer-
ence and unique style in the number of posted characters, typesetting, #Hashtag, and the
central visual design, verifying that the fan page mentioned in the preceding paragraph is
not a single administrator. According to the average post impressions, the post impressions
with more than 100 words, no line breaks, the use of #Hashtag, and photos are better than
the average. To check whether the above operating factors significantly impact the post
impressions, an Independent Sample t-test was performed.

Table 3. Descriptive Statistics of Research II.

Independent
Variables

Operating Factors Number of Psst
Average Post
Impressions

Std.
Deviation

Number of words
Less than 100 words 10 752.40 359.37
More than 100 words 27 1773.04 1597.32

Typesetting One line per sentence 23 1391.87 1230.95
No line break 14 1670.21 1777.89

#Hashtag Used 13 1746.77 1449.30
Not used 24 1362.00 1454.36

Central visual
design

Photos 18 1869.89 1570.82
Post-production images 19 1144.11 1253.55

Total 37 1497.19

4.2.2. Research Analysis and Results

There are four research hypotheses in this study. Hypothesis 1: “The number of words
posted will affect the promotion effect, and the post impressions with more than 100 words
is higher than the other”; Hypothesis 2: “The type of typesetting will affect the promotion
effect, and the post impressions without line breaks is higher than the other”; Hypothesis 3:
“#Hashtag will affect the promotion effect, and the post impressions with using #Hashtag is
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higher than the other”; Hypothesis 4: “The central visual design will affect the promotion
effect, and the post impressions presented by photos is higher than the other.”

The independent sample t-test results are shown in Table 4. The research results show
that the number of posted words significantly differs in the post impressions, F = 4.402,
p = 0.043, t = −3.114, df = 31.873, p-value = 0.004. Further analysis shows that the number
of words is more than 100 words (M = 1773.04, SD = 1597.321), and the post impressions
are higher than 100 words or less (M = 752.40, SD = 359.371), so Hypothesis 1 is supported.
The research results of Hypothesis 2 (t = −0.515, p-value = 0.612), Hypothesis 3 (t = 0.769,
p-value = 0.447), and Hypothesis 4 (t = 1.558, p-value = 0.128) show that they cannot reject
the null hypothesis. #Hashtag, typesetting, and central visual design have no significant
difference in the impact of the post impressions.

Table 4. T-Test results of Hypothesis 1−4.

Post-Presenting

Post Impressions T-Test for Equality of Means

F Sig. T Df
Sig.

(2-Tailed)

Hypothesis 1

Equal variances assumed 4.402 0.043 * −1.985 35 0.055
Equal variances not assumed −3.114 31.873 0.004

Hypothesis 2

Equal variances assumed 0.044 0.836 −0.563 35 0.577
Equal variances not assumed −0.515 20.654 0.612

Hypothesis 3

Equal variances assumed 0.680 0.415 0.769 35 0.447
Equal variances not assumed 0.770 24.810 0.449

Hypothesis 4

Equal variances assumed 0.297 0.589 1.558 35 0.128
Equal variances not assumed 1.548 32.521 0.131

4.3. Other Research Findings

A hashtag is a function similar to tag sharing. In addition to turning the text blue, it
increases the attention between the posts. Generally speaking, proper use can increase post
impressions, and it has always been a function advocated by marketing units. It is found
in this study that using this function has no significant effect on promoting the “Taitung
Construction” Facebook Fan Page. It is speculated that the hashtag used on the fan page
is of low generality or the hashtag is only used to distinguish between fonts and colors,
which makes it impossible to link to popular keywords, so it cannot significantly increase
the post impressions.

5. Conclusions

This study aims to explore the impact of visual design on community interaction and
to analyze whether the different post-presenting significantly differ in their promotion
effect. In the past, most research focused on the cognitive division of the post’s content but
did not discuss it according to the type of posting. Therefore, with post-presentation for
statistical analysis, we verified that posts with images and texts are more likely to arouse
users’ interest.

Usually, the government does not have enough professional human resources to
operate fan pages. It is common for different business units to operate a fan page jointly.
According to the business distribution of the government, if there are projects beyond
professional such as producing films, posters, and dummies, extra expenses are usually
entrusted to external agencies for execution. However, through this research, we found that
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the way of video and post-graphics does not have a significant impact on users. Instead,
the number of texts in the post positively impacts the policy promotion effect.

To save the cost and time of the government, the study result needs to be used as a
reference. For the content of future policy promotion posts, clearer texts must be used to
inform the public of relevant information, and it does not require gorgeous typesetting
and design. Clear information text with photos is the best business strategy for this
research subject.

The limitation of this study is that the research object is the construction unit of the
local government agency, and the hypotheses are only four. After statistical analysis, only
the first hypothesis is supported. The preliminary inference is that the user group of the fan
page is primarily middle-aged. Therefore, it belongs to the online communication mode
that young people are used to including the typesetting method of one sentence per line,
the use of #Hashtag, and the presentation method of memes which have no significant
impact on the audience of the fan page. By summarizing the above factors of visual design
and policy promotion, it is possible to establish a standard post-editing process for the
government to operate the fan profession to avoid problems such as information gaps
during the subsequent handover of business personnel.

Author Contributions: Conceptualization, T.W.; methodology, T.W.; validation, T.W.; formal analysis,
T.W.; investigation, T.W.; resources, T.W. and T.W.; writing—original draft preparation, T.W. and
T.W.; writing—review and editing, T.W.; visualization, T.W.; supervision, Y.-M.S. and D.-C.C.; project
administration, T.W. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: No new data were created.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Taiwan Network Information Center. 2022 Taiwan Internet Report; Taiwan Network Information Center: Taipei, Taiwan, 2022.
2. Hsu, Y.-C. Public Usage of Government Social Media Websites: The Case of Taiwan Tourism Bureau’s Facebook Fan Page; National Chung

Hsing University: Taichung, Taiwan, 2013.
3. Chen, Y.-H.; Hsieh, H.-P. The Key Factors of Enhancing Governments’ Policy Support through Social Media. NTUA GCA 2021,

2021, 44–55.
4. Ma, J.; Chen, C.-C. Examination The Relationship between Emotional Change and Functional Animation. J. Design. 2019, 24, 1–16.
5. Bonsón, E.; Torres, L.; Royo, S.; Flores, F. Local e-government 2.0: Social media and corporate transparency in municipalities. Gov.

Inf. Q. 2012, 29, 123–132. [CrossRef]
6. Guillamón, M.-D.; Ríos, A.-M.; Gesuele, B.; Metallo, C. Factors influencing social media use in local governments: The case of

Italy and Spain. Gov. Inf. Q. 2016, 33, 460–471. [CrossRef]
7. Gilfoil, D.M.; Aukers, S.M.; Jobs, C.G. Developing and Implementing a Social Media Program While Optimizing Return on

Investment—An MBA Program Case Study. Am. J. Bus. Educ. (AJBE) 2014, 8, 31–48. [CrossRef]
8. Lin, M.-Y. The Research on the Influence of Influencers’ Political Endorsement and Policy Marketing Effect: Using Internet Public

Opinion Big Data to Analyze Its Impact on Social Media. Master’s Thesis, Department of Public Administration and Policy,
National Taipei University, New Taipei City, Taiwan, 2021. Available online: https://hdl.handle.net/11296/834k8b (accessed on
8 November 2022).

9. Yeh, M.-K. Research on the Use of Social Media in Policy Marketing and Public Consultation by Chinese Civil Servants—Using the
Technology Acceptance Model as an Application. Master’s Thesis, Department of Administration and Policy, Tunghai University,
Taichung, Taiwan, 2017. Available online: https://hdl.handle.net/11296/w49yc6 (accessed on 8 November 2022).

10. De Vries, L.; Gensler, S.; Leeflang, P.S.H. Popularity of Brand Posts on Brand Fan Pages: An Investigation of the Effects of Social
Media Marketing. J. Interact. Mark. 2012, 26, 83–91. [CrossRef]

11. Hu, S.-J. A Facebook Fanpage Effectiveness Study-the Case of “hopenglish”. Master’s Thesis, Institute of Political Science,
National Taiwan University, Taipei, Taiwan, 2016.

12. Chen, L.-C. A Study on Fan Page Posting Stratege—A Case of Uniqlo Taiwan. Master’s Thesis, Department of Business and
Management, National United University, Miaoli County, Taiwan, 2018. Available online: https://hdl.handle.net/11296/xn28je
(accessed on 8 November 2022).

154



Eng. Proc. 2023, 38, 23

13. Lu, C.-W. A Study on Social Media Strategy of Financial and Economic Affairs: A Case of Ministry of Finance. Master’s Thesis,
Department of Agriculture Economics, National Taiwan University, Taipei, Taiwan, 2020.

14. Norman, D.A. Emotional design: Why We Love (or Hate) Everyday Things; Civitas Books: New York, NY, USA, 2004.
15. Chen, H.-C. Green Innovation Design Model of Kansei Engineering. Ph.D Thesis, Graduate School of Design, Doctoral Program,

National Yunlin University of Science and Technology, Yunlin, Taiwan, 2016. Available online: https://hdl.handle.net/11296/k3
8qk9 (accessed on 8 November 2022).

16. Tsai, C.-H. A Behavioral Model of Users’ Usage of Social Network Website—The Viewpoints of Cognition, Affect, and Behavior.
Master’s Thesis, Department of Business Administration, National Chiayi University, Chiayi, Taiwan, 2014.

17. Hung, Y.-F. Information Design in the Internet Media Era, New Trends in Government Performance Communication. Taiwan
Econ. Res. Mon. 2021, 44, 39–46. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

155



Citation: Tao, K.-C.; Hsu, C.-Y.; Yang,

J.-J.; Ke, M.-F.; Chiang, C.-H.

Exploring Use Behavior of

Self-Service Ordering at Restaurants

with Application Unified Theory of

Acceptance and Use of Technology

Model. Eng. Proc. 2023, 38, 26.

https://doi.org/10.3390/

engproc2023038026

Academic Editors: Teen-Hang Meen,

Hsin-Hung Lin and Cheng-Fu Yang

Published: 25 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Exploring Use Behavior of Self-Service Ordering at Restaurants
with Application Unified Theory of Acceptance and Use of
Technology Model †

Kuan-Chuan Tao 1, Chi-Yueh Hsu 1,*, Jen-Jen Yang 2,*, Ming-Fu Ke 1 and Chia-Hsuan Chiang 1

1 Department of Leisure Service Management, Chaoyang University of Technology, Taichung 412, Taiwan;
willytao0218@cyut.edu.tw (K.-C.T.); obvious10226878@gmail.com (M.-F.K.); jannies0920@gmail.com (C.-H.C.)

2 Department of Business Administration, Chaoyang University of Technology, Taichung 412, Taiwan
* Correspondence: cyhsu@gm.cyut.edu.tw (C.-Y.H.); jjyang@cyut.edu.tw (J.-J.Y.)
† Presented at the 3rd IEEE International Conference on Electronic Communications, Internet of Things and Big

Data Conference 2023, Taichung, Taiwan, 14–16 April 2023.

Abstract: In this study, UTAUT2 is used to explore the use behavior by consumers regarding a
self-ordering system. A total of 227 valid questionnaires were collected after being distributed
with an effective recovery rate of 90.8%. Confirmatory factor analysis and a structural equation
model were utilized via Smart PLS 2.0. The result shows that only several research hypotheses have
significant effects. Among the adjustment variables, age and habits have a significant impact on
user behavior. Experience and convenience conditions have a significant impact on use intention.
Experience and habit have a significant impact on use intention. The overall model fit is excellent
with high explanatory power. According to the research results, the public accepts self-service
ordering technology systems in restaurants. The higher the level of pleasure after use, the higher the
willingness to use the system in the future.

Keywords: self-service technology; UTAUT2; self-service ordering

1. Introduction

With the advance of science and technology and the changes in the consumption
pattern, technology has gradually been introduced into the workplace, and the mode of
operation of the catering industry has gradually been oriented towards customer self-
service in Taiwan. Operations through self-service technology (SST) can effectively reduce
investment costs and improve quality service [1]. Ho et al. [2] pointed out that introducing
self-service innovative technology provides customers with new services or transactions.
Self-ordering service has gradually been introduced in the catering industry in Taiwan,
and operating through SSTs allows customers to order foods and drinks from touch-screen
menus [3]. Restaurants can effectively reduce labor and investment costs, increase revenue,
and improve quality services [1,3]. Self-service technology is a service method in which the
operators know the consumers’ needs through SSTs, and consumers do not need to interact
with service staff or wait to access the service [3,4]. Operating SSTs by themselves reduces
waiting times. The industry has introduced self-service technology, which is increasingly
becoming a part of industry service.

SSTs refer to consumers interacting with the Internet or machines on their own without
interacting with service staff [5]. The factors for customers to use self-service technology
are ease of use, timesaving, convenience, privacy, correctness, improving order accuracy,
reliability, and fun to increase guest satisfaction [3,6,7]. The customer’s perceived authentic-
ity has impacted their behavior intentions [8]. The introduction of self-service innovation
technology has provided customers with new channels for service or transaction. For shy
customers, self-service technology can be used to avoid embarrassment through consumers’
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new service options [2]. According to Cisco [9], 61% of consumers worldwide are willing
to shop in self-service stores and 52% are willing to use self-service checkouts. Therefore,
this study was conducted to explore the operation of self-service technology equipment by
consumers in restaurants. In this study, self-service technology is defined as the replace-
ment of human interaction services by consumers through technology system equipment.
The UTAUT2 model is considered based on the consumer environment and is often used
in technology.

2. Methodology

We took the self-service technology users in restaurants as the research objects in
order to explore the behaviors of self-service users in restaurants through questionnaire
surveys. The research tool was based on the UTAUT2 proposed by Venkatesh et al. [10], and
dimension items were taken from Venkatesh et al. [10] for the creation of the questionnaire.
The questionnaire was tested online, and snowball sampling was used as a study method.
The period of time for the formal questionnaire test was from 6 April to 29 April 2019, and
305 copies were distributed in the form of network questions with 277 valid responses,
at a return rate of 90.8%. Smart PLS2.0 was used to analyze the results of the formal
questionnaires, including confirmatory factor analysis and structural equation model.

3. Result

The personal background variables of customers who used self-service ordering
technology in restaurants included gender, age, and experience. There were 101 males
(36.5%) and 176 females (63.5%) among the respondents. Out of 277 respondents, 14.4%
were under 20 years old, 45.8% were 21–30 years old, 14.4% were 31–40 years old, 16.6%
were 41–50 years old, and 8.7% were over 51 years old. A total of 23.1% had used self-
service ordering technology within the last month, 32.5% in the last one to six months,
10.8% in the last six months to a year, and 33.6% had last used it over one year ago.

Smart PLS 2.0 was used to verify the research framework and research hypothe-
ses, including the path coefficient and direct and indirect relationships. The significance
t-value > 1.96 was regarded as a critical value. Table 1 shows that hedonic motivation af-
fects use intention. Habit affects use intention and user behavior, while use intention affects
use behavior. The estimated impacts were 0.149, 0.596, 0.321, and 0.505 at a significant
p-value of <0.05.

Table 1. Path Coefficient of Dimensions.

Variable Paths Standardization Coefficient SE t-Value p-Value

Performance expectance→Use intention 0.027 0.041 0.646 0.519
Effort expectancy→Use intention −0.011 0.035 0.311 0.756
Social influence→Use intention −0.003 0.024 0.100 0.920

Facilitating conditions→Use intention 0.112 0.060 1.851 0.065
Facilitating conditions→Use behavior 0.047 0.039 1.189 0.235
Hedonic motivation→Use intention 0.149 0.050 2.925 0.004 *

Habit→Use intention 0.596 0.045 13.178 0.000 *
Habit→Use behavior 0.321 0.055 5.750 0.000 *

Use Intention→Use behavior 0.505 0.055 9.162 0.000 *

Note: * p < 0.05.

The t-value of each adjustment path > 1.96 is critical value, as shown as Table 2.
The age adjustment of habit to use behavior, the experience adjustment of facilitating
conditions to use intention, and the experience adjustment of habit to use intention reach
had a significant level p-value of <0.05, and the adjustment coefficients are 0.108, 0.159, and
−0.201, respectively. However, other adjustment paths were not significant.

The paths of this study are directly connected to the influence relationship. Among the
path influences of the adjustment variables and external variables, only hedonic motivation
and habit have positive effects on use intention. The coefficient values are 0.149 and 0.596

157



Eng. Proc. 2023, 38, 26

with indirect positive effects on user behavior with the coefficient values of 0.075 and 0.162.
In addition, use intention has a direct positive effect on user behavior, and the coefficient
values are 0.321 and 0.505. According to the results shown in Tables 2 and 3, the hypotheses
H6, H7, H8, H9, H13, H19, and H20 are supported, but the hypotheses H1, H2, H3, H4,
H5, H10, H11, H12, H14, H15, H16, H17, H18, H21, and H22 are not supported. The path
model diagram is shown in Figure 1.

Table 2. Path Coefficient of Adjustment Variables.

Adjustment Variables Adjustment Paths Standardization Coefficient SE t-Value p-Value

Gender

Facilitating conditions→Use intention 0.023 0.035 0.645 0.519
Hedonic motivation→Use intention 0.005 0.030 0.166 0.868

Habit→Use intention −0.065 0.041 1.589 0.113
Habit→Use behavior −0.028 0.028 1.019 0.309

Age

Facilitating conditions→Use intention −0.036 0.041 0.889 0.375
Hedonic motivation→Use intention 0.099 0.035 0.277 0.782

Habit→Use intention 0.061 0.050 1.257 0.210
Habit→Use behavior 0.108 0.042 2.552 0.011 *

Experience

Facilitating conditions→Use intention 0.159 0.065 2.464 0.014 *
Hedonic motivation→Use intention −0.020 0.032 0.617 0.538

Habit→Use intention −0.201 0.064 2.994 0.003 *
Habit→Use behavior −0.028 0.038 0.707 0.480

Use intention→Use behavior 0.024 0.033 0.684 0.495

Note: * p < 0.5.

Table 3. Direct Influence Between Various Dimensions.

Use Intention Use Behavior

Direct Indirect Direct Indirect Total Effect

Performance expectance -- -- --
Effort expectancy -- -- --
Social influence -- -- --

Facilitating conditions -- -- -- --
Hedonic motivation 0.149 0.075 0.075

Habit 0.596 0.321 0.162 0.321
Use Intention 0.505 0.505

R2 0.686 0.715

According to the results of Table 4, the GOF of the model in this study is 0.758, which
means that the model fits well [11]. The R2 of use intention and use behavior are 0.686 and
0.715, which means that the model has high explanatory power.

Table 4. Overall Model Fit.

AVE Composite Reliability R2 Cronbach’s Alpha Redundancy GOF

Performance expectance 0.691 0.899 0.852

0.732

Effort expectancy 0.766 0.929 0.898
Social influence 0.879 0.935 0.864

Facilitating conditions 0.699 0.874 0.786
Hedonic motivation 0.781 0.914 0.861

Habit 0.679 0.894 0.843
Use Intention 0.822 0.932 0.686 0.892 −0.008
Use behavior 0.786 0.917 0.715 0.864 0.438
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Note: * t > 1.96, p < 0.05; ** t > 2.58, p < 0.01 

Figure 1. Path model diagram.

According to the results of each path in the research model, H6, H7, H8, and H9 are
all supported, which is different from the results of Macedo [12]. First of all, performance
expectations and effort expectancy have no significant impact on behavioral intentions.
Although consumers are satisfied with the self-service ordering technology in restaurants,
it is speculated that consumers may not feel that there is a significant difference between
ordering through service staff and using self-service ordering technology. The traditional
method of ordering meals is the transmission of information. Therefore, this is not affected
in this study. In addition, social influence and facilitating conditions have no effects on
behavioral intention. It has been speculated that the self-service ordering technology in
restaurants has not yet been popularized in the catering industry in Taiwan. At present,
the restaurant’s service staff still serves. Therefore, this has no effect in this study. Hedonic
motivation and habits have impacts on behavioral intentions. Consumers have used 3C
products in their daily lives, and the acceptance of using technology systems for self-service
ordering in restaurants in the future is high. Using self-service ordering technology during
meals can also have entertainment effects. Therefore, hedonic motivation and habits have
positive impacts on consumers who use self-service ordering technology.

Of the adjustment variables, only H13, H19, and H20 are supported. The explanation
of the adjustment variables is as follows.

(1). H13: The age of self-service technology users in restaurants has a significant effect
on H8.

The research results show the influence of age-adjusted habits on user behavior, as the
younger age group is more influenced than the older age group. The habits of the younger
age group and the older group have positive effects on user behavior, which means young
people as opposed to middle aged individuals have positive opinions on using self-service
ordering technology in restaurants.

(2). H19: The experience of self-service technology users in restaurants has a significant
effect on H4.

The results show the experience-adjusted facilitating conditions and facilitating condi-
tions affect use intention in the less experienced group than the more experienced group. If
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the customers feel the restaurant operator’s ulterior motives for self-service ordering in
restaurants, they will use this technology system continually the next time.

(3). H20: The experience of self-service technology users in restaurants has a significant
effect on H7.

The results show that in terms of experience-adjusted habits regarding behavioral
intention, the less experienced group and the more experienced group have almost the
same influence on habit. The less experienced group and the more experienced group have
a positive effect on use intention. This means that customers who have a habit of using
self-service technology when ordering in restaurants will continue to use this technology
system at their next visit.

4. Conclusions and Suggestions

The research result is summarized as follows.

(4). Current situation of self-service ordering technology in restaurants

In the UTAUT2 model, it was found that users consider self-service ordering technol-
ogy to be convenient and easy to use in restaurants and using this type of system makes
users feel that they are keeping up with the social era. However, using self-service ordering
technology has not become a habit in modern life, and there is only a medium to high
degree of willingness to continue using it in the future.

(5). UTAUT2 model explores the verification of the user intention and user behavior of
self-service ordering technology in restaurants

(a) The hedonic motivation of self-service technology users in restaurants has a
significant effect on behavior intention, which indicates that users feel inter-
ested and entertained by using self-service technology to order meals during
the meal process. They want to continue using this self-service technology to
order meals in the future.

(b) The habits of self-service technology users in restaurants have a significant
effect on behavior intention and user behavior, which indicates that customers
use self-service technology more. They are willing to use it in the future.

(c) The behavioral intention of self-service ordering technology users in restau-
rants has a positive and significant impact on user behavior. The stronger user
desire to use self-service order technology in restaurants in the future also
affects the use intensity.

(6). UTAUT2 model explores the verification of adjustment variables of self-service order-
ing technology in restaurants.

The habit of using self-service ordering positively affects the younger group more
intensively than the older group. In pursuing convenience, young people accept using
self-service ordering technology in restaurants more. Users with more experience have
a higher degree of acceptance. Therefore, the UTAUT2 model fits well with exploring
self-service ordering technology in restaurants.

The recommendations and future research recommendations of this research are
as follows:

• Self-service ordering technology in restaurants is acceptable to the general public.
However, the convenience and ease of use of self-service ordering technology does not
affect the willingness to use it in the future. If the restaurant industry intends to use
these systems in the future, this system helps restaurant operations, and the industry
may have to consider the gross profit for future operations. When modern technology
has become more advanced, the use of self-service ordering technology in restaurants
may also become a norm in the future.

• If users obtain a sense of pleasure from using self-service ordering technology in
restaurants, their willingness to use these systems in the future will be high. In the
future, if the industry continues to use self-service ordering technology systems, the
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industry needs to improve the ability of users to interact with these systems. It was
found that young people are more likely to continue using this technology in the
future, so the operators should design activities such as minigames, guessing games,
and lotteries on the system for customers to interact with.
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Abstract: Taiwan’s birthrate has been declining for nearly a decade, with the newborn population
falling from 305,312 in 2000 to 153,820 in 2021. Education has been adversely affected by the low
birthrates but also by other industries. Schools must therefore review their brand positioning
and develop their brand value. Brand influence, from products to retail stores, from people to
organizations, was regarded as the most valuable intangible asset in the past. Schools need to
establish brand symbols so that relevant briefings, publicity, stationery, posters, and packaging
convey a consistent image of the school. For example, the University of Wisconsin–Madison and
the Chaoyang University of Technology have used this method to build a series of brand identities.
Of course, the department inherits the brand spirit of the school but is full of its characteristics and
positioning. Despite this, few departments establish their brand symbols to achieve consistent brand
communication, which is an important research gap in the present study. In this research, the faculty
and students of the department were invited to extract the brand knowledge of the Department of
Marketing and Logistics Management of Chaoyang University of Science and Technology through the
idea of free associations. A total of 7 questionnaires for faculties and 50 questionnaires for students
were collected; the questionnaire was composed of five dimensions. As a result, 23 symbols were
obtained to represent the Department of Marketing and Logistics Management. The Department of
Design’s brand symbols can be used for related cultural product design, event posters, and other
applications to create a specific brand association and improve brand equity, brand reputation,
and memory. These symbols can also be used in related cultural products, event posters, and
other applications.

Keywords: department brand symbol; free-association method; networking technology

1. Introduction

Aaker pointed out that the benefit of a brand is to provide the company’s value
proposition to consumers or to maintain the relationship between the organization and its
customers, thereby enhancing consumers’ trust in the company’s other brand products,
brand trustworthiness, expertise, and consumer confidence preference. The same applies
to the education industry as well [1].

Pinar, Girard, and Basfirinci pointed out that the management of higher education
brands and strengthening brand equity through brand-related links is also an important
issue for universities [2]. Of course, when managers want to manage brands but fail to
build their knowledge sets, brand knowledge cannot be accumulated and transmitted,
and consumers’ attitudes and behaviors towards brands are unclear. One of the most
important aspects of brand knowledge is its identification system. Consumers’ cognition
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can be established through the transmission of identification systems and symbols and is
influenced to support a brand. Therefore, a brand manager needs to think about how to
transmit the core of brand knowledge through the identification system to make brand
management more efficient [3].

When a department’s brand wants to convey its vision and spirit through the brand
symbol, it is essential to understand the function and role of the university and then set
the vision and goals. A university is not only limited to academic research and teaching
inheritance but also shoulders the role of social function and student achievement devel-
opment. Boyer pointed out that the university has four functions: discovery, teaching,
application, and integration [4]. Therefore, for the department to convey a brand spirit and
core through its brand symbol, we focus on the brand symbol of the design department
through academic, positioning characteristics, teaching, and societal aspects.

We employed the interview method to find the most common keywords associated
with the department’s brand from the previous department’s chairman, teachers, and
students to design a symbol set for the production of educational materials to shape the
department’s brand value. At the same time, the symbol provides the stakeholders of
society with a stronger sense of identity by using the brand power of the department.

2. Literature Review

A study by Iftach and Orly indicates that schools possess five characteristics [5]:
(1) academic characteristics that reduce social inequality by promoting knowledge, re-
search, learning, and achieving excellence; (2) traditional characteristics, which share a
common sense of history and reputation accumulation, and respect for religious beliefs;
(3) national characteristics, which are attachment, love, and commitment and care for the
community; (4) organizational characteristics, reflecting innovation, efficiency, positivity,
and development that enable students and teachers to achieve their potential; and (5) social
and moral characteristics, emphasizing mutual respect and fairness. A complete brand
symbol for a school must be created based on its vision and performance characteristics so
that the students can feel the brand’s entire value. However, the department continues to
maintain the school’s values, so brand symbols were also designed in this study aligned
with the five characteristics as shown in Figure 1.

Figure 1. Department identity.
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3. Research Methods

This research takes the Department of Marketing and Logistics Management of
Chaoyang University of Science and Technology in Taiwan as its object. The department
contains students from both the day department and the research institute. It consists of 16
teachers, 4 of whom have served as department heads. Faculty and students were invited
to participate in the brand association activity to find a brand vocabulary that matches the
department’s brand to create a symbol that represents the department.

Faculties and students of the department could use the idea of free association to
take the department’s brand as the object of the association, collect vocabulary related to
the department from five aspects, and associate them with the department’s brand. The
idea of free association is the simplest and easiest way to describe brand association. By
asking consumers “If you think of a certain brand, what will you think?”, a brand mental
map was created to outline the brand image. Researchers can use free associativity to
measure the strength of the initial association based on the order in which the words appear.
Furthermore, brand preference can also be assessed based on consumers’ associations.

In five dimensions, academic, traditional, national, organizational, and social and
moral characteristics, our study examines the following question, “When you think of this
department, what do you think of?” We used teachers’ free time, an association meeting,
and five free student meetings to study the association vocabulary of the department’s
members to create a brand for the department.

4. Research Results

Eight teachers from the Department of Marketing and Logistics Management at the
Chaoyang University of Science and Technology filled out the questionnaires for this
study. On average, the teachers had worked in the department for nine years and actively
contributed to its development. Therefore, they represented brand vocabulary ideas. In
addition, 105 students filled out the questionnaire. During the department’s training
process, students were divided into freshmen and seniors to understand the associated
terminology of the department’s brand. As a result of the relatively high integrity of third-
year students’ participation in department activities, a total of 40 samples were collected,
with 28 samples of second-year students and 20 samples of first-year students.

The free-association principle was used to sort 46 words into 5 aspects. There were
seven nouns and five adjectives in the traditional, eight nouns and four adjectives in the
academic aspect, five nouns and four adjectives in the organizational aspect, four nouns
and four adjectives in the social morality aspect, and three nouns and two adjectives in
the country-oriented aspect. The words associated with the subjects [6] were reserved for
the second-stage questionnaire test when they reached 4% of the total words. Despite not
reaching 4% of the total, the data were still discussed and added to the relevant associations,
since “organization” was repositioned and strengthened (Table 1).

Table 1. Vocabulary representing the five dimensions of the department.

Characteristics Noun Vocabulary Adjective Vocabulary

Traditional orientation Mark Ting, orientation, chorus competition, purple, early morning
activity, competition, departmental society

Lively, teamwork, innovation, enthusiasm,
passionate

Academic orientation
Internships, competitions, licenses, multi-disciplinary learning,
special topics, five-year consistency, micro-courses, graduate
students

Serious, professional, innovative, and
resourceful

Organizing Competitions, off-campus visits, innovative curriculum design,
special topics, industry–university cooperation

Teamwork, innovation, positive,
professional

Social morality Exchange of foreign students, special businessmen, achievements of
friends, international exchanges

Love, respect, diverse communication,
fairness

Country orientation Public welfare activities, USR local marketing, industry–university
cooperation Caring, loving
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5. Conclusions

Based on organizational vision design, this study adopts brand identification and sym-
bolic meaning in brand equity construction and creates the logo of the department. Using
the existing department’s logo, a consistent image of the department and improve visibility
and memory are constructed. Five aspects are used to help facilitate the application of
positive word associations to literature and publicity materials. Icons need to be combined
with the nature of the activity in each application. To create a stronger relationship between
the map and the event theme, the icon combination is used to learn about the link map and
the marketing relationship and gain a sense of uniqueness.

Additionally, it is suggested that the designed icon combination be used primarily
in the promotion of the department in the future, including the arrangement of related
activities, related information documents for freshmen, admission promotional videos,
and so on. Icons can be matched in different combinations so that the department icon
has become an identification combination with high exposure. Therefore, the students
in the department have a greater sense of the importance of the icon combination. In
the future, we can also take this opportunity to train marketing students to design their
icon combination.
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Abstract: Using big data analysis, we study the consumer life cycle based on the following four
aspects: customer acquisition, participation, profit, and return visit rate. The Google Merchandise
store is selected as a case study to collect data during January–December 2022. Thirteen traffic source
dimension elements of the four layers were summarized and analyzed, and the following results
were obtained. Consumers complete a conversion rate of 57 million. The late contact point affects
the conversion rate, which is much higher than that in the early and middle periods. Reducing the
number of touchpoints in the conversion increases the revenue. Understanding customers’ shopping
habits helps improve advertising results. Thus, website managers need to introduce Google Analytics
4 analytics at different stages for site quality and business effectiveness.

Keywords: e-commerce site; consumer behavior; Google Analytics 4

1. Introduction

Since 1994, online stores have appeared, and after 1997, online business activities
have become popular, replacing onsite stores. According to the UNCTAD report, in
2019, the scale of global e-commerce reached USD 26.7 trillion, equivalent to one-third
of the global gross national product. At the beginning of 2020, eMarketer’s forecast for
the global e-commerce market share of retail sales was 16.1%, but with the COVID-19
pandemic, the ratio increased significantly. Since the advent of the Internet, e-commerce
websites have provided a platform for buyers and merchants to transact and facilitate the
smooth operation of transactions through the participation and communication of both
parties. Scholars in the field of marketing and information decision-making systems believe
that high satisfaction rates have a considerable impact on consumers to use or repeat
purchases [1–3], which is important for influencing an individual’s intention to continue
using the product.

However, past literature on e-commerce platforms has focused primarily on com-
munity traits [4,5], community values [6–8], and community identity, and community
loyalty [9]. There is little research on e-commerce websites and consumer decision-making
behavior. Thus, we summarize, compare, and analyze the 13 traffic source dimension
elements in the four major components being customer acquisition, participation, profit,
and return visit rate, and we explore the connotation of the interaction mechanism of
e-commerce websites.

Since the design of the purchase process affects consumer purchasing behavior [10],
we used the five stages of consumer decision-making in the EKB core model [11–13] to
analyze the need recognition, information search, and program evaluation (alternative
evaluation) of purchasing and post-purchasing outcomes. The correlation between website
service quality and the five stages of consumer decision-making behavior was considered
because there were different connotations of website service quality with the consumption
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decision-making process. We integrated the intersection of rational views of website
service quality and consumers’ decision-making emotional views to develop this systematic
theoretical framework.

The main objectives of this study are to (1) understand customers’ shopping behaviors
to improve advertising results, (2) analyze and improve the quality of the website and the
business effectiveness, and (3) put forward the management implications.

The second chapter of this article reviews the relevant literature on the service quality
and consumer decision-making of e-commerce websites, and the third chapter explains the
analysis structure, data collection, and data analysis methods. The fourth chapter presents
the research results and findings, and the fifth chapter concludes with recommendations
and the direction of follow-up research.

2. Literature Review

Consumer decision-making is the process of purchasing products after considering
various service quality factors [14]. The service industry attaches great importance to service
process management, and service process design helps to formulate service improvement
countermeasures and carry out new service development [15]. In this section, e-commerce
website service quality, consumer decision-making mode, and a discussion are presented.

2.1. E-Commerce Website Quality of Service

Website service quality is related to platform quality [16–23], information quality [24–28],
relationship quality [29–34], and quality of interaction [32,35]. The Internet has led to the
increasing importance of e-commerce [36], and consumers can make purchases according to
their needs without time or space constraints [37]. Post-purchase evaluation is an important
information exchange for a two-way interaction between sellers and consumers and is also
part of customer relationship management activities [38]. A high satisfaction evaluation
is beneficial to website performance management, competitive advantage, repurchase
behavior, and consumer trust [39], while too many bad reviews lead to low satisfaction, bad
corporate image, complaints, low repurchases, negative word-of-mouth communication,
and mistrust [40], so the interaction relationship directly affects consumers’ willingness to
repurchase [16,19,21]. Thus, we take consumer behavior as the main analysis data and then
summarize the factors of website service quality that consumers value.

Understanding the connotation of website service quality and performing appropriate
operations helps effectively manage customer relations. Consumers prefer a transactional
website. The quality of website service is valued even beyond the product price [41], and
the quality of website service is valued by e-commerce [42]. Website services are interactive
such as e-learning and interaction [43,44], and application interaction designs [45] also con-
vey messages that give customers a sense of trust in the quality of the website’s services [35].
Based on the above literature review, no unified view was found to focus on the function
of the network information platform. Several studies focused on the characteristics of the
information provided on the transaction website, and the relationship maintenance with
customers was emphasized. Thus, we explore the service quality of the website from the
aspects of customer acquisition, participation, profit, and return visit rate. For consumer
decision-making behavior, each component is described below.

2.1.1. Customer Acquisition

Customer acquisition is the default page after logging in and it provides detailed
views without revealing personal information. Examples include customer composition
(gender, age group, interests, place of residence, and device use) and browsing behavior
(frequency of visits, browsing time, participation, and new and existing visitors), and
customer origin/medium.
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2.1.2. Participation

Participation helps understand what users have executed and what event transitions
have been achieved. Websites provide preset events after announcing, and users can also
set their events, which can be recorded in the participation reporting area. In addition to
events and conversions, the common page views can be seen in “Participation” > “Pages
and Screens”, with in-depth statistics and insights.

2.1.3. Profit

Profit statements can be used to view the revenue generated by websites or their
applications. Through products, advertisements, and subscription programs, these reports
are used to understand the number of customer views of each selling good, the number of
advertising exposure of the application, or other information on the revenue. The profit
statement is divided into profit overview, e-commerce purchases, in-app purchases, and
publisher advertising.

2.1.4. Return Visit Rate

The frequency and length of interaction with the website are shown after the user’s
first visit to the website or APP for the user to understand value according to the additional
revenue generated by the user after the first visit to the website.

2.2. Consumer Decision-Making Model

Consumer decision-making patterns refer to the process of finding, purchasing, using,
evaluating, and disposing of products or services [46]; participating in the acquisition, use,
and disposal of products and services; engaging in decision-making processes and actual
behavior [11–13]; and making decisions related to people’s purchase and use of products or
services [14]. It is narrowly defined as the decision made by individuals at various stages to
acquire goods or services, while the broad definition includes the consumption behavior of
non-profit organizations, industrial organizations, and intermediaries [11–13]. In addition,
Yue and Stuart pointed out that virtual community transactions involved a range of factors
with different influencing factors at different stages which affected decision-making at each
stage, such as target selection, information processing, memory, degree of involvement,
attitude, interference, and consumer attribution [11–13,47].

Regarding the consumption decision-making process model, several studies adopted
the following three stages: pre-purchase, consumption, and post-purchase. The influencing
factors include the brand, the product itself, or the type of service, while the influencing
factors in the consumption stage include website services, other customers, store design,
and equipment performance. These factors become the basis for satisfaction and service
quality evaluation in the post-purchase stage [41]. Other studies used seven stages of
consumer decision-making, including demand confirmation, information search, substitute
evaluation, purchase, consumption, post-purchase evaluation, and abandonment, which
were affected by electronic forums, electronic bulletin boards, and virtual community
formation [48]. The previous studies divided consumer decision-making into different
stages according to the time of occurrence or divided into three or five stages. The five
stages of analysis included need recognition, information search, alternative evaluation,
purchase, and post-purchase [11–13,47,49].

2.2.1. Demand Confirmation Stage

The demand confirmation stage is based on consumers’ intrinsic demand motivation
and external stimulus [11–13]. The attributes of stores affect purchase decisions, and
consumers’ trust level affected website performance [50]. Website performance is affected
by brand identity, product knowledge, and product involvement [10], and intrinsic demand
drives actual behavior. Website performance is related to the differentiation and comparison
of the form of the desired need and the actual object, the experience of product use, the
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satisfaction value of expectations, the feeling of satisfaction, the external conditions of
consumers to look for better products and designs, and international brands [48].

2.2.2. Information Search Stage

In the information search stage, third-party search service providers use intermediaries
to obtain purchase information [32]. Keyword searches affect purchasing behavior and
change website sales performance [51] for easy use and for consumers to trust the website
more [52]. Online stores are subject to competition from external search processes [39],
and they improve their profits by adjusting pricing strategies [53]. Influencing factors
at this stage include knowledge [47], product presentation, evaluation of alternatives,
communication, word of mouth, knowledge sharing [48], brand loyalty, and other factors,
but there is a risk of information authenticity [54]. Simplifying the graphical design allows
consumers to better understand whether the composition of the product meets needs
such as the expected benefits, price, model, and idea guidance to obtain specific purchase
objects [10]. Message response times and prices influence further information search
behavior to find alternative options or go directly to the buying behavior stage.

2.2.3. Program Evaluation Stage

The scenario evaluation stage refers to alternatives to choose from [47], distinguishing
alternative attributes and differences, and making it easier for buyers to make a decision.
When consumers gather the required information, they evaluate various feasible solutions
in four parts, as follows: evaluation criteria, beliefs, attitudes, and intentions [51]. Ref-
erence [51] pointed out that at this stage, consumers attach importance to the detailed
evaluation of products on the website as well as the provision of services such as secure
transaction mechanisms, money-back guarantees, and third-party guarantees. Alternatives
are evaluated to select the best option by interacting with the seller [48]. If the substitution
demand is met, the purchase is made, otherwise the purchase may be stopped or the search
may be restarted.

2.2.4. Purchase Stage

The purchase stage refers to the best option chosen by the consumer and taking the
action of purchasing [11–13] through a well-established product recommendation system
and a mechanism that helps consumers identify products [55,56]. Consumers’ purchasing
preferences, funds, social status, and shopping preferences influence the purchase decision
impact [50]. Brands can enhance the corporate image [54], and consumers increasingly rely
on reviews published by social networks to guide their purchase behavior [57], influenced
by purchase process design, branding, product recognition [10], product quality assurance,
clear refund mechanism, and product delivery specifications. Factors such as certificates
issued by trust institutions, adequate security technical descriptions, privacy protection [51],
culture, and personality influence consumer purchasing behavior [48], while appropriate
payment mechanisms enable consumers to increase their willingness to pay and carry out
purchasing actions [58], and then enter the post-purchase behavior stage.

2.2.5. Post-Purchase Behavior Stage

In the post-purchase behavior stage, consumer perception and satisfaction have pos-
itive value, and even increase customer stickiness and strengthen competitive advan-
tage [59]. Consumers’ purchase experience and their memory influence future purchase
decisions [11–13]. Good brand experience [10] provides quality returns and services [59]
and brand loyalty, which increases consumers’ willingness to buy and pay and recommend
to other consumers [60]. Post-purchase reviews are related to satisfaction [50] and assist
new consumers in making decisions [10]. Bad reviews lead to low satisfaction, poor corpo-
rate image, complaints, low repurchases, and negative word-of-mouth communication [40].
At this stage, the consumer’s payment status determines whether to make a profit [20,61].
Buyers’ wishful abandonment [39] or evaluation of manipulative behavior [57] are factors
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that contribute to disputes. Even if it is a good product, there are still cases of it being
returned and exchanged. There must be a good contract as a constraint, including refund
and return mechanisms, which provide consumer protection. Since consumers are dissatis-
fied with the goods they have chosen, leading to returns and exchanges or even litigation,
mechanisms must be properly developed [59].

In summary, using the five-stage model of consumer decision-making adopted by
most scholars as the research index and Google Analytics 4 (GA4), we analyze the logical
concepts and influencing factors of consumers when making purchase decisions. The result
provides the service quality elements of consumer demand and subsequent comparison of
the transaction website at each stage.

3. Research Methods

GA4 was used as a research analysis tool to study four major reports, including
customer acquisition, participation, profitability, and return visit rate. Quantitative analysis
in different dimensions was carried out to specify the relationship and impact between
indicators, interpret key indicators, and improve website performance.

3.1. Research and Analysis

Based on the data compilation and theoretical discussion in Chapter 2, the GA4 traffic
analysis tool was applied for website traffic analysis and website performance improvement.
Google Merchandise Store was selected as an analysis case, and data during January–
December 2022 were collected to determine indicators and their impact on the performance
of the e-commerce platform of Google Merchandise Store. Indicator traffic was analyzed
and compared for websites, and feedback was gathered to improve it (Figures 1 and 2).

 
Figure 1. Research methodology.

 
Figure 2. Analysis process.

3.2. Data Analysis

Based on the data, we interpreted the four major reports of GA4 analysis tools: cus-
tomer acquisition, participation, profit, and return visit rate (Table 1). Different dimensions
(Dimension) and their corresponding specific indicators (Metric) are shown in Table 2. The

170



Eng. Proc. 2023, 38, 29

meaning behind the data is statistically summarized as the business significance repre-
sented by the analysis to provide a reference and suggestion for optimizing and improving
website performance.

Table 1. Four major reports.

Customer acquisition

Customer acquisition is the default page after logging in to GA4, which
can provide detailed viewer information without revealing personal
information. Examples include customer composition (gender, age
group, interests, place of residence, device use), browsing behavior
(frequency of visits, browsing time, participation, new and existing
visitors), and customer origin/medium (how you came to the website).

Participate

Participation allows us to understand what users have executed and
what event transitions have been achieved. GA4 itself provides some
preset events that can be started after announcing, and you can also set
your own events, bury parameters, and then set events as transitions!
Once you’ve set up an event or conversion, you can do more detailed
drill-down tracking in the participation reporting area.In addition to
events and conversions, you can also see the common page views of
General GA from the past in “Participation”—“Pages and Screens”, as
well as in-depth statistics and insights on a page-by-page basis!

Profit

Profit reports can be used to view the revenue generated by our own
websites or applications, through products, advertisements, and
subscription programs. We can use these reports to understand the
number of customer views of each selling good, the number of
advertising impressions of the application, or other information that
can bring revenue to the merchant. In the profit statement, it is divided
into profit overview, e-commerce purchases, in-app purchases, and
publisher advertising.

Return visit rate

Displays the frequency and length of interaction with the website after
the user’s first visit to the website or APP, and can be used to
understand the user value according to the additional revenue
generated by the user after the first visit to the website.

Table 2. Dimensions and indicators.

Dimension Metric

Traffic sources,
platform devices,
Geolocation, Life cycle

Number of new users, interactive sessions, participation, interaction
sessions per user, average participation time, event count, conversions,
total revenue.

We analyzed the traffic sources, sessions, interactive sessions, participation, interactive
sessions per user, activity per session, average participation time, event count, and conver-
sions. The interaction between the dimensions and indicators was used to interpret the
meaning and the impact on the performance of the website, put forward the best improve-
ment policy, find out the best conversion path for consumers, improve the revenue of the
website, and propose a guiding principle of sustainable growth. The list of specific traffic
sources and indicator data collected and analyzed in this study are shown in Tables 3 and 4.

171



Eng. Proc. 2023, 38, 29

Table 3. Traffic sources.

Source of Traffic Illustrate

Direct Traffic from the visitor directly to the destination website URL

Organic Search The traffic of visitors to the target website through search engines

Referral Traffic from visitors to the target website through links from
external websites

Paid Search Traffic from visitors who enter your website by clicking on keyword
ads in search results

Organic Social Traffic from visitors to the target website via S ocial

Table 4. Indicators.

Indicators Illustrate

User Total number of active users

Work Phase The number of sessions started on the website
or application

Interactive session phase Lasting more than 10 s, transitioning events, or more
than 2 screen or web browsing sessions

Average time per session participation User participation time per session

Each user interaction session Number of interactive sessions per user (Interactive
Sessions/User)

Activity per session The average number of events per session

Participation Percentage of interaction sessions (“interactive
sessions” divided by “sessions”)

Event count The number of times the user triggered the event

conversion The number of times a user triggered a
conversion event

Total revenue
Sum of revenue from purchases, subscriptions, and

advertising (“Purchase Revenue” plus “Subscription
Revenue” plus “Advertising Revenue”)

3.3. Research Objectives and Verification

The interrelationship between internal traffic indicators was analyzed based on the
total revenue measurement. The interrelationship of sessions, interactive meeting stages,
average single session participation time, interactive sessions per user, activities per session,
participation, event count, and conversion was also analyzed to quantify the data, observe
and explain their meaning, and find out the advantages and disadvantages. The ultimate
goal is to improve the physical fitness of the site and enhance the performance of the
website (Figure 3).
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Figure 3. Relationship between internal traffic indicators.

The impact of traffic sources was investigated on total website revenue, as well as the
impact of sessions, interactive sessions, average time per session participation, interactive
sessions per user, activity per session, participation, event count, and conversions as
mediating factors on total revenue (Figure 4).

Figure 4. Relationship between traffic sources, indicators, and total revenue.

4. Empirical Analysis

Target websites were investigated based on GA4. The data of 365 days were collected
and used for quantitative statistical analysis. The relationship between different dimensions,
specific indicators, and the impact on website performance was analyzed to determine
website performance indicators. The traffic sources of Google Merchandise Store were
quantified and analyzed. The results are presented in Tables 5 and 6. The correlation and
impact between external traffic and indicators are discussed later in this article.
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Table 5. Basic traffic data of target website.

During the analysis 1 January 2022~31 December 2022

Total number of days 365 days

Site name Google Merchandise Store

Site type E-commerce

User (Person) 896,921

New User (Person) 843,322

Participation (%) 63.34

Average time involved 1 min 22 s

Table 6. External traffic data of target website.

During the analysis 1 January 2022~31 December 2022

Total number of days 365 days

Site name Google Merchandise Store

Site type E-commerce

The type of traffic from the external source Flow rate (times)

Total external source traffic 896,921

Direct 336,892

Organic Search 312,536

Unassigned 74,139

Referral 49,625

Paid Search 47,906

Display 44,783

Paid Shopping 19,655

Table 6. Cont.

Organic Social 9615

Paid Video 9586

Email 9220

Organic Video 7451

Affiliates 2426

Organic Shopping 1889

4.1. Website Indicator Performance

The traffic metrics of the target website were analyzed with SPSS to find the degree of
mutual influence between the indicators (Table 7). The result shows that the meeting stage
is positively correlated with the total return. The result of the indicator corresponding to
the traffic source is shown in Table 8. There is a positive correlation between interactive
work stages and total returns.
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Table 7. Sessions and total revenue.

Total Revenue

Work Phase

Pearson correlation 0.981 **

Saliency (two-tailed) 0.000

N 13
** Correlation is significant at the 0.01 level (double-tailed).

Table 8. Relationship between interactive sessions and total revenue.

Total Revenue

Interactive session phase

Pearson correlation 0.976 **

Saliency (two-tailed) 0.000

N 13
** Correlation is significant at the 0.01 level (double-tailed).

The relationship between the participation time in the average single work stage and
the traffic source is shown in Table 9. There is no correlation of the participation time in the
average single work stage and the traffic source.

Table 9. Average participation time and total benefit per work phase.

Total Revenue

Average time per session participation

Pearson correlation 0.240

Saliency (two-tailed) 0.431

N 13

Each user’s interaction stage does not correlate with total revenue (Table 10).

Table 10. Interactive sessions and total revenue per user.

Total Revenue

Each user interaction session

Pearson correlation 0.172

Saliency (two-tailed) 0.573

N 13

The activities at each work stage are not correlated with total returns (Table 11).

Table 11. Activity and total revenue per session.

Total Revenue

Activity per session

Pearson correlation 0.233

Saliency (two-tailed) 0.444

N 13

There is no correlation between participation and total revenue (Table 12).
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Table 12. Participation and total revenue.

Total Revenue

participation

Pearson correlation 0.151

Saliency (two-tailed) 0.621

N 13

The event count is positively correlated with the total revenue (Table 13).

Table 13. Event count and total revenue.

Total Revenue

Event count

Pearson correlation 0.987 **

Saliency (two-tailed) 0.000

N 13
** Correlation is significant at the 0.01 level (double-tailed).

Conversions and total revenues are positively correlated (Table 14).

Table 14. Conversions and total revenues.

Total Revenue

Conversion

Pearson correlation 0.970 **

Saliency (two-tailed) 0.000

N 13
** Correlation is significant at the 0.01 level (double-tailed).

4.2. Comparison of Website Traffic Source

The analysis and comparison process are shown in Figure 5.
The impact of traffic sources was analyzed on total website revenue, the impact of

sessions, interactive sessions, average time per session participation, interaction sessions
per user, activity per session, participation, event count, and conversions. The analysis
results are shown in Table 15.

The standardized coefficient of traffic source and total revenue was β: 0.979 **** at
the significance level of 0.000, showing that traffic source is positively correlated with total
revenue. Thus, traffic sources affected total revenue. Interactive sessions are negatively
correlated with total revenue as an intermediary factor between traffic sources and total
revenue (β: −1.998 ** at the significance level of 0.008). The average participation time of a
single work stage is positively correlated with the total revenue as an intermediary factor
between the traffic source and total revenue (β: 0.234 * at the significance level of 0.043).
Each user’s interaction session does not correlate with the total revenue as the intermediary
factor between the traffic source and the total revenue (β: 0.150 at the significance level
of 0.103). Activity at each work stage is negatively correlated with total revenue as an
intermediary factor between traffic sources and total revenue (β: −0 419 * at the significance
level of 0.033). Participation is positively correlated with total revenue as an intermediary
factor between the traffic source and total revenue (β: 0.155* at the significance level of
0.040). The event count is positively correlated with the total revenue as an intermediary
factor between the traffic source and total revenue (β: 2.739 ** at the significance level of
0.010). Conversion does not correlate with total revenue as an intermediary factor between
the traffic source and total revenue (β: −0.683 ** at the significance level of 0.399).
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Figure 5. Website traffic source analysis and comparison process.

Table 15. Regression coefficient analysis.

Coefficient a

Model
Non-Normalized Coefficients Normalization Factor T Salience

B Standard Error B

1
(constant) −21,056.449 26,123.721 −0.806 0.437

Traffic sources 3.005 0.190 0.979 15.802 0.000

2

(constant) −121,831.188 81,298.402 −1.499 0.208

Traffic sources 2.822 2.388 0.919 1.182 0.303

Interactive session phase −6.074 1.220 −1.998 −4.978 0.008

Average time per session participation 1931.629 662.366 0.234 2.916 0.043

Each user interaction session 113,799.812 54,065.559 0.150 2.105 0.103

Activity per session −15,285.154 4758.270 −0.419 −3.212 0.033

Participation 296,519.318 98,753.591 0.155 3.003 0.040

Event count 0.224 0.048 2.739 4.672 0.010

conversion −1.328 1.409 −0.683 −0.942 0.399

The analysis result of the traffic source data of the Google Merchandise Store is shown
in Table 16. The number of days required for conversion was 0 with 577,899.00 conversions
accounting for 37.85%. For Organic Search, after 1 touchpoint, the number of days required
to convert was 0.9, and there were 327,165.00 conversions accounting for 21.43%. Paid
Search, after 1 touchpoint, showed the number of days required to convert was 0.9 with
71,781.00 conversions accounting for 4.70%. The results showed that Direct, Organic Search,
and Paid Search resulted in higher conversion times, shorter changeover time, shorter path
length (all contact points), and higher transition.
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Table 16. Conversion path.

Traffic Sources Conversion
Purchase
Proceeds

The Number of Days It Takes
for the Conversion to Occur

The Contact Point That
Passed before Conversion

1,526,776 2,572,828.91 1.69 2.78

1 DirectDirect 577,899 1,155,992.7 0 1

2 Organic Search 327,165 81,713.78 0.9 1

3 Paid SearchPaid Search 71,781 26,162.68 0.9 1

4 DisplayDisplay 50,836 161 0.57 1

5 UnassignedUnassigned 45,037 909.44 0.01 1

6 ReferralReferral 41,841 38,973.62 1.27 1

7 Organic Search × 3 38,230 112,658.25 4.67 3

8 Organic Search × 4 32,637 85,832.99 3.54 4

9 Paid Shopping 27,260 11,338.76 0.89 1

10 Organic Search × 2 23,040 126,939.31 4.11 2

5. Conclusions and Recommendations

The purpose of this study is to analyze the traffic data of the Google Merchandise Store
with GA4 and explore the relationship between the variables of related traffic indicators.
The impact of website performance was also investigated. The results were used to make
website operation suggestions, improve website content, optimize website physique, en-
hance website performance, and achieve the purpose of long-term development of websites.
The conclusions of this study are described as follows.

The results of this study show that the correlation between the work stage and the
total income is significant. Thus, the working stage is positively correlated with the total
return, and the total income is subject to the related variables. The interaction session is
significantly correlated with the total revenue, indicating that the total return is affected by
the change in the interactive work stage variables. The participation time in the average
single work stage is not significantly related to the total return. The correlation between
each user’s interactive session and total revenue is not significant. The activity of each work
stage is not significantly related to the total return. The correlation between participation
and total revenue is not significant, while the correlation between event count and total
revenue is significant. Event count is positively correlated with total revenue, and the
conversion is also significantly correlated with the total return.

The traffic sources are positively correlated with total revenue, and traffic sources
affect total revenue, while interactive sessions are negatively correlated with total revenue.
When interactive sessions increase, total revenue decreases. The average participation
time of a single work stage is positively correlated with the total revenue. Each user’s
interaction work stage is not related to the total revenue. The activities of each work stage
are negatively correlated with the total revenue. Participation is positively correlated with
total revenue, and event count is positively correlated with total revenue. Conversion does
not correlate with total revenue.

The results of this study can be used as a reference for website managers or digital
marketers to find the best conversion path model for the target website at various specific
comparison times.

Practical suggestions can be made for website operators engaged in online store
operation or shopping websites.

First, the interaction work and the activity of each session needs to be reduced to
increase the average time per session, participation, and event count, which can help
increase total website revenue. Second, the number of days for a conversion needs to be
reduced so that a conversion can increase conversion rates. Website managers or digital

178



Eng. Proc. 2023, 38, 29

marketers must find the best conversion path model for the target website at various specific
comparison times. The traffic source is an important variable affecting conversion. Direct,
Organic Search, and Paid Search have high conversion rates. The demand identification
stage, information search stage, and solution evaluation stage must be designed to meet
consumer’s needs and to motivate purchasing.

As technology is changing rapidly and information in the online world is updated
rapidly, future follow-up research is required. First, it is necessary to collect and analyze
data from different dimensions and metrics. We only analyzed the two dimensions of visitor
type and traffic source to discuss specific indicators such as bounce rate, page view rate,
departure rate, click-through rate, and conversion rate. Other dimensions and indicators
need to be analyzed to increase the integrity of the theoretical framework. Other analysis
methods need to be adopted with GA4 traffic analysis tools to analyze the relationship
between various dimensions and indicators more accurately and propose more reliable
and powerful analysis results. Then, the research analysis method is more evolved and
strengthened, which is worth exploring for subsequent researchers. The main source of
visitors to the Google Merchandise Store, the target website of this study, is the United
States. In the future, other variables that affect different cultural backgrounds under
different cultural differences also must be explored.
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Abstract: Based on Vickrey’s bottleneck model, we propose an activity-based bottleneck model
to study traffic congestion on freeways during holidays. Based on the activity-based bottleneck
model, we study the bottleneck ladder charging problem under the linear marginal activity utility
and compare it with the traditional bottleneck model. Compared with the activity-based bottleneck
model, the traditional bottleneck model overestimates the queue delay at the bottleneck, the level of
step charging, and the start and end time of peak hours. Therefore, the activity-based step charging
method disperses the traffic pressure on peak sections to a certain extent, avoiding traffic accidents
caused by the transition period between charging and free.

Keywords: bottleneck model; traffic congestion; activity-based approach; step charge

1. Introduction

According to the notice of the State Council on Approving and transmitting the imple-
mentation plan of the Ministry of Transport and other departments on Exempting small
bus tolls on major holidays, Guangxi Zhuang Autonomous Region has implemented the
policy of exempting high-speed tolls for small buses with seven seats or less during major
holidays since 2012. In recent years, with the continuous increase in vehicle ownership,
short-distance and self-driving travel on holidays has increased, and the free traffic conges-
tion and traffic accidents during holidays have also attracted much attention. According to
the statistics released by Guangxi Expressway, during May Day this year, the traffic flow
of the Expressway in the region is expected to be 3,784,600 vehicles (756,900 vehicles per
day), a decrease of 51.2% over the same period in 2021 and an increase of 54.79% over the
previous holiday. Among them, the traffic volume of small passenger cars with less than
seven seats is 3,338,500 vehicles (667,700 vehicles per day).

From the perspective of expressway operation in the whole region, the traffic con-
gestion sections are mainly concentrated in 29 Expressway sections, including Fujian
Quanzhou to Guangxi Nanning Expressway (G72) of Guilin North Sujia interchange to
Inner Mongolia Baotou to Guangdong Maoming Expressway (G65) of the bureaucratic Tian
interchange section, the Bozhai to Luzhai section of G72, Lowe bridge section of G72, Nan-
ning East toll station of G72, and Liujing toll station of G72. According to the analysis, the
causes of congestion are large traffic flow, rear-end collisions, or scraping accidents. There
are human behaviors in the transition stage between stopping and going, too. Drivers do
not understand the detailed rules of exemption, so they slow down or stay at the entrance
of the toll station until 0 o’clock to pass for free, resulting in a large number of queues
at the entrance of the highway toll station, causing congestion. In addition, to leave the
expressway before the start of charging, drivers are speeding or frequently changing lanes
and overtaking, resulting in traffic accidents, which also causes Expressway congestion.
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The policy of free highway access on holidays has caused many traffic problems, and
there needs to be a perfect system to control congestion and ensure the normal service
level of roads. There is considerable research and application on congestion pricing. In
terms of theoretical research, in the 1980s, von Platen et al. [1] proposed a static congestion
pricing model based on the marginal cost principle, which is also known as the marginal
cost pricing model. On the basis of marginal cost pricing theory, Defermos et al. [2] studied
the optimal congestion pricing model for general road networks and identified two types of
congestion charging: path charging and road section charging, both of which can optimize
the system. Yang et al. [3] extended the marginal charging pricing principle to general road
networks and established an elastic congestion pricing model under the constraint that the
capacity of road sections is limited. In 1993, Smith [4] presented a new dynamic model of
peak period traffic flows on congested capacity-constrained urban road networks. While
respecting the first in, first out (FIFO) discipline of road traffic queues and the exit capacities
of road links, the model determines the (time-varying) costs incurred in traversing the
various routes when (time-varying) route inflows are specified. It is proved that if this
model is used to find route costs then a dynamic user equilibrium exists.

2. Related Work

2.1. Theoretical Research on Traditional Bottleneck Model

Vickrey [5] first proposed the classical bottleneck model in 1969. He assumed that there
is a bottleneck road with limited traffic capacity connecting the residential and working
places of residents, and the traffic capacity of other places except the bottleneck road is
large enough. That is, only the bottleneck has crowded queues. Assuming that the traffic
capacity of the bottleneck road is S vehicles/unit time, queuing occurs when the arrival
rate of the bottleneck road exceeds S. Therefore; every traveler faces a trade-off between
the cost of congestion time and the cost of planned delay. The basis of travelers’ decisions
is to choose a departure time to minimize their travel costs. Under the equilibrium state of
the bottleneck model, the total travel cost of all travelers is equal.

2.2. No Charge Cost

The travel cost of travelers is determined by the travel time (α), early arrival time for
work (β), and late time (γ) and is a linear function of

C(t) = α + β + γ (1)

If the travel cost (C) of all travelers is the same during the departure period, it reaches
a balance. Assuming that the earliest person (t0) and the latest person (te) do not encounter
a queue, and C(t0) = C(te) = C. Then, it is expressed as

τ(t)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

t0 = t∗ − γ

β + γ

[
N
S

]

te = t∗ + γ

β + γ

[
N
S

] (2)

where t∗ is the ideal arrival time. The cost of travel for each person is

C =
βγ

β + γ

[
N
S

]
= δ

N
S

(3)

where δ = βγ/(β + γ).
According to the research results of Arnott et al., the Total Travel Cost (TTC), Sched-

uled Delay Cost (SDC), and Trip Cost (TC) are defined as

TTC = SDC =
δ

2

[
N2

S

]
(4)

183



Eng. Proc. 2023, 38, 28

TC = TTC + SDC = δ

[
N2

S

]
(5)

2.3. Social Optimum

The TC of the system is minimized as the social optimum. Three conditions must
be satisfied. (1) Bottleneck roads operate at full capacity during the peak period, (2) the
departure rate must not be higher than the capacity, and (3) the earliest departure and the
latest departure have the same planned delay cost. Then,

TTC = 0, TC0 = TTC + SDC =
δ

2

[
N2

S

]
(6)

where TC0 is the socially optimal TC. From the condition, the TC of all travelers during
the peak time is δ N

S , and the departure and arrival rates are s. The dynamic charge can be
obtained as

τ(t)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

δ

[
N
S

]
− β(t∗ − t), t ∈ [t0, t∗]

δ

[
N
S

]
− γ(t − t∗), t ∈ [t∗, te]

(7)

The socially optimal dynamic toll is composed of two linear functions with differ-
ent slopes, and t∗ attains its maximum value. Each traveler adjusts the departure time
accordingly, thus eliminating queues and halving the TC.

3. Method

3.1. Tiered Charging Based on Activity-Based Bottleneck Model

Through the analysis of data over the years, we find that the peak period of the
highway during holidays shows a regular distribution, mainly divided into three peak
periods with the same pattern. We assume that the peak period of a peak section is from
tp to tq. According to the classical bottleneck model, Equation (7) shows that dynamic
toll is a function of the time change, and it is difficult for travelers to accurately measure
their toll amount and thus reasonably arrange their travel time. Therefore, in real life,
ladder charging is often used to replace dynamic charging, which has high operability and
strong applicability.

In this system, the first traveler and the last traveler do not need to queue, that is
T
(
tp
)
= T

(
tq
)
= 0. Thus, τ

(
tp
)
= τ

(
tq
)
= 0. Under the equilibrium condition, the

dynamic charge at the bottleneck can be obtained as

τ(t)

⎧⎪⎨
⎪⎩
∫ t

tp
ul(t)dt +

∫ tp
t ur(t)dt + β

(
t − tp

)
, t ∈ [tp, t∗]∫ t

tq
ul(t)dt +

∫ tq
t ur(t)dt + γ

(
tq − t

)
, t ∈ [t∗, tq]

(8)

where ul(t) and ur(t) are marginal functions.

3.2. Optimal Step Charge Model of Linear Function

According to the empirical research of Tseng et al., the marginal utility based on the
activity method is a linear function that changes with time. The marginal utility of leaving
home decreases with time, and the time utility of returning home increases with time [6,7].
Thus, the following equations are obtained.

{
ul(t) = g0 + g1t, g1 < 0

ur(t) = h0 + h1t, h1 > 0
(9)
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Bring the above equations into Equation (8), we obtain

τ(t)

⎧⎪⎨
⎪⎩

k1
2 t2 + (k2 + β)t −

[
k1
2
(
tp
)2

+ (k2 + β)tp

]
, t ∈ [tp, t∗]

k1
2 t2 + (k2 − γ)t −

[
k1
2
(
tq
)2

+ (k2 − γ)tq

]
, t ∈ [t∗, tq]

(10)

where, k1 = g1 − h1, k2 = g0 − h0. The piecewise conic is obtained, as shown in Figure 1.
At the same time, the peak start and end time can be calculated as follows.

⎧⎪⎪⎪⎪⎪⎨
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tp =
(β + γ)t∗ + 1

2 k1

(
N
S

)2
+ (k2 − γ)

(
N
S

)
(β + γ)− k1

(
N
S

)
tq = tp +

N
S

(11)

Figure 1. Time-varying tolls under linear marginal activity utility.

3.3. The Optimal Step Charge Based on Laih Model

The Laih model is used for step charging in the relevant bottleneck model, which is
widely used in step charging due to its simplicity and real-time nature, such as in congestion
charging in Singapore [8,9].

The optimal toll level ρ, toll start time t+ and end time t− are determined first to
satisfy ρ = τ(t+) = τ(t−). The core idea of congestion charging is to replace queues at
congestion with tolls, and the total revenue from maximizing step tolls must equal the
maximum elimination of queues. Therefore, the charge level, the start time, and the end
time of the charge should meet the following equations.⎧⎪⎨

⎪⎩
k1
2 (t

+)
2
+ (k2 + β)t+ −

[
k1
2
(
tp
)2

+ (k2 + β)tp + ρ
]
= 0

k1
2 (t

−)2
+ (k2 − γ)t− −

[
k1
2
(
tq
)2

+ (k2 − γ)tq + ρ
]
= 0

(12)

The start time and the end time of the charge are as follows.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

t+ =
−(k2 + β) +

√
A

k1

t− =
−(k2 − γ) +

√
B

k1

(13)
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where A =
(
k2 + β + k1tp

)2
+ 2k1 p, B =

(
k2 − γ + k1tq

)2
+ 2k1 p, and according to the

optimal conditions, the following equation can be obtained.

(
√

A +
√

B)
(

1 +
ρk1√
AB

)
− (β + γ) = 0 (14)

By solving the above equation, we can finally determine values of ρ, t+ and t−.

4. Experiments and Discussion

This section lists data for numerical analysis of the previous derivation results. The
input parameters of the example are shown in Table 1 [10]. The total number of commuters
N is 5000 vehicles, and the traffic capacity S of the bottleneck is 2000 vehicles per hour.
Therefore, the duration of the whole early peak period is 2.5 h.

Table 1. Example input parameters.

N (Vehicle): 5000 S (vehicle/hour): 2000 t∗ (hour): 12:00

α (yuan/hour): 10.0 β (yuan/hour): 6.0 γ (yuan/hour): 19.0
ul : 11.0 ur: 8.0 g0: −1/2
g1: 10.0 h0: 5/6 h1: 2.0

The simulation experiment of step charging is carried out in two ways: Vickrey’s
classic bottleneck model and the activity-based bottleneck model. The results are shown in
Table 2.

Table 2. Comparison results of step charges under different bottleneck models.

Model Solution
Travel-Based

Bottleneck Model

Bottleneck Model
Based on Activity

Method

Maximum optimal dynamic charge τ(t∗) (yuan) 11.40 7.51
Optimal step charge ρ (yuan) 5.70 4.17

Charge start time t+ 08:03 07:48
Charge end time t− 09:18 09:09

Step charging time length t+ − t− (hours) 1.25 1.35

In real life, public travelers are rarely aware of the external diseconomy caused by
their travel behavior. Although congestion charging can improve travel efficiency, most of
the public is more or less opposed to this policy. In Table 2, the tiered charge based on the
activity bottleneck model ρ is far lower than the traditional tiered charging level based on
the travel bottleneck model and is easier to be accepted by the public.

Table 2 also shows the comparison of the tiered charging solutions under different
bottleneck models. The step charging time length of the first model is 1.25 h, and the step
charging time interval of the second model is 1.35 h. Moreover, the start time of the second
model is the earliest, and the start time of the first model is the latest. Under the optimal step
charge, the traditional trip-based bottleneck model has the highest charge level, indicating
that the trip-based bottleneck model overestimates the congestion charge level. Therefore,
compared with the traditional trip-based bottleneck model, the activity-based bottleneck
model improves the charging efficiency, that is, eliminates the queuing phenomenon when
the charge is lower.

5. Conclusions

According to the problems of traffic congestion and frequent accidents on freeways
during holidays, we propose a bottleneck model based on the activity method, which
charges congestion fees according to the density of road congestion to regulate the travel
time, travel mode, and travel path and alleviate traffic congestion to a certain extent.
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Although tiered charging cannot eliminate congestion and queue, it can disperse road
traffic pressure to the greatest extent. Highway operation managers can timely release
information to inform travelers, provide travel advice, travel path planning, and other
services for travelers and improve the service level of operation management.
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Abstract: Educational videos have become an important part of higher education. Thus, it is neces-
sary to discuss practical tips for creating high-yield educational videos. The electronic medium is
integrated into traditional courses and serves as the cornerstone of many blended courses. Multiple
studies have demonstrated that video is a highly effective educational tool for learning, particularly
for hard-to-visualize processes and procedural education. Video allows learners to view content at
their own pace and view on-demand materials repetitively. Video on YouTube can be integrated as a
supplement to course content to provide targeted information and enrich the learning environment
for students. In this article, creating an effective video on YouTube is introduced, providing examples
of effective recording and integrating video into engineering mathematics courses on YouTube.

Keywords: educational video; YouTube channel; higher education; engineering mathematics

1. Introduction

YouTube videos are commonly used in higher education. D’Aquila et al. [1] concluded
that students viewed the videos primarily for exam review, and video usage improves stu-
dent performance. Jackman [2] used YouTube in three psychology classes at the University
of Trinidad and Tobago and found that YouTube can be used in tertiary education pedagogy.
Hoa et al. [3] proposed building a healthy and positive YouTube Kids channel suitable for
the characteristics of primary school students. Nabayra [4] investigated students’ experi-
ences with the use of teacher-created videos in learning mathematics online and revealed
that teacher-created videos were helpful for students to self-assess their learning progress.
Makruf et al. [5] concluded that Moodle was less optimal in the implementation and evalua-
tion of learning in higher education. Hendriyani et al. [6] developed online learning videos
to improve students’ creative thinking skills. Bauk [7] discussed the benefits and challenges
of international virtual exchange in teaching and learning at higher education institutions.
Noetel et al. [8] systematically reviewed the effects of video on learning in higher education
and concluded that videos were unlikely to be detrimental and usually improved student
learning. Fyfield et al. [9] suggested that videos be accompanied by learning activities
rather than watched passively. Miner and Stefaniak [10] compared instructors’ and stu-
dents’ perceptions regarding the use of video during instruction. Kohler and Dietrich [11]
showed that both social status and individual predispositions influenced the outcome of
educational videos. Shoufan [12] tried to use viewers’ ratings and participation to measure
the quality of educational videos. The findings of Çelik et al. [13] showed that the most
used social media tools were also used for educational purposes, and the most significant
exception in this subject was TikTok. Boey et al. [14] investigated how the integration of
technology contributed to the development of attributes or learner profiles suitable for the
workplace and real-world performance while also meeting skill-based learning outcomes.

YouTube can be a powerful tool for education beyond the classroom. Educational
videos can be easily uploaded to YouTube, and using these virtual teaching materials
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has been highly favored by educational organizations. Many studies have shown the
application and effectiveness of creating educational videos on YouTube. Therefore, the
author has recorded more than 1800 teaching videos on engineering mathematics. Most
recorded videos of teaching last less than 15 min and have been uploaded to YouTube for
students to view for free. Without advertisements, students can concentrate on self-study.
The synchronous class recording is avoided to improve the quality of recording teaching
videos. The script writing, directing, and editing of self-recording videos are completed by
the author, which saves time for editing. Sometimes, re-recording 3−5 times improves the
quality of the teaching video, though most videos are recorded in one take. Each video deals
with one theme to construct students’ confidence through the thematic teaching materials.

In this article, the experience of recording high-quality teaching videos is shared. A
questionnaire analysis was conducted on the effectiveness of teaching videos for 26 students
in the engineering mathematics courses. The statistical analysis result showed that planning
for learning was evaluated as favorably with a score of 4.81 on a 5-point scale. This shows
the effectiveness of teaching videos on YouTube.

2. Effective Educational Videos

The video needs to be recorded using the fundamentals and principles of photography.
Furthermore, it is also necessary to understand the golden ratio of the contents and the
principles of art. The following are suggestions based on our experience with more than
1800 self-recorded teaching videos.

• Why do I need to record teaching videos? Making the classroom joyful and inter-
esting is an important consideration. Attractive teaching videos are required for
students to preview and review lessons at their convenience through teaching videos
on YouTube. The instructional videos on YouTube are set to public mode, and the
interference of advertisements is not allowed;

• How do I make lesson videos for students? It is required to be accustomed to record-
ing instructional videos by camera and computer screen capture. Camera skills and
computer screen capture software are demanded. The learning process may take
several weeks;

• What should I do if funds are insufficient? Many teaching units on the campus can
provide cameras or teaching software. Teaching equipment can be rented from the
academic affairs office. Higher-priced equipment may not be required. Instructional
videos can be recorded with a cheap microphone;

• What should I do if there is no studio room? The classroom is a suitable studio with a
digital camera. A high-resolution digital camera is needed for recording. Synchronous
recording with classes must be avoided to improve teaching video quality. In addition,
when using an empty classroom, it is necessary to overcome the psychological barrier
of no audience;

• How to improve my digital literacy? It is necessary to be motivated to learn new
digital skills. Even though digital hardware and software are constantly evolving,
video production skills have not changed much. There are good ideas for integrating
new technologies into teaching by searching for 3C products;

• Is the artistic effect of teaching video insufficient? Students want to learn logical
thinking and problem-solving from teaching videos rather than appreciate video styles.
In addition, if the teacher writes mathematical symbols neatly, it helps students’ learning;

• What should I learn about digital software? There are many kinds of digital software
for making educational videos, such as Power Director, Camtasia, and MS Teams,
which are the most commonly used. There are similar applications, and the choice
depends on whether it is easy to obtain the licensed software;

• No time to record instructional videos? Teachers are usually busy. Therefore, only
interest and enthusiasm can provide sufficient motivation. At the right time, in the
right place, and with the right people, the teacher needs to complete the recording of

189



Eng. Proc. 2023, 38, 32

teaching videos. If teachers have enough time to record teaching videos, the quality
and quantity of the videos can be gradually improved;

• It is necessary to have an understanding of copyright law. Teachers need to under-
stand the copyright law. Although the copyright law has restrictions, it also allows
protection. Therefore, teachers need to understand the law before recording teaching
videos and collect the materials for recording the teaching video. If necessary, Creative
Commons-licensed materials can also be used;

• Personal capability. Every teacher has different specialties and abilities. Teachers do
not have to record teaching videos to achieve academic success with their abilities. The
academic achievements required are multifaceted, and academic efforts in all aspects
need to be appreciated;

• Pre-arrangement of course planning is required. Usually, teachers can be prepared
for their teaching courses in the next few years. Planning the courses is conducive to
recording teaching videos. It is convenient for teachers to record the whole educational
video of a subject;

• Awareness of teaching is one of our academic achievements. Most teachers agree
that teaching is an academic achievement equivalent to research accomplishment.
Therefore, achievements are critical for teachers in college. Paying attention to the
learning effects of students is important for college teachers;

• Actively participate in teaching workshops or communities. Through academic in-
formation exchanges in communities or workshops, teachers can obtain assistance
and the latest information on educational training. It also creates opportunities for aca-
demic cooperation with teachers on campus. In the teaching community, information
can be obtained, such as the application of the metaverse in education;

• Sharing the recorded teaching materials. Sharing and helping each other increase
the influence of educational videos. Self-made teaching videos can be provided on
free platforms such as YouTube. Virtual interaction with talented students throughout
the world is possible;

• Publishing teaching results on YouTube. Uploading videos on YouTube is a type of
publication, and the influence of YouTube is greater than that of journals or conference
papers. The public release provides feedback on teaching achievements through
discussions with viewers;

• The publishing platform for reviews. Submission of journal or conference papers
requires rigorous peer review. Equivalently, teaching videos on YouTube need to pass
a strict YouTube review process. Furthermore, students can become reviewers who
provide valuable feedback;

• Digitization preserves teaching records. Many teachers have accumulated a large
amount of teaching output. If the teaching materials can be organized and recorded
into digital files, they are more conducive to inheritance, promotion, and preservation.
One of the advantages of digitization is that it improves the efficiency of teaching;

• When the going gets tough, the tough get going. The production of teaching videos
requires time and energy. It is difficult to achieve successful results without extraor-
dinary perseverance. It is criticized sometimes for keeping free instructional videos
on YouTube;

• The traditional teaching mode still needs to be preserved. Although the teaching
mode can be changed through the recording of teaching videos, the traditional face-to-
face teaching mode is still needed as communication between teachers and students is
important;

• Try to do all the work independently. Teaching is a long-term career. It is difficult to
maintain a studio team to record teaching videos for a long time. Therefore, teachers
need to train themselves to become screenwriters, directors, and video editors. Then,
recording teaching videos may last longer;
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• Writing course handouts. In addition to recording teaching videos, teachers need to
provide lecture notes for students’ reference. Lecture notes are uploaded next to the
corresponding teaching video so that students can easily click on them for reference;

• Enjoy yourself. Recording instructional videos is a difficult task. If the teachers enjoy
recording teaching videos, they can continue for a long time.

3. Questionnaire Survey

An online questionnaire survey was conducted to collect data to understand how
satisfied students were. The questionnaire was distributed to students in the engineering
mathematics course. The questionnaire was created on a Likert 5-point scale, as shown in
Tables 1 and 2. Questionnaires with full responses were included in the analysis.

Table 1. The score for each option.

Option Score

Strongly Disagree 1
Disagree 2

Neither Agree nor Disagree 3
Agree 4

Strongly Agree 5

Table 2. Interpreted students’ responses based on scores.

Interval Students Responses

1.00 ≤ x < 1.80 a Very Bad
1.80 ≤ x < 2.60 Bad
2.60 ≤ x < 3.40 Neutral
3.40 ≤ x < 4.20 Good
4.20 ≤ x ≤ 5.00 Very Good

a x = Scores of each indicator.

Based on the results of the 26 students’ responses to the questionnaire, the score of
each indicator was calculated as follows. The students’ satisfaction with teaching videos
scored 4.81 on average. Most students favored the quality of the engineering mathematics
materials in the educational videos. The quality of the learning videos was evaluated as
very good (Table 3).

Table 3. Students’ responses to the developed teaching videos.

Indicator Score Response Category

The teaching materials developed by the teacher can
inspire my interest in learning 4.77 Very Good

The recorded digital video provided by the teacher
helps me adjust my learning progress 4.86 Very Good

Average 4.81 Very Good

4. Conclusions

Educational videos allow students to view on-demand materials repeatedly and
learn at their own pace. Furthermore, videos on YouTube can be integrated to provide
targeted information and enrich the learning environment for students. In this article,
tips for creating an effective video on YouTube are provided to help record and integrate
a video on YouTube. It is helpful for teachers to be interested in photography and have
fundamental photographic concepts. It is recommended to understand the golden ratio
of contents and the ten principles of art. Teachers are encouraged to train themselves to
become screenwriters, directors, and video editors. Then, recorded teaching videos can last
longer. Independent recording is recommended. Creating educational videos can go on
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as long as teachers enjoy the process. However, it is difficult to obtain successful results
without extraordinary perseverance. The questionnaire survey result shows that students’
responses to the teaching videos were excellent, with an average score of 4.81. Quality and
supplementary materials are important in educational videos.
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Abstract: Many colleges’ graphic design departments have created curriculums related to digital
publishing. While digital reading has become popular and various technologies of e-book production
are mature, there are urgent demands to strategically and systematically cultivate professionals for
the digital content industries. Thus, this research was to examine the problems associated with e-book
production and their causes for future curriculum design. A literature review of college teaching
courses in design-related departments was conducted, and an analytic hierarchy process (AHP) was
applied with twelve senior digital publishing practitioners. The results showed that “interactive
setting” was the most common problem. The next most common problems were “color labeling” and
“graphic setting”. In-depth interviews with seven experts which were selected from technical and
vocational colleges and the digital publishing industry revealed the causes of these problems. The
reasons of mistakes were categorized into 54 causes for the seven most common problem categories.
Among the causes of “interactive setting” errors, “setting the media playback controller” happened
most frequently.

Keywords: digital publishing; e-book production; analytic hierarchy process

1. Introduction

The popularity of mobile networks along with the increasing number of e-book readers
using large-screen mobile devices promotes various digital information services. This has
boosted global digital reading, and the e-book industry is booming. The new network-
based media has a significant impact on traditional publishers. The publishing industry
is facing rapid changes in production workflows and business operations. With fierce
competition and changing reading habits, publishers need to actively cultivate professionals
in e-book production to overcome future challenges. For e-book publishers, independent
work is an inevitable trend. Digital capability in text, image, video, and voice integration
is what e-book publishers need to have. Traditional publishers must think about their
market position and transformation. The professional competence and “know-how” in the
traditional publishing industry have also changed [1]. Since the production of e-books is
related to readability for readers, the correct content layout of e-books and comfort level to
read are the key factors for the success of e-books. The hardware used is also important.
Flexible materials and touchable user interface (UI) design have been introduced [2,3], and
the imposition and distribution of pictures and texts have a significant impact on a reader’s
comprehension in e-book publication [4].

The purpose of this research is to understand the common problems and reasons
that students have for producing e-books based on surveys and interviews. The results
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provide a reference for future teaching curriculum development to educate students about
e-book production based on theory and practice. The research results also recommend the
requirements for related student training [5]. The specific purposes of this research are
as follows:

• To examine the current teaching status of e-book production courses in related depart-
ments at technical and vocational colleges.

• To explore the most common problems that students encounter in e-book production.
• To understand the reasons for the most common problems encountered by students

when learning about e-book production.

2. Literature Review

E-Book Production

E-books integrate texts, pictures, sounds, and other elements using multimedia soft-
ware as the carriers. Through the Internet, information technology, hardware equipment,
and copyright management mechanisms, e-books have changed the business operations
and marketing channels of traditional publishers. They create new business models in new
markets, produce digital knowledge, and develop new distribution and service chains [6].
Since e-books are in digital forms, data processing and dissemination are performed within
the network. E-books provide text-based reading services in black-and-white picture books
(E-ink carrier) or colored picture books (LCD carrier). Digital readers are provided with
various multimedia functions, which add extra value to e-books [7].

Many scholars have studied the digital publishing industry and indicated that those
who intend to enter into or transform the digital publishing industry must be familiar
with the new online media and technologies and must “create friendly reading formats for
different readers”. Imagination and cross-media communication are mandatory to produce
e-books that are well typographic and friendly to read [8]. From the manual of the Adobe
InDesign software, the most preferred by publishers, the functions of InDesign include
“workspace”, “layout”, “text style”, “print style”, “tables”, “long document functions”,
“drawing”, “graphics”, “frames and Objects”, “transparency effects”, “colors”, and “inter-
active documents”. These operations are important in publication production. Overall,
digital publishing requires more diverse professional abilities than traditional publishing
as an e-book is an information medium that is suitable for modern people’s lifestyles [9].

From the literature review, it was found that typesetting and page layout are most
important in e-book production. Furthermore, considering the contents of digital media,
the production of audio-visual materials and the script of e-books must be contained. The
traditional printing processes are dismissed. Instead, a new workflow is adopted, including
manuscript production, layout, and finished file output for image and text collection, file
creation, type and sequence arrangement, master template creation, style setting, layout
structure design, image and text integration, interactive effect setting, final preview output,
and web release.

Regarding the recent development of digital publishing courses, private institutions
offer more related courses than public institutions. Four-year universities and two-year
vocational colleges offer digital publishing courses, with four-year universities offering
more courses. The number of courses related to digital publishing is increasing every year.
Colleges and universities are focusing more on talent cultivation for the digital publishing
industry. More than 20,000 students took digital courses in the past five years.

3. Methodology

3.1. Research Method and Objects

The research method included a literature review, an analytic hierarchy process, and
expert interviews, as described below.

To understand the “common problems in e-book production”, we compiled the “hier-
archical questionnaire for common problems in e-book production” based on the literature
review and expert opinions for data collection. For the survey, we invited senior digital
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publishing experts who have “actually engaged in the production of digital publications”.
Overall, 17 questionnaires were sent, and 12 valid questionnaires were returned. The
respondents were all females, with 50% having graduated from junior colleges and univer-
sities, 66% having worked in publishing companies for three to five years, and 33% having
worked for over ten years.

To understand the most common problems and their causes in e-book production,
expert interviews were conducted. Seven technical and vocational college lecturers and
digital publishing experts were recruited, including two senior lecturers teaching e-book
production courses, two experts in digital publishing, two experts in APP and digital
publishing services, and an expert in the digital prepress department. The records of the
interviews were compared with the result of the literature review and the questionnaire
survey to clarify the differences between the needs of the industry and the current teaching
content in colleges.

3.2. Research Tools

To investigate the most common problems related to students’ learning e-book produc-
tion, the “Questionnaire for common problems in e-book production” was created with a
nine-point scale. The results were pairwise compared between the experts. The hierarchical
structure of the questionnaire contained file management, layout setting, text and table
settings, graphic settings, color labeling, interactive setting, and tool panel setting. The
hierarchical structure is shown in Figure 1.

Figure 1. Hierarchical structure of this research.

Based on the literature review, the possible causes for common problems in e-book
production were classified into seven categories. This first draft was reviewed by the
experts to reduce the number of causes and finalize the topics to be investigated. As the
results, 54 causes for the most common problems were identified.

The data were processed using the Expert Choice 11 statistical software for hierarchical
analysis. The consistency index (C.I.) was calculated for verification. The verification
method is as follows: λmax is the maximum eigenvalue of the pairwise comparison matrix
A, and n is the order of the matrix. If λmax = n, then the pairwise comparison matrix A is
consistent.

C.I. = (λmax − n)/(n − 1) (1)

where C.I. = 0 when the before and after judgments are completely consistent. When C.I. >
0.1, judgments are biased and incoherent. When C.I. ≤ 0.1, judgments are not consistent but
acceptable. When a problem is complicated, more judgments are needed for the pairwise
comparison, and the order of the pairwise comparison matrix increases. Then, it becomes
difficult to maintain the consistency of judgments. Therefore, a “random index” (R.I.) is
proposed to modify the C.I. value to adjust the differences between different orders in order
to obtain a “consistency ratio” (C.R.) [10]. A C.I. value can be adjusted by the R.I. value in
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matrices of different orders to obtain a consistency ratio. When C.R. ≤ 0.1, the degree of
matrix consistency is satisfactory. The calculation is carried out as follows:

C.R. = C.I./R.I. (2)

4. Results and Discussions

The questionnaire contained the seven categories of file management, layout setting,
text and table settings, graphic settings, color code, interactive settings, and tool panel
settings. Twelve experts in e-book production were invited to finalize the questionnaire.
The purpose was to explore the causes of problems in e-book production. By comparing the
importance of the causes in pairs, the experts chose the most common causes. During the
analytic hierarchical process (AHP) using a nine-point scale of “equally prone to errors”,
“slightly prone to error”, “more prone to error”, “frequently prone to error”, and “extremely
prone to error” (one, three, five, seven, and nine points, respectively), the experts were
asked to choose the most appropriate causes by comparing the importance of the causes in
pairs. The weight of each cause was obtained. The weights of the common problems in
e-book production are shown in Table 1.

Table 1. Weight values of the most common problems in e-book production.

The Most Common Problems Weight % Weight Subhead

interactive setting 0.219 21.9% 1
color labeling 0.155 15.5% 2
graphic setting 0.150 15% 3
tool panel setting 0.133 13.3% 4
text and table settings 0.122 12.2% 5
layout setting 0.115 11.5% 6
file management 0.105 10.5% 7

C.I = 0.010; R.I = 1.32; C.R = 0.007 < 0.1

The results showed that “interactive setting” had the highest weight of 21.9%, followed
by “color labeling” (15.5%), “graphic setting” (15%), “tools panel petting” (13.3%), “text
and table settings” (12.2%), “layout setting” (11.5%), and “file management” (10.5%).

The 54 causes of the seven most common problems in e-book production were deter-
mined by the experts as follows:

• Interactive settings had 11 causes, including “setting the media playback controller”.
The other common causes were “setting bookmark”, “setting directory”, “setting
animation function”, “setting hyperlink”, “use swf viewer”, ‘setting object status func-
tion”, “setting page turning effect”, “setting page transition effect”, “insert multimedia
files (music, video)”, and “setting button”.

• Color labeling had four causes, including “don’t notice the color model of the image
file”, “using different color models”, “don’t know how to add a color swatch”, and
“don’t know how to add a gradient color”.

• Graphic setting had eight causes, including “the wrong way of importing (placing) the
picture (missing picture)”, “when the image is zoomed, it is often skewed (without
proportional scaling)”, “don’t know how to set the object anchor”, and “when import-
ing (placing) the image file, the link disappears”. The rest of the causes were “don’t
know how to set the filter effect”, “don’t know how to set the text around the image”,
“don’t know the difference between text and graphic boxes”, and “when drawing with
Bezier curves, the graph is often not closed”.

• Tool panel settings had five causes, including “using the wrong operating tool”,
“screen mode switching error”, “don’t know which tool to choose”, “cannot find the
tool panel setting”, and “don’t know how to reopen the tool panel”.

• Text and table settings had 13 causes, including “use of too many fonts”, “incorrect
text indentation settings”, and “errors occur when setting composite fonts”. The other

196



Eng. Proc. 2023, 38, 33

causes were “the text characters do not show properly”, “wrong text direction when
mix Chinese and English text”, “do not know how to substitute the missing font”,
“don’t know how to set the space inside the text box”, “do not avoid the orphan or
widow”, “text overflow does not expand”, “wrong text alignment settings”, “do not
know how to put symbols and pictures in the text box”, “don’t know the steps to
insert the table”, and “text in the table is not aligned”.

• Layout setting had six causes, including “unclear layer management”, “wrong page
size”, “wrong document type (print, web, digital)”, “wrong binding side”, “wrong
main page setting”, and “wrong chapter and page number settings”.

• File management had seven causes, including “problems when converting to other
formats”, “the linked file was not encapsulated”, “no naming specification”, “don’t
know how to downgrade to lower versions and formats”, “the graphic file size is
either too big or not have enough resolution”, and “problem on file format setting”.

5. Conclusions

Most of the e-book production courses adopt Adobe InDesign as a learning tool as it is
the mainstream software for digital publishing, especially for design layout and typesetting.
However, its output diveristy and further application are relatively lacking. Today, more
e-book editing applications have been released in the market. Although learning InDesign
still is the most popular application for e-book production, schools should encourage
students to have experience in other digital publishing workflows, such as XML and
other web codings, to enhance their competitiveness. Therefore, school lecturers need to
introduce and analyze the functions and characteristics of different e-books from a broader
perspective and nurture students to have the conceptions and techniques necessary for
general e-book production. For different types of e-books, content, and design in different
formats, students need to learn how to use professional digital publishing technology.
Therefore, this research was carried out to understand the common problems and causes
for these problems in e-book production based on surveys and interviews. We defined
seven common problems that students encounter in e-book production. The AHP results
showed that “interactive setting” had the highest weight, indicating that it was the most
common problem in e-book production. The second highest weight was identified for “color
labeling”, followed by “graphic setting”, “tool panel setting”, “text and table settings”,
“layout setting”, and “File Management”. The causes were also identified for each problem.
These results provide a reference for teaching curriculum development with corresponding
theory and practice.
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Abstract: With respect to widely evaluating and elementally assaying the comprehensive possible
applications of Internet of Things (IoT) technology for efficiently advancing administrative and
operating performances during the implementation of community development missions, this
research attempts to initially analyze the various means of employing Internet of Things (IoT)
technology by assessing the affairs and activities of 6918 contemporary community associations in
Taiwan in order to inductively construct the most effective Internet of Things (IoT) digital system,
not only to update their original documentary administrative system to easily and conveniently
implement and record administrative missions, activities, and services but also to handle and display
the bulk of news and information from most community residents and the Taiwanese government
(such as the Council of Agriculture, Executive Yuan). However, after conducting a systematic survey
on research related to the Internet of Things (IoT) technology in recent years, there is no one able to
directly analyze the shortages and challenges of the diversified applications of Internet of Things (IoT)
technology in administrative performance. Specifically, the greatest challenges are the Taiwanese
individual information protection regulations and the laws regarding the various applications of
digital data (such as the Taiwan Personal Data Protection and Telecommunication Acts), which
apparently hinder the development of Internet of Things (IoT) technology in the enhancement of
community associations in Taiwan. Therefore, the suggestion contributed by this research is to
institute basic digital data using ACT for all 6918 community associations in Taiwan in order to
directly force the application of IoT technology to advance the performances and achievements of
community development associations.

Keywords: community development association; global contagious disease; digital data applications

1. Introduction

The briefest administrative programs of the Executive Yuan, which is the highest
administrative government department, include “live and work in peace and contentment”,
“continuous reproduction breed in an endless succession”, and “balanced development in
Taiwan”. Therefore, in order to improve population loss in the outermost districts of the
city, the rapid establishment of community development associations has become the one of
local revitalization practices of these administrative programs in an attempt to achieve the
“live and work in peace and contentment”, “continuous reproduction breed in an endless
succession”, and “balanced development in Taiwan” goals.

In order to strengthen rural development and improve population aging issues, the
Taiwanese government’s Ministry of Health and Welfare began to institute and administer
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the Regulations on Community Development Work on 18 September 2014 to improve cur-
rent Taiwanese communities, enhance the welfare of residents, and construct a wonderful,
aggressive, integrated, and interdependent modern group and entire society. According
to Article 12 of the Regulations on Community Development Work: “The community
development associations shall devise community development plans, prepare budgets
and actively promote community development according to community characteristics and
the needs of residents, in addition to being in line with government policies and projects
originally designed by the community.” Based on the basic purpose of the development
of a community development association in Article 12 of the Regulations on Community
Development Work [1], projects receiving government funds must respect government
policies, as stated above. The 13 principles are listed as:

• The construction of public facilities:

(1) The construction or repair of community centers.
(2) Protecting the environment and improving sanitation in communities.
(3) The maintenance of roads and gutters in communities.
(4) The collation of and increase in parking facilities.
(5) Community greening and beautification.
(6) Other matters relating to the construction of public facilities.

• The development of production and welfare:

(1) The establishment of community production and construction funds.
(2) The promotion of social welfare.
(3) The establishment of community nurseries.
(4) Promoting the development of community businesses.
(5) Other matters relating to the development of production and welfare.

• Spiritual and ethical development:

(1) Important measures for improving the ethos of society as well as advocating
and promoting models of public etiquette.

(2) The maintenance and promotion of rural culture and traditional crafts.
(3) The establishment of traffic safety in the community.
(4) The establishment of community pacts.
(5) The promotion of civil defense.
(6) The establishment of art and recreation teams.
(7) The establishment of community senior citizens’ clubs.
(8) The establishment of community growth classrooms.
(9) The establishment of community volunteer service teams.
(10) The establishment of community libraries.
(11) Advocating for community-wide activities.
(12) Promoting community disaster reporting and prevention drills.
(13) Other matters relating to spiritual and ethical development.

Therefore, Figure 1 illustrates the 13 principles of Article 12 of the Regulations on
Community Development Work as:

Figure 1. The 13 principles of the government policies.
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However, as an urgent and serious issue, aging populations in remote or special
needs areas of Taiwan require the most significant services and activities provided from all
Taiwanese community development associations, which have had the most severe lack of
useful methods, tools, and technologies to support them in advancing their operational
effectiveness and implementing efficiency in the majority of Taiwanese community de-
velopment associations, especially those in remote or special needs regions. Therefore,
with the 100 percent coverage rate of fourth-generation mobile networks and the more
than 50 percent coverage rate of the fifth-generation mobile networks, the majority of
empirical industrialists have recommended considering employing wireless and internet
technologies to directly construct unique digital connections for Taiwanese community
development associations via the Internet [2–5].

These digital connections between community development associations will not only
advance the efficiency of internal services and activities, such as providing the elderly
with meals at community care locations (places) and providing entertainment services
at community clubs for the elderly (places), etc., but will also strengthen the operational
effectiveness of external services and activities, such as the development of tourism, the
promotion of local culture, marketing regional agricultural productions, etc. [6].

Based on the rapidly spreading infections of contemporary global contagious diseases,
such as severe acute respiratory syndrome (SARS) in 2003 and the coronavirus disease
2019 (COVID-19) in 2019, the majority of educational and on-the-job training courses were
implemented though a series of virtual wireless connections using the IoT technology [7–10],
as shown in Figure 2:

Figure 2. The main research concept.

2. Conceptual Literature

Significantly, in view of the accumulation of outcomes and performances, the number
of Taiwanese community development associations has been greater than 6918 since 2020,
based on the official statistics from the Ministry of Health and Welfare. Subsequently,
since 2019, the number of directors and supervisors (persons) of community development
associations was up to 108,524 individuals, including the 6918 director generals, 75,440
directors, and 26,166 supervisors. The number of people serviced was 22,014,889, and they
were served by the 145,935 members comprising all Taiwanese community development
associations. Momentously, up to 12,612,351 people were attended to through welfare
services or activities for some specific communities’ services and activities, such as com-
munity care locations offering meal services for the elderly (places), elderly entertainment
services, activities for the elderly hosted by community clubs (places), meal services, and
family entertainment services, such as community common rooms for mothers (classes),
the promotion of local tourism, cultural development activities for folk, literature, and art
(teams), regional security services from community mutual-help programs (teams), etc.
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Eventually, the fundamental aspects developed were directly created and comprehen-
sively instituted, and these developed aspects related to production and development, such
as financial and economic development for industries located in community development
associations; life aspects, such as cultural and living developments for regional residents
in community development associations; and ecological aspect, such as environmental
introduction, protection, and education for in-depth circumstantial understanding in com-
munity development associations. There were still some various outstanding services and
activities in multiple aspects, such as tourism development, including economic living, trans-
portation, and shopping demands, the regional cultural promotion of guidelines for living,
and extensive environmental introduction, education, and protection propaganda, etc. [11–14].

In order to directly complete the organizational structure, positively enhance the
service functions, and aggressively establish the community activities of community devel-
opment associations in Taiwan, all Taiwanese community development associations must
obtain the strongest and most powerful methods to be able to not only reinforce the current
functions and services but also to satisfy a series of accumulated deficiencies. Furthermore,
in association with the swift and sustainable development of services and activities in all
Taiwanese community development associations, virtual methods, digital tools, and vital
systems have been desired for each Taiwanese community development association.

As a result, Internet of Things (“IoT”) technology has been considered a supporting
digital technology to advance the administrative effectiveness and operating efficiency of
the diversified services and activities of the 6918 current Taiwanese community develop-
ment associations, according to its virtual, digital, and systematical characteristics. This
is because the IoT is a type of digital computed connection that can transfer various data
in association with a series of 3C (“computer, communication and consumer”) electronic
diversified devices such as smart phones, individual notebooks, and personal computers.
In addition, IoT technology is definitely able to comprehensively connect the diversified
devices and humans via integrating the complicated digital data collected from each uni-
versally unique identifier (“UUID”) from the electronic devices with digital connection
functions. Recently, with the rapid development of wireless and internet technologies, the
coverage rate of the fourth-generation mobile networks has reached 100 percent since 2018,
and the fifth-generation mobile networks have up to 49 percent coverage since 2020, based
on the official 2020 report of the National Communication Commission (“NCC”) in Taiwan.

3. Conclusions and Future Direction

With respect to widely evaluating and elementally analyzing the various possibilities
and diversified applications of IoT technology for strengthening the internal administrative
performances and implementation efficiencies of the services and activities provided by the
current 6918 community development associations in Taiwan, these Taiwanese community
development associations obviously demand a large, powerful, stable, and highly compati-
ble digital system to assist them in handling large volumes of data and information in order
to advance the implementation of community services and activities. In particular, the
digital system can not only directly advance the efficiency of the community associations
but could also assist the Taiwanese government in supporting and understanding the
situation and consequences of implementing a digital system for the current 6918 com-
munity development associations. Extraordinarily, with respect to the hyper-speed and
hyper-connected characteristics of the IoT technology, each 6918 community association
could update the efficiency of their administrative performance and their efficiency in
implementing services and activities through the diversified applications of the IoT technol-
ogy by means of sharing more news and information between each Taiwanese community
development association.

However, with respect to recent research [15,16] in IoT-technology-related fields in
association with the administrative performances of community development associations,
the most critical shortages and challenges are obviously the individual digital data pro-
tection and security regulations and rules (such as the Taiwan Personal Data Protection
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and Telecommunication Acts). After the executing a series of preliminary analyses, the
empirical suggestion is to institute rules for the application of basic digital data in all
6918 current Taiwanese community development associations in order to easily introduce
IoT technology into each community development association in order to successfully
confront a series of threats due to serious global contagious diseases.
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Abstract: In life, making a decision is always required. Various situations demanding decision
making are encountered in life. We apply the core decisive modes of game theory to closed couple
relationships in conflict situations for the following reasons. (1) Life can be explained by the com-
prehensive decisions in games, as various conflict situations appear in a closed couple relationship.
(2) Humans are influenced by diverse factors such as love, sacrifice, intuition, and the benefit of
individual personality. (3) Information asymmetry is generated in subjective and objective environ-
ments. (4) Human nature is selfish. Based on the results of this research on the three core decisive
modes in game theory, there are in-depth considerations and better win-win solutions considering
the prisoner’s dilemma. Game theory is further assayed in the further research for “Analyzing
the research interfering factors of the core decisive modes of the game theory on the closed couple
relationships at the conflict”.

Keywords: decisive mode; game theory; closed couple relationships

1. Introduction

Game theory (GT) was induced from the “bad out of the small” theorem of a math-
ematician, von Neumann, in 1928. GT created the “zero-sum” concept in the individual
decision-making process of a game. In the decisive situation of a zero-sum game, the
increased remuneration is exactly equal to the increased loss of the opponent, but the
sum of the remuneration and loss is always zero. This is the most important theoretical
assumption in GT [1]. The concept of “Nash equilibrium (NE)” was the reason for the
Nobel Prize in Economics in 1994. NE introduces the best solution in a non-cooperative
decisive game [2]. To extend the applicability of GT to economic behavior analysis, von
Neumann and Morgenstern addressed the economic behavior for the initial formation of
the systematic GT, as GT provides logical mathematic calculations to quantify decision-
making activities and offers diversified conditions such as cooperation, decision-making
time, and information structure.

In the NE of GT, the basic assumptions are as follows. (1) There are N participants
in a decisive game and strategies of (n-1) participants [3]. (2) Each participant in the
game pursues the best outcome without considering other participants’ maximum profits
and potential benefits [4]. If any participant pursues deviating benefits from the current
strategies without considering maximized profits or potential benefits, individual decision-
making actions or behaviors belong to the non-Nash equilibrium (NNE) in the GT. However,
in intimate relationships such as lovers or partners, the economic concepts and mathematic
measurements of GT cannot be used. Therefore, we apply the three most popular decisive
models to facilitate and promote the development of closed couple relationships and detect
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subtle changes in the relationships. The decisive models of GT applied in closed-couple
relationships are (1) the prisoner’s dilemma, (2) the convergent choice, and (3) divergence
selection [4].

2. Literature Review

For the definition of a game, a game is classified according to the competitive or
confrontational decision-making behaviors with which different goals or interests are used
to obtain profits or benefits. For the profits or benefits, each participant considers the possi-
ble decision-making of the opponent to choose the most reasonable strategies [5]. GT is
designed to consider and analyze the predicted and actual decision-making behaviors and
strategies for individual optimization. In these games and strategies, the familiar incentive
structures are constructed and expressed in different interactions in the game category.
GT is for the analysis of the interaction between decision-makers through mathematical
calculations. The biggest difference between the traditional decisive assessment and the GT
analysis is that GT incorporates and considers each decision-maker’s knowledge and expec-
tation of the opponent as the opponent tries to maximize remuneration for decision-making
payoff. Thus, GT is applied to interdisciplinary research such as biology, economics, inter-
national relations, computer science, political science, and military strategy by measuring
the interaction in games. GT is a mathematical theory to institute the equilibrium point of a
two-person zero-sum game and study decisive phenomena under the struggled situations
or hostile conditions. GT is one of the greatest achievements in economics to deal with the
psychological factors in complex decision-making processes or games in the 20th century.

3. Research Method

To apply the three core decisive models of GT to the analysis of closed couple re-
lationships in conflict situations, the four research steps (research motivation, research
methodology, research evaluation, and research induction) were used [6–12] in this research
(Figure 1).

Figure 1. Research method.
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4. Results and Discussion

Of the core decisive models, the most famous one is the prisoner’s dilemma. The
prisoner’s dilemma is a typical model for exploring and demonstrating information asym-
metry and the best benefits of GT in a dangerous and separate situation. In the beginning,
an officer separates two prisoners to construct a situation with information asymmetry
between them. Then, the officer implements the prisoner’s dilemma to create the prisoner’s
confession. The best strategy for them is to be in prison for the shortest period. In a closed
couple relationship, the “Be frank and lenient; resist and be strict” situation always works
for coercing the confession of partners to obtain the truth [13]. Due to separation, two
prisoners always have to be in the prisoner’s dilemma, in which there are four situations:
confession vs. confession, confession vs. no-confession, no-confession vs. confession, and
no-confession vs. no-confession as displayed in Table 1.

Table 1. Prisoner’s dilemma situation.

Decision B: Confession B: No-Confession

A: Confession 5-year sentence 10-year sentence for B
Release of A

A: No-Confession
10-year sentence for A

Release of B 6-month sentence

Convergent choice is used in daily activities of closed couple relationships because the
relationship enforces the couple to choose the same actions for each other even though they
are not willing to do so. As a result, there are four situations: favorite activity vs. favorite
activity, favorite activity vs. non-favorite activity, non-favorite activity vs. favorite activity,
and non-favorite activity vs. non-favorite activity. For example, when a male watches a
sports game with his girlfriend, she forces herself to watch the game to make her boyfriend
feel happy. The powerful driving force of the convergent choice game is love in the closed
couple relationship [14]. The divergent selection (also called the weak chicken or coward
game) is employed in conflict situations of the closed couple relationship. The divergence
selection is constructed on the two drivers’ conflict, too. When two cars speed toward each
other on the same street, the one who turns first is a coward. There are four situations, as
shown in Table 2. The two drivers do not have enough time to consider each other’s choices
as the two cars are driving fast and have to choose the best strategy. However, human
nature often results in two consequent situations: both turn to be cowards or both go
straight to be in a crash. Hence, divergence selection is the opposite of convergent choice.

Table 2. Divergent selection in a two-car crash.

Decision Driver B: Straight Driver B: Turn

Driver A: Straight Crash A wins
B loses

Driver A: Turn A loses
B wins Tie

In this research, the three decision models in GT were considered to discuss a closed
couple relationship in a conflict situation with the main concept of Figure 2.
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Figure 2. Revaluated method.

5. Conclusions and Recommendations

The core decisive model of GT of a closed couple relationship in a conflict situation
is reviewed. Life is full of decisions in games. Various conflicts appear in a closed couple
relationship in which love and sacrifice play a dominant role. Information asymmetry is
generated by selfish human nature and an objective environment. In the three core decisive
models, decisions are based on betrayal and cooperation in the prisoner’s dilemma, while
decisions are made based on sacrifice in the convergent selection. Life is always to make
decisions. Each model explains the various situations for decision making encountered
in life. Due to frequent decision-making opportunities, more diversified methods of GT
play a critical role in selection and activities. To make the best decision, decision models
need to be researched further. To find the best decision, GT can be used as shown in
Figure 3 [15–18]. GT is designed and applied to human decision-making processes and
the evaluation of a situation to institute the best strategies under the lowest uncertainty
and risks. Further discussion is required to research interfering factors of decision-making:
information asymmetry, individual traits, emotional impact, love, and sacrifice. To find the
best decisions, closed couple relationships can be applied to conflicts.

Figure 3. Process of GT application.
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Abstract: Students’ after-class self-evaluated comments are useful for understanding students’ learn-
ing and reflecting teacher’s teaching. Researchers and engineers have attempted to apply educational
data mining techniques, such as text analysis, sentiment analysis, machine learning, and deep learning
to develop classification mechanisms of students’ self-evaluated comments. This study was carried
out to develop aspect and sentiment classification mechanisms to automatically classify students’ self-
evaluated comments into seven aspect categories and three sentiment categories. We investigated the
impact of whether we should exclude nonsense data or not, the impact of different feature extraction
methods, and the impact of different classification models on classification accuracy. The results
showed that the combination of bidirectional encoder representations from transformers (BERT) word
embedding feature extraction and Random Forest classification showed the best accuracy (90.7%)
on aspect classification when including nonsense data, whereas the combination of BERT-word em-
bedding feature extraction and Random Forest classification had the best accuracy (93.2%) on aspect
classification when excluding nonsense data. Including nonsense data reduced the classification
accuracies. In addition, the combination of one-word bag-of-words feature extraction and Random
Forest classification presented the best accuracy (99.5%) with regard to sentiment classification.

Keywords: self-evaluated comments; educational data mining; sentiment analysis; machine learning;
deep learning

1. Introduction

Students’ evaluated comments on their learning or teachers’ teaching after a class or
course help teachers or organizations understand students’ learning status, predict students’
performance, and reflect teachers’ teaching [1]. Students’ evaluated comments offer rich
information on learning or teaching [2], but it is labor-intensive and time-consuming to read
students’ comments. Recently, many text classification techniques and applications have
been developed, including different feature extraction methods and classification models [3].
Researchers have applied text classification techniques to automatically classify the aspect
and sentiment categories of students’ comments. For example, Yu et al. have developed
a sentiment classification mechanism to classify students’ self-evaluated comments into
three sentiment categories: positive, neutral, and negative [4]. Sindhu’s team has applied
deep learning to develop a classification mechanism to classify comments into six aspect
categories and three sentiment categories [5]. Onan has developed a sentiment classification
mechanism and compared sentiment classification accuracies of different combinations of
feature extraction methods and classification models [6].

We developed aspect and sentiment classification mechanisms and compared the
aspect and sentiment classification accuracies of combinations of different feature extraction
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methods and classification models, including conventional machine learning models and
deep learning models. In addition, as several students’ self-evaluated comments are
nonsense or not related to the class, these data may be excluded or classified as being in
the “others” category. However, the application of the classification mechanism needs to
deal with nonsense data. We compared the aspect classification accuracies of excluding
and including (i.e., classified as “others”) nonsense data.

2. Method

2.1. Data Collection, Labelling, and Balancing

Students’ self-evaluated comments were collected in a programming course at a
university. Students were asked to write down their self-evaluated comments in a system
after each class. In total, 1640 anonymous comments were collected. These comments
were written in Chinese, English, or a mixture of Chinese and English. Two researchers
reviewed these comments and classified them into seven aspect categories: interest, gain,
positivity, speed and difficulty, teacher, overall, and others. The interest aspect was to
know if students were interested in the content of the class, such as “The second example is
interesting.” or “Today’s class is boring.”. The gain aspect was to know if students learned
from the class or not, such as “I learned how to design a menu.”. The positivity aspect was
to know if students wanted to make effort to review or practice the content, such as “I need
more practice after class.”. The speed and difficulty aspect was to know if students’ feelings
for the teacher’s lecture speed or the difficulty of the content, such as “Today’s content
is easy for me.” or “Today’s lecture speed is too fast for me.”. The Teacher aspect was to
know the students’ evaluation of the teacher, such as “The teacher is serious in class.”. The
overall aspect was to know the students’ entire evaluation of the class, such as “Good!”.
Others aspect was to know if the comment is nonsense or not related to the class, such as
“123” or “Hello!”.

Each comment was also labeled with its sentiment state from three sentiment cate-
gories: positive, neutral, or negative. Two researchers independently labeled the aspect
and sentiment categories of each comment. If the two researchers’ labels were different, a
discussion was conducted to determine the final label. Table 1 lists the labeled aspect and
sentiment distributions of comments. The distributions of comments are unbalanced. The
unbalanced data affect the training of classification models with a bias toward categories
with more data. Therefore, comments were balanced by repeating the comments of the
categories with fewer comments to the amount of the category with the maximum amount
of comments.

Table 1. Labeled aspect and sentiment distributions of comments.

Sentiment Aspect

Interest Gain Positivity Speed and Difficulty Teacher Overall Others

Positive 297 391 117 71 74 205 92
Neutral 0 0 0 2 0 46 138

Negative 4 0 3 145 0 6 49

For measuring the cohesion of comments within each aspect category, the average
cosine similarity of comments of each aspect category was calculated (Table 2). The results
showed that the “others” category comments had the lowest average cosine similarity. That
is, comments in the “others” category were more diverse than other categories. The reason
may be that comments in the “others” category were nonsense or not related to the class
that was not classified as other aspect categories.

210



Eng. Proc. 2023, 38, 43

Table 2. Average cosine similarities of different aspect category comments.

Interest Gain Positivity Speed and Difficulty Teacher Overall Others

Average cosine
similarity 0.428 0.394 0.397 0.407 0.592 0.552 0.269

2.2. Feature Extraction of Comments

Features of comments can be extracted by different methods. This study adopted and
compared different feature extraction methods. The first feature extraction method was
bag-of-words; that is, a feature vector of a comment is generated by checking whether
specific feature words exist in the comment or not. The feature words can be a set of one-
word segmentations, a set of two-word segmentations, a set of three-word segmentations,
or a set of segmentations with the unspecific number of words that were segmented by
meaning. Two or more Chinese words together may lead to specific meanings. Thus,
segmentations of Chinese sentences are important. We adopted one-word segmentation
and unspecific number–word segmentation (k-words; i.e., k-gram, in which a word is a
unit) for generating feature vectors of comments and compared their accuracies. These
specific feature words were analyzed from all comments. The k-words segmentations were
analyzed and segmented by MONPA [7].

The second feature extraction method was sequence-of-words. Words with different
sequences may have different meanings. For instance, “John loves Mary.” is different
from “Mary loves John.”. However, the bag-of-words method extracts these two sentences
into the same feature vector and cannot distinguish between them. The sequence-of-
words method divides sentences into word segmentations (a segmentation may be a word
or several words), assigns each specific word segmentation an index, and transforms a
comment into a sequence vector as its feature vector. We adopted one-word and k-word
segmentations for transforming comments into sequence-of-words feature vectors. The
k-word segmentations were also analyzed and segmented by MONPA.

The third feature extraction method was Doc2vec embedding [8]. Several words have
semantic relationships. For example, “good” and “excellent” are positive adjectives. The
bag-of-words method does not deal with semantic relationships among words. Word2Vec
analyzes semantic relationships among words based on their context words from texts and
transforms each word into a feature vector [9]. Words with close semantic relationships
have similar feature vectors. Doc2Vec is modified from Word2Vec and generates a feature
vector as a distributed representation of a text. This study adopted Doc2vec to transform a
comment into a feature vector.

The fourth feature extraction method was BERT-word embedding [10]. BERT-word
embedding analyzes texts based on BERT pre-trained model. The BERT pre-trained model
is trained from analyzing texts in BooksCorpus and Wiki. BERT-word embedding gen-
erates feature vectors taking context into account. We adopted BERT-word embedding
(paraphrase-xlm-r-multilingual-v1 sentence-transformers model) [11] to transform com-
ments into 768-dimensional feature vectors.

2.3. Classification Models

Classification needs supervised machine learning models. Thus, several supervised
classification models were adopted and compared in this study. First, conventional machine
learning classification models, including Naïve Bayes (NB), Support Vector Machine (SVM),
and Random Forest (RF), were adopted along with bag-of-words, Doc2Vec embedding,
and BERT-word embedding extraction methods.

Second, deep learning classification models, including one-layered long short-term
memory (1-LSTM), two-layered LSTM (2-LSTM), 1-LSTM with attention mechanism
(1-LSTM + attention), and 2-LSTM + attention were adopted, along with the sequence-of-
words extraction method. LSTM is a type of recurrent neural network (RNN) for processing
sequential data [12]. LSTM uses forget gates to determine which information is preserved.
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The attention mechanism defines each output from weighted contributions of inputs and
trains these weights [13].

Third, BERT for the Sequence Classification model was also adopted when BERT-word
embedding extraction was adopted.

2.4. Model Training and Validation for Calculating Classification Accuracy

Different feature extraction methods and classification models were combined to train
models and calculate the classification accuracy. Aspect classification was conducted, both
including and excluding the “others” category data (i.e., nonsense data) for comparison.
Sentiment classification was conducted, including the “others” category data. In this study,
5-fold cross-validation was used. Data were randomly assigned into 5 datasets. In turn,
a dataset was chosen for validation of classification accuracy, and other datasets were
used for training classification models. Models were used for classifying the validation
dataset and compared the classification results to the labeled classifications to calculate the
classification accuracy. The average classification accuracy of five turns was calculated as
the classification accuracy of the model.

The classification mechanisms and validations were implemented in Python 3.7, in-
cluding the Gensim, Keras, Matplotlib, NumPy, Pandas, Scikit-learn, and TensorFlow
libraries. The parameters of random state, batch size, and epochs were assigned to 42, 32,
and 20, respectively.

3. Result

3.1. Accuracies of Aspect Classifications, including Nonsense Data

Table 3 lists the accuracies of aspect classifications of different feature extraction meth-
ods and classification models, including nonsense data. The results were sorted by accuracy
from low to high. The results show that the combination of BERT-word embedding feature
extraction method and RF classification model have the best accuracy (90.7%). The accura-
cies of the combinations of the bag-of-words feature extraction method and conventional
classification models (NB, SVM, RF) range from 22.1% to 77.2. Compared to bag-of-words,
Doc2Vec embedding has better accuracies (from 48.7% to 81.6%) when applied to the same
classification models. When applying bag-of-words or Doc2Vec embedding feature extrac-
tion methods, RF has the best accuracy, SVM has the second best accuracy, and NB has the
worst accuracy.

Table 3. Accuracies of aspect classifications of different extractions and models, including non-
sense data.

Feature Extraction Classification Model Accuracy

Bag-of-words (k-word) NB 0.221
Bag-of-words (one-word) NB 0.223

Bag-of-words (k-word) SVM 0.450
Doc2Vec embedding NB 0.487

Bag-of-words (one-word) SVM 0.496
Doc2Vec embedding SVM 0.734

Bag-of-words (one-word) RF 0.772
Bag-of-words (k-word) RF 0.772

Doc2Vec embedding RF 0.816
Sequence-of-words (one-word) 1-LSTM 0.830

Sequence-of-words (k-word) 1-LSTM 0.843
BERT-word embedding BERT for Sequence Classification 0.845

Sequence-of-words (one-word) 1-LSTM + Attection 0.858
Sequence-of-words (one-word) 2-LSTM 0.852

BERT-word embedding SVM 0.859
Sequence-of-words (one-word) 2-LSTM + Attention 0.866

Sequence-of-words (k-word) 2-LSTM + Attention 0.869
Sequence-of-words (k-word) 2-LSTM 0.870
Sequence-of-words (k-word) 1-LSTM + Attection 0.878

BERT-word embedding RF 0.907
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The accuracies of the combinations of sequence-of-words feature extraction method
and deep learning classification models ranged from 83% to 87.8%, which were better than
that of the combinations of bag-of-words or Doc2Vec extraction methods and conventional
machine learning classification models. The accuracies of the combinations of BERT-word
embedding extraction and BERT for Sequence Classification, SVM, and RF were 84.5%,
85.9%, and 90.7%. The results showed that the BERT-word embedding extraction method
is better than bag-of-words, Doc2Vec, and sequence-of-words.

3.2. Accuracies of Aspect Classifications, Excluding Nonsense Data

Table 4 shows the accuracies of aspect classifications of different feature extraction
methods and classification models, excluding nonsense data. The trend of accuracies
excluding nonsense data is similar to the trend of accuracies, including nonsense data, but
the accuracies, including nonsense data, are lower than the accuracies, excluding nonsense
data. The reason may be that the nonsense data have low cohesion (Table 2).

Table 4. Accuracies of aspect classifications of different extractions and models excluding non-
sense data.

Feature Extraction Classification Model Accuracy

Bag-of-words (k-word) NB 0.249
Bag-of-words (one-word) NB 0.261

Bag-of-words (k-word) SVM 0.504
Doc2Vec embedding NB 0.545

Bag-of-words (one-word) SVM 0.561
Doc2Vec embedding SVM 0.806

Bag-of-words (k-word) RF 0.808
Bag-of-words (one-word) RF 0.830

Doc2Vec embedding RF 0.845
Sequence-of-words (k-word) 1-LSTM 0.893

Sequence-of-words (one-word) 2-LSTM + Attention 0.895
Sequence-of-words (one-word) 1-LSTM + Attection 0.903

Sequence-of-words (k-word) 2-LSTM + Attention 0.903
Sequence-of-words (one-word) 1-LSTM 0.910

Sequence-of-words (k-word) 1-LSTM + Attection 0.914
Sequence-of-words (k-word) 2-LSTM 0.914

Sequence-of-words (one-word) 2-LSTM 0.919
BERT-word embedding SVM 0.921
BERT-word embedding BERT for Sequence Classification 0.923
BERT-word embedding RF 0.932

The results also show that the combination of the BERT-word embedding feature
extraction method and the RF classification model has the best accuracy (93.2%). The
combinations of bag-of-words and conventional classification models have low accuracies.
Doc2Vec embedding extractions show better accuracies than bag-of-words. The combina-
tions of sequence-of-words and deep learning models have good accuracies (from 89.3%
to 91.9%). Lastly, BERT-word embedding extraction method is better than bag-of-words,
Doc2Vec, and sequence-of-words.

3.3. Accuracies of Sentiment Classifications

Table 5 presents the accuracies of sentiment classification of different feature extraction
methods and classification models. The combinations of bag-of-words and NB and SVM
have low accuracies (from 39.4% to 77.8%). The combinations of sequence-of-words and
deep learning models have good accuracies (from 96.5% to 98%). Surprising results are
that the combinations of bag-of-words and RF have high accuracies (k-words: 97.9% and
one-word: 99.5%). The accuracy of sentiment classifications is better than that of aspect
classifications. The reason may be that the aspect classifications have six or seven categories,
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and the sentiment classifications only have three categories. Another possible reason may
be that the aspect classifications were easier than aspect classifications.

Table 5. Accuracies of sentiment classifications of different extractions and models.

Feature Extraction Classification Model Accuracy

Bag-of-words (k-word) NB 0.394
Bag-of-words (one-word) NB 0.417

Bag-of-words (k-word) SVM 0.733
Bag-of-words (one-word) SVM 0.778

Sequence-of-words (k-word) 2-LSTM 0.965
Sequence-of-words (one-word) 1-LSTM + Attention 0.969
Sequence-of-words (one-word) 2-LSTM + Attention 0.972

Sequence-of-words (k-word) 1-LSTM 0.973
Sequence-of-words (one-word) 2-LSTM 0.973

Sequence-of-words (k-word) 2-LSTM + Attention 0.976
Sequence-of-words (one-word) 1-LSTM 0.977

Bag-of-words (k-word) RF 0.979
Sequence-of-words (k-word) 1-LSTM + Attention 0.980

Bag-of-words (one-word) RF 0.995

4. Conclusions

We developed aspect and sentiment classification mechanisms of student after-class
self-evaluated comments and validated their classification accuracies. The results showed
that the accuracies of sentiment classifications were better than those of aspect classifications.
In addition, the aspect classifications excluding nonsense data have better accuracies than
the classifications including nonsense data. We also explored different feature extraction
methods, including bag-of-words, sequence-of-words, Doc2Vec embedding, and BERT-
word embedding. First, the results showed that Doc2Vec embedding is better than bag-
of-words. Second, sequence-of-words was an excellent feature extraction method, along
with deep learning classification models. Third, BERT-word embedding is generally an
excellent feature extraction method. In addition, classification models were explored,
including NB, SVM, RF, 1-LSTM, 2-LSTM, 1-LSTM + attention, 2-LSTM + attention, and
BERT for Sequence Classification. The results revealed that RF is generally an excellent
classification model.

This study has limitations. First, not all possible combinations of feature extraction
methods and classification models were implemented and compared. Second, comments
were collected in a programming course at one university. Comments from different courses
may diversify and reduce the accuracy of classifications.
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Abstract: Changes in age structure are common in most countries because of aging and lower birth
rates. In this study, we constructed a domestic tourism demand model using the concept of the
proportion of the prime tourist population to investigate the effect of changes in the age structure of
the population. A regression model with the time series data of the number of domestic tourists in
Taiwan from 2001 to 2021 was adopted in this study. The results showed that there was a significant
positive relationship between the proportion of the prime tourist population and domestic tourism
demand, indicating that aging impacted the domestic tourism market negatively.

Keywords: population age structure; aging; domestic tourism

1. Introduction

Aging is a common issue as the population age structure changes in many countries
around the world in the twenty-first century. According to the United Nations World
Population Prospects [1], the proportion of the global population over the age of 65 will
increase to 16.4% in 2050, up from 9.7% in 2022. In terms of Taiwan’s elderly population, the
proportion of people aged over 65 years old exceeded 14% in 2018, entering an aged society,
and will exceed 20% in 2025, becoming a super-aged society. Aging affects the consumption,
investment, and savings of the whole economy, as well as annuities, retirement benefits, and
government revenues and expenditures. It also affects the labor supply and demand in the
labor market, the industrial structure, and, ultimately, long-term economic development [2].

Tourism is an integral part of modern life and plays an important role in the devel-
opment of the global economy. A country’s tourism market is composed of two different
markets, inbound tourism and domestic tourism, which is also referred to as internal
tourism. Generally speaking, the domestic tourism market gradually expands with the
development of the economy, the increase of national income, and the adjustment of the
vacation system. According to the World Tourism Organization, the domestic tourism
market is ten times larger than the international tourism market [3]. With global tourism
deeply impacted by COVID-19, the importance of domestic tourism to the development of
the domestic tourism industry has become more evident. Looking at the development of
the domestic tourism market in Taiwan, according to the data from the Tourism Bureau,
the number of domestic tourists was 190.376 million in 2016, which showed the peak
of the number of tourists in recent years (Figure 1). After that, the number of domestic
tourists gradually decreased, and the number in 2019 was 169.279 million. At the same time,
however, the number of outbound tourists reached a record high. The number of domestic
tourists in 2020 was affected by COVID-19, and the number of tourists was 142.970 million,
a decrease of 15.5% compared with the number of tourists in 2019.

The domestic tourism market is the core of internal tourism, and its market changes
are critical to the future development of the domestic tourism industry. In the face of the
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recent decline of the domestic tourism market and the different performances of outbound
tourism, this study aims to examine the impact of aging on the domestic tourism market
through constructing a regression model for domestic tourism demand based on changes
in the age structure of the population. The findings provide a reference for strategies of
tourism-related industries.

 

5000 

Figure 1. Changes in the number of domestic and outbound tourists from 2001 to 2020.

2. Literature Review

2.1. Domestic Tourism

A review of past studies on tourism demand shows that many related studies mainly
have focused on the relationship between tourism demand and its influencing factors, as
well as the characteristics and influencing factors of tourism demand. Earlier research
on tourism demand mainly focused on international tourism and used aggregate data to
analyze the impact of tourism on the economy of a country or region. In recent years, mi-
crodata have been used to explore individual or family tourism consumption decisions and
influencing factors [4]. However, domestic tourism has received relatively little attention
and research among those tourism demand studies.

Using data from 1976 to 1996, the influencing factors of South Korea’s tourism expen-
diture were explored. The empirical results show that working hours, family size, and
education time were important factors affecting South Korean domestic tourism expen-
diture. A two-stage decision budgeting model was used to study the domestic tourism
demand of Swedish households. Using monthly data from January 1996 to October 1996,
a model of the domestic tourism expenditure system was constructed including accom-
modation, food and beverage, shopping, transportation, and miscellaneous expenses as
variables. Since Swedish households had no consumption records in several domestic
tourism expenditure items, the study tried to overcome the sample selection bias caused
by zero expenditure. The Hecman model was first used to derive the correction factor
Mills λ. Then, this correction factor was put into the Quadratics AIDS system to derive the
model coefficients to calculate the income, expenditure, and price elasticities of different
household characteristics.

The domestic tourism demand of Chinese urban and rural residents was investigated
using a hierarchical linear model. Using data from the National Household Travel Survey
from 1996 to 2007, urban residents in 35 major cities and rural residents in 30 provinces were
questioned from 2000 to 2007. The study found that absolute personal income was the main
factor affecting the demand for domestic tourism. Also, it is observed from the results of
the hierarchical linear model that the absolute income effect varied across cities/provinces,
showing significant heterogeneity. In addition, relative income has a significant impact on
travel demand in certain sub-regions of China. A structural equation model was also used
to construct the relationship between tourism motivation, perceived benefits, perceived
values, and behavioral intentions in Mongolia, using questionnaire data. The empirical
results verified that travel motivation had a significant direct effect on perceived benefits,
perceived values, and behavioral intentions.
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2.2. Population Age Structure and Consumption

With the coming aging society, the impact of the age structure of the population on
consumption has been increasingly emphasized and discussed. The life cycle hypothesis
provides a good basis for empirical analysis of the relationship between population age
structure and consumption. According to the life cycle hypothesis, an individual’s con-
sumption decisions are part of a long-term plan, and the consumption decisions at each age
stage in life depend on the allocation of an individual’s lifetime resources, rather than on
current income. The average propensity to consume in the middle-aged and high-income
period is smaller than that in the young and old, which makes the consumption plan formed
at an average consumption level. That is, as individuals grow older, their consumption
expenditures increase accordingly. In studies [5–7], the life cycle hypothesis was confirmed,
showing that as the proportion of the aging population increased, aggregate consumption
increased accordingly. However, studies [8,9] showed that population aging had a negative
impact on consumption (Table 1).

Table 1. Studies on the relationship between population age structure and consumption.

Author Age Structure Variables Results

Attfield and
Cannon [5]

Proportion of population
by age

Aggregate spending rises as senior
population rises

Lefèbvre [10] Age effect of cohort analysis Household spending decreases as the
head of household age increases

Erlandsen and
Nymoen [7]

Proportion of the prime
saving population

Aggregate consumption increases as
the rate of prime savings decreases

Estrada et al. [6] Young dependency ratio
Old dependency ratio

According to 153 economies
worldwide, there is a positive

relationship between population
aging and aggregate consumption;
however, the analysis of 31 Asian
developing economies shows a
significant negative relationship
between population aging and

aggregate consumption

Li and Li [9] Population of age over 65 The increase of elderly population has
a negative impact on consumption

Boonyasana and
Chinnakum [8]

Young dependency ratio
Old dependency ratio

young dependency ratio and old
dependency ratio have a negative

impact on consumption

The most important key factor in exploring the impact of population age structure
on consumption is the setting of population age structure variables. From studies on the
relationship between population age structure and consumption in the past two decades,
it was found that most of them showed the dynamics of age structure change in terms of
the population proportion. Since domestic tourism demand is mainly surveyed for people
over 12 years old in Taiwan, the population age structure variables of this study refer to
the concept of the proportion of the prime saving population [7] and set the age structure
variable of tourism demand according to the proportion of the prime tourist population.
Then, the impact of the aging population on the domestic tourism market can be explored.

2.3. Age and Travel

In tourism, the relationship between the age structure of the population and tourism
demand has not been discussed in the literature. It is more common to use a cross-sectional
age-life cycle to explore its impact on individual or family tourism demand. Henthorne [11],
Jang et al. [12], Mehmetoglu [13], and Bernini and Cracolici [14] found a significant positive
relationship between age and tourism expenditure, suggesting that population aging had a
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positive impact on the development of tourism markets in a country or region. However,
Dardis et al. [15], Wang et al. [4], and Frleta and Jurdana [16] showed that younger people
spent more on tourism than older people and that population aging may have a negative
impact on the tourism market in these countries or regions. The quantile regression model
was used to classify tourism expenditure into different quantiles of expenditure, analyze
the relationship between different components of expenditure and age, and explore the
effect of aging on tourism expenditure.

Age-life-cycle variables are usually measured in terms of the age of individuals or
household heads or expressed as dummy variables. Such variable settings cannot show
the differences in the proportion of the population across age groups. In addition, such a
setting makes generational and age effects confounded, so it is not possible to fully clarify
the true effect of age on consumption. Therefore, exploring the impact of aging on tourism
demand in terms of age-life-cycle variables fails to capture the real impact of demographic
age structure changes on consumption and the dynamic process of change.

In summary, we constructed a model of domestic tourism demand, which sets the
age structure variables of tourism demand in terms of the proportion of the prime tourist
population, to investigate the impact of aging on the domestic tourism market using
time-series data.

3. Method

3.1. Variables of Tourism Demand Population

In general, the dependency ratio is often used in age structure variables to represent
changes in age structure [7]. The dependency ratio is the ratio of the dependent population
to the working population, i.e., the sum of the 0–14-year-old population and the over-
65-years-old population to the 15−64-year-old population. Given that domestic tourism
demand is surveyed from people over 12 years old in Taiwan, the age structure variables of
this study refer to the concept of the prime saving population ratio [7], and the proportion
of the prime tourist population is set as

AGE =
(Population 26 − 65 years old)

(Population 12 − 25 years old)and 66 + years old )
(1)

According to Equation (1), the plot of the prime tourist population proportion from
1981 to 2061 is drawn as Figure 2. The proportion of the prime tourist population reached
its peak in 2016, and gradually declined after 2017.

 
Figure 2. Changes in the proportion of the main tourist population from 1981 to 2061 for Taiwan.

3.2. Model Setting

According to economic theory, the quantity of tourism demand is mainly affected
by variables such as income, price, population, and preferences. Therefore, the empirical
model of domestic tourist demand in this study is set as follows.

TDi = α + β1PNIi + β2CPIi + β3LTDi + β4 AGEi + β5HPi + β6COVi + εi (2)
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In (2), TD is the number of domestic tourists, PNI is the average national income per
person, CPI is the consumer price index, and LTD is the number of domestic tourists in
the previous period (representing habit formation) [17,18]. AGE is the proportion of the
prime tourist population, HP is the dummy variable of the vacation policy, and COV is the
dummy variable of COVID-19; ε is the error term, i = 1, 2, . . . , 20, representing years of
2001 to 2020.

4. Results

Stata statistical software was used to estimate the coefficients of the model, and the
empirical results are shown in Table 2. The R2 value of the model is 0.896, which shows
that the fitness of the model is excellent, and only vacation policy is not significant among
the six explanatory variables.

Table 2. Coefficients of estimated demand for domestic tourism.

Variables β t

PNI 0.30 2.90 *
CPI −7249.24 −2.78 *
LDT 0.77 4.15 *
AGE 222,386.90 3.03 *
HP −9289.80 −0.76

COV −35,925.38 −2.52 *
Con 121,405.90 1.35
R2 0.896

Note: * p < 0.05.

The positive coefficient (β = 0.30, t = 2.90) of PNI indicates that there is a significant
positive relationship between income and domestic travel demand: as the average na-
tional income per person increases, domestic travel demand increases. The coefficient
(β = −7249.24, t = −2.78) of CPI is negative, indicating that an increase in prices has a sig-
nificant negative impact on domestic travel demand. The coefficient of LTD is significantly
positive (β = 0.77, t = 4.15), indicating that domestic tourism has become a part of daily
life, and the formation of travel habits has a significant positive effect on domestic tourism
demand. The positive estimated coefficient (β = 222386.9, t = 3.03) of AGE indicates that
the age structure of the population has a significant positive effect on the number of domes-
tic tourists. Thus, as the elderly population increases, the proportion of the prime tourist
population gradually becomes smaller, and the number of domestic tourists decreases,
indicating that aging has a negative impact on the domestic tourism market.

The negative coefficient (β = −9289.80, t = −0.76) of the HP, although it is not sig-
nificant, indicates that vacation policy leads to a decline in domestic tourism demand.
It is caused by the uncertainty of people’s income due to vacation policy. The negative
coefficient (β = −35925.38, t = −2.52) of COV indicates that the COVID-19 epidemic has
a significant negative impact on domestic tourism demand. The impact of the epidemic on
the domestic tourism market is estimated to be 36 million fewer tourists a year.

Finally, the fitted values of (2) are plotted with the number of domestic tourists
in Figure 3. It shows that the tourism demand model constructed in this study has a
satisfactory fitness for the number of domestic tourists. Also, it indicates that a domestic
travel demand model that considers the age structure of the population is suitable for
analysis of changes in domestic tourists and for understanding the impact of aging on the
domestic tourism market.
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Figure 3. Number of domestic tourists and fitted value.

5. Conclusions

Lower birth rates and aging have become two major features of the changes in the
age structure of the population because of the low fertility rate of women of reproductive
age and the lengthening of life expectancy in many countries around the world. Aging
is crucial to a country’s economic or industrial development, so it is important to have
information on the impact of aging on the economy or industry and then plan strategies for
industrial development.

This study determines the proportion of the prime tourist population, which refers
to the concept of the proportion of the prime saving population of Erlandsen and Ny-
moen [7]. With population age structure variables, a domestic tourism demand model
was constructed to explore the impact of aging on the domestic tourism market using time
series data from 2001 to 2020 in Taiwan. The results showed that there was a significant
positive relationship between the proportion of the prime tourist population and domestic
tourism demand, indicating that with the advent of an aging society, the proportion of the
prime tourist population gradually declines, and the number of domestic tourists decreases
accordingly. Therefore, it is obvious that aging is not conducive to the development of
the domestic tourism market. For domestic-tourism-related industries, it is important to
actively expand the source of the inbound tourism market to maintain the sustainable
development of the industry. As for the domestic tourism senior market, developing new
tourism products, increasing their consumption willingness and frequency, and slowing the
impact of aging on the tourism industry are issues that the tourism industry must actively
face and solve.
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Abstract: The purpose of this study was to explore college students’ purchase behaviors using a
multivariate statistical model. Because many college students today have part-time jobs, they have
increased opportunities to consume higher-quality brands. In Taiwan, Starbucks is regarded as a
high-quality coffee brand, costing more than most local coffee brands. To clarify why such students
in Taiwan are willing to pay more for Starbucks, data were collected from a sample of 402 college
students. The results showed differences in purchase decisions between students majoring in different
disciplines and lifestyles. The findings had theoretical and practical implications especially for the
marketing strategy of the Taiwanese coffee industry.

Keywords: multivariate statistical model; brand image; lifestyle

1. Introduction

According to a report from the International Coffee Organization (ICO), Taiwan plays
a vital role in the coffee market. In 2021, coffee consumption reached 122 cups per capita
in Taiwan. Moreover, the market is still growing [1] (Figure 1). The results of a coffee
consumption survey conducted in Taiwan by dailyview.com in 2021 are very interesting.
Out of a total of 1121 Taiwanese participants, around 40% drink coffee every day. In the past
year, almost 70% of Taiwanese visited Starbucks at least once. Consumers under 30 years
old prefer Starbucks [2]. Hence, the coffee market in Taiwan is competitive, especially
among young consumers.

 
Figure 1. 2021 Taiwan coffee consumption statistics (Source: Trade Statistics Tables, International
Coffee Organization).
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The EKB Model proposed by Engel, Kollat, and Blackwell [3,4] has been examined by
numerous researchers because of its comprehensive structure. The purpose of its use in our
study is to identify whether there are any differences among college students. To answer
this question, the AIO (activity, interests, and opinion) inventory is an adequate method to
apply. Although the AIO measurement was adapted based on segmented markets [5–8],
it is also useful for distinguishing young consumers [9].

Since Starbucks is a leading brand of coffee shops in Taiwan now, it is important to
explore why it is popular among the young generation. Particularly college students in
Taiwan love this brand. According to the definition by the American Marketing Association
(AMA) [10], the term brand refers to the combination of name, term, sign, symbol, and
design by which we can identify a certain product or its service from its competitors.
Chernatory and McWilliam [11] suggested that a brand is a symbolic way to identify
the difference between one product and other competitors. Moreover, the brand is a
commitment to the consistency of its quality and a tool to project its self-image. Vigeneron
and Lester [12] proposed the concept that a prestige brand evolves in three stages. From the
lowest degree to the highest degree of prestige, there are “upmarket brands”, “premium
brands”, and “luxury brands”. They believed that the major difference between a “prestige
brand” and a “nonprestige brand” was that consumers believe that purchasing a prestige
brand is a symbol of socioeconomic status and wealth.

Brand awareness is usually considered to be one of the major factors by which to value
a product [13]. In addition, Hoyer and Brown [14] indicated that brand awareness is a pri-
ority when consumers are choosing a product. Keller [15] proposed that brand knowledge
includes “brand awareness” and “brand image”. Brand image plays an important role
in the marketing field since it includes the response from consumers to the brand name,
sign, or image [16]. Hence, the brand image remains in the consumer’s mind, and prestige
brands have an important influence on purchase decisions. Thus, the purpose of this study
was to build a purchase decision model with lifestyle, brand image, and demographic
variables for exploring college students’ coffee consumption behavior.

2. Methodology

We targeted college students; so, a university in Taiwan was selected to provide
the participant pool. Since a stratified random sampling method was used, finding an
appropriate sample size for this population was the first step. In 2017, 10,806 students were
enrolled in this university. Under a confidence level of 95% and maximum error d = 0.05,
and using the following equation

n =
N

N( 2d
Zα/2

)
2
+ 1

(1)

the minimum sample size was determined to be 371. Meanwhile, the controlled variables
were gender, college, and age. Data were collected in the chosen university between 1
October 2017 and 31 December 2017. A total of 430 questionnaires were distributed to
students in the university, and 402 (93.5%) were completed.

3. Results

Table 1 shows the descriptive statistics results. Since a stratified random sampling
method had been adopted, a chi-square (goodness-of-fit) test was used to examine if
the sampling structure was suitable for the population. All variables were fit for the
population structure.

Among the respondents, 26.1% (n = 105) were freshmen, 25.4% (n = 102) were sopho-
mores, 29.4% (n = 118) were juniors, and 19.2% (n = 77) were seniors. In addition, 36.3%
(n = 146) of respondents were male and 63.7% (n = 256) were female. A total of 40.0%
(n = 161) of the students majored in Management, 14.7% (n = 59) in Science and Engineer-
ing, 14.7% (n = 59) in Design, 18.2% (n = 73) in the Humanities and Social Sciences, and
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12.4% (n = 50) in Informatics. Regarding monthly disposable income, 25.1% of respondents
(n = 101) spent under 5000 NTD, 38.8% (n = 156) spent between 5001 and 8000 NTD, 25.1%
(n = 101) spent between 8001 and 12,000 NTD, and 10.9% (n = 44) of respondents spent over
12,000 NTD.

Table 1. Demographic Characteristics of Sample.

Sample Population

Variable Categories Frequency Percent (%) Frequency Percent (%)

Gender
Male 146 36.3% 4421 40.9%
Female 256 63.7% 6385 59.1%

College

Management 161 40.0% 4047 37%
Science and Engineering 59 14.7% 1577 15%
Design 59 14.7% 1729 16%
Humanities and Social Sciences 73 18.2% 1945 18%
Informatics 50 12.4% 1508 14%

Age

Freshmen 105 26.1% 2633 24%
Sophomores 102 25.4% 2795 26%
Juniors 118 29.4% 2705 25%
Seniors 77 19.2% 2673 25%

Monthly Disposable
Income (NTD)

3000–4999 101 25.1%
5001–7999 156 38.8%
8001–11,999 101 25.1%
12,000 and above 44 10.9%

Table 2 shows that among the respondents, 65.9% (n = 265) purchased a coffee drink
fewer than 5 times per month, 22.6% (n = 91) purchased a coffee drink between 6 and
10 times per month, 7.7% (n = 31) purchased a coffee drink between 11 and 20 times per
month, and 3.7% (n = 15) purchased a coffee drink 21 or more times per month. Regarding
the money spent on coffee, around 70% of the respondents spent under 150 NTD per
month. Moreover, around 70% of the respondents visited Starbucks less than once a month.
However, 47.8% (n = 192) of the respondents said they spent under 150 NTD when they
visited Starbucks, and 47.5% (n = 191) of the respondents spent between 151 and 250 NTD.
Around half of the respondents went to Starbucks with friends.

The purpose was to identify the brand image effect among college students. Therefore,
exploratory factor analysis (EFA) was adopted in this study. The first step revealed that
three variables had adequate reliability: consumer behaviors (Cronbach’s α = 0.82), decision-
making (Cronbach’s α = 0.78), and AIO (Cronbach’s α = 0.83). According to Kaiser and
Rice [17], the value of the KMO measure of sampling adequacy must be greater than
0.8. The result of this study was 0.82, which demonstrated that the EFA was appropriate.
Another index used was the Bartlett test, the value of which was 1191.32, with a p-value of
0.00. Thus, both indices showed that the EFA was appropriate.

We used an EFA with an orthogonal varimax rotation. An exploratory principal
component factor analysis was performed to assess the validity of the lifestyle constructs
and determine the potential groupings of lifestyle groups. An initial analysis of 15 brand
image items found that 3 items had low factor loading (less than 0.5). Thus, the total
of the final items was 12. The results indicated that six items were related to the staff’s
performance, one was about the Starbucks’ environment, and five items were related to the
brand image.
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Table 2. Consumers Preferences.

Variable Categories Frequency Percent (%)

Average times drinking
coffee per month

Under 5 times 265 65.9%
6–10 91 22.6%
11–20 31 7.7%
21+ times 15 3.7%

Average of each coffee
consumption spend (NTD)

Under 150 NTD 273 67.9%
151–250 104 25.9%
251–400 15 3.7%
Over 400 NTD 10 2.5%

Average of monthly
Starbucks consumption

Under 1 time 261 64.9%
2 74 18.4%
3 32 8.0%
4 15 3.7%
5 8 2.0%
6 2 0.5%
7+ 10 2.5%

How much spent on average
at Starbucks

Under 150 NTD 192 47.8%
151–250 191 47.5%
251–400 16 4.0%
Over 400 NTD 3 0.7%

With company?

No 61 15.2%
Classmates 75 18.7%
Colleagues 6 1.5%
Friends 178 44.3%
Family and relatives 69 17.2%
Others 13 3.1%

Based on these findings, F1 was named “ Service Quality”, and F2 was named “Brand
Value”. Table 3 presents the results of the factor analysis. Based on the factor analysis
results, there were two factors in this study. Then, a cluster analysis was used to determine
the different groups. Since AIO measurements were adopted to examine college students’
lifestyles, the results showed that college students could be divided into four groups:
“prefer the brand”, “coffee is a kind of gift”, “coffee is a refreshing drink”, and “drinking
coffee is a social activity”.

Table 3. Factor Analysis Results for Brand Image.

Items F1 F2

Factor 1: Service Quality
Staff have a good attitude. 0.874
Staff members are professional. 0.865
Staff uniforms are clean. 0.840
Starbucks has high service quality. 0.838
Staff are efficient. 0.832
Environment and design style attract me. 0.645
Staff can quickly answer my questions. 0.565
Factor 2: Brand Value
Starbucks’ logo makes me feel stylish. 0.836
I care about the brand if it brings a sense of pride. 0.829
The Starbucks brand usually represents innovative ideas. 0.762
Starbucks coffee and snacks are high quality. 0.593
The quality of the coffee appeals to me. 0.546
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4. Discussion

College students in Taiwan, especially those who live in urban areas, spend the
majority of their free time with classmates and friends playing virtual games, going to KTV
(karaoke), and shopping. Due to geographic limitations and cultural differences, Taiwanese
students do not have many opportunities to participate in outdoor activities. Therefore,
having dinner together or drinking coffee together represent important events that provide
an emotional connection with other students. One of the reasons why Starbucks is a top
choice for college students is because its brand image represents “high quality”. Another
reason is “self-identity”, that is, having a Starbucks cup in their hands has a special meaning.
Furthermore, it draws college students’ attention. Compared to other luxury products,
Starbucks’ products are much easier to obtain.

5. Conclusions

College students are willing to pay more to buy Starbucks coffee even though not
all of them can afford it. Students drink coffee as a habit, and they go to Starbucks coffee
shops with friends. The facts show that Starbucks’ prices are two to three times more than
other brands. However, students treat “going to Starbucks with friends” as a kind of social
activity. Since Starbucks’ marketing position in Taiwan is “high quality”, it is considered a
“luxury” product. Hence, it is a welcome gift to college students. In sum, Starbucks’ coffee
is not only a drink for college students in Taiwan but also an “identity” for them.
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Abstract: YouTube is Google’s most successful video streaming platform. As a medium, it creates a
low-cost and highly flexible personal channel. YouTubers are part of a popular emerging industry.
Each YouTuber’s channel shows its characteristics. YouTubers occasionally collaborate with other
YouTubers to shoot. Such a commercial cooperation is called a “Cameo (Feat)”. In this study, we
explored the cameo effect of guest appearances using the promoter score (likes plus dislikes) and
net promoter score (likes minus dislikes). We gathered data in the form of videos from the top
100 YouTubers. The results show that the number of views increased by 63.4%, the number of
likes increased by 62.2%, the number of dislikes increased by 67.8%, and the number of comments
increased by 36.0%. Overall, the promoter score increased by 62.4%, and the net promoter score
increased by 61.9%.

Keywords: cross over; feat; promotional effect; YouTuber; cameo effect

1. Introduction

Founded in 2005, YouTube is a video-sharing website from the United States that
allows users to upload, watch, share, and comment on videos. Its founding concept was
originally to facilitate the sharing of video clips among friends, and it later evolved into a
place for users to publish and share their works. Since 2011, YouTube has approached the
channel of mainstream media and has become an emerging industry. YouTubers are like
celebrities and have their own fans and followers. When the number of fans and followers
increases, these YouTubers become public figures, and fans also change their consumption,
behaviors, and habits because of idol worship [1].

In this study, the Internet thermometer of YouTuber rankings is used. The YouTuber
category is divided into the top 100 YouTubers were selected based on the magnitude of
internet traffic they generate and their significant positive impact. We selected the top
100 YouTubers based on the volume of Internet traffic as the research object. With their
visibility, the influence of the volume of Internet traffic is determined.

A brand alliance is a marketing strategy in which two or more established brands are
jointly presented to consumers [2]. Cameos have become prevalent phenomena within the
current landscape of YouTubers. The commercial term is a “joint name”, which brings dif-
ferent influences, such as a mutual influence between brands or the influence of popularity.
Commercial co-branding cooperation is also explored in this study from the perspective
of the YouTuber, applying it to the interaction effect of inter-YouTuber collaboration, this
study proposes the following two research questions for investigation:

(1) Whether the guest’s appearance affects the YouTuber’s various indicators and promo-
tion.

(2) What is the impact of the cameo appearance on the promoter score?
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2. Literature Review

2.1. Development Status and Trend of YouTube

YouTube is the world’s first online video and audio platform, and it allows users to
upload, watch, share, and comment on videos [3]. The YouTube platform was created
to facilitate the sharing of video clips among friends, and it later evolved into a place
for users to publish and share their works. On the YouTube platform, uploading videos
has become a profession. From a single instance of sharing life with friends, a variety
of video have developed to be shared with the world, transcending country-to-country
restrictions, narrowing the distance between people from all over the world, and bringing
different business opportunities. So far, YouTube is still the most used online video and
audio platform in the world, with an average of 720,000 h of video uploads per day and
250 million views per day. This only counts the number of views on a TV screen, excluding
mobile phones, computers, and other electronic products. Judging from the above data,
global users rely on the YouTube platform to a high degree. In 2018, YouTube crashed for
an hour, and some people reported the case. YouTube has become inseparable from people.

2.2. Types of YouTubers

According to the KOL Radar [1], YouTuber types are classified into 29 categories: life,
unpacking, dressing, beauty, 3C, games, sports, parent–child, pets, feelings, constellations,
travel, food, imitation, funny, magic, dance, music, photography, film, calligraphy, illus-
tration, cosplay, medical care, finance and economics, law, education, language teaching,
and image management. Compared with traditional TV stations, Taiwanese YouTubers are
popular among audiences, and more groups have shifted their traditional cable-TV-viewing
habits to YouTube in the Internet age. Every YouTuber has a set of business models. The
most important factor for the operation of a successful channel is the number of audiences.
Similar to the STP strategy in marketing analysis, market segmentation is necessary to
determine the target group. The most important factor is positioning the channel. We
divide YouTube’s operating mode into the following aspects [4]:

• Relevancy to people: It is very important to have a constant and fixed frequency of
uploading videos. This is also a tacit understanding of subscribers. With this tacit
understanding, fans habitually reply to videos. Such an interaction is an excellent way
to maintain fans.

• Set of Keywords: Keywords make it easier for consumers to search for videos.
• Therefore, it is imperative to comprehend the discourse employed by the primary

target demographic, time-critical subjects, or undisclosed phenomena, and incorpo-
rate high-ranking search outcomes. The volume of hashtags in videos increases the
probability of the video being searched.

• Partners: When the popularity of a YouTuber increases, their guest invitations increase.
At this time, encountering “pig teammates” must be avoided. To make an appealing
video, fans must feel the “accompanying text” but maintain a high-quality channel
image. In videos, rules must be set so that the audience can pay the bill.

2.3. Video Contents

• Length of the video: When a video is longer than six or seven minutes, or if the
video duration exceeds ten minutes while containing abundant content, it becomes
exceedingly challenging to sustain the audience’s attention, resulting in eventual
video skipping. Video planning: Although the YouTuber’s “intent” cannot be seen
or touched by the audience, it cannot be neglected. From script design and shooting
props and scenes to the final editing process, YouTubers need to prepare carefully.
There must be a bitter process behind success. Only by doing an excellent job on a
video can it truly impress the hearts of the audience and become a draw to attract
potential fans.

• Improve interaction: Youtubers’ revenues come from data such as the numbers of
views and clicks. In short, it is a variable income. At this time, resources must be
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integrated. When a YouTuber becomes a commodity, the most important step for them
is to increase the exposure rate of their product. In terms of online platforms, Facebook
fans, Instagram, or Snapchat are used. Through these platforms, different customer
groups can be reached to receive different responses. At the same time, it is important
to improve the quality of the channel to increase the number of followers.

• Image thumbnails: Each video has a small thumbnail. This thumbnail is one of the
audience’s first impressions of the video. It is necessary to spend more time on the
thumbnail, color matching, layout, and so on.

2.4. How to Improve Videos

Establishing a good word-of-mouth effect leads to positive communication. We con-
duct an analysis, taking into account the following three viewpoints:

• Partners must be carefully chosen to reach different YouTubers categories and cooper-
ate, triggering different degrees of discussion and creating new topics.

• Channel thumbnails must be eye-catching so that the audience clicks on them, and the
title must be topical and explosive to increase exposure.

• The video must not be too long. The beginning is the most important, and a concise
and powerful film can help the audience stay focused.

To build a reputation and foster positive engagement, it is essential to generate topics
that encompass novel and intriguing subjects or reference contemporary events. As long as
the content is sufficiently appealing, it will resonate with the audience, resulting in high
traffic volume and aiding the individual in attaining influential status as a YouTuber [5].

2.5. Cameo Effect

A brand alliance is a commercial marketing method through which two or more
brands conduct cross-industry cooperation, combine the advantages of both parties, and
jointly launch products, thereby attracting consumer groups from different fields. Through
this cooperation model, customers of different brands and consumer groups in different
fields can reach another unfamiliar brand. The use of the synergistic effect of co-branding
creates greater benefits. This is similar to YouTube’s cameo videos. They cooperating with
each other, thus reaching greater audiences, bringing a novel sense of freshness, increasing
the audience’s attention and attracting fans [2].

3. Research Results and Analysis

The top 100 YouTubers collected are classified, and their cameo effects are discussed.
The classification method is as follows: the top 100 YouTubers are divided into two groups.
The groups distinguish those with cameos and those without cameos. The non-cameo
objects serve as the reference value for comparing the effects between the two. The number
of likes and the number of no-likes in each combination are added and subtracted to further
judge the promotion efficiency. By utilizing the non-cameo object data as a baseline, a
comparative analysis is conducted to assess the effects of the cameo object data.

With cameos, the number of views increased by 63.4%, and the number of likes
increased by 62.2% (Table 1). The number of downvotes increased by 67.8%, and the
number of comments increased by 36%. Mutual guest appearances improved all YouTuber
indicators with positive effects. At the same time, the number of downvotes also increased,
and the increase was greater than the number of likes. Therefore, the theme of the video
affected the response in addition to with cameos.
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Table 1. Guest appearances for top 100 YouTubers.

Feat or Not Views Likes Dislikes Comments

No feat
(Base) 226,321 3971 177 550

Feat 369,720
(+63.4%)

6439
(+62.2%)

297
(+67.8%)

748
(+36%)

YouTubers with cameo objects had a positive impact on various indicators. The number
of views increased due to the cameos, indicating that the cameos successfully attracted
the attention of the audience and expanded the original audience group. Topicality also
increased, and the number of comments increased. Not only did the original audience
group leave messages but the audience of the guest audience also left messages because
of the guest. The effect of guest appearances was important, but the numbers of likes and
downvotes fluctuated greatly, changing the benefits of cooperation.

Table 2 shows the effect without cameos. The promoter score increased by 62.4%, and
the net promoter score increased by 61.9%. The comparison results show that both the
promoter score and the net promoter score increased significantly. Cameos increased the
discussion of the video. A positive correlation exists between the relative attention and
audience interest, indicating that higher relative attention levels have a greater impact.

Table 2. Degree of promotion of cameo effect.

Feat or Not
Promoter Score

(Likes Plus Dislikes)
Net Promoter Score

(Likes Minus Dislikes)

No feat
(Base) 226,321 3971

Feat 369,720
(+63.4%)

6439
(+62.2%)

Combining the comparison results of Tables 1 and 2, it is confirmed that guest appear-
ances had a multiplicative effect on all data, creating a synergistic effect. Thus, YouTubers
can use guest appearances to increase their audiences. Cameos affect the increase in
audience but have a negative effect. The most critical factor is the choice of the topic.

4. Conclusions

We found that the cameos have a significant effect. YouTubers use each other’s unique
styles to create unconventional video content to reach out to each other’s fans and attract
more people to subscribe and watch and for increased success. The audience’s attention
can be drawn for a positive impact and to improve various indicators, although the number
of downvotes also increases due to the influence of the cameo. However, it increases
the promoter score. The cameo effect is the benefit brought about by co-branding. By
combining one’s brand with an unfamiliar brand, more novel and eye-catching products
can be created by stimulating the consumers’ interest in co-branded products. With a brand
loyalist, this cooperation model creates a synergy.

This research shows that the data can objectively reflect the general preferences of the
masses but cannot subjectively express the personality traits of YouTubers. No matter how
the data changes, the “cameo” is an indispensable tool for YouTubers. Cameos are one
of the trends in YouTube video creation these days as YouTubers influence each other’s
channels and popularity. At the same time, the interaction between YouTubers and the
audience is relatively important, and everyone wants the audience to continue watching
the next video. In the present context, audiences seek novelty and change, making any form
of collaboration and modification beneficial in attracting viewers. Cameos are generally
helpful for YouTubers, but cameos must be chosen according to the different goals pursued
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by individuals rather than applying the same method to everyone. To maximize the
benefits, it is necessary to understand positioning and reality and to tailor the content
after evaluation.
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Abstract: The popularity of digital games offers new-generation students an effective mathematics
learning approach. In this study, a digital game intervention is used to enhance the learning of school
mathematics for primary school students. The participants were first-grade children identified by the
school as having difficulties in mathematics. The students were assigned to interact with the game
implemented as a parallel part of normally scheduled class activities for one semester. The results
revealed that using digital games for cognitive engagement with the regular mathematical content
being taught in a classroom increased students’ learning potential.

Keywords: digital game; cognitive training; mathematical disabilities; mathematics learning;
numeracy training

1. Introduction

Sources contributing to mathematical achievement include numerical knowledge
and underlying general cognitive processing. Mathematical skills also are an integral
component of basic literacy. Improving students’ proficiency in mathematics plays a key
role in many countries’ education strategies [1,2]. Despite the importance of mathematics,
the majority of students in K-12 education regard mathematics unfavorably and recognize it
as a frustrating and difficult subject that causes learning fatigue, pressure, and anxiety [3–7].
Therefore, mathematics shows the highest student failure rate [8]. Scholars have pointed
out that the traditional teaching method deserves criticism and leads to learning problems.
For example, students’ exposure to complex problems is very limited. Hence, the traditional
method does not advance the development of students’ problem-solving skills, conceptual
understanding, or critical analysis [9,10].

Due to substantial technological developments during the past decade, many re-
searchers and educators are incorporating technology into education [11,12]. Among the
various technology-supported learning methods, digital game-based learning (DGBL) is
perceived as an effective way to learn mathematics because digital games are powerful in
presenting complex mathematical concepts as they provide an alternative media where the
interaction and exploration of the content are inherent. For instance, it was indicated that
using DGBL applications in mathematics promotes students’ perseverance and improves
their engagement in learning [13,14]. Thus, gaming could contribute to young learners’
cognitive development [15]. Researchers also found that numerous technology-based
games improved students’ numerical magnitude knowledge by training domain-specific
and domain-general skills and improving mathematical learning performance. For exam-
ple, playing adaptive and computerized number games involves numerical magnitude
comparisons using dots, numbers, or arithmetic problems and improves preschool- and
kindergarten-age children’s numerical magnitude knowledge [16,17]. However, most re-
search has been focused on improving mathematics learning of children with a disease that
causes learning difficulty in mathematics. Mathematics learning disabilities (MLD) are used
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broadly to describe difficulty with a variety of math skills that cannot be explained by a lack
of intelligence, neurological abnormalities, or insufficient teaching [18]. Currently, studies
on mathematics learning examine working memory and numeracy training programs for
children with math learning difficulties.

Early numeracy skills training may impact children’s math achievement more than
other programs for domain-general mathematics skills. However, there are still gaps in
the literature for a better understanding of the phenomena, which needs further study.
Based on the literature review, we hypothesized that playing a mathematics-based game
would improve the numerical fluency, mathematical fluency, and mathematics learning
achievement of children with mathematical learning disabilities. Thus, we investigated the
effectiveness of a tablet-based game intervention in mathematics learning to answer the
following research questions.

• Do MLD students who use tablet-based digital game intervention demonstrate greater
mathematical fluency?

• Do MLD students who use tablet-based digital game intervention demonstrate greater
mathematics learning achievement?

2. Literature Review

2.1. DGBL

Learning during playing games on a digital platform is called DGBL learning. DGBL
transforms digital games into educational tools [19]. Multiple studies have indicated that game-
based learning has numerous benefits, including allowing students to enjoy learning [20],
improving their engagement, and motivating them to explore the unknown [21,22]. Digital
game-based learning is an interactive experience that integrates educational content into
gaming activities and is relevant to almost all subjects [12,23]. Digital game-based learning
attracts students’ attention, fosters a positive attitude toward learning, heightens their interest
and engagement, and contributes to the growth of problem-solving-related critical thinking
skills [20,22].

2.2. DGBL for Mathematics Learning

Mathematics is fundamental for developing human cognition and advancing many
other disciplines [12]. Children in the 21st century must be capable of logical, creative, criti-
cal, and rational thoughts and ideas [23]. Nevertheless, many elementary and high school
students find mathematics discouraging. Specifically, students often dislike mathematics
because they believe it to be tedious, difficult, and irrelevant [6]. Therefore, it is essential to
establish effective strategies for arousing students’ interest in mathematics, enhancing their
conceptual understanding, and supporting them in acquiring arithmetic skills [24].

In mathematics education, DGBL is regarded as a learning tool that helps students
acquire conceptual knowledge [25], practice arithmetic skills [26], and increase classroom
engagement [25]. For several decades, the pedagogical potential of DGBL has been widely
recognized [26,27]. Students will learn mathematics effectively when they can indepen-
dently and productively generate mathematical concepts. Therefore, using DGBL to teach
and study mathematics helps students develop self-awareness [28]. In addition to other
fundamental skills such as reading and problem-solving, children can master fundamental
mathematics concepts and skills while they play the game and complete the tasks. These
interactions assist in learning and acquiring abilities [29], suggesting that DGBL assists
pupils in enhancing their mathematical performance.

3. Tablet-Based Digital Game Intervention

In Ref. [18], a brain training program was created based on computer games (Figure 1).
We translated the game content into the Thai language version. This tablet game provides
narratives and themes to simulate a video game environment. Each game features twelve
minigames that vary in game design, topic, necessary action, and types of inputs. Within
each minigame, the level of difficulty increases proportionally to the number of stimuli that
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were recalled depending on the working memory capacity and numerical factors. After
completing each assignment, the player receives a gift, and their development through
each mission was awarded with badges that increased their learning status.

 
Figure 1. Screenshots of the tablet-based game intervention.

4. Research Methodology

4.1. Participants

In total, 10 first graders (5 females and 5 males) from two classes in a municipal primary
school in the northeastern area of Thailand were recruited, considering mathematical
fluency and prior mathematics knowledge assessments. The students had a limited capacity
for working memory and scored at or below the 20th percentile on the tests in the two
classes. Their abilities were different in participating in the game in the experiment.

4.2. Training Intervention

Participants were exposed to the gaming intervention for 16 weeks, one regular
semester. The training games were played on 7-inch touchscreen tablets, which recorded
the children’s reactions, too. During the semester, we offered the intervention twice or
thrice per week for 20 min every session in a total of 800 min of training.

4.3. Research Instruments

A multiple-choice questionnaire with 25 items was used as a research tool for evaluat-
ing the mathematics learning achievement of the students. Surveys were conducted before
and after the game intervention. The maximum possible score on this assessment was 25.
A correct response scored one point, while an incorrect one scored zero. Mathematical
fluency was evaluated using a “Math Fluency” examination. Participants were given one
minute to execute as many arithmetic operations as possible in each set. The raw score was
determined by how many additional problems were completed successfully within the
allocated time.

4.4. Data Collection and Analysis

All the students experienced the game intervention for 800 min for 16 weeks. They
spent 31 min completing the mathematics learning achievement questionnaire as a post-test.
The obtained data from questionnaire surveys were analyzed for descriptive statistics such
as arithmetic mean, standard deviation, frequency, and ratio. Individual actual gains were
calculated as the percentage of the absolute gain.

Gain (individual) = (post-test score − pre-test score)/pre-test score × 100 (%) (1)

The use of the single student’s gain and its related calculations was used as an empirical
justification of course effectiveness.
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5. Results and Discussions

5.1. Research Question 1

For research question 1, descriptive statistics and individual normalized learning gain
were analyzed. The descriptive statistics of the students’ pre- and post-test mathematical
fluency scores are presented in Table 1.

Table 1. Descriptive statistics on students’ mathematical fluency.

Measurement
Mathematical Fluency

Mean Standard Deviation (SD) Maximum Score Minimum Score

Pre-test 1.50 1.43 5 0
Post-test 16.60 5.23 26 11

Table 1 shows that the students’ mathematical fluency scores after receiving the tablet-
based game intervention (mean = 16.60, SD = 5.23) were higher than those before the
intervention (mean = 1.50, SD = 1.43). Figure 2 shows the normalized gains ranked from
0.20 to 0.45 and from low to medium levels.

Figure 2. Results on mathematical fluency for individual students.

These results indicate that students improved mathematical fluency with the proposed
tablet-based digital game intervention. These findings correspond to the results of Refs. [18,30]
and show that numeric training benefits children at risk of mathematical learning disabilities
to a larger extent.

5.2. Research Question 2

For research question 2, individual normalized learning gain and descriptive statistics
were analyzed. Table 2 shows the descriptive statistics for the students’ pre-and post-test
scores on mathematics learning achievement.

Table 2. Descriptive statistics on students’ mathematics learning achievement.

Measurement
Mathematical Learning Achievement

Mean Standard Deviation (SD) Maximum Score Minimum Score

Pre-test 12.50 2.59 17 7
Post-test 17.40 2.88 23 14

Table 2 shows that the students’ mathematics learning achievement scores after re-
ceiving the game intervention (mean = 17.40, SD = 2.88) were higher than those before the
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intervention (mean = 12.50, SD = 2.59). Figure 3 shows the ranking of the single-student nor-
malized gains from 0.08 to 0.83, with the ranking of their size effects from low to high levels.

Figure 3. Results on mathematics learning achievement for individual students.

Intervention effects were observed in other mathematics performance training for
students’ mathematics development, as those who finished the numerical training enhanced
mathematics learning performance [16].

6. Conclusions

Even though the number of studies on working memory and numeracy training has
increased significantly over the past decade, it is still necessary to determine whether
children with math learning impairments can benefit from them [18]. Thus, we researched
if tablet-based digital game interventions allowed mathematics learning gains by mea-
suring learning achievement and mathematical fluency for primary school students with
mathematical challenges. The results revealed that the tablet-based digital game inter-
vention had significantly favorable effects on the enhancement of students’ mathematical
fluency. In addition, primary school students with mathematical difficulties enhanced their
mathematics learning performance considerably.

This study has limitations, such as a small sample size and short intervention periods.
These necessitate a study with a larger number of students and a longer period to explore a
long-term impact. The short period could alter the students’ interaction with the games
and the extent of the observed effects. In addition, future research with game interventions
and training studies with other teaching aids and strategies are also required to find a way
to overcome the inherent limits in actual classroom settings.
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Abstract: Today, students are accustomed to visual information and need engaging, stimulating,
and fun teaching in logic and engineering methods for learning purposes. Traditional presentations
and the transfer of memory information cannot arouse students’ interest. By implementing logic
and engineering methods in their teaching, teachers strive to promote active learning and deepen
the learning effect by motivating students and engendering interest in learning. Problem-based
learning (PBL) allows students to clarify or solve problems by identifying gaps in their knowledge,
constructing clear educational topics, and integrating relevant information (PBL). This study aims to
motivate students to learn through problem-oriented game-based approaches which help to solve
chain board game development problems that increase learning efficiency. Third-year students have
already mastered the basics of theoretical knowledge and have gained relevant work experience in
industry–academy internships, class cadre work, and community service. Learning effectiveness and
methods of learning, social interaction, and subject engagement are significantly different, according
to an analytical study of SPSS data. The use of methods and the organization of notes are significantly
more likely to be observed in students with high learning outcomes than in students with low
learning outcomes. Learning outcomes do not differ significantly between students with high and
poor peer ratings of board games. Students with high peer ratings of board games perform better
than their poor peers in terms of learning methods. Students with poor peer scores in board games
have significantly more body input than students with good scores. The results of this study can be
helpful to teachers in subsequent curriculum design to improve students’ learning effectiveness.

Keywords: game learning method; logic; engineering method; learning effectiveness

1. Introduction

Learning outcomes need to be improved by effective teaching strategies in response to
educational changes [1]. Razon defined play as a voluntary and freely performed activity
that provides happiness [2]. Games can stimulate growth, improve skills, and improve
mood. By enhancing experience and fun, board games stimulate students’ enthusiasm
for learning [3]. Additionally, teachers are incorporating learner-centered principles into
their courses and modifying traditional teaching methods [4]. Playing games allows the
present generation to learn about complex interconnected knowledge bases while having
fun. Games are a good way for educators to convey knowledge to learners and engage
them in the course material.

The learner-centered teaching method is becoming increasingly popular among teach-
ers. They try to arouse students’ motivation and interest in learning through teaching
activities design, thereby promoting active learning and deepening the learning effect.
Learning topics that provide students with insight into their knowledge gaps can help
them to identify and correct the knowledge gaps using problem-based learning (PBL).
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Games play a role in our everyday lives when they become part of our lives, bringing
us entertainment and learning, as well as uniting people’s feelings and sometimes serving
as educational tools. The board game industry has grown in popularity over the past
few years. By playing board games over the internet, people can interact in “face-to-face”
contact and with 3C products in order to enjoy games in “face-to-face” contact.

In reviewing the teaching site, several problems were found.

• People are always carrying their mobile phones in the 3C era.
• Concentration time is shortened year by year.
• Despite cross-domain learning, multiculturalism, and youth influence, there are small

groups in the classroom that are even more difficult to cross.
• The learners seem to have unfulfilled ambitions and talents, and always have the

feeling that the teacher does not understand what students want.

Therefore, the following is possible.

• Through board games, the interaction is brought back to the human world, and at the
same time, it assists teachers in teaching.

• Sharing and learning from the results with peers to enhance human-to-human interaction.
• Developing related board games using chain knowledge and enhancing students’

learning abilities through the board game development program.

Therefore, this study developed a complete and exclusive board game for students
studying chain enterprise management. Students can learn the benefits of board games
by using their brains, activating their brains, and increasing interest in life through board
game activities.

Teachers teach students the basic knowledge and guide students to design a “chain
enterprise theme board game” through problem-based learning (PBL) and learn the
content of chain enterprise management and build team soft power. Furthermore,
lecturers from the board game industry will teach students how to develop board games
based on theoretical foundations.

Students should learn relevant knowledge and set goals in order to develop chain
board games based on the dominance of learning. In addition to integrating knowledge,
students must also ensure that play and learning are enjoyable for peers by focusing on
factors such as entertainment, ease of play, and comprehension.

PBL is a teaching method that can improve students’ ability to solve problems
and manage related decisions. Furthermore, it facilitates active learning, strengthens
memory, promotes teamwork, and fosters active learning attitudes [5]. The research
results use problem-oriented and game-based learning strategies which are used to help
students learn through action, which enhances their interest in learning and results in
better learning outcomes.

2. Literature Review

2.1. Gamification Design

Gamification means that through the design of systems, services, organizations, and
activities, learners have the same experience and motivation as games to influence user
behavior [6]. Games are entertaining, enhance interpersonal relationships, and integrate
elements of education and learning, allowing gamers to cultivate creativity, and emotional
management, and improve learning stability [7].

Since games are an effective learning method, many theories become the basis for
arguments. ARCS motivation theory mentions that games are a process of enhancing
learning motivation, including attention, relevance, confidence, and satisfaction [8].
Learning environments and contexts play a key role in the authenticity of learning
activities and knowledge [9]. As a result, using games to motivate students to learn
and allowing them to play within a game context will transform the current educational
scene and attract learners.
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2.2. Learning Input

Reeve and Tseng pointed out that student input was important, and students were
not only passive recipients of information but also active learners [10]. Increasing students’
engagement helps achieve better learning outcomes, and teachers’ teaching practices have
a positive outcome [11].

Most studies examined students’ learning engagement through multiple facets which
were distinguished from behavioral and emotional engagement. Emotional engagement
can refer to school identification, school belonging, liking for school, or being bored at
school [12], while behavioral engagement includes participating in activities in and out
of the classroom [13]. Game development is the focus of this research, specifically game
development for learning, as opposed to game development for commercial value. This
study intends to apply the knowledge gained. Therefore, when developing games, the
behavioral side needs to be able to understand the knowledge taught, and the emotional
side can interact well with teachers and peers to achieve the purpose of the game learn-
ing curriculum. Therefore, we use study skills, emotional engagement, and interaction
engagement as aspects of studying students’ learning engagement.

2.3. Learning Effectiveness

Student academic performance is the most basic definition of learning effectiveness
(midterm and final grades) [14]. Learning outcomes include cognitive learning and per-
ceptual learning. Cognitive learning includes changes in personal psychology [15] and
perceptual learning is defined as the changes in learners’ perceptions of skills and knowl-
edge levels before and after learning experience. In this study, we define learning outcomes
as the subjective outcomes obtained from one’s learning gains after participating in the
learning process of board games.

3. Research Method

The junior students already have a basic understanding of theory and accumulated
relevant learning achievements. Competitor awards, industry–academy experience, class
cadre experience, and community involvement are among these achievements. The research
involved 125 students from two classes.

3.1. Curriculum Design

The weekly content and teaching activities are shown in Table 1.

Table 1. Weekly content and teaching activities.

Weekly Content Teaching Activities

Week 01 Course Introduction

1. The teacher explains the course objectives, teaching
methods, and assessment methods
2. Introduction to PBL
3. Small group (group of 5–6 people)

Week 02 1. History and Introduction of Chain Enterprise
Development—Chain Store

1. The theoretical knowledge of chain enterprises is
taught by teachers
2. The case is read and discussed within the groups
3. The results of the discussion are shared
4. Board game experience

Week 03 2. Chain Enterprise Market Opportunities

Week 04 3. Chain Headquarters Management, Organization, and
Development Conditions

Week 05 4. Chain Headquarters Management—Franchisor

Week 06 5. Affiliate Entrepreneurial Opportunity Assessment

Week 07 6. Franchisee Store Operation Strategy—Franchisee

Week 08 7. The Relationship between Franchisees of the
Chain Headquarters
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Table 1. Cont.

Weekly Content Teaching Activities

Week 09 Board Game Development and Design Speech 1. The development process of board games is shared
2. Board game setting mechanism

Week 10 Semi-Structured Interview and Board
Game Questionnaire

Week 11 Interim Report: Publication of PBL Works The results of board games are shown

Week 11 Interim Report: Publication of PBL Works Other group members are encouraged to play board
games designed and developed by themselves

3.2. Board Game Experience Process Program

Board game experience and development flow chart is shown in Figure 1.

Figure 1. Board game experience and development flow chart.

3.3. Board Game Content Design

This research plan review process is conducted by teachers with more than ten years
of experience in teaching chain courses and in practicing chain courses to ensure that
the content is valid. Table 2 shows the basic content that the group should develop for
developing board games based on at least one key concept from the chain chapter.
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Table 2. Chain chapters and foci.

Chain Chapters Focus Chain Chapters Focus

1. Development History
and Introduction of
Chain Enterprises

1-1 Chain definition
1-2 Types of chain operations
1-3 Chain fee (three gold)
1-4 Chain enterprise
value chain

5. Affiliate Entrepreneurial
Opportunity Assessment

5-1 Startup funding
rule of thirds
5-2 Affiliate survey

2. Chain Enterprise
Market Opportunities

2-1 Advantages and
disadvantages of
chain headquarters
2-2 Advantages and
disadvantages of franchisee
2-3 Chain development trend

6. Franchise Store
Operation Strategy

6-1 Window classification
6-2 Magnet theory
6-3 Display method
6-4 VP PP IP

3. Chain Headquarters
Management, Organization
and Development Conditions

3-1 Chain organization chart
3-2 Affiliate type
3-3 Chain headquarters and
their conditions
3-4 Member’s conditions

7. The Relationship
Between Franchisees of
the Chain Headquarters

7-1 Forms of communication
7-2 Chain headquarters
training content
7-3 The basic content of the
franchise company

4. Conclusions

Since “Management of Chain Enterprises” is a compulsory course of the department, we
asked the students on the course to develop a board game of chain chapter knowledge and let
the group monitor the developed board game and rate the learning gains of chain knowledge.
After the game was over, a questionnaire on learning engagement and learning effectiveness
was issued and tested, and suggestions for future course design and arrangement were put
forward as a reference for future related issues and follow-up research.
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Abstract: The purpose of this study was to investigate the relationships between English learning
motivation, English leisure activities, and the English learning effect on elementary school children
by using a linear regression model. The collected data were analyzed with descriptive statistics,
multivariate simultaneous linear regression, and mediation tests. The result showed that elementary
students lack parental involvement in English learning. Regular parental support leads to better
learning outcomes. English leisure activities are crucial for improving motivation and effectiveness.
Schools and parents should prioritize English skills through daily learning and leisure activities to
incrementally improve English ability and positively impact learning.

Keywords: English leisure activities; English learning strategy; English teaching; linear regression
model

1. Introduction

Under globalization, English has become the figurative language of internationaliza-
tion. It is the driving force for every country to pursue economic growth and leap to the
international stage. Mastering fluent English is similar to holding a golden ticket to enter
the village. Therefore, the direction of talent training for international students becomes
internationalized, and the development direction of Chinese students is presented as a
compulsory subject for examinations. It tends to move international education towards
internationalization [1]. Using the linear regression model, the course of individual leisure
behaviors is verified as it is a commonly used form of empirical science. The model has
been used for the study of consumer mobile payment behavior [2], cultural and creative
hotel accommodation behavior [3], tourist revisit behavior [4], and travel website order-
ing behavior [5]. Taiwanese teachers use English activities to integrate English in their
teaching to make the curriculum diverse and educational. Teachers try to incorporate the
concept of leisure education into the curriculum through the use of English activities to
help students develop in a variety of ways. Such teaching activities have good results
in the short term. However, most researchers suggest extending the research period or
offering opportunities for students to develop an intrinsic and spontaneous interest in
English learning to examine the maintenance of students’ learning effectiveness [6–10].
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Chen [11] believed that teaching with passion inspired motivation to learn English, and an
ideal English learning environment is the key to learning. The English learning outcomes
of Taiwanese students are evaluated by four English competencies: listening, speaking,
reading, and writing. Although the short-term results of paper tests are mostly positive,
long-term and practical applications have not shown satisfactory results [6–10]. Therefore,
English leisure activities that integrate leisure education and English activities may become
mainstream education in the future. Therefore, this study aims to understand the relation-
ship between primary school children’s English leisure activities and learning effectiveness
through various English activities and assessment methods.

2. Literature Review

2.1. English Learning Motivation

Brophy [12] believes that motivation refers to students’ subjective experiences, espe-
cially what made students willing to participate in classroom activities and their reasons for
doing so. Based on the literature review and discussion, he defines “English learning moti-
vation” as any behavior and thinking that promotes acquiring, retaining, and retrieving
knowledge to learn English. It is determined by students’ internal and external interactive
environmental factors [13].

2.2. English Leisure Activities

Kelly [14] defines leisure as a free and selective activity that is mainly based on leisure.
Leisure is often included in formal education, whether formal or informal. Leisure is a
learning activity that balances learners’ physical and mental learning [15]. Based on the
literature review and discussion, we define “English leisure activities” as English activities
that students are exposed to daily. These activities help students achieve the goals of leisure,
relaxation, and learning [16].

2.3. English Learning Effectiveness

Wang [17] pointed out that students are a principal part of education, and the success
or failure of education depends on students’ learning effectiveness. Therefore, before
analyzing the term “learning effectiveness”, we must take into account the direct and
indirect learning effectiveness of students and pay attention to the learning effectiveness
dimensions of students’ cognitive, emotional, and motor skills. Based on the literature
review and discussion, we define “English learning effectiveness” as the performance
of students’ cognition, affection, and skills improvement in English listening, speaking,
reading, and writing after English-related activities and courses in or out of school.

2.4. Learning Motivation, Leisure Activities, and Learning Effectiveness of English

According to the research of Hung [13], English learning motivation and learning
strategies of elementary school children were tested through multivariate stepwise re-
gression. It was found that English learning motivation and strategies were positively
correlated, and the higher the motivation, the more English learning strategies were used.

Hypothesis 1: Elementary school children’s English learning motivation significantly impacts
English leisure activities.

Wang [18] found that English learning motivation has a significant positive correlation
with English learning effectiveness. Lin and Chen [19] pointed out that students’ learning
motivation through e-learning positively impacts learning outcomes.

Hypothesis 2: Elementary school children’s English learning motivation significantly impacts
English learning effectiveness.
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An experimental study on secondary school students pointed out that using multimedia
English songs to integrate secondary school English grammar into teaching improved students’
learning effectiveness [7]. An experimental study on elementary school children pointed
out that after receiving English song learning, the students made significant progress in oral
reading flow, and most students had a positive attitude towards English song practice and
singing. Listening to the melody builds vital interest rather than entering teaching at the
beginning, and the selection of songs should be in line with the student’s level [8].

Hypothesis 3: Elementary school children’s English leisure activities significantly impact English
learning effectiveness.

An experimental study on elementary school children pointed out that teaching
English picture books had a significant effect on improving the overall performance of
students’ English ability and the overall performance of children’s learning motivation
with a sense of identity and a positive learning attitude [9].

Hypothesis 4: Elementary school children’s English leisure activities have a mediating relationship
effect on learning motivation and English learning effectiveness.

3. Research Method and Procedure

We adopted a cluster sampling method to conduct a questionnaire survey as the
primary research method to collect relevant information. The research subjects were fifth
and sixth-grade elementary school students in Taiwan in 2016. The schools were classified
according to the school type of the Ministry of Education: large, medium, and small schools.
The number of classes was calculated according to the proportion of the school type; then,
the number of students was selected according to the number of classes.

The pre-test questionnaires were collected from 1 March 2016 to 15 March 2016. The
questionnaires were collected after expert validity confirmed the questionnaire’s item
summarization and question clarity. The number of questionnaires issued was 245, the
number of valid samples recovered was 234, and the recovery rate of valid samples was
95.5%. The formal questionnaire of this study was implemented from 1 April 2016 to
30 April 2016, and the estimated number of official questionnaires was 960. The number of
questionnaires issued was 817, the number of valid samples recovered was 757, and the
recovery rate of valid samples was 92.7%.

The questionnaire contained four parts. The first part was the personal information
of elementary school children. The second part was the English learning motivation scale
which was subdivided into four dimensions: “value”, “expectancy”, “affective”, and
“executive volition”. The third part—the English leisure activity scale—was divided into
two types: “static” and “dynamic”, and the fourth part—the English learning effectiveness
scale—was divided into three dimensions: “cognition”, “affective”, and “skill”. Except
for the first part, the basic personal information, the rest of the scales were calculated by
using a Likert five-point scale. Five professional scholars tested the validity of this research
questionnaire. After the items were revised according to expert opinions, it became the
pre-test questionnaire for this research. In this study, SPSS was used for the statistical
analyses.

Through factor analysis, the Bartlett’s sphericity test results showed that the scale
of this study was significant. The KMO value of each scale was 0.923 (English learning
motivation), 0.794 (English leisure activities), and 0.908 (English learning effectiveness).
In addition, after analysis of the “English learning motivation” scale, the CR value of
the 20th question did not meet the testing standards and was deleted from the official
questionnaire. All data were analyzed for reliability and validity, descriptive statistics,
multivariate simultaneous regression analysis, and mediating effect.
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4. Result and Discussion

4.1. Descriptive Statistics

The subjects were females (48.5%) and males (51.5%) in the fifth grade (50.9%) and the
sixth grade (49.1%). Most students had no person to speak English to (69%) in their families,
while other students had other people to speak English to (20.5%) or their mother (11.4%)
or father (8.1%). Most of the students started to learn English in kindergarten (67.1%) and
at home (9.1%), and 27.5% had not learned English. Most students had no English tutoring
after school (36.1%), while other students had three to four years (21.9%), five years and
above (21.5%), and one to two years (20.5%). The majority were male in the fifth grade, had
no person to speak English to, and started to learn English in kindergarten.

4.2. Multivariate Simultaneous Regression

In the regression analyses, the factors of English learning motivation were used as
independent variables while English leisure activities was used as a dependent variable.
The results of multiple simultaneous regression analyses of elementary school children’s
English learning motivation on English leisure activities showed four factors of English
learning motivation as “value”, “expectancy”, “affective”, and “executive volition”. More-
over, the explanatory power of the four factors of the learning activity value was 30.7%,
and the simplified VIF of the four factors were 3.499, 3.201, 2.344, and 1.784, in order. The
VIF value was less than 5, indicating that there was no apparent linear relationship between
the four factors (Table 1).

English Leisure Activities = 0.177 × value + 0.180 × expectancy + 0.346 ×
affective + (−0.139) × executive volition

(1)

Table 1. Regression analysis result of English leaning motivation on English learning effectiveness.

Factor B S.E. T β VIF

Value 0.176 0.056 3.127 * 0.177 3.499
Expectancy 0.189 0.057 3.313 * 0.180 3.201

Affective 0.332 0.045 7.450 * 0.346 2.344
Executive volition −0.14 0.041 −3.425 * −0.139 1.784

R2 0.307
* p < 0.05.

With English learning motivation as the independent variable and English learning
effectiveness as the dependent variable, the multivariate simultaneous regression analysis
results are shown in Table 2. “Value”, “expectancy”, and “affective” reached a significant
level. Furthermore, the three factors of English learning motivation explained the overall
explanatory power of English leisure activities up to 69.2%, and the VIF values of the
three factors were 3.499, 3.201, and 2.344, in order. The VIF value of less than 5 indicated
no apparent linear relationship between the three factors. The standardized regression
equation is as follows.

English learning effectiveness = 0.248 × value + 0.274 × expectancy + 0.385 × affective (2)

With English leisure activities as independent variables and English learning effective-
ness as dependent variables, the results of multiple simultaneous regression analyses are
shown in Table 3. The “static” relationship between English leisure activities and “dynamic”
two factors reached a significant level. Furthermore, the two factors explained the overall
explanatory power of English learning affect up to 39.9%, and the VIF value of the two
factors was 1.908. The VIF value was less than 5, indicating no apparent linear relationship
between the two factors. The standardized regression equation is as follows.

English learning effectiveness = 0.344 × static + 0.343 × dynamic (3)
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Table 2. Regression analysis of English learning motivation on English learning effectiveness.

Factor B S.E. T β VIF

Value 0.262 0.040 6.550 * 0.248 3.499
Expectancy 0.306 0.040 7.562 * 0.274 3.201

Affective 0.392 0.032 12.439 * 0.385 2.344
Executive volition 0.21 0.021 0.716 0.019 1.784

R2 0.692
* p < 0.05.

Table 3. Regression on Analysis of English Leisure Activities on The English Learning Effectiveness.

Factor B S.E. T β VIF

Static 0.314 0.036 8.824 * 0.344 1.908
Dynamic 0.359 0.041 8.782 * 0.343 1.908

R2 0.399
* p < 0.05.

4.3. Mediating Effect

According to the concept and test procedure of the mediating effect [20], we analyzed
the mediating effect on English leisure activities, learning motivation, and learning effect.
The mediating effect test is shown in Table 4.

Table 4. Mediating effect of English leisure activities on learning motivation and learning effective-
ness.

Condition IV DV Coef. β T

Condition 1 English learning
motivation

English learning
effectiveness b1 0.821 39.447 *

Condition 2 English learning
motivation

English leisure
activities b2 0.515 16.525 *

Condition 3 English leisure
activities

English learning
effectiveness b3 0.284 12.895 *

Condition 4 English learning
motivation

English learning
effectiveness b’1 0.674 30.676 *

* p < 0.05.

Baron and Kenny (1986) [20] proposed that the concept of a mediating effect needed
to be confirmed through three regression equations. The equation was tested for whether
there was a mediating effect between the independent variable and the dependent variable
under the following four conditions.

1. English learning motivation has a significant impact on English learning effectiveness.
2. English learning motivation has a significant impact on English leisure activities.
3. When considering English learning motivation and the influence of English leisure

activities on the English learning effect, English leisure activities significantly impact
the English learning effect.

4. When considering the influence of English learning motivation and leisure activities
on the English learning effect, after controlling for the variable of participation in
leisure activities, the influence of the original English learning motivation on the
English learning effect is significantly reduced.

If the estimated value of the English learning motivation coefficient does not reach a
statistically significant level, the influence disappears, and English leisure activities become
a complete mediating variable. If not, English leisure activities are a part of the mediating
variables. The above four conditional transformation regression equations are as follows.

(1) In Y = b1X + a1, b1, estimates must be statistically significant.
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(2) In Z = b2X + a2, b2, estimates must be statistically significant.
(3) In Y = b’1X+ b3Z +a3, b3 estimates must be statistically significant.
(4) In Y = b’1X+ b3Z +a3, b’1 estimates must be statistically significant.

According to the analysis results, English learning motivation greatly influenced
the effectiveness of English learning (b1 = 0.821, t = 39.447, p < 0.05), English learning
motivation to English leisure activities (b2 = 0.515, t = 16.525, p < 0.05), and English leisure
activities to English learning effectiveness (b3 = 0.284, t = 12.895, p < 0.05). Therefore, the
first three conditions were met, but English learning motivation significantly affected the
English learning effect (b’1 = 0.674, t = 30.676, p < 0.05), Thus, the complete mediation effect
was not accepted. However, b1 to b’1 decreased significantly by 0.147. English leisure
activities partially mediated between English learning motivation and the learning effect.
The estimated values of the standardized coefficients among the variables were aggregated,
and the path coefficient diagram is shown in Table 4.

As shown in the path coefficient diagram in Figure 1, the total effect value of English
learning motivation on English learning effect is 0.821, the direct effect value of English
learning motivation on English leisure activities is 0.515, and the direct effect value of
English leisure activities on the English learning effect is 0.515. Therefore, English learning
motivation forms an indirect mediating effect on the English learning effect through English
leisure activities. The total effect of English learning motivation on English learning
effectiveness is 0.821, indicating that each standard deviation unit of English learning
motivation has a unit change of 0.821 on English learning effectiveness.

Figure 1. English learning motivation, English learning effectiveness, and English leisure activity
path map.

5. Conclusions

Based on the research results, the following conclusions are drawn.

5.1. The Correlation between English Learning Motivation, Leisure Activities, and Learning
Effectiveness of Elementary School Children

English learning motivation significantly impacts the English learning effect, and
English leisure activities significantly impact the English learning effect. The executive voli-
tion factor of English learning motivation harms participation in English leisure activities.
The executive volition factor in the item design is more specific and passive for elementary
school children to achieve goals. Therefore, if students have more things to complete in
their studies, they reduce their participation in English leisure activities. However, whether
students have learning motivation is extremely important for participation in English
leisure activities and the performance of learning effectiveness. Learning motivation is
divided into intrinsic and extrinsic learning motivation. The motivation of students to learn
is not biased. Regarding intrinsic or extrinsic motivations, students’ English learning does
not require external environmental factors and assistance but needs their expectations and
willingness for English learning to have better English learning results.
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5.2. Correlation between English Leisure Activities and the English Learning Effectiveness of
Elementary School Children

The English leisure activities of elementary school children significantly impact English
learning effectiveness, and the relationship between the two variables is positive. If primary
school children participate in English-related leisure activities more, there will be a more
positive output in learning effectiveness. However, they tend to participate in certain
types of activities in the middle grades, and they are less likely to extend their range
and participate in many ways. It is believed that the primary purpose of English leisure
activities is to improve school children’s learning motivation and increase their interest
in English learning from activity participation. Therefore, the learning effect becomes
better if students try English leisure activities in many ways. At the same time, the English
learning of school children is not limited to learning in the classroom. When participating in
relevant English leisure activities, they must participate in groups or be led by parents and
teachers. Therefore, it is also essential to have an environment for English leisure activities
in the company of others. In this case, although parents have little time to accompany and
participate, they need to also carefully choose the destination of their children’s after-school
learning or activities to confirm that the student’s English learning has a lasting effect.

5.3. The Mediating Effect of English Leisure Activities on Elementary School Children’s English
Learning Motivation and Effectiveness

There is a partial intermediary between the English leisure activities of elementary
school children and English learning motivation and the learning effect. English learning
motivation directly affects the English learning effect. If there is an intervention of English
leisure activities, English leisure activities impact the effectiveness of English learning.
Therefore, if students’ English learning motivation is low, by promoting students’ partici-
pation in English-related activities, students’ learning effectiveness can also be improved.
Although English learning in Taiwan is mainly based on books and branches of learning,
many institutions have made various changes to make students more interested in English.
Schools have also followed this trend. English singing, drama, reading, and other activities
are integrated into English teaching, adding a variety of styles to English learning. These
are relatively common English learning methods. School children could do various types of
activities that schools could provide to find out whether students engage in English-related
activities in their daily life. The results also show that students’ participation in English
leisure activities is lower than expected. The concept of multi-party learning English has yet
to be popularized. No matter which unit or individual, those who want students to advance
their English skills should understand that learning is not a matter of learning English.
It requires long-term efforts and training. Contact through English leisure activities in
daily life allows students to have more opportunities to learn English in their spare time
so that students can develop their interest in learning. Therefore, English leisure activities
are an essential factor for enhancing learning motivation and promoting good learning
effectiveness.

6. Recommendation

Based on the research results, suggestions for future research are as follows.

1. It is suggested that follow-up researchers gradually expand the research scope through
industry–university cooperation or assist the government with expanding the research
object to understand the differences in the English learning status of elementary school
children in Taiwan. In the research object, future researchers may try to add subjects
from different grades to see whether shorter English learning years impact school
children’s learning effectiveness.

2. The variables in this study are English learning motivation, English leisure activities,
and English learning effectiveness. The verification results showed that English
leisure activities had a mediating effect on English learning motivation and learning
effectiveness, but the influence coefficient was not high. There are two possible

253



Eng. Proc. 2023, 38, 48

reasons. First, to cause more than one mediating factor between English learning
motivation and English learning effect, researchers can find out the variables that
may affect both motivation and effect through a literature review. Second, there are
few items in English leisure activities, and there needs to be previous literature to
follow the research on English leisure activities. The composition of the items is
determined by reference to relevant English strategic activities. To conduct in-depth
investigations on this variable through on-the-spot observation of elementary school
children’s participation in English leisure activities and to help relevant units have
more information on the English learning situation of school children when making
policies, more detailed content of the items is demanded.
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Abstract: Digital rural agricultural engineering is the most widely representative innovative applica-
tion of digital technology in the field of modern China’s new agricultural technology and economic
development and the practice of China’s new rural economy and society under the background of
the process of modern social knowledge networking, intelligent information society, and the digital
sharing of social information resources. Using the method of literature research, this paper analyzes
the problems existing in the current logistics circulation system of agricultural products. Through the
co-occurrence analysis of technical keywords, this paper studies the current situation in the field of
agricultural product logistics circulation systems and puts forward countermeasures and measures
to promote the innovation and development of agricultural product logistics circulation systems.
Finally, it is concluded that we should explore and innovate to build a fresh circulation supply chain
system of new smart agricultural products in the new era of agriculture driven by rural big data.

Keywords: agriculture products; artificial intelligence; logistics circulation system; big data

1. Introduction

Digital village is the application of networks, informatization, and digitalization in
agricultural development and rural economy and society. It is an endogenous moderniza-
tion transformation development path used to improve farmers’ modern information skills.
The implementation of the digital village strategy will fundamentally change market fac-
tors, such as agricultural scale, ecological environmental protection, fresh food e-commerce,
self-media public participation, and user consumption experience by presenting higher
requirements and new challenges. The innovation of the modern agricultural product
circulation system involves multiple dimensions, such as the main body of the circulation
market, the circulation business model, the circulation infrastructure, the quality traceability
supervision, and the circulation technical means, and is an important part of the imple-
mentation of the digital village strategy. China’s existing agricultural product circulation
system is based on a decentralized-centralized-decentralized model with a large agricul-
tural product wholesale market as the center, mainly offline face-to-face bulk transactions,
and storage and transportation at room temperature with extremely low cold chain rates.
The disadvantages of low price, high cost, high corruption, and information asymmetry
have led to the contradiction between the low price of fresh and high-quality agricultural
products in the hands of farmers and the high and poor quality of residents’ purchases.

2. Literature Review

The current research on agricultural product circulation systems in China and abroad
mainly covers several aspects: (i) The theoretical framework, system, and strategy of
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agricultural product logistics, including organization and system, logistics technology
and infrastructure, supply chain strategy, just-in-time strategy, continuous replenishment
strategy, value-added service strategy, guided production strategy, etc.; (ii) The rural e-
commerce circulation system, which mainly includes the agricultural product supply chain
system, information system, circulation system, organizational system, service system,
safety system, agricultural product cold chain logistics system, etc., and its existing prob-
lems. These existing problems mainly include the widening of the gap between market
size and market circulation, backward circulation methods and business formats, insuf-
ficient circulation infrastructure, weak strength of circulation entities, serious waste of
circulation links, low efficiency, and failure to form a supply chain of agricultural products;
(iii) The design of the information system, including the agricultural product e-commerce
system, e-commerce application, logistics information technology, fresh food e-commerce
ecosystem, and the fourth-party agricultural product e-commerce service platform [1];
(iv) Research on the distribution channels of rural e-commerce, including circulation links,
cost structure, profit distribution, channel operation performance, channel power changes,
participants, circulation formats, government policy support systems, channel strategy,
structure, function, and terminal [2]; (v) Research on the efficiency of rural e-commerce
circulation, which mainly includes the evaluation index system of agricultural product
circulation efficiency, agricultural product circulation mode, circulation structure, distri-
bution network layout, agricultural product circulation efficiency framework, and the
influences and mechanisms of the circulation efficiency of agricultural products [3]; and
(vi) Research on the rural e-commerce model, which mainly includes the online direct sales
of agricultural products of origin, cross-border agricultural product e-commerce, fresh
agricultural product e-commerce, the exploration of new standards for non-standardized
agricultural products, and county-level e-commerce [4].

The research on rural e-commerce big data in China and abroad mostly adopts
technologies and methods such as cluster analysis, recommendation algorithms, and
association rules.

Law, Li Rongrong (2017) built a Hadoop-based big data mining framework for e-
commerce platforms based on the characteristics of big data in e-commerce platforms and
analyzed the mining process in detail [5]. Peng, Zhen Long, and Huang and You Lan
(2014), taking the e-commerce data of tea set companies as an example, used the FP-grow
algorithm to obtain frequent itemsets and mined user behaviors through association rules,
which further realized user classification and precise marketing [6]. Reference [7] crawled
the review data of water purifiers, conducted cluster analysis research on it, and identified
the advantages and disadvantages of the water purifiers. Zhang Yumei and Jin Yibo (2019)
used web crawler technology to analyze the characteristics of Wuwei agricultural products
on Taobao.com. They collected and analyzed data such as the number and names of payers
and finally put forward measures and suggestions on the brand building, quality control,
and industrial extension of Wuwei’s characteristic agricultural products [8]. Jiao Huiying
et al. (2019) used machine learning algorithms to mine the data of residents’ and enterprises’
behavior, electricity consumption, and payment on the State Grid e-commerce platform to
realize user portrait analysis and provide new ideas on the comprehensive management of
business processes, which is the business model of the State Grid e-commerce platform [9].
Qian Dandan and Zhou Jinhai (2019) took the e-commerce data of Chinese herbal medicine
companies as an example, designed a business intelligence architecture platform, and used
the K-Means clustering analysis algorithm to group consumers to achieve personalized
marketing for different consumers [10]. Other scholars have studied the big data processing
process of rural e-commerce logistics systems. The McKinsey Global Institute defines big
data as a collection of data that is so large that its acquisition, storage, management, and
analysis far exceed the capabilities of traditional database software tools. Big data has
rich resource types and diverse application processing methods, but the basic process
of information processing is roughly similar, including four stages of data collection,
processing and integration, analysis, and data interpretation [11]. The processing flow is
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shown in Figure 1 and includes obtaining the required data from the data source, processing
the data of different structures in a unique way, standardizing it into a unified data type,
processing and analyzing it through appropriate data analysis methods and tools, and
finally obtaining a reasonable result before using visualization technology to show the data
to users [12].

Figure 1. Big data processing process.

Some scholars have conducted research on the data mining of rural e-commerce
logistics system. Data mining, also known as data collection and data exploration, is a
technology that uses machine learning, mathematical statistics, data visualization, and
other multi-field technologies to sort out valuable laws and models from massive amounts
of noisy and incomplete information. The basic tasks include classification and prediction,
cluster analysis, association rules, time series patterns, deviation detection, intelligent
recommendation, etc. [13]. Data mining methods are generally used to determine the
characteristics of target data sets or to summarize current information to further predict
future situations [14], as shown in Figure 2.

Figure 2. Data mining methods.

3. Analysis on the Problems Existing in the Logistics Circulation System of
Agricultural Products

3.1. The Service Is Backward, and the Resource Integration Ability Is Not Strong

How can we develop a middle class in the current rural e-commerce environment in
China? The transaction data system of agricultural product networks in various parts of
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the country and the data of agricultural and sideline products market supply and demand
information platform data are not necessarily mature and perfect. E-commerce online
transaction information and data in large production areas, price trends, and market sup-
ply and demand of major agricultural products in various agricultural markets are also
relatively incomplete, comprehensive, and transparent. The constraints also restrict the
large-scale sellers and traditional networks of rural e-commerce in China. Fast, timely, and
accurate connections between sellers, origin e-commerce platforms, traditional Chinese
rural sales network terminal e-commerce platforms, and large-scale agricultural products
e-commerce buyers information services are needed, and because the current agricultural
product e-commerce is not enough to improve its own relatively open and effective indus-
trial operation supporting system and the combination of industrial policy support and
supporting support, it is not in line with the current domestic market innovations in various
agricultural fields known as “Internet + agriculture”. The separation and independence
of elements and rural entrepreneurial talent space resources limit the potential and devel-
opment of the future rural e-commerce market to bring huge investment opportunities
potential space and potential huge growth market space.

The grade of cold chain logistics equipment is not high. Most of the facilities and
equipment in the cold chain logistics of agricultural products are outdated, and some even
use cold storage built in the 1980s. The existing cold storage refrigeration equipment and
refrigeration principle are backward, the technology update speed is slow, and the invest-
ment starting point is generally low. The cold chain logistics of agricultural products have
the characteristics of heavy assets, high investment, and a long return period. Considering
the cost, most investors generally adopt low-cost business strategies, and the planning
and design costs of procurement, refrigeration equipment, and construction concepts are
generally low.

3.2. The Rural E-Commerce Model Is Unclear, and the Blind Duplication of Construction
Is Serious

Rural e-commerce is a systematic project, and its elements mainly include e-commerce
platforms, operation teams, county and rural logistics distribution systems, cold chain
facilities, training and incubation, etc. The operation mode of e-commerce platforms can be
divided into B2C, B2B, 020, micro businesses, etc. The county area is the main battlefield
of rural e-commerce, with the county-level operation center being the main carrier. In
the process of rural e-commerce construction, the planning and guidance of the county
government play a key role. However, due to the extreme lack of top-level design teams
and technical operation teams proficient in rural e-commerce in the county, the model is
unclear and blind duplication of construction is serious. At present, it is very difficult
for domestic counties to cooperate with platforms such as Village Tao, Ganjie.com, and
Juchao.com, and they are on the verge of being eliminated.

The construction of rural e-commerce is a complex systematic project, which not
only requires the support of government policies and the guarantee of special financial
expenditures to improve the rural logistics network and infrastructure but also requires
departments such as agriculture, supply and marketing, transportation, postal services,
e-commerce, express delivery, and other departments. Cooperation and collaboration
among other enterprises. In addition to the e-commerce giants (Alibaba, JD.com, Suning,
etc.) deployed in the rural market, traditional supply and marketing enterprises have also
accelerated the development of rural e-commerce through deepening comprehensive re-
forms. At the same time, provincial-level rural e-commerce website models have emerged,
including the docking model of housing, the resource docking model of agricultural en-
terprises and cooperatives, the direct sales model of e-commerce companies’ self-built
platforms, the county-level e-commerce model, the “local government + e-commerce plat-
form + local operator” tripartite operation platform, and other models. Despite this, the
development of rural e-commerce still faces problems such as imperfect infrastructure and
supporting conditions, poor logistics, and distribution paths, homogeneous competition
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among enterprises, lack of e-commerce professionals, and blindly repeated platform con-
struction in various places, which seriously hinder the rural economy’s development and
the realization of the rural revitalization strategy.

3.3. Weak Innovation and Lack of Core Competitiveness

At present, the overall construction mode of the national rural e-commerce platform
is mostly dominated by large private enterprises whose own strength is still relatively
single and weak and has not yet been able to form a national rural e-commerce platform
with regional representative characteristics. The business platform system is its underlying
structure, which fails to meet the actual support needs of the national “agriculture, rural
areas and farmers” policy. The government’s policy orientation mostly focuses on how to
enter the e-commerce platform, carry out talent training, and decorate and upgrade store
management, etc., which has led to the general similarity of how to build rural e-commerce
in various places, without any obvious regional differences, and the lack of continuous
innovation. The investment in support policies such as technology and R&D is less than
that in local areas, which makes it difficult for local areas to promote innovation with
independent intellectual property rights, develop and operate rural e-commerce platforms,
and explore new business models for industrial development models. Another problem of
rural e-commerce is the lack of brand effect. In the current online business environment,
whether it is Tmall, Taobao, JD.com, or other platforms, there are many miscellaneous
products, and the competitiveness of stores is insufficient. Creating a rural e-commerce
atmosphere requires not only guidance and support from local county-level governments
but also more and more need to rely on a group of industry benchmarking and leading
enterprises to demonstrate, drive or guide, and give play to their industry leaders. It plays
a leading role in the market leading and establishes its industry benchmark. At present,
although the number of leaders in the field of rural e-commerce in China is still very small,
and many small and medium-sized traditional e-commerce companies have also started
their rural e-commerce business in the country, in the end, most companies will still be
based on the industry. Due to the policy orientation problem, it eventually fell into a
chaotic situation of the same development model and no actual replicable rural e-commerce
performance growth model. It is urgent to cultivate two-three rural e-commerce leaders
who can become unicorn enterprises and, proceeding from reality, cultivate professional
operation teams, enhance R&D and innovation capabilities, establish industry benchmarks,
and drive an industry development atmosphere.

4. Countermeasures and Measures for Promoting the Innovative Development of
Agricultural Products Logistics Circulation Systems

4.1. Adjust the Direction of Guidance, Focus on Research and Development, and
Promote Innovation

To promote the innovative development of agricultural products logistics circulation
systems, we suggest (i) adjusting the direction of government policy support and guidance
from the policy orientation of e-commerce training, outlet decoration, and e-commerce
base construction to focusing on research and development and encouraging technological
innovation; (ii) strictly formulating policy support fund standards, increasing the propor-
tion of enterprise R&D investment, technical patents, team structure, talent education,
etc. in the evaluation indicators, selecting enterprises that focus on R&D, and promoting
the innovation ability of local enterprises; and (iii) implementing the unicorn leader plan,
focusing on fresh food e-commerce, agricultural materials e-commerce, rural distribution,
agricultural cold chain processing, county-level new retail and other fields. The project
team of the rural e-commerce unicorn will provide strong and continuous support to its
team leader.

4.2. Improve the Support Mechanism and Change Subsidies into Equity

To improve the support mechanism and change subsidies into equity, we suggest
transforming the financial subsidy funds related to rural e-commerce into a entrusted
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equity investment + entrusted loan model, in accordance with the “Company Law” and
the modern corporate governance structure, vigorously supporting mixed-ownership
enterprises to develop rural e-commerce, and vigorously promoting a 4:3:3 equity structure,
that is, 40% of state-owned capital, 30% of social capital, and the implementation of a
governance model of 30% of management. In this model, state-owned shareholders do
not directly participate in business operations and operate in full accordance with market
rules, give full play to the guiding role of financial funds, mobilize the enthusiasm of social
capital to participate, and ensure that the executive team continues to be cohesive.

4.3. Strengthen the Construction of Cold Chain Logistics Infrastructure

In the entire agricultural product circulation system, the overall improvement of
the cold chain logistics infrastructure is the fundamental and key point to truly solve
the problem of agricultural product circulation quality. Guided by the promotion of
policy implementation from the perspective of policy top-level design and industry overall
planning, based on the innovation of fourth-party logistics and rural e-commerce business
models, we suggest taking Jiangxi as an example and relying on supply and marketing
cooperatives to build the province’s cold chain backbone network, trying to improve and
solve practical problems, such as the extremely low circulation rate of the cold chain, the
backward circulation method, unsound systems, weak cold chain logistics infrastructure,
small scale, and the lack of a network of cold chain logistics, so as to guarantee the
realization of high-quality circulation of agricultural products, improve the circulation
quality of agricultural products, shorten the circulation cycle of agricultural products, and
promote the construction and implementation of the cold chain circulation system in terms
of policy and practice.

5. Conclusions

At present, the modern circulation mode system of bulk agricultural products in
my country still adopts the traditional decentralized-semi-centralized-quasi-decentralized
mode with the traditional large-scale regional agricultural product wholesale market center
as the logistics center. There are serious disadvantages, such as an obvious asymmetry
of information, and the traditional offline market is mainly based on the face-to-face
trading mode of bulk products. The successful implementation of the digital village
strategic plan has brought about fundamental changes in the structure of various market
factors such as the scale of traditional agricultural operations, ecological environmental
protection, and the development of fresh food e-commerce, which has prompted the
existing extensive circulation price system of Chinese agricultural products. Once again,
fundamental change is urgently needed. Taking the reform and innovation experiment
of the new rural e-commerce model as the starting point for exploring the efficiency of
improving the circulation of agricultural and sideline products and taking the innovative
experiment of constructing the cold chain logistics system of agricultural and sideline
products as the breakthrough point to innovate and improve the quality of the food
circulation system, the big data method of agricultural products and the dynamic modeling
of agricultural products are used. Analysis tools are used to complete the design analysis
and operation practice of the integrated e-commerce platform for fresh agricultural products
and explore and innovate the construction of a new smart fresh agricultural product
circulation supply chain system in the new era of agriculture driven by the background of
rural big data.
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Abstract: Since the COVID-19 pandemic, synchronous distance learning has become a common
teaching method. However, there are problems in synchronous distance learning, such as distractions
and cheating. Many studies have shown that gamification has been used as one way to improve
student’s learning motivation. Thus, we explored the functional requirements of synchronous
distance learning software and different distance learning acceptance with gamification elements by
students using KANO and an importance-performance analysis. The results of the study showed
that most students thought it important to integrate games into synchronous distance learning, and
gamification brought more fun to learning while achieving the purpose of learning.

Keywords: synchronous distance learning; gamification elements; technology acceptance mode;
KANO model; importance-performance analysis

1. Introduction

The COVID-19 pandemic caused school closures globally in 2020, with 107 countries
shutting down schools, as reported by UNESCO. While synchronous distance learning
became the new norm, it faced challenges such as decreased interaction between students
and teachers [1]. To overcome these challenges, digital game-based learning was used to
enhance such interactions. Studies have shown that a competitive gaming environment
can increase students’ motivation, academic performance, and gamification elements in
synchronous distance learning, improving student focus and interaction [2,3]. By analyz-
ing 15 basic functions of synchronous distance learning software from Google Meet and
Microsoft Teams and 11 gamification elements from digital game learning software such as
Blooket and Duolingo, we assessed students’ attitudes toward the different functions of
these elements. For this research, the KANO and importance-performance analysis (IPA)
questionnaires were used. The results of this study serve as a basis for future research.

2. Research Background

2.1. Gamification

Deterding, Dixon, Khaled, and Nacke defined gamification as the “integration of game
design elements into non-game contexts” [4]. Using gamification aims to increase user
engagement and immersion by incorporating elements of game design such as mechanics
and game flow. Gamification also changes the way an event or process operates, making it
more captivating and enjoyable for the user.

2.2. Synchronous Distance Learning

Synchronous distance learning means that teachers and students conduct online
teaching and learning in different places through media, such as the Internet and video
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software [5]. Due to the COVID-19 pandemic, Microsoft Teams and Google Meet were
widely used in teaching.

2.3. KANO Model

The KANO two-dimensional quality model is a tool that can evaluate the quality of
functions or services. It was developed by Noriaki Kano in 1984 to provide a way to help
organizations understand the needs and preferences of their customers [6]. The KANO
model categorizes customer requirements into five distinct categories based on feedback
from existing and potential customers. The model identifies what features are important to
their customers and makes informed decisions on product or service development. These
five categories are as follows (Figure 1).

Figure 1. KANO two-dimensional quality model, adapted with permission from Ref. [6]. Copyright
1984 Kano.

• Attractive element (A): Adequate presence enhances satisfaction, while an inadequate
presence is still acceptable.

• One-dimensional element (O): More of this quality leads to greater satisfaction, while
fewer leads to less satisfaction.

• Must-be element (M): Adequate presence is expected, while inadequate presence leads
to dissatisfaction.

• Indifferent element (I): The presence or absence of this quality does not impact satis-
faction.

• Reverse element (R): Adequate presence causes dissatisfaction, while absence leads to
satisfaction.

2.4. Classification of Kano 2-Dimensional Quality Elements

Matzler and Hinterhubery improved the Kano model by introducing a “Two-Dimensional
Quality Element Classification Table” [7]. This table can categorize relative quality elements
based on responses to forward and reverse questions (Table 1).
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Table 1. Two-dimensional quality element classification table of the KANO model, adapted with
permission from Ref. [7]. Copyright 1998 Matzler and Hinterhuber.

Functional Requirement
Dysfunction

Like Must-have No-Comment Bearable Dislike

Like Q A A A O

Must-have R I I I M

No-Comment R I I I M

Bearable R I I I M

Dislike R R R R Q

M—Must be; O—One-dimensional; A—Attractive R—Reverse; I—Indifferent; Q—Questionable.

2.5. Quality Improvement Index

Matzler and Hinterhube introduced the Quality Improvement Index (QII) [7] to pri-
oritize the quality elements that require improvement. QII comprised two components:
the “Satisfaction Index (SI)” and the “Dissatisfaction Index (DSI)”. They formulated the
calculation of the QII as follows.

SI = (A + O)/(A + O + M + I) (1)

DSI = (O + M)/(A + O + M + I) × −1 (2)

QII can be used to determine which quality elements need improvement. The higher
the SI value is toward one, the greater the impact it has on customer satisfaction. On the
other hand, the closer the DSI value is to −1, the stronger the negative impact it has on
customer satisfaction when quality is insufficient.

2.6. IPA

Martilla and James introduced the IPA analysis [8], which is a valuable and practical
set of analytical methods to understand consumers’ perceptions of product and service
quality. This result provides a foundation for evaluating and improving perception. By
using satisfaction and significance as evaluation criteria, a two-dimensional matrix graph
was created and divided into four quadrants (Figure 2). Quadrant 1 was for “Keep Up the
Good Work”, which signified customers’ high satisfaction and the high importance of the
project, making it a strength of the company. Investment should be sustained to maintain
its competitive edge. Quadrant 2 was for “Concentrate Here”, highlighting low satisfaction
but the high importance of the service, making it crucial to improve. Quadrant 3 is for
“Low Priority”, depicting the low satisfaction and low importance of the service, making
it a low priority for improvement. Quadrant 4 is for “Possible Overkill”, suggesting the
high satisfaction but low importance of the service, indicating the potential to reallocate
resources to more critical areas.

265



Eng. Proc. 2023, 38, 56

Figure 2. IPA model, adapted with permission from Ref. [8]. Copyright 1997 Martilla and James.

3. Research Methods

We distributed questionnaires to students and graduate students (19 to 25 years old)
of the Yunlin University of Science and Technology in Yunlin County, Taiwan, through
Google Forms. A total of 60 valid questionnaires were collected. The research questionnaire
consisted of three parts on a 5-point Likert scale (“Strongly Agree”, “Agree”, “Neutral”,
“Disagree”, and “Strongly Disagree”). The first part was to collect basic information and
ask about technology acceptance with an explanation of “trying to understand students’
acceptance of distance learning software.” The second part was created based on the
IPA model on a 7-point Likert scale (“Very Strongly Agree”, “Strongly Agree”, “Agree”,
“Neutral”, “Disagree”, “Strongly Disagree”, and “Very Strongly Disagree”) to understand
students’ subjective feelings about the function. The third part reflected the KANO two-
dimensional quality model. According to Matzler and Hinterhuber [7], five evaluation
indicators were included for the answers to positive and reverse questions on a 5-point
Likert scale (“Like”, “Must-have”, “No-Comment”, “Bearable”, and “Dislike”). SI and DSI
were calculated with Equations (1) and (2) as quality improvement indicators.

4. Results

In total, 40 females and 20 males took part in the survey. Thirty-one had a high
acceptance of distance learning software, while 29 had a low acceptance of technology.
Students with a high acceptance of distance learning software were classified according to
the degree of satisfaction and dissatisfaction. The satisfied group showed a high SI for A1,
A5, A9, A16, A19, A22, and A24, while the dissatisfied group had a low DSI for A1, A4, A6,
and A13. Students with a low acceptance of distance learning showed a high SI for A4, A9,
A16, and A24 and a low DSI for A1, A4, and A6 (Table 2).
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Table 2. KANO quality improvement index.

ITEM

High
Acceptance

Low
Acceptance

SI DSI SI DSI

Sy
nc

hr
on

ou
s

D
is

ta
nc

e
Le

ar
ni

ng
so

ft
w

ar
e

A1. Link Invitation 0.61 −0.68 0.41 −0.66

A2. Host 0.23 −0.16 0.21 −0.21

A3. Automatic Roll Call 0.53 −0.13 0.42 −0.15

A4. Share The Screen 0.57 −0.80 0.48 −0.72

A5. Multiple Share The Screen 0.63 −0.17 0.25 −0.14

A6. Meeting Messages 0.39 −0.58 0.38 −0.52

A7. Raise Hands 0.39 −0.42 0.41 −0.41

A8. Emoji 0.39 −0.13 0.41 −0.21

A9. Group 0.63 −0.23 0.45 −0.28

A10. Homework 0.57 −0.33 0.21 −0.21

A11. Vote 0.47 −0.27 0.39 −0.21

A12. Whiteboard 0.42 −0.16 0.31 −0.17

A13. Background Effects 0.58 −0.58 0.55 −0.31

A14. Schedule 0.32 −0.10 0.25 −0.21

A15. Screenshot 0.42 −0.23 0.36 −0.32

ga
m

ifi
ca

ti
on

el
em

en
ts

A16. Game 0.74 −0.06 0.48 −0.07

A17. Game Rewards 0.48 −0.06 0.38 −0.10

A18. Game Loss Penalty 0.39 −0.06 0.11 −0.07

A19. Achievement 0.61 −0.10 0.39 −0.07

A20. Points or Coins 0.52 −0.10 0.22 −0.15

A21. Exchange 0.52 −0.13 0.26 −0.11

A22. Custom Roles 0.65 −0.10 0.41 −0.10

A23. Collect 0.24 −0.07 0.15 −0.15

A24. Friends 0.68 −0.19 0.48 −0.11

A25. Leaderboards 0.33 −0.07 0.26 −0.07

A26. Gamified Data Dashboards 0.48 −0.16 0.36 −0.14

4.1. Kano Two-Dimensional Quality Elements

With the average value of SI and DSI, a quadrant diagram was drawn for the partici-
pants of this survey (Figure 3).
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Figure 3. KANO Quality Improvement Index.

The attractive element in Quadrant 1 showed that the participants were satisfied with
the software. Even without these elements, they would not feel bad. For students with a
high acceptance of distance learning software, A3, A5, A9, A10, A16, A19, A20, A21, A22,
and A24 were positioned in Quadrant 1. For students with a low acceptance of distance
learning software, A3, A8, A9, A11, A13, A15, A16, A17, A19, A22, A24, and A26 were
found in Quadrant 1.

The indifferent element was found in Quadrant 2. The participants were not satisfied
or dissatisfied regardless of whether the service or function was available or not. For
students with a high acceptance of distance learning software, A2, A8, A11, A12, A14, A15,
A17, A18, A23, A25, and A26 were plotted in Quadrant 2, while for students with a low
acceptance of distance learning software, A2, A5, A10, A12, A14, A18, A20, A21, A23, and
A25 were found.

Quadrant 3 showed the must-be elements. Without this element, the participants
were dissatisfied. However, even with this element, the participants were not particularly
satisfied as the element was considered a basic service. For students with a high acceptance
of distance learning software, A6 and A7 were found in Quadrant 3. One-dimensional
elements were positioned on Quadrant 4. The fewer the elements, the more dissatisfied the
participants were. However, with this element, their satisfaction increased. For students
with a high acceptance of distance learning software, A1, A4, and A13 were plotted on
Quadrant 4, while A1, A4, and A6 were found in Quadrant 4 for students with a low
acceptance of distance learning software.

4.2. IPA Analysis

According to the IPA results, the quadrant diagram of the high acceptance and low
acceptance of distance education software is drawn in Figure 4. For the students with a
high acceptance of distance education software, most functions were found in Quadrants 1
and 3. In Quadrant 1, A1, A3, A4, A5, A6, A7, A10, A11, A13, A16, A19, A22, and A26 were
found, while A8 and A21 were on Quadrant 2, A2, A9, A12, A14, A15, A17, A18, A23, and
A25 were on Quadrant 3, and A10 and A20 were on Quadrant 4.
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Figure 4. Quality improvement index from IPA analysis.

For the students with a low acceptance of distance learning, A1, A4, A7, A6, A9, A10,
A13, A15, A16, and A24 were plotted on Quadrant 1, A8, A19, and A26 were on Quadrant
2, A2, A3, A5, A12, A14, A17, A18, A20, A21, A22, A23, and A25 were on Quadrant 3. In
Quadrant 4, there was only A11.

5. Conclusions

The KANO model and IPA analysis results revealed that the participants in this study
thought that integrating games into synchronous distance learning software was required
even though gamification elements were not the main focus for the development of the
software. They regarded that gamification enhanced learning experiences by making them
more enjoyable and fulfilling and the goal of fun learning. Without gamification, they
might feel dissatisfaction. The IPA result revealed that emojis were significant for the par-
ticipants to use the software. These small yet powerful symbols serve as a crucial medium
of communication, and diverse emojis were an element of excitement for the students,
thereby elevating their engagement in synchronous distance learning. Additionally, other
crucial gamification elements, such as achievements, exchange mechanisms, and gamified
dashboards, must also be prioritized for development.
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Abstract: Design knowledge is the basis for designers to solve design problems. In product design,
sketches assist designers in thinking as an important step. Novice designers need to use different
types of design knowledge in sketching to solve design problems and find product solutions. In
this study, we determined the novice designers’ knowledge needs and processes in sketching and
discovered their sketch ideas to understand how they solve design problems.
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1. Introduction

Design knowledge refers to the information on product processes including multi-
level information such as user communities, product attributes, organizational strategies,
and technical principles that promote design innovation [1,2]. In the innovation design of
products, the early design is usually vague and undefined and is difficult to disintegrate
under fixed standards. Designers solve such design problems with personal experience
in capturing, storing, and reusing various knowledge by analyzing and visualizing the
possible effects of the solution. Designers have flexibility in conceptual design according to
design requirements to show different results. Manolya and Gero studied the differences
between experienced and novice designers in the use of knowledge in the conceptual
design process and found that their knowledge supported the thinking process [3]. They
also found that expert designers were more structured in cognitive activities and used
knowledge more strategically, resulting in more than three times higher productivity than
novice designers [3]. Thus, the challenge for novice designers is how to strategically access
and filter effective knowledge for innovation in any given situation [4].

In the conceptual design of products, designers rarely use a computer-aided system
(CAD) because the exact geometric information is not defined yet. Instead, they sketch to
stimulate their design thinking [5]. Sketches show the core idea of designs and play an
irreplaceable role in the positioning, development, expression, deduction, and formation
of product concepts [6,7]. The analysis of design knowledge in the sketching process
is a dynamic process involving knowledge acquisition, processing, and application [8].
Previous studies revealed that the design knowledge in the sketching process could be
effectively and explicitly described by design protocols [9]. However, in this study, we try
to discover how novice designers use their knowledge to stimulate a variety of product
ideas during the sketching process. For this study, cognitive activities, sketching behaviors,
and sketching outcomes of novice designers are recorded in sketching by Protocol Analysis.
Based on the function behavior strategy (FBS) ontology and the theory of creative segmen-
tation, we select and code the design knowledge in sketching and graphically describe the
use of knowledge in different stages of sketching to describe how knowledge is used in the
creative activities of novice designers. The findings are useful to find the type of support
that design education needs to provide for novice designers.
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2. Theoretical Backgrounds

2.1. FBS Ontology

FBS ontology is used to identify knowledge in the sketching process and describe
knowledge use patterns. In the FBS model, Gero used two categories of variables to
describe different aspects of the design: function variables to describe the teleology of
the object and behavior variables referring to what the object does including expected
behavior variables and structural behavior variables [10]. The structure variable refers
to the objects’ components and their relationships. The FBS ontology interprets the de-
sign process based on the design requirement (R) with which designers construct the
connection among function, behavior, and structure according to their experiences [10].
Specifically, the designer ascribes the function (F) to the expected behavior (Be), at the
same time derives the structural behavior (Bs) from the feasible structure (S), compares the
expected behavior with the structural behavior, and represents the design description (D).
Additionally, the FBS framework proposes eight fundamental knowledge processes for all
design activities (Figure 1).

Figure 1. FBS Frameframework and fundamental knowledge processes.

2.2. Creative Segment Theory

In the sketching process, the designer constantly generates inspiration from multiple
perspectives. Each acquisition of inspiration is regarded as a knowledge process and
provides possibilities for new design solutions. Thus, the process of sketching consists
of multiple segments. In the Creative Segment Theory, Creative Segments (CS) are used
as nodes to describe the sketching process, and a tree structure is adopted to describe
the relationship between creative activities [11]. Usually, a designer’s sketching process
contains more than one creative segment, alternating between finding ideas and expressing
them. During sketching, designers have different knowledge processes and applications
and involve various design information. When finding new ideas, designers constantly
stimulate their minds to explore the influence of design knowledge. When expressing ideas,
designers elaborate and evaluate newly generated ideas [8]. After the creative segments
are divided, it is better understood how knowledge supports designers’ creative activities
and builds knowledge patterns.

3. Research Method

To understand the needs and use of design knowledge by novice designers, we studied
the knowledge process of product sketching through an experimental design. We recruited
two sophomore students majoring in product design. Their average age was 18.5 years old.
They received one year of fundamental training in product design but had not participated
in product practice projects. They were regarded as novice designers. We refer to them as
Designer 1 and Designer 2 hereafter.
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3.1. Experiment Design

The experiment design required the two designers to design a “Better Reading Lamp”
as their topic. A product idea was provided. The maximum time for design was limited
to 45 min. Designers used paper and pens for their sketching. In this experiment, the
sketching processes of the two designers did not interfere with each other. They found
the development direction of the product concept according to their points of view and
recorded the derivation process of the product concept until they finally came up with the
most satisfactory one (Figure 2).

 

Figure 2. Sketching process of Designers 1 and 2 (the Chinese in the Figure has no effect in under-
standing the experiment).

3.2. Data Collection and Coding

The two designers were required to report their ideas during the sketching process.
Thinking Aloud was used for protocol analysis. This method required designers to verbally
report their thinking while completing the design task. The design protocols reflected what
the designer saw, thought, and did at the cognitive level and could be objectively restored
in the time series of the designer’s thinking [12]. The video equipment was used to record
the audio-visual data of the designers. After the experiment, we processed the data by
segmenting and coding and discussed the results to obtain consistent results.

4. Results and Discussion

4.1. Creative Segment of Sketching Process

Through manual identification, nine Creative Segments were identified in the sketch
data of the two designers. The Creative Segment Trees displayed the path from the conven-
tional to the most satisfactory lamp (Figure 3).

Figure 3. Creative Segment Tree of sketching process.

Under the design requirement, Designer 1 first thought of a table lamp. Since most
of the reading behavior occurs at the desk, the table lamp needs to be stably placed on
the desk. CS 1 consisted of a head, a body, and a base. The lamp head could be folded to
adjust the range of light irradiation up and down. Designer 1 compared this lamp with the
conventional table lamp used in daily life and thought a multi-function table lamp would be
better. CS2 had a large volume pen holder on the lamp base, and its body could be adjusted.
Considering that the pen holder would take up too much space on the desktop and would
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easily clash with the body, Designer 1 changed the overall shape of the lamp into CS3 which
had a foldable lamp head and the pen holder below the lamp head. Designer 1 found that
the shape of CS3 was not stable when the lamp head was unfolded, so the square-shaped
support was changed into a more stable triangle one, and the storage space of the pen holder
was reduced (CS4). Designer 1 reduced the volume of the supporting structure, making CS5
a more unique and stable Z-shape, and added buttons and other details.

At the beginning of sketching, Designer 2 also thought that the most common object
suitable for reading was a table lamp, whose light source could be adjusted (CS1). By
replacing the lamp base with a clamp structure, Designer 2 proposed CS2, which could be
clamped on the table. Designer 2 thought that reading would not only take place at home,
so a portable lamp was better. By associating with the M-shaped folding structure seen in
life, Designer 2 puts forward a small-size CS3 which was portable but not light enough.
CS4 simulated the structure of a paper airplane. The body of CS4 was changed from a block
to a surface and folded to make the lamp portable and stable.

4.2. Analysis of Design Knowledge Needs

Based on the FBS ontology, 251 codes were extracted from the design protocols: 119
from Designer 1 and 132 from Designer 2. The data distribution is shown in Table 1. In
terms of the proportion of the number of codes, F was mentioned the least. Given R, both
novice designers relied on their life experiences to find out potential product functions.
Behavior variables in the FBS model were classified as Be and Bs. In the sketching process,
designers usually compare the two variables to evaluate the design solutions. Among all
the FBS codes, knowledge of product structure was the most mentioned in the sketching
process, accounting for nearly half of the data of Designer 1 and about one-third of the data
of Designer 2. The two novice designers spent more time in the later stage of sketching to
use the accumulated structural knowledge and frequently hesitated over which structure
could be used for a more satisfactory solution. Therefore, novice designers needed to be
supported in accessing and filtering effective knowledge on product structure.

Table 1. FBS codes of Designers 1 and 2.

Code Designer 1 Designer 2

F 5 (4.2%) 9 (6.8%)
Be 19 (16.0%) 26 (19.6%)
Bs 23 (19.3%) 27 (20.5%)
S 62 (52.1%) 47 (35.6%)
D 10 (8.4%) 23 (17.4%)

Total 119 (100%) 132 (100%)

4.3. Analysis of Knowledge Processes

After being given the design task, the two designers first understood the design
requirement, then searched for existing cases in life to determine the functions of the
first product, then developed design ideas, and enhanced the product details. To further
understand the knowledge processes based on different creative segments, we presented
the relationships between F, Be, Bs, and S in time series according to the FBS framework, as
shown in Figures 4 and 5.

During Designer 1’s sketching process, analysis (S→Bs) was present in every Creative
Segment. Structure, as core knowledge, mostly appeared between adjacent segments
from CS2 to CS5. Designer 1 explored the reformulation of the lamp body structure to
the next one many times (Reformulation Type 1, S→S’). Formulation (F→Be) appeared
in the early CS1, CS2, and CS5, which represented a product function breakthrough in
the designer’s sketching process. Evaluation (Be↔Bs) appeared mainly in the last three
Creative Segments, and the interaction of behavioral knowledge and structural knowledge
finally led to the most satisfactory lamp for Designer 1.

274



Eng. Proc. 2023, 38, 58

Figure 4. Knowledge graph of Designer 1’s sketching.

 
Figure 5. Knowledge graph of Designer 2’s sketching.

Designer 2 conducted frequent Formulation (F→Be), Analysis (S→Bs), and Evaluation
(Be↔Bs) in the four Creative Segments. This pattern of using knowledge was different
from that of Designer 1. Designer 2 used Reformulation Type 3 (S→F) between Creative
Segments, leading to four significant breakthroughs. The lamp that Designer 2 is most
satisfied with is proposed according to life experience. In CS4, Designer 2 evaluated the
expected behavior and structural behavior (Be↔Bs), while enriching the functional details
of a product concept.

5. Conclusions

In the process of product conceptual design, knowledge supports the thinking of
designers which is important in design education. Knowledge in the design process is
usually the information stored, organized, and integrated by the designer in memory. We
used the FBS ontology and the Creative Segment Theory to analyze design knowledge needs
and the sketching process. In the early stages of product design, sketches aided designers in
thinking and focusing a large amount of knowledge. Novice designers lack strategic design
knowledge and design practices for the sketching process. We found that novice designers
had common knowledge needs in the sketching process. They could quickly access the
functional knowledge of each solution according to the design requirements. However, to
promote the innovation of the solution, they needed to master the appropriate structural
knowledge, which is a major concern in design education. Novice designers could develop
the habit of using knowledge during the sketching process. The knowledge process with the
connection point between creative segments would promote the inheritance relationship of
product features. The innovation process of product development with the core knowledge
leads to significantly different product features. However, both approaches allowed novice
designers to find the ultimate design solution.
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Abstract: This study aimed to evaluate tourist characteristics, rental factors, non-rental factors, and
use intention of shared motorcycles in tourism activities. Linear regression analysis was used to
compare the differences and influences of variables. A convenience sampling survey method was
adopted to investigate GoShare motorcycle-sharing service. Questionnaires were distributed to
271 respondents aged 20–29 years old who used motorcycles in tourism. With data descriptive
statistics, t-test, one-way analysis of variance, and regression analysis were conducted, and four main
results were obtained: (1) The respondents tended to follow a “Freestyle travel” type. (2) As a rental
factor, “Environmental Efficiency” was the most important. (3) “Renting is not easy” was the most
important reason not to rent a motorcycle. (4) Tourist characteristics and rental factors impacted use
intention significantly. Therefore, the following suggestions were made in this study: it is necessary
to (1) strengthen the promotion of the GoShare motorcycle-sharing service, (2) enhance the quality of
the rental service, (3) improve the mobile application, and (4) focus on in-depth tourism and expand
the services at scenic spots.

Keywords: motorcycle sharing; tourist characteristics; rental factor; use intention; linear regression
analysis

1. Introduction

According to the Survey of Travel by R.O.C Citizens of the Tourism Bureau 2020 of the
Ministry of Transportation and Communications, the majority (71.0%) of the young adults
had a road trip in their automobiles, with riding motorcycles ranked fifth (7.5%) compared
to the MRT (9.2%) and the Taiwan Railway (8.4%). The number of people aged 18–30 years
old using motorcycles during their trips was significantly higher than that of the other age
groups, as young people commonly rode motorcycles for tourism activities [1]. Most people
use their automobiles and motorcycles for tourism activities. Using motorcycle-sharing
services for tourism activities reduces carbon emissions and avoids the waste of resources.
However, tourists’ habits of using transportation are not easily changed. Studies have found
that tourism characteristics, payment methods, energy saving, carbon reduction, and comfort
level were all important factors in choosing transportation methods [2,3]. Commonwealth
Magazine [4] wrote that people between 20–30 years old had the second highest use intention
of motorcycle-sharing services. The statistics of the Ministry of Transportation and Commu-
nications have shown that the rate of owning automobiles and motorcycles by people aged
between 20–30 years old was lower than that of people aged 31–39 years old [5]. Thus, people
aged between 20–30 years old are more likely to use motorcycle-sharing services. GoShare
has tried to develop its business in tourism among the three major motorcycle brands in
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Taiwan. In this study, the use intention of GoShare for tourism activities was investigated
to estimate the potential market for the age group of 20–30 years olds based on tourism
characteristics and rental factors using linear regression analysis.

2. Literature Review

2.1. Sharing Economy

In the original sharing economy system, idle resources are rented and returned. To
make sharing economy profit-making, companies try to make a service specifically for the
public to share and use [6].

2.2. Tourist Characteristics

The World Tourism Organization (1991) defines a tourist as a person who travels
within his or her residence or anywhere else, regardless of the purpose and means of
transport. Schneider explored the motivation of adventure tourists and found that there
were significant differences between active adventure tourists and moderate adventure
tourists [7]. Wu studied mutual relations among personality traits, travel motivations,
travel constraints, and travel intentions for senior citizens in Kaohsiung City. Personal-
ity traits were categorized as affinity, conscientiousness, extroversion, neuroticism, and
open-mindedness. The study found that personality traits significantly impacted travel
motivation and behavior intention [8].

This study aims to explore different travelers’ current situations and characteristics in
using the GoShare motorcycle-sharing service in tourism activities. Referring to Hsieh et al.,
10 questions such as “Self-planning”, “Degree of Innovation”, “Experience Depth”, “Travel
Pace”, “Time Concept”, “Tourism Risk”, “Sense of Direction”, “Saving”, “Physical Load”,
and “Energy Conservation and Carbon Reduction” were included in the questionnaire [2].

2.3. Motorcycle-Sharing Service Rental Factor

Hsu and Chang investigated the Taiwan motorcycle-sharing service market to find
out the relationship between consumers’ product involvement and value proposition
recognition. Their results showed that consumers paid more attention to convenience
and battery life, especially female consumers [9]. Chio et al. studied and analyzed the
heterogeneity of the selection behavior of travel carriers, and they discovered that the place
of living affected the use of the carrier [3]. For rental factors for the GoShare motorcycle-
sharing service participating in tourism activities, current research mostly focuses on the
purchase of electric locomotives. Based on the research of Chang, Lin, Hsu, and Lu on
the factors of renting a shared scooter, we added the elements of tourism activities to
make appropriate adjustments, dividing the GoShare motorcycle-sharing service into four
factors: environmental efficiency, product attribute, convenience, and perceived value for
participating tourism activities [10].

2.4. Use Intention

Fishbein and Ajen defined use intention as the subjective likelihood that one performs,
and found a correlation between use intention and actual behavior [11]. Hsieh et al. found
that travelers with a higher degree of innovation, depth of experience, time planning,
and physical load had a higher use intention [2]. Chuang et al. found that playfulness,
aesthetics, and excellence effectively increased purchase intention [12]. We explored the
use intention for GoShare motorcycle-sharing service in tourism activities, defining use
intention as tourists’ willingness based on Fishbein and Ajzen’s definition of the use of
intentions, adjusted and measured as appropriate for this study.

3. Research Methodology

3.1. Research Subjects

Questionnaires were distributed to people aged 20–29 who had used motorcycles
for tourism activities. An online questionnaire survey was conducted using a convenient
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sampling method on LINE and FACEBOOK. The survey was carried out from 6 April to 4
July 2019. A total of 403 questionnaires were distributed, and 132 incomplete answers were
deducted, while 271 valid questionnaires were recovered with an effective recovery rate of
67.20%.

3.2. Research Method

GoShare motorcycle-sharing service is commonly used for daily transportation or
emergency vehicles. To explore consumer’s adoption behavior and use intention for
GoShare motorcycle-sharing service during tourism, we used the characteristics of tourists
and rental factors to interpret and predict consumer intentions. Research Framework
(Figure 1) is listed below.

 

Figure 1. Research framework.

According to the above research framework, two research assumptions were proposed.

H1: Tourist characteristics has a significant impact on use intention.

H2: Rental factor has a significant impact on use intention.

4. Results

4.1. Tourist Characteristics on Use Intention

Tourist characteristics had a significant effect on use intention (F = 30.749, p = 0.000 < 0.001).
Freestyle travel (β = 0.289, p = 0.000 < 0.01) and enthusiasm (β = 0.289, p = 0.000 < 0.001)
had a significant positive effect on use intention. Freestyle travel was more influential than
enthusiasm, which means that travelers were more likely to use the GoShare motorcycle-
sharing service in tourism activities. Planners did not have any significant effect as GoShare
motorcycle-sharing service existed anywhere and it took time to locate motorcycles, which
delayed the trip. Freestyle travel and enthusiasm did not force travelers to follow the planned
schedule and handle unexpected situations. Therefore, such travelers were more accepting and
tried the GoShare motorcycle-sharing service. The explained variance for tourist characteristics
on use intention was 0.285, which explained use intention by 28.5%. Regression analysis of
tourist characteristics each dimension on use intention (Table 1) is listed below.

Table 1. Regression analysis of tourist characteristics each dimension on use intention.

Unstandardized
Coefficient β

Standardized
Coefficient β

T VIF

(constant) 2.516 9.693 0.000
Freestyle 0.252 0.289 4.173 *** 1.553
Planner 0.057 0.071 1.119 1.288
Enthusiasm 0.220 0.271 3.838 *** 1.616

F = 30.749 *** R2 = 0.285
*** Standardized loadings are significant at p < 0.001.
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4.2. Rental Factors on Use Intention

Rental factors had a significant effect on use intention (F = 76.073, p = 0.000 < 0.001).
Environmental efficiency (β = 0.219, p = 0.000 < 0.001) and product attribute (β = 0.482,
p = 0.000 < 0.01) had a significant positive effect on use intention. Product attribute had
a greater impact than environmental efficiency. Travelers were more likely to use the
GoShare motorcycle-sharing service because of them. Product attribute showed the lowest
recognition in the rental factor, but the regression analysis result showed that its impact
was the largest. This indicated that the respondents were concerned about the battery life of
rented motorcycles. However, the recognition rate was relatively low. Therefore, improving
the product attribute effectively increased use intention. Convenience and perceived value
did not have any significant effect. The explained variance for rental factors on use intention
was 0.570. Regression analysis of rental factors each dimension on use intention (Table 2) is
listed below.

Table 2. Regression analysis of rental factors each dimension on use intention.

Unstandardized
Coefficient β

Standardized
Coefficient β

T VIF

(constant) 1.118 4.717 0.000
Environmental
Efficiency 0.214 0.219 3.596 *** 1.984

Product
Attribute 0.441 0.482 6.450 *** 2.987

Convenience 0.055 0.058 0.825 2.658
Perceived Value 0.074 0.082 1.356 1.952

F = 76.073 *** R2 = 0.570
*** Standardized loadings are significant at p < 0.001.

4.3. Tourist Characteristics and Rental Factors on Use Intention

Using regression analysis, the relationship between tourist characteristics, rental
factors, and use intention was analyzed. They had a significant impact (F = 147.748,
p = 0.000 < 0.001). Tourist characteristics (β = 0.159, p = 0.003 < 0.001) and rental factors
(β = 0.712, p = 0.000 < 0.001) had a significant impact on use intention. The influence of
rental factor was greater than tourist characteristics. Rental factor showed a greater impact
on using the motorcycle-sharing service in tourism activities. Tourist characteristics had
less influence than the rental factor. By improving the quality of the GoShare motorcycle-
sharing service, use intention will increase. Regression Analysis of Tourist Characteristics
and Rental Factors on use intention (Table 3) is listed below.

Table 3. Regression analysis of tourist characteristics and rental factors on use intention.

Unstandardized
Coefficient β

Standardized
Coefficient β

T VIF

(constant) 0.733 2.946 0.000
Tourist
Characteristics 0.159 0.155 3.022 ** 1.388

Rental Factor 0.712 0.655 12.763 ** 1.388

F = 147.748 *** R2 = 0.550
Standardized loadings are significant at ** p < 0.01, *** p < 0.001.

5. Conclusions

Based on the research results, young adults’ perception of tourist characteristics, rental
factors, and use intention of the GoShare motorcycle-sharing service in tourism activities
was summarized as follows.
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5.1. Summary
5.1.1. Tourist Characteristics

The characteristics of tourists are grouped into three types: freestyle travel, planning,
and enthusiasm. The respondents who led a companion during the trip thought they could
plan the trip and handle unexpected incidents. The conservative respondents showed no
intention to invest in tourism and cared more about the process than the destination.

5.1.2. Rental Factor

There are four types of rental factors: environmental efficiency, product attribute,
convenience, and perceived value. Environmental efficiency was the major rental factor of
the motorcycle-sharing service. As the awareness of environmental protection is prevalent,
using electric energy is regarded as a power source without emitting gases and saves energy
in tourism. However, product attributes did not have much recognition as rental factors.
The respondents believed that the appearance and services of the GoShare motorcycles
were not important factors for rent.

5.1.3. Tourist Characteristics on Use Intention

Users with freestyle travel and enthusiasm were more willing to use the GoShare
motorcycle-sharing service. The selling point of the GoShare motorcycle-sharing service
is renting and returning anywhere. Thus, users were not afraid of unexpected situations
and could enjoy themselves without worrying about times for arrival and departure at
destinations.

5.1.4. Rental Factors on Use Intention

Rental factors of environmental efficiency and product attributes had a significant
impact on the use intention of the GoShare motorcycle-sharing service. Product attributes
affected use intention more than environmental efficiency. The GoShare motorcycles had
an attractive appearance with low noise, energy saving, and carbon reduction, which
effectively increase use intention.

5.2. Relevant Recommendations

Relevant recommendations for the industry were suggested as follows based on the
research results.

5.2.1. Promotion of Environmental Significance

The respondents were willing to use the GoShare motorcycle-sharing service in tourism
activities to save energy and reduce carbon. Thus, the industry must strengthen the
promotion of environmental protection significance.

5.2.2. Improvement of Product and Rental Services

The results of the study showed that the GoShare motorcycle-sharing service had a
greater impact on use intention, but fewer respondents used it before. The appearance,
battery life, and rental service need to be improved.

5.2.3. Improvement of Mobile Application

The respondents indicated that it was difficult to use due to the limited number of
motorcycles. The GoShare motorcycle-sharing service mobile application needs to locate
motorcycles with GPS information for increasing the intention of use of the GoShare
motorcycle-sharing service.

5.2.4. In-Depth Tourism and Service at Scenic Spots

The respondents who are willing to use pursued freestyle travel and had enthusiasm.
Although the GoShare motorcycle-sharing service promotes urban use, it must include
attractions in each city accessible by motorcycles in order to make relevant tourist maps or
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activities. This will attract tourists in traveling. In addition, the expansion of rental services
in tourism can also solve the problem of transportation in and to tourist destinations where
there are not many cars or charging stations.
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Abstract: Project-based learning (PBL) has been widely implemented in higher education under
various disciplines. In this study, sophomore-year marketing students’ perception of PBL-based
course outcomes was analyzed to explore implications of PBL for better student learning and market-
ing education practices. Data were collected through students’ written narratives at the end of the
semester. The results suggest that the PBL methodology significantly increases student motivation
and engagement, along with the successful application of learned skills in building social media influ-
encer brands. However, teamwork and participation with group mates were found to be significant
challenges for students. Recommendations for future work and practical implications are proposed
in this article.

Keywords: PBL; social media; marketing; education

1. Introduction

Recently, project-based learning (PBL) has become popular among various educational
institutions, ranging from elementary schools to higher education [1]. Especially within
higher education, designing and implementing a learning program based on a student’s
active participation and understanding has become mainstream [2]. PBL is described as a
learning method that allows students to engage in a sustained, collaborative fashion and to
focus on a specific project that is often organized around a driving question [3]. PBL not only
helps students in building core competencies in subjects but also in developing generic skills
such as communication, teamwork, and leadership [4]. Previous research showed that PBL
is effective in increasing learning outcomes and cognitive growth in higher education [5].
Significant results were obtained in the vocational training of nursing students [6]. Various
applications of the PBL method have been widely observed in engineering education as
project-based learning has shown to be highly effective in subjects where practical training
and application are essential [7,8].

This study aims to describe and summarize the educational activities performed in the
course “Internet and Social Media Marketing” in the 2021 academic year at the Department
of Marketing and Logistics Management, Chaoyang University of Technology, Taiwan. The
course is for sophomores to introduce various social media platforms, encourage students
to learn various marketing methods and strategies on these platforms, and increase the
effectiveness of marketing activities. Using the social media influencer model, students
are encouraged to establish their social media brands and practice various methods. The
activities implemented are (1) building a social media brand, (2) developing a marketing
plan, (3) planning a content calendar, (4) creating social media content, and (5) data analysis
based on feedback.

The course, Internet and Social Media Marketing, provides students with practical
experience in social media marketing. In building a social media brand, a social media
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influencer or KOL (key opinion leader) is invited for hands-on training in creating and
managing social media accounts is the main axis of this course. Due to its nature, practical
learning, creative and analytical thinking, and problem-solving are part of this process. For
that reason, the PBL methodology is highly suitable in this context.

The motivation behind the project was to deliver a learning environment where pre-
defined problems and situations were given. Students were encouraged to come up with
solutions, ideas, and strategies. Through PBL methodology, the instructor resumed the role
of a facilitator and a consultant in helping and guiding students throughout the semester as
they built their social media brands. Thus, students took the role of the self-directed learner,
which is a main characteristic of the PBL learning methodology [9]. Based on these goals,
this study aimed to answer the following research questions: (1) based on the PBL method,
how to develop a course curriculum for internet and social media influencer marketing
course, (2) what the learning outcomes of PBL methodology are in marketing education,
and (3) whether PBL method has a positive effect on student motivation and participation.

The article is organized as follows. Section 2 covers the current literature on PBL
methodology and Section 3 summarizes the PBL methodology and learning activities im-
plemented in this course. The results are presented in Section 4 and discussed in Section 5.

2. Literature Review

Problem-Based Learning

Problem-based learning refers to an instructional methodology where learners build
knowledge through various inquiry-based activities, solving problems to accomplish a
meaningful real-world result [10,11]. For that reason, it is also called project-based learning
because learners go through a process of developing and delivering a project. Such an
approach has shown to be valuable in providing hard and soft skills at the same time,
which is rather challenging in higher education. Hard skills refer to cognitive knowledge,
professional skills, theories, and methods directly related to the subject of the course [1].
On the other hand, soft skills refer to supplementary skills such as problem-solving and
teamwork [12]. In a traditional learning environment where teachers are the transmitters
of knowledge while students act as the receptors of knowledge, such skills are difficult to
build [13].

The main features of PBL include a driving question, focus on deliverable outcomes,
participation in educational activities, teamwork among students, using scaffolding tech-
niques, and delivering tangible results [11]. Among these main features, building deliv-
erable results is regarded as the most crucial one [14]. The creation of tangible results
requires learners to find solutions, come up with ideas, creative-thinking, and application
of knowledge during the process.

3. Materials and Methods

3.1. PBL Course Design

PBL is based on organizing learning activities around a project. In this methodology,
there are five main features: (1) projects are central, not supplementary, (2) projects are
based on problems or questions, (3) students are involved in constructive exploration,
(4) projects are student-driven but teacher supervised, and (5) projects are based on real-life
situations not academic.

Concerning these five axes, the PBL methodology also involves certain principles.
First, it emphasizes long-term goals. For example, in this study, the course curriculum
of the whole semester (i.e., 18 weeks) is allocated to PBL activities. Second, all activities
are student-centered. Other than stating the main points, an instructor does not assume
the role of lecturer but rather provides students with marginal exploration. Third, all
learning activities are carried out in collaboration as a team where students are required to
cooperate. Fourth, students are implicitly asked to have soft skills such as time management,
communication, leadership, and problem-solving. Such soft skills are not required directly
for the activities but are implicitly required to complete the given tasks. Fifth, students are
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required to deliver real-life outcomes, such as building a social media brand and creating
and publishing social media posts regularly based on a content plan. Finally, projects
involved the use of technology-based tools, which is also inevitably the main feature of a
course about the internet and social media platforms.

Evaluation of student performance is one of the challenging aspects of PBL methodol-
ogy as it involves teamwork and difficult to identify the effort of each student [15].

3.2. Curriculum Development

One of the goals of this study is to develop a new course curriculum based on the
PBL methodology. The need for a new curriculum is rooted in the fact that PBL requires a
teacher and learner to play different roles than in the traditional learning environment [16].
The PBL methodology requires a new approach as a whole, including course activities,
course material, feedback mechanism, and evaluation. Thus, it is necessary to develop a
new course curriculum.

First, the instructor redesigns the course outline to include new subjects (i.e., trending
topics such as TikTok, podcasting, and NFT). As the topic of the course is based on the
internet and social media, students are expected to be more interested and engaged. How-
ever, it is necessary to provide enough flexibility, opportunities, and space for the learners
to have more opportunities to engage with the course subject.

Students enrolled in the course were organized into groups of 6–8 members to build a
social media influencer brand from scratch. Each student had a different role and responsi-
bility. Students needed to communicate and share the tasks that require management and
leadership skills. Each group was asked to deliver social media content that was monitored
and evaluated by the course instructor where the instructor only had to supervise and
provide feedback and comments.

4. Results

The course curriculum was composed of 18 weeks of different activities where each
group was required to create and develop social media influencer accounts. As a part of
marketing education, students were asked to devise a marketing plan. Each group was
asked to discuss and devise a business plan and a social media plan with measurable goals
and metrics. After the instructor provided foundation knowledge, each group developed
their marketing plan by discussing it in groups.

Later, students were asked to discuss in groups to explore what type of social media
content could be used in building their brand. They were asked to research current trends
and popular influencers in their domain and curate ideas that could be used in their
social media marketing plan. In this way, each group formulated their channel’s unique
marketing mix. This activity was followed by another discussion about building social
media content plan. Each group was asked to prepare a content calendar (Figure 1) to
experience the important role of social media editor and to practice the role of social media
account manager.

As the semester continued, each group established their social media influencer brand.
Several groups chose to start YouTube channels (Figure 2), while others preferred Instagram
or TikTok. Students had total control over and responsibility for their social media channels.
The instructor provided feedback and guidance when needed.

The evaluation method applied in the course included a midterm oral presentation
where each group shared the current state of their social media channels. A final written
group report was written to create a “media kit”, which was an executive summary of
the brand commonly used by social media influencers. Other than these assignments,
students were asked to fill out a survey to answer questions about their perception of the
course, providing cognitive and emotional feedback. Meanwhile, students’ participation
in group discussions and attendance in class were recorded and monitored carefully by
the instructor. Participation and teamwork are essential in the PBL methodology. Thus,
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students were frequently reminded and encouraged to come to the classroom on time and
join group discussions as much as possible.

 

Figure 1. Social media content calendar of a group. Note: The Chinese in the Figure has no effect in
understanding the outcome of this learning activity.

 

Figure 2. YouTube channel of a group. Note: The Chinese in the Figure has no effect in understanding
the outcome of this learning activity.

A total number of 56 responses were collected (n = 56). A majority of students (n = 48)
shared that “they believe this course helped them achieve their learn goals”. Similarly, a
significant group of students (n = 37) shared that “they feel motivated about this course”.
An interesting finding of the results was that many students (n = 22) expressed that they felt
uncomfortable and had negative emotions due to problems in teamwork and cooperation
with group mates. Teamwork is an important aspect of PBL and encourages students to
work in groups. Based on our analysis of this study, we found that teamwork was the most
challenging part of the course.

5. Discussion

PBL has been a popular learning method in higher education teaching different
subjects. Most related studies showed the significant benefits of PBL. In this study, we
explored how PBL methodology could be used in marketing education, specifically social
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media marketing. The results coincided with previous literature, suggesting PBL showed
significantly higher motivation in students. Students were highly active and engaged all
through the semester. This also evidenced from the attendance and participation being high
throughout the semester. An interesting finding of this study is about students’ perception
of teamwork. As mentioned, many students complained about non-participating group
members and were emotionally affected by the challenges brought by the necessity to work
in groups. Teamwork is a core axis of the PBL methodology, so it is inevitably embedded
in the course design. For many students, such a necessity might be a new experience
that they did not have in previous courses. This finding underlines the benefit of the PBL
methodology as it enables students to experience teamwork and face challenges to build
soft skills.

6. Conclusions

The PBL methodology provides new opportunities in higher education. This study
helps to understand how to employ PBL methodology in marketing education. First, our
results presented that the course curriculum and group activities included in the course
showed satisfactory results. Student participation and grades coincided with this result.
Overall learning outcomes were satisfactory as expected, whereas the PBL methodology
proved to be encouraging student participation and motivation.
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Abstract: By using the texts of Internet word-of-mouth, the most popular digital banking services and
its users’ perceptions of the usefulness and ease of use of these services were explored. Python was
used to capture 2026 valid texts on the Industrial Square Banking Service Edition, covering the period
of 2016−2020. The results show that (1) the digital banking Fintech provided digital and traditional
services, (2) positive comments were seen more than negative comments for confirmation and
perceived usefulness while negative comments were more than positive comments for satisfaction and
continuance intention, and (3) satisfaction via Internet word-of-mouth was seen the most frequently.

Keywords: Internet community; Internet word-of-mouth; text mining; digital banking; fintech

1. Introduction

The pandemic drove people to change the way they used financial services. On the
other hand, it encouraged the financial industry to launch new financial services in re-
sponse to the current situation so that the various developmental trends in progress could
accelerate its evolution and magnify its effects, thus bringing a mindset to reshape future
development [1]. In other words, the epidemic not only promoted the financial industry to
accelerate digital transformation but also expanded the scope of digital services. People
were eager for zero contact and gradually developed the habit of using digital financial
services. Technological advances spurred financial innovation and brought new opportuni-
ties. Unlike traditional banks based on branches, digital banks are fundamentally different
in terms of their architecture, which is based on the Internet Protocol (IP) that facilitates
the application of Buyology. Therefore, traditional banks must transform themselves into
digital banks through Business Process Re-engineering (BPR). The core function of Fintech
services is to help businesses and consumers better manage their financial operations and
living consumption expenditures.

In addition, many empirical studies support the importance of Internet Word of
Mouth (IWOM) in influencing consumer behavior or decision-making [2–4]. Both positive
and negative word-of-mouth have different impacts. Positive word-of-mouth can attract
consumers to discover new service providers and reinforce the perception that consumers
have made the right choice. On the other hand, positive word-of-mouth helps companies
reduce marketing expenses, attract new customers, increase revenue, and promote products
and services [5].

The existing studies on the marketing value and importance of IWOM has attracted
many scholars’ interests. The main research issues fall into three categories: (1) exploring
how consumers process and receive messages and the factors that influence consumers’
processing of messages, (2) identifying the characteristics of word-of-mouth communicators
and their motivations, and (3) focusing on how to measure the effectiveness of word-of-
mouth [6]. However, the specific content of IWOM has yet to be discussed and clarified.
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Clarifying the content of IWOM helps industry players and scholars better understand the
information processing that influences consumers’ decision-making and guide industry
players to improve their services or products. Hence, this study’s objective is to determine
the positive and negative word-of-mouth on the Internet.

The factors that affect users’ willingness to adopt new technology and continue to
use it are even more important in the current industry environment, where emerging
smart businesses are becoming increasingly advanced. Many scholars have proposed
theoretical models and related empirical evidence to understand whether users continue
to use the new technology after adoption. Among them, the theoretical model proposed
by Bhattacherjee [7] has been cited or modified by many scholars and is regarded as a
significant theoretical basis for the continuous adoption of new technology research.

Since in the information system (IS), the user’s decision of continuous usage is similar
to the consumer decision of repurchase, Bhattacherjee [7] proposed a Post-Acceptance
Model of IS Continuance. The model emphasizes the discussion of the Post-Acceptance
concept and argues that confirmation and satisfaction can already cover the effects of Pre-
Acceptance. Additionally, it asserts that (1) confirmation has a positive effect on perceived
usefulness after system acceptance, (2) user satisfaction is influenced by the degree of post-
acceptance confirmation and perceived usefulness, and (3) user intention of IS continuance
intention is influenced by post-acceptance satisfaction and perceived usefulness. In other
words, confirmation, perceived usefulness, and satisfaction are important factors that
influence IS continuance intention.

Unlike the previous quantitative validation method of the Post-Acceptance Model
of IS Continuance which used questionnaires to examine the causal relationships among
the concepts of confirmation, perceived usefulness, satisfaction, and continuance intention
of using digital banking services, we focused more on the contents and meanings of the
aforementioned research concepts in IWOM to identify the factors that influence users’
continued use of digital banking services.

Based on the above, the objectives of this study are (1) to examine what digital bank-
ing services are the most popular among IWOM, (2) to explore what content issues are
covered by positive and negative IWOM, and (3) to identify the importance of the factors
that influence users’ continuous use of digital banking systems (confirmation, perceived
usefulness, satisfaction, and other concepts). The results provide the basic information on
customer experience design and customer relationship maintenance to increase customer
life-cycle values. The research process in this study is shown in Figure 1.

 
Figure 1. Research process.

2. Research Methodology

2.1. Data Collection

The texts collected in this study included 2026 texts related to R digital banking
obtained from the banking service section of “PTT Bulletin Board System”. The texts
included article titles, posters’ IDs, times, replies, pictures, and so on. The exclusion criteria
of the articles included content not related to R Digital Bank (advertisement) and comments
with non-textual content (such as trendy cyber words and emoticons).
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2.2. Operational Definitions

The operational definitions of the research concepts (confirmation, perceived useful-
ness, satisfaction, and continuance intention) are summarized, and examples of positive
and negative descriptions for each research concept are presented in Table 1.

Table 1. Operationalizing definitions of research concepts.

Concepts Operationalizing Definitions

Confirmation User perception of consistency between expectations and actual
performance of digital banking information systems.

Perceived Usefulness Users’ perception that the use of digital banking systems contributes
to the completion of specific tasks or brings benefits.

Satisfaction The mental state of users after using the digital banking system

Continuance Intention The user’s intention to continue to use the digital banking system in
the future

Source: Adapted from Ref. [8].

2.3. Analysis Process

This study was conducted to understand the experience of digital-banking users in
using digital services in online word-of-mouth and to analyze the text by using the Chinese
word-breaking system (CRTC) for the concepts of Confirmation, Perceived Usefulness,
Satisfaction, Continuance Intention, and Service Items. By deleting unrelated conjunctions,
pronouns, and other superfluous words, the number of occurrences of those concepts was
calculated to determine the frequency of various concepts and their importance. In the
actual analysis, all the texts were analyzed by word-break analysis, and then the word
frequency analysis of each service item was estimated. Secondly, each type of word break
was divided into positive and negative comments, and the idea attribution and frequency
analysis were conducted concerning their meanings. Finally, the word frequency analysis
of each research idea was carried out to understand the important ideas disseminated in
the R digital bank’s IWOM that influenced the IS continuance.

3. Results

3.1. Term Frequency Analysis of Popular Digital Banking Services in IWOM

To understand what services were more frequently discussed by the community in
IWOM, we calculated their term frequency (TF). The results are summarized in Table 2. The
results show that the most mentioned digital banking services in order are digital services,
traditional banking services, savings/foreign exchange, marketing activities, apps, cards,
interest rates, and currency.

Table 2. Term frequency analysis of various services of digital banking.

Service Items Frequency TF

Digital Services 5564 0.2266
Traditional Banking Services 4622 0.1882
Savings/Foreign Exchange 3524 0.1435
Marketing Activities 2998 0.1221
APP 2835 0.1155
Cards 1636 0.0666
Interest Rates 1332 0.0542
Currency 561 0.0228
Subtotal 23,072 0.9396

3.2. Term Frequency Analysis of Positive and Negative Comments in IWOM

To understand the relative importance of positive and negative comments on each
research concept in IWOM, each research concept was classified into positive and negative
comments, and the frequency and TF-IDF of the top three descriptors of positive and
negative comments was calculated.
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The analysis results showed that the descriptions of perceived usefulness appear
most frequently in the positive comments, followed by satisfaction, confirmation, and
continuance intention (Table 3). Satisfaction was the most frequent description in the
negative comments, followed by confirmation, perceived usefulness, and continuance
intention (Table 4). On the other hand, among the concepts, positive comments appeared
more than negative comments regarding confirmation and perceived usefulness, while
negative comments appeared more regarding satisfaction and continuance intention.

Table 3. Term frequency analysis of positive comments in IWOM.

Concepts Rank Descriptions Frequency TF

Confirmation
1 Easy 26 0.0011
2 Okay 26 0.0011
3 Not bad 19 0.0008

Total 325 0.0132

Perceived
Usefulness

1 Convenient 30 0.0012
2 Novel 30 0.0012
3 Enhancing 29 0.0012

Total 325 0.0132

Satisfaction
1 Attitude 24 0.0010
2 Happy 18 0.0007
3 Relaxed 18 0.0007

Total 227 0.0092

Continuance
Intention

1 Looking forward to 18 0.0007
2 Love it 5 0.0002
2 Like it 5 0.0002

Total 45 0.0018
The total represents the number of occurrences of the positive descriptions of each concept.

Table 4. Term frequency analysis of negative comments in IWOM.

Concepts Rank Descriptions Frequency TF

Confirmation
1 Error 105 0.0043
2 Drawback 17 0.0007
3 Overdue 16 0.0007

Total 194 0.0079

Perceived
Usefulness

1 Get no reply 25 0.0010
2 Credit card fraud 17 0.0007
3 Too little 7 0.0003

Total 85 0.0035

Satisfaction
1 Worried 40 0.0016
2 Whatever 24 0.0010
3 Dumbfounded 23 0.0009

Total 353 0.0144

Continuance
Intention

1 Useless 19 0.0008
2 Termination 16 0.0007
2 Substitution 8 0.0003

Total 51 0.0021
The total represents the total number of occurrences of the negative descriptions of each concept.

3.3. Term Frequency Analysis of Each Research Concept

To understand the relative importance of each research concept in IWOM, the fre-
quency and TF-IDF of confirmation, perceived usefulness, satisfaction, and continuance
intention are calculated in the study through word analysis (Table 5). The results show
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that the frequency and TF-IDF of satisfaction were the highest, followed by perceived
usefulness, confirmation, and continuance intention.

Table 5. Term frequency analysis of research concepts.

Concepts Frequency TF

Satisfaction 580 0.0236
Perceived Usefulness 410 0.0167
Confirmation 398 0.0162
Continuance Intention 96 0.0039

Term frequency analysis (TF) represents the number of occurrences of the positive descriptions of each concept.

4. Conclusions

The research results show that the descriptions of perceived usefulness appeared
most frequently in the positive comments, followed by satisfaction, confirmation, and
continuance intention. Satisfaction was the most frequent description in the negative
comments, followed by confirmation, perceived usefulness, and continuance intention.
Moreover, positive comments appeared more than negative comments regarding confir-
mation and perceived usefulness, while negative comments appeared more than positive
comments regarding satisfaction and continuance intention. Finally, satisfaction was the
most frequent among the IWOM, followed by perceived usefulness, confirmation, and
continuance intention.

This result is different from that of the previous research model of Post-Acceptance of
IS Continuance. Most existing studies used questionnaires to collect data, and the research
questions focused on the factors influencing the adoption of new technologies and the
causal relationships among them to gain a deeper understanding of users’ technology-
continuance behavior. However, we used text mining as the research method to explore the
content of IWOM from the text obtained. IWOM was one reason that consumers adopted or
continued to use new technology services. Therefore, the method of this study contributes
to finding out users’ continued adoption of new technology and systems as well as the
influence of the adoption or continuing use of new technology and systems by other users.
Most survey methods used positive questions to explore the continuance experience of the
respondents, while we included negative comments (i.e., negative experience). Thus, a
complete description of the continuance experience was provided in this study.

Based on the study’s results, two suggestions were made, including redesigning the
Frequently Asked Questions and Answers and developing a user-oriented digital financial
platform system re-optimization.

Discussion services of digital banking need to be provided to explore the needs of
consumers from a large amount of user data, thus optimizing digital banking services.
For example, bankers can use it to redesign Frequently Asked Questions and Answers to
reduce the cost of personalized customer service and improve the efficiency of customer
service. Negative comments give negative experiences for users of digital-banking services
to continuously use the services and for services to be improved in digital banking. The
negative comments for perceived usefulness and confirmation help explore the problems
or difficulties encountered by service users during the operation of the service system.
Therefore, it is suggested that digital bankers use the comments to develop a user-oriented
platform and for its re-optimization. In addition, sharing positive comments may help
digital bankers attract potential users to become actual customers and, therefore, to have ref-
erence information for various communication strategies to improve their positive images.
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Abstract: This research aims to discover the existing state of public junior high school teachers’
work stress, leisure constraint, and leisure participation. A questionnaire investigation approach
was adopted to collect data from public junior high school teachers in Nantou County. A total
of 300 questionnaires were distributed, and 295 valid questionnaires were returned. Descriptive
statistics and multiple regression analysis were carried out with the data, and the following results
were obtained. Nantou County public junior high school teachers’ work stress was at an upper-
medium level. Student behavior had the most significant impact on work stress. Teachers’ leisure
constraint was at a lower-medium level. The highest leisure constraint was from the structural
constraint. Teachers’ leisure participation was at a lower-medium level, and the most frequent
participation was entertainment activities. Work stress and leisure constraints had a significant effect
on leisure participation. Conclusions and suggestions are provided for the reference of the junior
high school teachers, junior high school, and educational institutions for future studies.

Keywords: junior high school teachers; work stress; leisure constraint; leisure participation

1. Introduction

Since the 1990s, Taiwan has undergone major changes in education including class-
size reduction, open education, Grade 1–9 curriculum changes, 12-year basic education,
teacher evaluations for professional development, and positive discipline for 108 national
curriculum guidelines. The role of a teacher is no longer simply to impart knowledge.
Today’s teachers not only have to face complicated teaching or administrative work but
deal with the increasingly complex behavioral problems of students and communication
between parents and teachers. In addition, adapting to the volatile education policy reform
and the impact of a declining birthrate are causing work and mental pressure on teachers.

Chi [1] points out that teachers use leisure participation to relieve stress, improve
interpersonal relationships, increase work efficiency, and achieve self-realization when
faced with work stress. Wu and Liu [2] found that the overall work stress of primary school
teachers in the greater Taipei area had different correlations for different leisure activities.
Hsu et al. [3] found a positive correlation between work stress and leisure participation.
The previous results showed that work stress and leisure participation affect each other.
Huang et al. [4] found that the barriers to participation in leisure activities of junior high
school teachers have intrapersonal and structural constraints. Ho [5] also found that the
leisure constraint of Taiwanese teachers was positively correlated with leisure participation.
Thus, work stress, leisure participation, and leisure constraints interact with each other.

295



Eng. Proc. 2023, 38, 70

Nantou County is located in the center of Taiwan and is a landlocked county including
13 rural areas. Rural schools were founded in every area. This makes Nantou County have
the most rural schools in Taiwan [6]. Therefore, to understand the current situation of work
stress, leisure participation, and leisure constraints among junior high school teachers in
Nantou County, we analyzed the impact of teachers’ work stress and leisure constraints on
leisure participation.

2. Literature Review

2.1. Teacher Work Stress

Teaching is one of the professions with the highest amount of work stress [7]. The
relevant research on teachers’ work stress was first proposed [8]. Teachers’ work stress
comes from many aspects [9–16]. When teachers are engaged in teaching or administrative-
related work, they are faced with expectations, requirements, and responsibilities assigned
to their work beyond their tolerance. When individuals are unable to adapt, negative
emotions such as anxiety, tension, anger, and frustration arise. Many influencing factors
cause teachers’ work stress. A teacher work stress scale was developed according to the
sources of teachers’ work stress: student behavior, parent–teacher communication, working
engagement, interpersonal relationship, and professional knowledge [16,17].

2.2. Leisure Constraint

We adopted the views from refs. [18–23] to define teacher leisure constraints. Teachers
engage in preferred leisure activities in their leisure time but are affected by internal or
external factors, resulting in a reduction or inability to participate in leisure activities. This
is defined as teacher leisure constraints. Leisure constraints are sorted out and summarized
into three types of factors that hinder individuals’ participation in leisure activities [18]:
intrapersonal constraints, interpersonal constraints, and structural constraints [24–28].

2.3. Leisure Participation

Referring to previous studies [23,29–33], we define teacher leisure participation as
the free choice and participation of teachers in their leisure time for the activities of in-
terest. In this study, we used subjectivity analysis, factor analysis, and multidimensional
scaling [27,34–36]. In recent years, subjectivity analysis has been used for the leisure
participation of teachers. In this study, subjectivity analysis is used to divide leisure ac-
tivity participation into six categories: outdoor, sports, social, entertainment, hobby, and
knowledge [23,37,38].

2.4. Relationship between Work Stress, Leisure Constraint, and Leisure Participation

References [1,39,40] revealed that the leisure constraints of junior high school teachers
were significantly and negatively correlated with leisure participation. Tseng [37] found
that the external and interpersonal obstacles of secondary school teachers in leisure con-
straints were negatively correlated with sports leisure activities. Although the subjects
were not teachers, leisure constraints had a significant negative impact on leisure partici-
pation [21,23,41,42]. Based on the above, we assumed that the leisure constraints of junior
high school teachers have a significant negative impact on leisure participation.

Teachers’ work stress showed a small positive correlation with leisure participa-
tion [43]. The working engagement of work stress was significantly and negatively corre-
lated with the sports and hobbies of leisure participation [1]. Professional knowledge and
family leisure participation had a significant negative correlation. Instructional coaching
was significantly negatively correlated with participation in sports. The increased pres-
sure of interpersonal relationships encouraged part-time administrative teachers to find
opportunities to communicate and coordinate with others, which increased participation.
Teachers’ work stress had a significant negative impact on the degree of leisure participa-
tion [40,41]. Based on the above, it was assumed that the work stress of junior high school
teachers had a significant impact on leisure participation [44].
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3. Research Methodology

3.1. Research Subjects

The qualified public junior high school teachers serving in Nantou County in the
110th academic year were recruited as the research subjects, including part-time adminis-
trative teachers, full-time teachers, and class teachers. Teacher trainees, acting teachers, and
substitute teachers were excluded. Stratified sampling was used for the sampling of a ques-
tionnaire survey. Based on the proportion of teachers in remote areas and general areas [45],
135 teachers from rural schools and 165 from schools in general areas were invited.

3.2. Research Method

The questionnaire consisted of four parts. The first part was for basic personal infor-
mation. The second part contained a modified teacher work stress scale [16,17], and the
third part included a modified leisure constraint scale [46,47]. The fourth part contained a
leisure participation scale [39–41]. The research structure is shown in Figure 1.

 

Work stress 
Student behavior 

Parent and teacher communica-
tion 

Workload 
Interpersonal relationship 

Leisure constraints 
Intrapersonal constraints 
Interpersonal constraints 

Structural constraints 

Leisure participation 
Outdoor 
Sports 
Social 

Entertainment 
Skills and hobbies 

Knowledge 

H1 

H2 

Figure 1. Research framework.

According to the above research framework, two research assumptions were proposed.

H1. Work stress has a significant impact on leisure participation.

H2. Leisure constraints have a significant impact on leisure participation.

4. Results

The snowball method was used to conduct online surveys. A total of 300 question-
naires were connected between June and July 2022. After excluding invalid questionnaires,
295 valid questionnaires were collected with an effective recovery rate of 98.33%. Cron-
bach’s α reliability analysis was performed on the questionnaires [46], and their reliability
was validated with all scores over 0.75.

4.1. Basic Information of Subjects

The basic information of the subjects in this study is as follows. There were more
female teachers (182), accounting for 61.7% of teachers, and 113 male teachers (38.3%). A
total of 112 teachers were 41–50 years old (38%), and 102 were 31–40 years old (34.6%),
while 46 (15.6%) were over 51 years old. A total of 35 were 21–30 years old (11.9%). An
amount of 180 were married (61%), while 115 were not (39%). A total of 84 teachers had a
teaching experience of 16–20 years (28.5%), 65 with over 20 years (22%), 63 with 11–15 years
(21.4%), 49 with 6–10 years (16.6%), and 34 with less than 5 years (11.5%). The largest
number (144) had the title of a mentor (48.8%), 75 had the title of full-time teacher (25.4%),
51 had the title of teacher and group leader (17.3%), and 25 had the title of directors (8.5%).
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4.2. Work Stress, Leisure Constraints, and Leisure Participation

The average score of the overall work stress of junior high school teachers in Nantou
County was 3.02, indicating that their work stress was moderately high. Teachers’ percep-
tion of work stress was the highest for student behavior (3.44), followed by professional
knowledge (3.28). Work stress was less in interpersonal relationships (2.56), parent–teacher
communication (2.76), and working engagement (2.98).

The average overall score of leisure constraints was 2.93, indicating that the teachers
did not feel leisure constraints considerably. The constraints were caused by structural
constraints (3.12), while intrapersonal constraints (2.77) and interpersonal constraints (2.90)
were less pronounced.

The frequency of leisure participation showed the highest average score (3.71). The
average score of leisure participation for knowledge, outdoor leisure, sports leisure, social
leisure, and hobby leisure was 2.93, 2.68, 2.53, 2.37, and 2.00, respectively.

4.3. Work Stress on Leisure Participation

Work stress had a significant positive impact on leisure participation. Working engage-
ment had a significant positive effect on outdoor leisure participation (t = 1.985; p < 0.05;
β = 0.164). Parent–teacher communication had a significant positive effect on sports leisure
participation (t = 2.284; p < 0.05; β = 0.220). Interpersonal relationship to social leisure
participation (t = 3.276; p < 0.01; β = 0.207), to hobby leisure participation (t = 2.908; p < 0.01;
β = 0.184), and knowledge leisure participation (t = 4.022; p < 0.001; β = 0.255) had a
significant positive impact, and student behavior (t = 2.258; p < 0.05; β = 0.215) had a
significant positive impact on entertainment leisure participation.

Each cause of work stress had a significant negative impact on leisure participation.
Student behavior on outdoor leisure participation (t = −2.915; p < 0.01; β = −0.281) and
sports leisure participation (t = −2.850; p < 0.01; β = −0.269) had a significant negative effect.
Professional knowledge had a significant negative effect on sports leisure participation
(t = −3.808; p < 0.001; β = −0.264). Professional knowledge had a significant negative effect
on hobby leisure participation (t = −4.277; p < 0.001; β = −0.296). The results are detailed
in Table 1.

Table 1. Impact of work stress on leisure participation.

Dependent
Variable

Influence Dimensions B β SS

Outdoor
Student Behavior ** −0.332 −0.281

3.1%Working Engagement * 0.193 0.164

Sports
Student Behavior ** −0.457 −0.269

7.2%Parent–Teacher Communication * 0.373 0.220
Professional Knowledge *** −0.418 −0.264

Social Interpersonal Relationship *** 0.207 0.206 7.2%
Entertainment Student Behavior * 0.289 0.215 5.4%

Hobby Interpersonal Relationship ** 0.212 0.184
7.5%Professional Knowledge *** −0.382 −0.296

Knowledge Interpersonal Relationship *** 0.328 0.255 6.6%
*** Standardized loadings are significant at p < 0.001. ** Standardized loadings are significant at p < 0.01.
* Standardized loadings are significant at p < 0.05.

4.4. Work Stress on Leisure Participation

Each cause of work pressure had a significant positive impact on leisure participation.
Structural constraints showed significant positive effects on social leisure participation
(t = 5.373; p < 0.001; β = 0.265), entertainment leisure participation (t = 4.776; p < 0.001;
β = 0.312), hobby leisure participation (t = 7.947; p < 0.001; β = 0.475), and knowledge
leisure participation (t = 4.500; p < 0.001; β = 0.277). In addition, intrapersonal constraints
had a significant positive impact on knowledge leisure participation (t = 3.122; p < 0.01;
β = 0.259).
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Each cause of leisure constraints had a significant negative impact on leisure participa-
tion. Intrapersonal constraints had a significant negative impact on outdoor leisure partici-
pation (t = −2.634; p < 0.01; β = −0.218), sports leisure participation (t = −4.713; p < 0.001;
β = −0.359), and entertainment leisure participation (t = −2.567; p < 0.05; β = −0.227).
Interpersonal constraints had a significant negative impact on outdoor leisure participa-
tion (t = −3.201; p < 0.01; β = −0.246), sports leisure participation (t = −3.582; p < 0.001;
β = −0.254), social leisure participation ( t = −3.392; p < 0.001; β = −0.272), and hobby
leisure participation (t = −4.756; p < 0.001; β = −0.357).

Such results showed that interpersonal constraints impacted leisure participation
negatively but structural constraints had a positive impact. The results are detailed in
Table 2.

Table 2. Impact of work pressure on leisure participation.

Dependent
Variable

Influence Dimensions B β SS

Outdoor Intrapersonal constraints
Interpersonal constraints

−0.288
−0.375

−0.218
−0.246 17.9%

Sports Intrapersonal constraints
Interpersonal constraints

−0.684
−0.556

−0.359
−0.254 30.5%

Social Interpersonal constraints
Structural constraints

−0.417
0.434

−0.272
0.343 11.2%

Entertainment Intrapersonal constraints
Structural constraints

−0.341
0.445

−0.227
0.312 6.6%

Hobby Interpersonal constraints
Structural constraints

−0.636
0.697

−0.357
0.475 22.1%

Knowledge Intrapersonal constraints
Structural constraints

0.449
0.454

0.259
0.277 17.2%

5. Conclusions

Based on the results of this study, the following conclusions are drawn.
Junior high school teachers in Nantou County felt work stress at a moderately high

level. This result is similar to the findings of refs. [43,47–49]. Student behavior was the most
important cause of work stress followed by professional knowledge, which is also similar to
the results of refs. [43,47,49,50]. In many rural schools in Nantou County, students are less
willing to learn. Teachers feel pressure and have to follow many educational policies and
institutional changes. Teachers have to continue studying and increasing their professional
knowledge; so their workload is increasing day by day with work stress. However, the
teachers did not feel leisure constraints as much. They mainly had structural constraints
and had the least interpersonal constraints. Intrapersonal constraints significantly impacted
leisure constraints, which is similar to the findings of refs. [27,51]. The leisure constraints
of the teachers in Nantou County were only affected by external factors. Since the spread
of COVID-19 in 2019, many restrictions have been formulated to reduce the movement
of people. When people went out for leisure activities, they needed to consider whether
the leisure environment was safe and disinfected. This made structural leisure constraints
relatively important.

For the teachers’ leisure participation, entertainment was the most important followed
by knowledge, outdoor, sports, social, and hobby constraints. This result is similar to
the findings of refs. [27,51,52]. The teachers’ leisure participation frequency was reduced
since 2019 due to COVID-19. The teachers’ work stress from student behavior significantly
impacted entertainment leisure participation positively and outdoor leisure participation
and sports leisure participation negatively. Knowledge had a significant negative impact
on sports and hobby leisure participation. High pressure from these factors impacted
leisure participation in general, which supported the first hypothesis. Structural constraints
were affected by leisure constraints, which also impacted social, entertainment, hobby, and
knowledge leisure participation. This supported the second hypothesis of this study.
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Based on these results, the following suggestions are made. The teachers need to have
co-study time through teaching and research meetings each semester. Teachers can solve
problems encountered in teaching through discussion, and brainstorm to find better teach-
ing methods and improve students’ learning motivation and effectiveness. The teachers
can also participate in diversified leisure activities and the cultivation of their hobbies to
relax their body and mind, and relieve work stress. As the work stress of the teachers
mainly came from student behavior and professional knowledge, it is recommended that
the school administration support and assist teachers in dealing with student and parent
issues. In addition, as the travel time for Nantou County rural schoolteachers to participate
in the off-campus teacher study course is longer, school administrators need to organize
such courses and stress relief-related courses on campus. Then, teachers can use their spare
time to participate in learning, enrich their professional knowledge, and reduce work stress.

The Ministry of Education is currently actively promoting students having tablets,
financially supporting schools to purchase tablets, and providing learning opportunities for
teachers to enhance their professional knowledge using tablets for classes and facilities to
avoid network problems in learning. Education administrators must listen to the opinions
of all parties and evaluate the appropriateness and feasibility of the policy carefully. Public
resources can relieve teachers’ work stress by understanding and respecting the teachers.
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Abstract: The purpose of this study is to evaluate the research efficiency of 40 departments in
a university from 2015 to 2017. In this study, data envelopment analysis (DEA) is used with a
non-parametric mathematical linear planning approach, and an appropriate model is proposed
for evaluating the research efficiency of the university’s departments. The analyzed items are
selected based on the relevant literature on research efficiency. The result of this study helps research
policymakers and motivates faculty and researchers to take the initiative for better-quality research
with limited resources and international competitiveness.

Keywords: higher education institution; departments’ research efficiency; data envelope analysis

1. Introduction

1.1. Research Motivation

The research object of this study is a university specializing in the humanities and
social sciences (case university hereinafter). Compared with natural science, humanities and
social sciences are mostly restricted by language, and their research is normally on regional
or local issues. Regarding industry–university cooperation and budget allocation, the case
university is in an inferior position. Although the case university has many disciplines
within 200 in the QS ranking, the school’s overall ranking falls between 601–650, and its
efforts are not easily highlighted in the world university rankings. Even its performance is
underestimated. Therefore, to improve research efficiency, the case university established
a subsidy and reward system and provided professors and researchers with appropriate
assistance and incentives to improve academic research standards and stimulate research
energy. Therefore, under a limited budget and investment, the case university must
rationally evaluate each unit’s research efficiency to clarify the problems of inefficient units,
identify the benchmark units as the objects of learning, and use the resources effectively.

The case university comprises several colleges, including liberal arts, science, law,
commerce, social sciences, foreign languages and literature, communication, international
affairs, and education. Initially, the colleges had a classification system to group similar
departments. The colleges did not have a substantive administrative structure. Instead,
resources were managed by individual departments. Over time, departments became
segregated, and resources became limited. The case university recently proposed the
substantiation of its colleges to integrate its resources. Currently, the College of Law,
College of Communication, College of International Affairs, and College of Education have
been substantiated as physical colleges.

The case university has four physical and five non-physical colleges. According
to a study by Chao and Chen [1], the research efficiency of the physical colleges of the
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case university was better than non-physical colleges between 2015 and 2017. Therefore,
we analyzed the research efficiency performance of 40 departments in the non-physical
colleges of the case university using a data envelopment analysis and a non-parametric
mathematical linear planning approach.

1.2. Research Objectives

Based on the above, the research objectives of this study are as follows:

1. To evaluate the research efficiency of the case universities’ departments using data
envelopment analysis (DEA);

2. To identify the issues of research inefficiency in the departments of the case university
through this study;

3. To identify benchmarks as a reference for departments to learn from;
4. To make recommendations to the departments and management to solve the manage-

ment problems associated with research inefficiency.

1.3. Research Questions

Therefore, the questions to be studied in this research are defined as follows:

1. What is the research efficiency of the departments in the case university?
2. What are the issues of inefficiency in some departments of the case university?
3. What are the priorities for improvement in the relatively inefficient departments of

the case university?
4. Which departments are regarded as benchmarks for the case university’s departments

to follow?
5. How are the problems of inefficient research management in the case university solved?

2. Literature Review

In this section, the methods for assessing research efficiency are introduced to explain
the theory, main models, and characteristics of the research method (data envelopment
analysis) adopted in this study.

Universities assess the efficiency of academic research of different disciplines scientifi-
cally based on standardization and consistency of management. However, the estimation of
university-research efficiency is a controversial issue, and the measurement of the so-called
efficiency is under debate.

In the UK, the quality of research and allocation of research funds is assessed by the
Research Excellence Framework (REF), which focuses on defining what research excellence
means and identifying what constitutes “research excellence”. The key features of the REF
are related to the evaluation of three elements: (1) Output Quality, (2) Research Impact, and
(3) Research Environment. The results of the REF evaluation are the product of an expert
review or examination based on appropriate indicators [2]. Other countries such as the
United States, Germany, Australia, New Zealand, and Norway also attach great importance
to the evaluation of university research efficiency. University research assessments are
conducted to determine how to allocate research grants and motivate universities to pursue
excellent research [3].

Scientific methods to evaluate research efficiency are important for research manage-
ment. Commonly used methods to evaluate research efficiency include data envelopment
analysis, peer review method, Delphi method, bibliometric method, hierarchical analysis,
gray correlation analysis, and fuzzy integrated evaluation method [3,4].

DEA is derived from Farrell’s method of evaluating the relative efficiency of multiple
inputs and outputs [5]. Later, Charnes, Cooper, and Rhodes improved it into the CCR
model [6] based on DEA. DEA uses a mathematical model to obtain the production frontier
for measuring efficiency without a preset production function model. This non-parametric
quantitative technique assesses the relative efficiency of evaluated units, commonly known
as decision-making units (DMUs) [7–10]. The input and output data of DMU are used to
find the production frontier through the mathematical model by comparing the actual data
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of each DMU with the production frontier. Each DMU’s relative efficiency and relative
inefficiency are measured to achieve the goal of relative efficiency improvement [11].
Rhodes defined DEA as “a nonlinear (nonconvex) programming model providing a new
definition of efficiency for use in evaluating activities of not-for-profit entities participating
in public programs” (p. 429) [6].

The DEA is addressed as a linear programming problem as stated by Charnes et al. [6],
and the mathematical model to calculate the efficiency is expressed as follows [12].

Min E0 =
m

∑
i=1

vixi0

m

∑
i=0

vixij −
s

∑
r=1

uryrj ≥ 0

m

∑
r=1

uryr0 = 1

vi , ui ≥ 0, i = 1, . . . , m; r = 1, . . . , s

where each DMU uses m inputs to obtain s outputs. Hence, the j-th DMU uses xij units of
input i to produce yrj units of output r. Additionally, ur represents the weighted outputs
and vi the weighted inputs.

The result is categorized into an efficient group (efficiency value equal to 1) and an
inefficient group (efficiency value less than 1). A completely inefficient DMU assumes a
value of 0. Data envelopment analysis has been used for years to study the efficiency of
university research [12–15].

According to Hsu [16], the main methods for selecting input and output items for
efficiency assessment are (1) literature analysis, (2) evaluation or review of indicators,
and (3) the Delphi method. Since most studies to evaluate the efficiency of educational
institutions used the literature analysis method to select the input and output items, we
summarized and analyzed the input and output items by referring to the past literature
to evaluate the research efficiency of the teaching unit of the university. The research
output items are evaluated by the research-oriented indicators assessed by the university
department, and the research output items are regulated by the evaluation of the faculty per-
formance assessment. In the output, special reference is made so that research output items
are evaluated by the research-oriented indicators of the case university departments. The
research output items are regulated by the research evaluation of the faculty performance
assessment to make the selected items more objective and applicable to the case university.

3. Research Methodology

3.1. Research Framework

The framework of this study is based on the research motivation, research objectives,
and related literature. The research framework in Figure 1 is used to empirically analyze
the “research efficiency of departments of the case university”.
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Figure 1. Research framework.

3.2. Research Subjects and Decision Making Units

The samples used in this study are the departments of a national university in Taiwan,
including 40 departments of the five non-physical colleges as the decision-making units.
The research efficiency of 40 departments from 2015 to 2017 was analyzed. In the data
analysis, each college was de-identified and coded as A, B, C, and so on, and the N
department of the A college was coded as A- N.

3.3. Input and Output Items

In this study, the inputs and outputs selected were summarized and analyzed by
considering the attributes of the case university and referring to the literature. There were
five inputs (FTE professors, FTE associate professors or higher, academic research awards
attained, doctorates, and research funding) and six outputs (approved budget, approved
projects, citations in international databases, number of publications under peer review,
professionally reviewed monographs (chapters) and patents, and winners of iconic external
academic awards).

If we limited the calculation to the number of journal articles, it would not be able to
include the overall research performance and would likely be influenced by the characteris-
tics of the discipline and hide the performance of certain disciplines such as humanities and
social sciences. This is often represented by an important monograph [17]. In addition, the
Ministry of Education promulgated the “Regulations Governing Accreditation of Teacher
Qualifications at Junior Colleges and Institutions of Higher Education”, which includes
professors’ patents as the research results for promotion and examination. thus estab-
lishing patents as an important indicator of the research output of university professors.
In addition, the university also recognizes patents as the result of evaluating professors’
research performance to encourage them to engage in industry–academia collaboration. In
practice, it is common to combine the number of books and patents as one of the research
output items [17,18]. We added the number of books and chapters to include “the number
of professionally reviewed monographs (chapters) and patents“ as one of the research
output items.

3.4. Data Collection and Processing

The data were collected from 2015 to 2017, and the sources of data for this study were
official databases and website information from the following four sections: (1) the Higher
Education Database of the Ministry of Education, (2) the Teacher’s Publication Catalogue
Database, (3) the case university’s official website, and (4) the Scopus database.

In the DEA model for efficiency assessment, the number of inputs and outputs in-
crease when the number of inputs increases, which is known as isotonicity. To examine
this relationship, we used Pearson Product-moment Correlation Analysis. In this study, the
CCR and BCC models for data envelopment analysis were used to calculate the research
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efficiency values of each department, including the overall efficiency, pure technical ef-
ficiency, and scale efficiency values for each year. The DEAP2.1-XP software developed
by the Centre for Efficiency and Productivity Analysis at the University of Queensland,
Australia, was used to perform the calculations.

According to Lovell [19], if the DMU is a profit-making organization, the market
demand is random and uncontrollable, and the use of inputs can be freely adjusted. Thus,
the input-oriented model was used to measure it. To measure the achievement of each
output with the same level of input, we adopted an output-oriented model that emphasizes
the measurement of research efficiency from an output perspective.

Finally, Slack Variable Analysis (SVA) was used to provide targets and magnitudes of
improvement for relatively inefficient units so that relatively inefficient units could further
be understood, whether they had too much input or not enough output, and obtain specific
and quantitative data. The quantitative data were obtained to achieve relative efficiency
and provide management with references and guidelines. In addition, through Reference
Set Analysis, benchmark analysis was conducted to identify benchmark units and examine
how often the relatively efficient units were used as reference objects for improvement by
the inefficient units. The units referred to more often were listed as learning benchmarks.

4. Results and Recommendations

In this study, data were collected from 40 departments from 2015 to 2017 and were
analyzed by using data envelopment analysis to analyze the research efficiency of each
department. The results are as follows.

4.1. Stable Overall Research Efficiency

In this study, we analyzed the research efficiency of the departments in the non-
physical colleges of the case university. The overall efficiency of the departments only
showed a few differences in the three years, with the worst annual average in 2016 (0.841),
the second best in 2015 (0.880), and the best in 2017 (0.888). The overall research efficiency
was stable (Table 1).

Table 1. Annual department efficiency value—CCR model.

Item
Department

Code

CCR -Overall Efficiency

2015 2016 2017 Mean SD

1 A-1 0.818 1.000 0.943 0.920 * 0.076

2 A-2 0.985 0.921 0.518 0.808 0.179

3 A-3 0.493 0.945 0.859 0.766 0.170

4 A-4 1.000 1.000 1.000 1.000 *** 0.000

5 A-5 0.658 1.000 1.000 0.886 ** 0.161

6 A-6 1.000 0.845 1.000 0.948 ** 0.073

7 A-7 0.914 0.972 1.000 0.962 * 0.036

8 B-1 0.742 0.438 0.735 0.638 0.123

9 B-2 1.000 0.944 1.000 0.981 ** 0.026

10 B-3 1.000 1.000 1.000 1.000 *** 0.000

11 B-4 1.000 1.000 1.000 1.000 *** 0.000

12 B-5 1.000 1.000 1.000 1.000 *** 0.000

13 C-1 1.000 1.000 1.000 1.000 *** 0.000

14 C-2 0.866 1.000 0.912 0.926 * 0.056

15 C-3 1.000 0.996 0.769 0.922 * 0.108

16 C-4 1.000 0.712 1.000 0.904 ** 0.136
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Table 1. Cont.

Item
Department

Code

CCR -Overall Efficiency

2015 2016 2017 Mean SD

17 C-5 1.000 0.989 0.833 0.941 * 0.076

18 C-6 1.000 0.727 1.000 0.909 ** 0.129

19 C-7 1.000 0.817 1.000 0.939 ** 0.086

20 C-8 1.000 1.000 0.832 0.944 ** 0.079

21 C-9 0.167 0.091 1.000 0.419 * 0.412

22 C-10 1.000 0.342 1.000 0.781 ** 0.310

23 E-1 1.000 0.735 1.000 0.912 ** 0.125

24 E-2 0.948 1.000 1.000 0.983 ** 0.025

25 E-3 0.793 0.929 0.628 0.783 0.107

26 E-4 0.828 0.484 0.530 0.614 0.132

27 E-5 0.635 1.000 0.753 0.796 * 0.152

28 E-6 1.000 1.000 0.913 0.971 ** 0.041

29 E-7 1.000 0.874 1.000 0.958 ** 0.059

30 E-8 1.000 1.000 1.000 1.000 *** 0.000

31 E-9 1.000 0.937 1.000 0.979 ** 0.030

32 F-1 0.468 0.691 1.000 0.720 * 0.218

33 F-2 1.000 1.000 1.000 1.000 *** 0.000

34 F-3 0.428 0.755 0.395 0.526 0.141

35 F-4 0.682 0.975 0.652 0.662 0.012

36 F-5 0.783 0.722 1.000 0.835 * 0.119

37 F-6 1.000 0.571 0.250 0.607 * 0.307

38 F-7 1.000 1.000 1.000 1.000 *** 0.000

39 F-8 1.000 0.556 1.000 0.852 ** 0.209

40 F-9 1.000 1.000 1.000 1.000 *** 0.000

Mean 0.880 0.841 0.888 0.870
Note: The average * represents the number of research units that achieved a relative efficiency of 1.000 over the
years. A * indicates that the unit has an efficiency value of 1 for one year, ** indicates an efficiency value of 1 for
two years, and *** indicates that the unit has an efficiency value of 1 for three years.

4.2. Inefficiency Due to Scale Inefficiency and Technical Inefficiency

Among the 40 departments of the case university in this study from 2015 to 2017
with a total of 120 units (40 units/year × 3 years), 28 units (23%) were inefficient due
to scale inefficiency; 5 units (4%) were inefficient due to pure technical inefficiency; and
22 units (18%) were inefficient due to both pure technical inefficiency and scale inefficiency.
The overall inefficiency of 22 units (18%) was due to both pure technical inefficiency and
scale inefficiency. In particular, 15 (63%) of the overall inefficient units (24) in 2016 were
inefficient, indicating that departments were largely invested in resources but did not fulfill
the optimal scale of output. (Table 2)
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Table 2. The overall efficiency of the departments in 2015–2017 unit classification—BCC model.

Category/Period
(Number of Units)

2015 2016 2017

(16 Departments) (24 Departments) (15 Departments)

Scale inefficiency
(Pure technical
efficiency = 1)

A-1,A-2,A-5

E-3
F-4,F-5

(6 departments)

A-2,A-3,A-6
B-2
C-3,C-5,C-7
E-1,E-3,E-4,E-7
F-1,F-3,F-4,F-8

(15 departments)

A-1,A-3

C-2,C-5
E-4,E-5,E-6

(7 departments)

Pure technical
inefficiency
(Scale efficiency = 1)

A-3
C-9

(2 departments)

C-9,C-10

(2 departments)
F-6
(1 department)

Pure technical
inefficiency and
Scale inefficiency

A-7
B-1
C-2
E-2,E-4,E-5
F-1,F-3

(8 departments)

A-7
B-1
C-4,C-6
E-9
F-5,F-6

(7 departments)

A-2
B-1
C-3,C-8
E-3
F-3,F-4

(7 departments)

4.3. Importance of Research Funding and External Academic Awards and Citations

According to the slack variable analysis, among the inefficient departmental inputs,
research funding needed to be improved in 2015, and the improvement rate was 44%. In
2016, research funding especially needed to be improved, and the improvement rate was
37%. In 2017, research funding and the number of doctorates were the items to be improved,
and the improvement rate was 52%. Among the inefficient departmental inputs from 2015
to 2017, the most important items for improvement were reductions in research funding,
which means that more inefficient resources were invested in research (Figure 2).

Figure 2. Input improvement for inefficient DMUs—CCR model.

Among the overall inefficient departmental output items, the number of external
academic awards needed to be improved in 2015, and the improvement rate was 700% (the
actual was 2, and the improvement target was 16), followed by an increase in the number of
international citation database articles, and the improvement rate was 153%. The number
of external academic awards needed to be improved in 2017 with an improvement rate was
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125% (the actual value was 4, and the improvement target was 9), followed by an increase
in the number of approved research projects with an improvement rate was 102%. Overall,
the most important item for improvement from 2015 to 2017 was the increase in the number
of extramural academic award recipients, followed by increasing the number of articles in
the international citation database (Figure 3).

 

Figure 3. Output improvement for inefficient DMUs—CCR mode.

4.4. Twenty-Five Benchmark Units from 2015−2017

The departments with a high number of references in the reference set analysis (a
strong efficiency unit, referred to more than three times) had high overall efficiency and
were used as a learning benchmark for other units (Table 3).

Table 3. CCR model—reference set analysis table.

Item
Department

Code
2015 2016 2017

1 A-1 - 0 -

2 A-2 - - -

3 A-3 - - -

4 A-4 0 1 0

5 1-5 - 1 2

6 A-6 2 - 5

7 A-7 - - 0

8 B-1 - - -

9 B-2 0 - 0

10 B-3 9 14 7

11 B-4 6 15 9

12 B-5 4 9 4
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Table 3. Cont.

Item
Department

Code
2015 2016 2017

13 C-1 0 9 2

14 C-2 - 1 -

15 C-3 1 - -

16 C-4 5 - 1

17 C-5 2 - -

18 C-6 0 - 0

19 C-7 1 - 0

20 C -8 7 0 -

21 C -9 - - 4

22 C -10 0 - 0

23 E-1 0 - 1

24 E-2 - 0 5

25 E-3 - - -

26 E-4 - - -

27 E-5 - 0 -

28 E-6 0 1 -

29 E-7 2 - 4

30 E-8 1 2 8

31 E-9 3 - 3

32 F-1 - - 0

33 F-2 1 11 3

34 F-3 - - -

35 F-4 - - -

36 F-5 - - 0

37 F-6 0 - -

38 F-7 4 4 2

39 F-8 5 - 7

40 F-9 0 1 0
Note: More than 3 times are benchmark units, and “-“ refers to not relative efficiency units.

5. Conclusions

In this research, we adopted the DEA methodology to evaluate the research efficiency
of the case. We analyzed the research efficiency of departments of non-physical colleges
from 2015 to 2017 to identify the departments that must be improved and the departments
that could be the benchmarks and improve research efficiency. In summary, the study
result provides specific research results and recommendations for further reference by the
research policymakers.

Author Contributions: Conceptualization, S.-M.C. and M.-J.C.; methodology, S.-M.C. and M.-J.C.;
validation, S.-M.C.; formal analysis, S.-M.C.; investigation, S.-M.C.; data curation, S.-M.C.; writing—
original draft preparation, S.-M.C.; writing—review and editing, S.-M.C. and M.-J.C.; supervision,
S.-M.C. and M.-J.C. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

311



Eng. Proc. 2023, 38, 71

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Chao, S.-M.; Chen, M.-J. An Evaluation of the Research Efficiency of Colleges in the University—Case Study of the C University.
In Proceeding of the 2021 IEEE International Conference on Social Sciences and Intelligent Management (SSIM), Taichung, Taiwan,
29–31 August 2021. [CrossRef]

2. Yang, Y. The latest reform of research assessment in UK universities—Planning and implementation of the Research Excellence
Framework (REF). Eval. Bimon. 2014, 52, 41–47.

3. Wang, R.Z. International Evaluation of University Research Performance, 1st ed.; Higher Education Evaluation & Accreditation
Council of Taiwan: Taipei, Taiwan, 2008.

4. Zhang, L. Research and Development of Research Performance Evaluation Methods in Universities. Master’s Thesis, Nanjing
University of Science and Technology, Nanjing, China, 2012.

5. Farrell, M.J. The measurement of productive efficiency. J. R. Stat. Soc. 1957, 120, 253–290. [CrossRef]
6. Charnes, A.; Cooper, W.W.; Rhodes, E. Measuring the efficiency of decision making units. Eur. J. Oper. Res. 1978, 2, 429–444.

[CrossRef]
7. Ji, Y.-b.; Lee, C. Data envelopment analysis. Stata J. 2010, 10, 267–280. [CrossRef]
8. Lin, T.T.; Lee, C.-C.; Chiu, T.-F. Application of DEA in analyzing a bank’s operating performance. Expert Syst. Appl. 2009, 36,

8883–8891. [CrossRef]
9. Samoilenko, S.; Osei-Bryson, K.-M. Using data envelopment analysis (DEA) for monitoring efficiency-based performance of

productivity-driven organizations: Design and implementation of a decision support system. Omega 2013, 41, 131–142. [CrossRef]
10. Arshadi, H.; Goudarzi, R.; Okhovati, M. A data envelopment analysis (DEA) approach to evaluate the research efficiency of

Iranian universities. Int. J. Inf. Sci. Manag. 2022, 20, 95–108.
11. Sun, S. Data Envelopment Analysis: Theory and Application, 1st ed.; Yangzhi Culture: Taipei, Taiwan, 2004.
12. Munoz, D.A. Assessing the research efficiency of higher education institutions in Chile: A data envelopment analysis approach.

Int. J. Educ. Manag. 2016, 30, 809–825. [CrossRef]
13. Johnes, G.; Johnes, J. Measuring the research performance of UK economics departments: Application of data envelopment

analysis. Oxf. Econ. Pap. 1993, 45, 332–347. [CrossRef]
14. Lee, B.L.; Worthington, A.C. A network DEA quantity and quality-orientated production model: An application to Australian

university research services. Omega 2016, 60, 26–33. [CrossRef]
15. Rhaiem, M. Measurement and determinants of academic research efficiency: A systematic review of the evidence. Scientometrics

2017, 110, 581–615. [CrossRef]
16. Hsu, F.-Y. Operating Efficiency Evaluation Study of Faculties in Private University—A Case Study of Certain Medical University.

Master’s Thesis, National Sun Yat-sen University, Kaohsiung, Taiwan, 2010.
17. Fu, Y.C. Evaluating the Development Strategy of Our University: An Example of Data Envelopment Analysis. Master’s Thesis,

National Chengchi University, Taipei, Taiwan, 2007.
18. Liao, H.-M. Assessing the Research Performance of Private Universities in Taiwan Using Data Envelopment Analysis and

Clustering. Master’s Thesis, Fu Jen Catholic University, Taipei, Taiwan, 2008.
19. Lovell, C.A.K. Production frontiers and productive efficiency. In The Measurement of Productive Efficiency: Techniques and Applications,

1st ed.; Oxford University Press: New York, NY, USA, 1993; pp. 3–67.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

312



Citation: Li, S.-P.; Hsu, W.-S.; Hsu,

W.-L. Patent Statistics and Analysis of

Development Trends of

Technology-Assisted Instruction. Eng.

Proc. 2023, 38, 72. https://doi.org/

10.3390/engproc2023038072

Academic Editors: Teen-Hang Meen,

Hsin-Hung Lin and Cheng-Fu Yang

Published: 4 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Patent Statistics and Analysis of Development Trends of
Technology-Assisted Instruction †

Shang-Pin Li 1, Wen-Shin Hsu 2,3 and Wen-Ling Hsu 4,*

1 Department of Early Childhood Development and Education, Chaoyang University of Technology,
Taichung 413310, Taiwan; spli@cyut.edu.tw

2 Department of Medical Information, Chung Shan Medical University, Taichung 402201, Taiwan
3 Informatics Office Technology, Chung Shan Medical University Hospital, Taichung 402201, Taiwan
4 Department of Marketing and Logistics Management, Chaoyang University of Technology,

Taichung 413310, Taiwan
* Correspondence: wenling801@gmail.com
† Presented at the 3rd IEEE International Conference on Electronic Communications, Internet of Things and Big

Data Conference 2023, Taichung, Taiwan, 14–16 April 2023.

Abstract: Patents and related statistics are the indicators of technological progress. There have been
controversial discussions about the value of patents as an indicator of technological advancement.
Patent research has been conducted for research and development to develop the core framework of
the United States Patent and Trademark Office. This study was conducted to classify the patents in
terms of technology-assisted instruction using the Patent Co-citation Analysis (PCA) method and
factor analysis. For the analysis, education, demonstration, rendition, instructional aids, instructional
equipment, teaching aids, and didactic materials were chosen as keywords to construct a citation
relationship network of patents and to classify core patent issues. The study results showed that
225 patents were cited more than 25 times. They were classified into 11 categories. The result provided
information on the development and application of technology-assisted education to develop teaching
tools further.

Keywords: patent statistics; citation analysis; patent co-citation analysis; technology-assisted instruction

1. Introduction

Teaching aids, classroom digitization equipment, and technology have continued
to be improved over the past two decades. Recently, educational technology, including
auxiliary teaching of textbooks and teaching aids, has become an issue for educational
changes and the integration of classroom teaching. Combining traditional education with
teaching aids improves the interest and quality of students in classroom learning [1]. In
traditional teaching methods, adding devices to teaching materials devices assists classroom
instruction and supports classroom learning and teaching process with tools, technologies,
equipment, software environment, and information-based resources. It helps students
overcome their learning difficulties with interesting topics and comfortable feelings. With
the development of teaching aids, researchers pay attention to intellectual property rights
which are key in many fields of business. Learning for development is conclusive for the
education system in the era of modern technology. Due to the increasing importance of
knowledge, private companies, research institutes, and colleges have found that protecting
intellectual property rights is critical. These previous works led us to find the best way for
intellectual property rights such as patents [2].

The OECD Patent Statistics Manual (OECD, 2009) gives a detailed list of patents as
statistical indicators of inventive activity and covers the advantages and disadvantages of
the indicators of patent statistics in depth. Patent analysis has been regarded as a tool for the
techno-economic analysis of R&D management and productivity of enterprises, as well as
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international innovation performance. Therefore, patents are considered a sufficient source
of technical and commercial knowledge about the progress of technology, market trends,
and ownership [3]. It is used as bibliometric data with various techniques to manipulate
and analyze them. Patent citation analysis is the most widely used [4,5]. The patent citation
analysis provides technical indicators such as patent citations, the cycle time of technology,
and the impact index of technology. These indices have been used as indicators of the
quality of technological assets, the economic value of innovation output in the market
value equation, and technological coupling and knowledge flows within borders. Patent
documents contain important research findings for educational, industrial, commercial,
legal, and policy-makers [6]. Therefore, this research aims to study the development trends
in technologies using patent information.

2. Literature Review

2.1. Teaching Aids

Teachers are presenters and players to encourage students to participate in learning
and keep them vigilant and efficient in class [7]. In traditional teaching methods, adding
devices to teaching materials assists classroom instruction and supports learning and teach-
ing with tools, equipment, software, and information-based resources. It helps students
overcome learning difficulties, makes the textbook interesting, and makes students feel
competent [8].

2.2. Patent Analysis

The patent analysis requires bibliometric data with various techniques to manipulate
and analyze it. Among them, patent citation analysis is the most adopted tool. It has been
used to evaluate the competitiveness of firms [9], develop technology plans [10], prioritize
R&D investment [11], or monitor technological change in firms [12]. Patent citation analysis
is related to the bibliometric analysis of patent documents. Essentially, the methodology
is citation-based to integrate patents precisely from the scientific paper databases [13].
Co-citation refers to different scientific mappings involving two processes: the cluster
structure of co-cited documents and co-citation analysis. The result of co-citation clustering
is to assign research papers to a co-citation cluster [14]. Recent studies have compared five
citation-based approaches, including cross-reference, bibliographic coupling, co-citation,
and text-based methods [15].

The co-citation analysis calculates the frequency of co-referenced documents to prove
their similarity. The number of times co-referenced is not limited because new documents
may reference A and B simultaneously. Therefore, the frequency at which documents are
commonly cited is used effectively to evaluate their similarity and determine the literature
and its evolution. The co-cited situation is presented in Figure 1.

Figure 1. Relationship of co-citation.
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3. Methodology

Co-cited analysis was originally used to measure the relationship between two publi-
cations. A common citation model can be constructed using co-cited analysis to determine
the similarity between patents. We examined the development of technology-assisted
instruction by employing the concept of co-citation and established citation relationships
of technology-assisted instructions. We classified the technology-assisted instruction to
identify the issues involved in patents.

3.1. Research Flow
3.1.1. Phase One: Establishing a Patent Citation Matrix

Confirming keywords for patent data retrieval, creating technology-assisted instruc-
tion patent and cited patent database, and establishing a patent citation matrix.

3.1.2. Phase Two: Technology-Assisted Instruction Clustering

Patent co-citation approach, factor analysis, and naming of specification factors.

3.2. Confirming Keywords

To retrieve technology-assisted instruction patents effectively, “education”, “demon-
stration”, “rendition”, “Instructional Aids”, “Instructional Equipment”, “teaching aids”,
and “didactic materials” were set as keywords for subsequent search.

3.3. Sample and Data Collection

This study aimed to investigate the major trends of technology-assisted instruction
technologies and to develop the framework using USPTO patent information. The search
yielded 2225 technology-assisted instructions issued by the USPTO.

3.4. Measurement

The concept of co-citation in bibliometrics was employed to classify the patent spec-
ifications. The design concept was to select the most frequently cited specifications and
use them as the specifications for classification. Subsequently, co-citation frequencies were
used to evaluate the similarities between the patent specifications. Finally, the patent
specifications were classified based on their similarities.

3.5. Similarities between Cited Specifications

Pearson’s correlation coefficient was employed to investigate the similarities between
pairs of cited specifications. This process consisted of three steps. In Step 1, we calculated
the frequency with which the cited specification pairs were cited. In Step 2, the link strength
within the cited specification pairs was calculated, and in Step 3, Pearson’s correlation
coefficients were calculated.

3.6. Factor Analysis for Specification Classification

In bibliometrics, the three most commonly used methods for co-citation analysis
are factor analysis, cluster analysis, and multidimensional scaling analysis. This study
employed factor analysis to obtain reduced and induction variables.

4. Results

The subjects of this study were 2225 technology-assisted instructions issued by the
USPTO. The concept of co-citation classification in citation analysis was employed to
develop a patent specification co-citation method for exploring the relationship between
citing and cited specifications. In addition, factor analysis was used for specification
classification, following which the categories were named based on their characteristics.
This allowed us to determine whether the specification categories that were identified and
summarized using bibliometrics resemble. Consequently, the correctness of this concept
was established.
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4.1. Specification Collection

The patent database was used as the source for obtaining specifications and selecting
those issued by the USPTO. Full-text searches were conducted using “education, demon-
stration, instructional aids, instructional equipment, teaching aids, didactic materials” as
keywords. From the 2225 specifications used as the citing specifications in this study, we
obtained 76,298 cited specifications.

4.2. Selection of Cited Specifications

After combining repetitive citations and removing cited specifications with few cita-
tions, we obtained 206 cited specifications cited more than 30 times (including 1154 citations).
In this study, we defined c as 30. Therefore, the citation relationship between cited specifi-
cations and citing specifications resulted in a new citation relationship matrix.

4.3. Similarity Evaluation of the Cited Specifications

To obtain Pearson’s correlation coefficients for the cited specifications, three steps were
taken between cited specifications and citing specifications.

4.3.1. Step 1: Calculating the Co-Citation Frequencies of Cited Specification Pairs

After obtaining the co-citation matrix consisting of cited specifications and cited
specification pairs, the cited relationship matrix was integrated. The relationship matrix
for cited specification pairs was transposed and multiplied to yield a symmetric cited
specification co-citation matrix. An examination was conducted to check whether the
co-citation matrix contained cited specification pairs with an excessively low co-citation
frequency. However, no cited specifications were found to have been co-cited only once or
not at all. Therefore, all of the cited specifications were retained.

4.3.2. Step 2: Calculating the Link Strength of Cited Specification Pairs

The co-citation matrix for cited specification pairs was integrated to yield a link
strength matrix for cited specification pairs.

4.3.3. Step 3: Calculating Pearson’s Correlation Coefficients

The link strength matrix for cited specification pairs was used to create a Pearson’s
correlation coefficient matrix for cited specification pairs using SPSS.

4.4. Specification Factors

In factor analysis, the specifications were classified into 14 categories. However,
Categories 12 to 14 were removed because they contained a comparatively smaller number
of specifications. Subsequently, we extracted the most frequently cited specifications in
each category, identified the commonalities of the specification claims, and named each
category based on their claims. The names of the categories were as follows: test system, test
generating and formatting system, blended learning educational system, remote teaching
system, computer-aided instruction, game-aided instruction, training system and method,
internet-based education support, early childhood education aids system, technology-
assisted learning, and cognitive ability training system. Table 1 shows the detailed bases
for the naming and the commonalities.

Table 1. Bases for Factor Naming and Results.

Basis for Naming Name

Factor 1
US5321611A
US4978305A
US5466159A

test system
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Table 1. Cont.

Basis for Naming Name

Factor 2
US6370355B1
US6470171B1
US6162060A

blended learning
educational system

Factor 3
US5303042A
US5437555A
US6064856A

remote teaching system

Factor 4
108 F.3d 1361
134 F.3d 1473
927 F.2d 1200

test generating and
formatting system

Factor 5
US5987443A
US5974446A
US5441415A

computer-aided instruction

Factor 6
US5286036A
US5306154A
US5035625A

game-aided instruction

Factor 7
US5035625A
US4931018A
US4680014A

training system and method

Factor 8
US6155840A
US6688889B2
US6988138B1

internet-based
education support

Factor 9
US5275567A
US4968255A
US5823782A

early childhood education
aids the system

Factor 10
US6118973A
US5779486A
US6077085A

technology-assisted learning

Factor 11
US5692906A
US5957699A
US5813862A

cognitive ability
training system

5. Conclusions

In teaching, teachers often need to prepare teaching plans through teaching aids
according to the characteristics of students. With the advancement of technology, more
teaching aids are developed to incorporate science and technology. Teachers can learn
about the development of patent-related issues and enhance their understanding of patents
and their application in teaching.

This study aimed to develop a co-citation classification method for technology-assisted
instruction by examining the characteristics of the specifications and applying the co-
citation classification method. Bibliometrics was used for the classification of technology-
assisted instruction. This method enabled us to identify the relationships among specifica-
tion citations. Subsequently, factor analysis was employed to classify specifications with
close citation relationships and name the categories.

As a result, technology-assisted instructions were classified and named for categories
to assist teachers in conducting patent specification searches. Each specification resembles a
small database that contains a variety of data. In the future, the application of this method
can be extended to develop a specification citation database, where helpful information
such as patent numbers and relevant rulings can be accessed. The proposed specification
can be used as basic information for a particular patent.
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Abstract: We investigated the relationship between the personal backgrounds, learning experiences,
and learning outcomes of college students serving as student association cadres by applying the
indicators of the Council for the Advancement of Standards in Higher Education (CAS) in the United
States. The participants of this study were students at the university student associations in Taiwan,
and the sampling was carried out through purposeful sampling. We distributed 1850 questionnaires,
and 1761 valid questionnaires were received with a recovery rate of 95%. The self-assessed learning
outcomes of the student association cadres were good. Among them, “integration and speculation
of cognition” was the highest, followed by “integration and application of knowledge”, “inner
self-development”, “interpersonal interaction ability”, “practice ability”, and “social care and civic
literacy”. The self-assessment of the student association cadres in their learning experience was
also positive. Among them, “experience in engagement” was the highest, followed by “experience
in management”, “experience in handling activities”, and “experience in training courses”; while
“experience in participating in activities” was the lowest. Through a hierarchical linear regression
analysis of the American CAS learning outcome indicator, the student association cadres’ personal
background and learning experience had significant explanatory power. The R-squared value of
each aspect ranged from 39.6% to 61.1%. It was obvious that the American CAS indicator could be
used to examine the learning outcomes of higher education student associations in Taiwan. The
results confirm that studying student associations could become an essential approach for cultivating
students’ learning outcomes and become an essential reference for Taiwan’s universities and colleges
to promote community education.

Keywords: student association cadres; student associations learning experience; learning outcomes

1. Introduction

Universities provide professional and extracurricular courses. Therefore, the learning
approach for college students can be divided into in-class and out-class. Professors teach
in-class courses through various methods such as teaching, practice, and experiments.
Out-class courses depend on various course designs that can guide college students to
participate, experience, self-examine, and obtain the effect of learning. Whether it is in-class
learning or out-class learning, both should be reviewed through evaluation.

Reference [1] believes that learning outcomes refer to the abilities acquired from
the learning process. Marsh [2] points out that the student learning outcome should
include knowledge, skills, and personality traits. Learning outcomes can be known as
the knowledge, technology, behavior, and value brought to students through the teaching
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courses provided by the school [3]. Yang [4] points out that many countries often consider
learning outcomes in terms of competence; the degree of competence is considered a
reflection of the learning outcomes. Marsh [2] believes evaluating learning outcomes in
the educational environment will help the students understand the learning objectives,
and teachers will master the teaching methods and lesson plans. It has always been an
interesting topic for researchers to explore what college students have learned in college,
especially in extracurricular activities. Chang [5] contends that the classroom imparts
professional knowledge; however, the possibility of students developing talents relies
on the learning outcomes that are obtained by students from extracurricular activities.
Chen [6] believes that the learning outcomes obtained by students from extracurricular
learning can be evaluated at many levels. For example, participation in the association
is an important learning activity and is essential for schools to cultivate students’ ability
to have core literacy. In addition, reference [7] also points out that the experience gained
from participating in the association is a critical background condition for entering the
workplace in the future, especially for those with association cadre experience, which are
the enterprises’ targets. Previous studies verify that association cadres are the key to the
operation of the association [8–10]. Therefore, it is necessary to use mathematical techniques
to establish an evaluation mechanism for the learning experience and achievements of
student association cadres.

However, many past studies on the topics of college students in the field of extracur-
ricular activities did not systematically use science and engineering to explore the learning
outcomes and related influencing factors. For example, when exploring the issue of college
students involved in campus experience, only the variables of community participation
were considered [11–13]. After reviewing relevant research, Ref. [7] summarized the
learning experience of association cadres into five indicators, including (1) experience in
management, (2) experience in handling activities, (3) experience in engagement, (4) experi-
ence in training courses, and (5) experience in participating in activities, and compiled a
questionnaire for experts and scholars to measure the learning experience of the associa-
tion cadres.

In addition, Ref. [14] integrated the literature and proposed the following nine core
competencies of learning outcomes obtained from extracurricular activities: (1) commu-
nication and expression ability, (2) all-life learning ability, (3) team cooperation ability,
(4) innovation and creativity ability, (5) problem-solving ability, (6) positive attitude ability,
(7) interpersonal ability, (8) critical thinking ability, and (9) international perspective ability.
In Ref. [6], the authors distributed 1033 questionnaires according to these nine indicators
and concluded that students’ extracurricular learning outcomes could achieve the abilities
mentioned earlier. The American Council for the Advancement of Standards in Higher
Education (CAS) is an important organization that promotes the standards of student
affairs, services, and development programs. CAS [15] concluded that the evaluation of
learning outcomes includes the following six orientations: (1) integration and application
of knowledge, (2) integration and speculation of cognition, (3) inner self-development,
(4) interpersonal interaction ability, (5) social care and civic literacy, and (6) practice abil-
ity. However, in Taiwan, there is no empirical research on the ability indicators in these
six orientations.

Based on the above, this study was carried out to integrate relevant research and the
CAS assessment of students’ learning outcomes through interviews with experts and schol-
ars and a questionnaire survey. The learning achievement indicators and the connotations
of student association cadres were summarized to explore the learning outcome of students’
association cadres. Based on a review of the literature, the objectives of this study are
defined as follows:

(1) To understand the general situation of the learning experience and learning outcomes
of the university association cadres;

(2) To explore the differences in personal background variables on the learning experience
and outcomes of the university association cadres;
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(3) To explore the relationship between personal background variables, learning expe-
rience, and learning outcomes of the university association cadres from a scientific
point of view.

2. Research Method

We adopted a questionnaire survey [7] to understand the association cadres’ learning
experiences and learning outcomes. We used stratified sampling to filter the 155 universities
in Taiwan. As a result, 15 universities were selected, including 5 each from northern, central,
and southern Taiwan, respectively. A total of 1850 questionnaires were distributed, and
1761 valid responses were returned, with an effective rate of 95%. The questionnaire
was divided into the following three parts: personal information, association learning
experience, and association learning outcomes. All questions were designed based on a
six-point Likert scale. A T-test and variance analysis were conducted to understand the
differences in the learning experiences and learning outcomes of university association
cadres with different personal backgrounds. Finally, a hierarchical regression analysis was
used to explore the relationship between personal background, learning experiences, and
learning outcomes of university association cadres.

The Bartlett test, the pre-test through the exploratory factor analysis, showed that a
significance level was reached (p < 0.05). The KMO values of the students’ association learn-
ing experience and the learning outcome were 0.932 and 0.963, indicating that the factor
analysis was appropriate. Therefore, the formal questionnaire was continued to test the
reliability and validity. The KMO values of the student association learning experience and
the learning outcome were 0.956 and 0.975. The learning experience was extracted into the
following five aspects: experience in management, experience in engagement, experience
in training courses, experience in handling activities, and experience in participating in
activities. The cumulative variance was 70.13%. The Cronbach’s alpha was 0.95, 0.92, 0.91,
0.87, and 0.77 for the five aspects, and the overall reliability was 0.96. The learning outcome
was extracted into the following six aspects: integration and application of knowledge,
integration and speculation of cognition, inner self-development, interpersonal interaction
ability, social care, civic literacy, and practice ability. The cumulative variance was 73.92%.
The Cronbach’s alpha was 0.95, 0.92, 0.92, 0.93, 0.87, and 0.90 for the six aspects, and the
overall reliability was 0.97. Therefore, the questionnaires on the learning experiences and
learning outcomes showed a high reliability and validity, and the items of the questionnaire
had acceptable internal consistency and stability.

3. Research Findings

The results show that in the learning experiences among the association cadres, the per-
ception of “Experience in engagement” (M = 5.09) was the highest, followed by “experience
in organization management” (M = 4.98), “Experience in management” and “Experience in
training courses” (M = 4.91), and the “Experience in participating in activities” (M = 4.62).
Overall, the perception of the learning experience among the association cadres was signifi-
cant. In the learning outcomes among the association cadres, perception in “Integration
and speculation of cognition” was the highest (M = 5.23), followed by “Integration and
application of knowledge” (M = 5.18), “Inner self-development” (M = 5.16), “Interpersonal
interaction ability” (M = 5.12), “practice ability” (M = 5.03), and the perception of “social
care and civic literacy” (M = 4.74). Overall, the perception of learning outcomes among the
association cadres was acceptable.

Regarding the perception of a personal background variable on the learning experi-
ence, the t-test result showed significant differences in the gender, school attributes, school
education system, faculty, grades, association attributes, number of cadres, seniority, posi-
tions held, and weekly time devoted to the associations. The results show that the males
had a higher perception than the females, private universities had a higher perception than
national universities, general universities had a higher perception than the institutes of
technology, seniors had a higher perception than juniors, presidents had a higher perception
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than general cadres, and the self-assessment of the learning experience of those with more
engagement time had higher perceptions than those with less engagement time.

A multiple regression analysis was performed to explore the relationship between the
personal background variables of the association cadres and their learning experiences. The
results show that the R2 of “Experience in management” was 0.267, that is, the explanatory
power was 26.7%. The R2 of “Experience in handling activities”, “Experience in engage-
ment”, “Experience in training courses“, and “Experience in participating in activities“ was
0.134, 0.096, 0.206, and 0.163 respectively. The personal background factor had a significant
difference compared with the learning experience (Table 1).

Table 1. Regression Analysis of Background Variable on Learning Experience.

Organization
Management
Experience

Event Management
Experience

Association
Investment
Experience

Participation in
Training Course
Experience

Participation in
Activity Experience

R2 0.267 0.134 0.206 0.163 0.096

F 28.822 *** 13.374 *** 20.509 *** 15.366 *** 8.411 ***

p 0.000 0.000 0.000 0.000 0.000

*** p < 0.0001.

The personal background and learning experience were used as predictors, and the
learning outcome factor was used as a criterion to proceed with the hierarchical regression
analysis to explore the relationship. The results show that the personal background and
learning experience significantly impacted the learning outcomes. “Inner self-development”
had the highest explanatory power of 61.1%, followed by “Integration and application of
knowledge”, 59.3%; “interpersonal interaction ability”, 52.2%; “Integration and speculation
of cognition”, 42.8%; and “practice ability”, 40.9%. The “social care and civic literacy” had
the lowest explanatory power of 39.6%. Overall, the learning experience of the student
association cadres had a significant positive impact on the learning outcomes. The results
are shown in Table 2.

Table 2. Explanatory Power of the Aspects.

Aspects Explanatory Power

Experience in management 26.7%

Experience in handling activities 13.4%

Experience in engagement 20.6%

Experience in training courses 16.3%

Experience in participating in activities 9.6%

Integration and application of knowledge 59.3%

Inner self-development 61.1%

Interpersonal interaction ability 52.2%

Integration and speculation of cognition 42.8%

Social care and civic literacy 39.6%

Practice ability 40.9%

4. Conclusions and Suggestions

In terms of learning experience, “Experience in engagement“ was the most important,
while “Experience in participating in activities“ was the least important. Overall, the
perception of the learning experience of the student association cadres was significant. In
the perception of learning outcomes, the perception of “Integration and speculation of
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cognition” was the most important, while the perception of “social care and civic literacy”
was the least important. Overall, the perception of the learning outcomes of the student
association cadres was significant. Student association cadres with different personal
backgrounds, such as gender, school attributes, school education system, colleges, grades,
association attributes, number of cadres, seniority, positions, and weekly time devoted to
associations, had different perceptions of the learning experience and learning outcomes.

The personal background of the student association cadres was significant in the
learning experience. “Experience in management” had the highest impact, followed by
“Experience in engagement”, “Experience in training courses”, “Experience in handling
activities”, and “Experience in participating in activities”. As for the results of the learning
experiences on the learning outcomes, “Experience in engagement” had the highest impact,
followed by “Experience in handling activities”, “Experience in training courses”, “Experi-
ence in management”, and “Experience in participating in activities”. Overall, the learning
experience had a significant positive impact on the learning outcomes.

The study result showed that the accumulation of learning experiences was essential.
Higher education practitioners can increase learning opportunities for the student associ-
ation cadres to participate in and accumulate the learning experiences. According to the
results of the learning outcomes, the self-evaluation for students in the “social care and civic
literacy” learning outcome was the least important. Therefore, schools must strengthen
their engagement in “social care and civic literacy” when providing learning experiences
such as contests regarding global issues, international perspective, and civic literacy.

According to the results, the student association cadres who served as the “president”,
and who had a longer “seniority” and a longer “weekly devotion to the association”, had a
positive relationship with the learning experience. Therefore, the student association cadres
need to undertake the position of “President”, devote more time to associate and accumu-
late seniority and the learning experiences of “Experience in management”, “Experience in
handling activities”, “Experience in engagement”, “Experience in training courses”, and
“Experience in participating in activities”. Furthermore, the personal learning experience
needs to be strengthened to obtain high-quality learning outcomes, including “Integra-
tion and application of knowledge”, “Inner self-development”, “Interpersonal interaction
ability”, “Integration and speculation of cognition”, and “Practice ability”.
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Abstract: Pairs trading is a popular quantitative trading strategy with the advantage of a similarity
in price movement to financial assets. Assuming that the price spreads of trading pairs are mean-
reverting, this strategy exploits the disequilibrium in financial markets to find arbitrage investment
opportunities. Pairs trading has been widely applied to stock, ETF, and commodity markets. However,
the effectiveness of this method for cryptocurrency markets has yet to be properly explored. Therefore,
we examine the profitability of pairs trading for 26 cryptocurrencies traded on the Binance exchange
at high frequencies of 1, 5, and 60 min. In addition to the traditional statistical methods of distance,
correlation, cointegration, and stochastic differential residual (SDR), we focus on two evolutionary
algorithms: genetic algorithm (GA) and non-dominated sorting genetic algorithm II (NSGA-II).
During the 79-trading-day period from 11 January to 31 March 2018, NSGA-II showed the best results
at all frequencies, with an average return of 2.84%. Among the statistical models, SDR ranks first,
whereas Correlation ranks last, with average returns of 1.63% and −0.48%, respectively. The z-test
results show that the models are statistically significantly different. We propose NSGA-II as the best
candidate for use in pairs trading strategies in cryptocurrency markets.

Keywords: pairs trading; cryptocurrency markets; NSGA-II

1. Introduction

Pairs trading is a strategy in which an investor simultaneously buys undervalued
assets and sells overvalued assets when a disequilibrium condition is detected in a specific
financial market. This method has proven to be effective in stock markets, commodity
markets, and ETF markets [1]. Recently, the cryptocurrency market has emerged as a
profitable and risky investment channel for investors. Therefore, this study is carried out to
suggest a suitable pairs trading strategy for the cryptocurrency market by answering two
questions: (1) Is pairs trading an effective trading strategy in the cryptocurrency market,
especially with high trading frequencies? (2) Among the current most popular techniques
for pairs selection, which ones are the best?

Most research on pairs trading applies traditional pairs selection methods such as
distance, cointegration, or correlation. We explore two more evolutionary algorithms
for selecting trading pairs: genetic algorithm (GA) and non-dominated sorting genetic
algorithm II (NSGA-II). Moreover, we also conduct rigid tests to examine the significant
differences among the methods.
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The rest of this article is organized as follows. Section 2 describes the methodologies
of pairs selection methods, trading strategies as well as data and experimental design,
Section 3 analyzes the trading results and give discussion.

2. Methodology

The research flow chart is depicted in Figure 1 with five steps: processing the data
obtained from the Binance Exchange API, selecting trading pairs based on four traditional
statistical methods and two evolutionary algorithms, proposing trading strategies, analyz-
ing trading results based on six different criteria, and finally conducting z-tests to confirm
the significant differences between the methods.

Figure 1. Research flow chart.

2.1. Pairs Selection

We deploy six techniques to select trading pairs, including four statistical methods
and two evolutionary algorithms.

2.1.1. Euclidean Distance Method

The Euclidean distance method is still prevalent in choosing trading pairs thanks to
its simplicity. The basic concept is that pairs with the smallest distance are selected based
on the application of Euclidean squared distance to normalized price series.

2.1.2. Cointegration

Cointegration is a term coined by Granger [2] and Engle and Granger [3] to describe
the long-run relationship between two assets. Granger was awarded the Nobel Prize in
Economics in 2003 for his contributions to this concept. When two assets are cointegrated,
their prices follow a similar pattern or, in financial terms, the two assets have similar
risk exposure so that their prices move alongside. Cointegration techniques have been
utilized to investigate the co-movement of a wide range of financial assets, including equity
shares, commodities, exchange rates, and, more recently, cryptocurrencies. In this study,
the augmented Dickey–Fuller test (ADF) [4] is used to determine whether or not a given
time series is stationary. The null hypothesis of the ADF test is that there is a unit root (or a
stochastic trend) in the residual series, with the alternative being that there is no unit root.
If the null hypothesis is rejected, the two assets are cointegrated and selected to form a pair.
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2.1.3. Correlation

The correlation is quantified using the correlation coefficient ρ, with values ranging
from −1 to +1. A value of +1 means that a perfect positive correlation exists between the
two variables, i.e., when one is moving in a certain direction, the other is also moving in
the same direction with the same magnitude. A value of −1 means that there is a perfect
negative correlation and 0 means there is no correlation at all. If the correlation between
the two assets is high, the trader can choose that pair. This value represents a strong
relationship between the two stocks. Correlation does not have a well-defined relationship
with cointegration. Cointegrated series may have low correlation, and highly correlated
series may not be cointegrated.

2.1.4. Stochastic Differential Residual (SDR)

SDR was developed by Do, Faff, and Hamza [5], which applies CAPM and APT
theories to specify the residual spread function Gt as follows.

Gt = G
(

PA
t , PB

t , Ut

)
= RA

t − RB
t − Γrm

t (1)

where RA
t , RB

t are the expected return on assets A and B, respectively, Γ is the vector of
exposure differentials or the sensitivity of the asset price to macroeconomic factors, and rm

t
is the risk premiums.

2.1.5. Genetic Algorithm (GA)

Genetic algorithm (GA) is a computer science technique for solving combinatorial
optimization problems. GA simulates evolutionary adaptations of biological populations
based on Darwin’s theory. To apply GA, we need to determine the coding of chromosomes,
the fitness function, the chromosomes selection method, the crossover method, the mutation
method, and the termination condition.

2.1.6. Non-Dominated Sorting Genetic Algorithm II (NSGA-II)

NSGA-II is another genetic algorithm with three unique features: a fast non-dominated
sorting approach, a fast crowded distance estimation procedure, and a simple crowded com-
parison operator. NSGA-II follows the steps of population initialization, non-dominated
sort, crowding distance, selection, genetic operators, recombination, and selection [6].

2.2. Trading Strategies

After the pairs are generated from the algorithms mentioned above, we set the trading
strategies. We apply the Bollinger bands of the spread between security A and security B,
in which the upper limit of the Bollinger bands at time t is SMAt + 2STDt, and the lower
limit is SMAt—2STDt, where SMA is the simple moving average value and STD is the
standard deviation value. If the spread exceeds the upper limit, we short security A and
long security B. On the contrary, if the spread is smaller than the lower limit, we long
security A and short security B. For the timing of closing the position, if the spread value
goes back to the SMA value at a certain point in time, we close the position. Additionally,
when the position is held over the trading period, the position is forced to close.

The trading strategies are described in Figure 2.
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Figure 2. Trading strategies.

2.3. Data and Experimental Design
2.3.1. Data

The closing prices are taken from the global cryptocurrency exchange—Binance—for
three months, from 3 January 2018 to 31 March 2018, with three different frequencies, 1,
5, and 60 min (1 h). Based on Ref. [7], we start with 183 cryptocurrencies on Binance,
and then weed out those that have been inactive in the market for the considered period.
Next, we keep 30% of the cryptocurrencies with the top trading volume to ensure liquidity
conditions. Finally, the remaining 26 cryptocurrencies continue to the next steps. The
currency of the original raw data on Binance is BTC. To make it easier to read and track the
experimental results, we have converted the currency intSo USDT (Tether (USDT), a unit of
cryptocurrency designed so that a base USD represents each token.

2.3.2. Experimental Design

The experimental setup is described as follows.

• Initial principle for each trade: US $1000.
• The SMA and the STD are calculated based on the sliding window with a forming

period of five time units and a trading period of one time unit.
• We select five pairs for every sliding window, except for GA and NSGA-II, because

these two methods may not select out five pairs.

3. Result and Discussion

Table 1 describes the trading results of six selection methods based on different criteria.

Table 1. Trading results.

Algorithm TotalReturn TradeCount AVGReturn MaxReturn MinReturn MaxDrawdown
1

min
5

min
60

min
1

min
5

min
60

min
1

min
5

min
60

min
1

min
5

min
60

min
1

min
5

min
60

min
1

min
5

min
60

min

Distance 1.66 1.51 1.10 234 215 172 0.01 0.01 0.01 31.31 31.31 19.68 −10.21 −10.24 −14.86 0.08 0.05 0.32
Cointegration 1.39 0.98 0.31 212 204 155 0.01 0.00 0.00 40.91 40.09 33.70 −32.06 −34.10 −32.00 0.38 0.17 0.00
Correlation −0.52 −0.42 −0.49 201 195 172 0.00 0.00 0.00 36.85 40.52 45.93 −29.94 −30.53 −32.64 0.64 0.00 0.00

SDR 2.11 1.40 1.39 215 208 183 0.01 0.01 0.01 61.71 67.28 65.41 −64.18 −64.48 −57.61 0.52 0.72 0.51
GA 0.48 0.99 1.12 183 171 119 0.00 0.01 0.01 60.88 66.37 56.38 −60.91 −64.48 −57.59 0.01 0.46 0.00

NSGA-II 3.59 2.68 2.24 196 178 113 0.02 0.02 0.02 31.04 27.86 26.08 −28.17 −55.66 −33.31 1.40 1.51 0.50

The experimental results show that NSGA-II has the highest return rates at each data
frequency of 1, 5, and 60 min, with an average return rate of 2.84% from 11 January 2018
to 31 March 2018—79 days in total. The average annualized rate of return is about 13.8%.
Among the statistical models, SDR performs the best, whereas correlation performs the
worst, with average returns of 1.63% and −0.48%, respectively. The average rate of return
of GA is 0.86%. Despite a positive return, it is lower than we expected. The possible reason
for this is that GA is a single-objective optimization technique, so it does not consider other
risk factors, resulting in a lower-than-expected performance. It is also noted that the min
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return of GA is among the lowest. Table 2 shows that NSGA-II significantly differs from
other algorithms at the 99% confidence level in all frequencies, except for GA and SDR.

Table 2. z-test results.

Frequency 1 min 5 min 60 min

NSGA-II 1.0000 1.0000 1.0000
Distance 0.0000 *** 0.0031 *** 0.0000 ***

Cointegration 0.0000 *** 0.0000 *** 0.0000 ***
Correlation 0.0000 *** 0.0000 *** 0.0000 ***

SDR 0.1771 0.2173 0.1961
GA 0.0000 *** 0.0241 ** 0.0561 *

* Significant at the 10% level; ** significant at the 5% level; *** significant at the 1% level.
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Abstract: This research aimed to compare two strategies for vocabulary learning (digital-game-based
learning and paper-based learning). The research was conducted during the first semester of the
academic year 2022/2023. A total of 40 EFL undergraduate students within the Applied English
Program of a private university located in the middle part of Taiwan were selected and divided
into two groups: digital-based (n = 20) and paper-based (n = 20). The instrument developed by
the researcher was pre- and post-vocabulary tests for both groups. The pre-vocabulary test was
implemented to identify the level of students’ prior knowledge of vocabulary mastery. For the
intervention, Kahoot! quiz exercises were conducted weekly for the digital-game-based group,
while the paper-based group received the same quiz on paper every week. The post-vocabulary
tests showed no significant difference between the students using digital-game-based quizzes and
paper-based quizzes during the six-week intervention.

Keywords: vocabulary learning; digital-game-based learning; paper-based learning; Kahoot!

1. Introduction

With the prevalence of mobile devices in modern educational settings, the use of
mobile devices has provided teachers with more options to incorporate digital games into
their teaching methods. The swift advancement of technology has made it easier to share
information and knowledge on global scale, greatly influencing the way the learners and
educators learn and teach language at schools. In the classroom, technology includes
everything from low-tech items, such as pencils, paper, and chalkboards, to high-tech
resources, such as digital learning tools, gadgets, and computers with numerous functions
and applications [1]. Students are empowered by technology, since it allows them to decide
how they learn, makes education relevant to their digital-orientated lives, and prepares
them long term. Students are encouraged to think critically, solve problems, collaborate,
and innovate.

M-learning encourages learning and teaching via the use of wireless and mobile
technology [2]. Laptops, tablet PCs, PDAs, cell phones, and other mobile devices are all
considered aspects of mobile learning. There are many chances for educators to adopt
digital learning tools and create an increased usage of mobile devices or mobile learning [3].
Digital-game-based learning (DGBL) is a learning strategy that blends educational informa-
tion or learning concepts into video games to engage learners [4]. Game-based learning
is frequently related to studying the effects of GBL, implementing educational games,
and creating game-based educational techniques [5]. The arrival of digital game-based
learning occurred during a global technological breakthrough in the late 20th century.
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DGBL possesses the capability to capture students’ interest and motivation, provide cus-
tomized learning experiences, while enhancing long-term memory and offering practical
opportunities [6].

Vocabulary is central to language for language learners, and a critical element of lan-
guage pedagogy [7]. Teachers employ a variety of ways and techniques to teach vocabulary
to ESL/EFL students, and practitioners must familiarize students with different strate-
gies and approaches [8–10]. Synonyms, antonyms, self-defining context, dramatization,
illustrations and pictures, realia, metaphorical sentences, and other strategies were used,
respectively, by teachers in vocabulary teaching [11,12]. In addition, vocabulary is the
center of language and the structure block of speech, and learning new words is a crucial
element of language education [13–15].

There are several approaches to language acquisition in the technology era. Computer-
based vocabulary learning software, blogs, cell phones, digital portfolios, online learning,
electronic texting, pen pal, electronic displays, electronic reader corpora, mobile-phone-
based apps such as Twitter and text messages, social networks, podcasts, and wiki websites
are examples of such technologies. The availability of online applications facilitates the
creation of interactive materials for students by teachers. Teachers can make learning
sessions more fascinating for their students. They can make games or quizzes competitive
through a leaderboard [16].

Kahoot! is one of the applicable interactive quizzes implemented in learning vocab-
ulary. Moreover, Kahoot! is complimentary and superficial for the instructor to use for
learning in the classroom. Kahoot! also supports creative energy and increases perfor-
mance to achieve a stronger motivation of the student [17,18]. Several studies proved
that the application creates some advantages. Kahoot! is a favorable instrument as it is
beneficial for formative assessment, and enhances understanding [19]. The application of
gamification improved learners’ attention and drive for success [20]. Despite the advantage,
some studies found that Kahoot! has some difficulties. First-time users of m-learning
were dissatisfied with the functionality and features of the available tools, including the
slow internet connection [21]. It showed that a slow internet connection causes the biggest
problem for implementing Kahoot! within learning [22–24]. Therefore, it is essential to
offer suitable facilities to help new users.

In Taiwan, a majority of university students use advanced technology such as mobile
devices, laptops, and computers. Based on prior research, we focused on the use of mobile
devices and investigated a vocabulary learning strategy that involved weekly quizzes. The
students used Kahoot! as a tool to complete the quizzes. The aim of this research was
to compare two different strategies: digital-game-based learning using Kahoot! quizzes,
and paper-based learning using paper-based quizzes, and their impact on the vocabulary
learning of EFL (English as a foreign language) students. As a result, the following research
question was formulated for this research.

1. Is there any significant difference between the mean scores of the students who used
digital-game-based learning (Kahoot! quiz) and the mean scores of the students who
used paper-based quizzes?

2. What are student’s perceptions toward the two strategies for their vocabulary learning?

2. Method

2.1. Sample and Population

The sample consisted of 38 students who were enrolled in an intermediate English
course. The participants were purposefully selected among second-year students at
Chaoyang University of Technology during the fall semester of the academic year 2022/2023.
The participants were separated into two distinct groups: namely the digital-game-based
group and the paper-based group, each consisting of 19 students.
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2.2. Procedure

The researcher distributed six vocabulary quizzes to both groups to review the material
covered in the course. Only the digital-game-based group received the quiz exercise
through Kahoot!, whereas the paper-based group received the quiz exercise through paper
and pen. Students in the Kahoot! class could see their scores right after the session finished.
Contrastingly, the paper-based group took a similar quiz on paper, but received their results
the following week. The goal of the quiz exercise for both groups was to see how well
students comprehended the vocabulary. The researcher informed the students that the
results of those quizzes had no relevance to their grades, but the scores from the post-test
would be collected and calculated for grading purposes within the current course. The
post-test was given to both groups after six weeks of intervention. A pre-test was also given
to both groups to ensure that their vocabulary levels were similar. The same post-test was
given to both groups to determine which learning strategy was more effective.

2.3. Instruments

A total of 30 questions were created for both the pre- and post-vocabulary tests, which
were administered six weeks apart. To ensure the reliability and validity of the tests [25],
they were reviewed and modified by two experts from the Applied English Department at
Chaoyang University of Technology. The validity and reliability of the tests were calculated
using the KR-21 formula, and the results indicated a score of 0.78.

The questionnaire was distributed to both groups of students after the intervention.
The questionnaire included 11 items on a 5-point Likert scale, and the students were
requested to complete it. Cronbach’s coefficient alpha was determined to evaluate the
reliability of the questionnaire. The reliability value in the digital-game-based group was
0.92 and 0.84 in the paper-based group, which were excellent and acceptable for a measure
of the 11 items.

3. Results

3.1. Comparison of Gain Score

Standard deviation and mean were calculated for students’ results of pre-and post-
tests in the two groups. Independent sample t-tests and analysis of variance were used to
compare the digital game-based and paper-based groups. The t-test was used to demon-
strate statistical differences between the mean scores of the two groups. The result is
presented in Table 1.

Table 1. Comparison of the pre-test between the digital-game-based group and paper-based group.

Group N Mean SD t. Value f Sig. (Two-Tailed)

A 19 45.26 9.949
0.135 1.352 0.978B 19 45.00 13.170

Table 1 demonstrates that the digital-game-based group and the paper-based group
had a similar mean score on the pre-test (45.26 and 45.00, respectively). The results indicate
that the value of significance (two-tailed) was 0.978, exceeding the significance level of 0.05,
implying that there was no statistical significance between the two groups. Therefore, the
results of both groups were statistically the same. After six weeks of implementing the two
strategies, the average score of the students who used digital-game-based learning was
63.11, while the average score of the students who used paper-based learning was 61.16.
The significance value (two-tailed) was 0.662. The mean scores for both groups significantly
improved; however, there was still no significant difference between the two groups, as
shown in Table 2.
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Table 2. Comparison of the post-test between the digital-game-based group and paper-based group.

Group N Mean SD t. Value f Sig. (Two-Tailed)

A 19 63.11 12.849
0.441 0.655 0.662B 19 61.16 14.338

Table 2 shows that there was no significant difference between the students who took
digital-game-based quizzes and paper-based quizzes during the six weeks of intervention.

3.2. Student Perception toward the Digital-Game-Based Quiz (Kahoot!)

Among the items evaluated (see Appendix A), the students’ highest perception was
for Item 1 (“I find the Kahoot! quiz exciting, interesting, motivating and funny”) and Item 3
(“Getting a good grade in every quiz in the class is the most satisfying thing for me”), with
a mean score of 4.21. Conversely, the lowest mean score was for Item 6 (“The Kahoot! quiz
does not give any chance to cheat”), with a mean of 3.47. Table 3 presents the percentage
and mean score of each item assessed.

Table 3. Student perception results for the digital-game-based quiz (Kahoot!).

Item
Strongly Agree Agree Neutral Disagree Strongly Disagree

Mean
% N % N % N % N % N

Q1 37% 7 58% 11 - - - - 5% 1 4.21
Q2 26% 5 68% 13 - - - - 5% 1 4.11
Q3 37% 7 53% 10 5% 1 5% 1 - - 4.21
Q4 26% 5 58% 11 5% 1 11% 2 - - 4.00
Q5 11% 2 58% 11 16% 3 16% 3 - - 3.63
Q6 16% 3 26% 5 47% 9 11% 2 - - 3.47
Q7 11% 2 58% 11 16% 3 16% 3 - - 3.63
Q8 21% 4 58% 11 11% 2 5% 1 5% 1 3.84
Q9 16% 3 58% 11 16% 3 5% 1 5% 1 3.74
Q10 16% 3 58% 11 16% 3 11% 2 - - 3.79
Q11 16% 3 68% 13 5% 1 11% 2 - - 3.89

3.3. Student Perception toward the Paper-Based Quiz

Student perception was the highest for Item 3 (“Getting a good grade in every quiz in
the class is the most satisfying thing for me”), with a mean of 4.42, and the lowest mean was
3.47 for Item 11 (“Getting late results and feedback from the paper-based quiz unmotivated
me”). The percentage and mean of each item are presented in Table 4. All the items for
paper-based quiz is presented in Appendix B.

Table 4. Student perception results for the paper-based quiz (Kahoot!).

Item
Strongly Agree Agree Neutral Disagree Strongly Disagree

Mean
% N % N % N % N % N

Q1 16% 3 68% 13 16% 3 - - - - 4.00
Q2 11% 2 68% 13 21% 4 - - - - 3.89
Q3 47% 9 47% 9 5% 1 - - - - 4.42
Q4 32% 6 37% 7 26% 5 5% 1 - - 3.95
Q5 5% 1 74% 14 16% 3 5% 1 - - 3.79
Q6 16% 3 58% 11 16% 3 11% 2 - - 3.79
Q7 11% 2 84% 16 5% 1 - - - - 4.05
Q8 5% 1 63% 12 32% 6 - - - - 3.74
Q9 5% 1 47% 9 47% 9 - - - - 3.58
Q10 16% 3 37% 7 37% 7 5% 1 5% 1 3.53
Q11 5% 1 42% 8 47% 9 5% 1 - - 3.47
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4. Conclusions

There was no significant difference between the scores of the students who used
digital-game-based learning (Kahoot! Quiz) and paper-based learning, but both groups
showed an improvement in the post-test compared to the pre-test. The digital-game-based
group showed more improvement after the intervention. The students were motivated
to achieve better grades on every quiz based on the questionnaire results. In the digital-
game-based group, the students believed that cheating was not possible in Kahoot! quizzes
(Item 3), whereas the students in the paper-based learning group felt demotivated waiting
for the results each week. It is challenging to determine which strategy was better based
on the responses and results of both groups. Further research is necessary to evaluate the
perception of these strategies, as this 6-week intervention could not demonstrate significant
differences, indicating the need for a further extended intervention.
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Appendix A

1. I find the Kahoot! quiz exciting, interesting, motivating and fun.
2. I feel positive when using the Kahoot! quiz.
3. Getting a good grade in every quizzes in the class is the most satisfying thing for me.
4. The Kahoot! quiz is more challenging than the paper-based quiz.
5. I feel that the Kahoot! quiz was familiar and simple to complete.
6. The Kahoot! quiz does not give any chance to cheat.
7. The Kahoot! quiz technique enables me to learn better.
8. I want this technique to be used in other courses.
9. I prefer taking the quiz online through Kahoot! to a paper-based quiz.
10. The Kahoot! quiz environment is appropriate and convenient for test-taking.
11. Getting immediate results and feedback from the Kahoot! quiz system motivates me.

Appendix B

1. I find the paper-based quiz exciting, interesting, motivating and fun.
2. I feel positive when using the paper-based quiz.
3. Getting a good grade in every quiz in the class is the most satisfying thing for me.
4. The paper-based quiz is more challenging than the online quiz.
5. I feel that the paper-based quiz was familiar and simple to do.
6. The paper-based quiz does not give any chance to cheat.
7. The paper-based quiz technique enables me to learn better.
8. I want this technique to be used in other courses.
9. I prefer taking the paper-based quiz to an online quiz.
10. The paper-based quiz environment is appropriate and convenient for test-taking.
11. Getting late results and feedback from the paper-based quiz unmotivated me.
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Abstract: We analyze the reports and comments in newspapers on e-sports using T.A. van Dijk’s
news discourse and discuss how Chinese newspapers present the configuration and the construction
of e-sports. The method of reporting e-sports follows the viewpoints of cyber games. Such viewpoints
regarding e-sports as cyber games in media-meditated communication are socially accepted. Through
the presentation of these viewpoints, a model of the coverage of e-sports is constructed. E-sports
have gained government support, and the media constructs an image of e-sports as an information
technology industry because of their technological nature.

Keywords: e-sports; cyber game; image study

1. Introduction

E-sports have emerged and developed rapidly on a global scale. With internet-based
games as the core, competitions in e-sports have become a global industry. For example, the
World Cyber Games (WCG) represent one of the world-class e-sports competitions, orga-
nized by the South Korean government and Samsung with worldwide recognition. E-sports
have been developed in China for more than ten years. Using electronic software, the game
sets an environment for competitive battle, emphasizing fairness. The games in e-sports
require sophisticated skills that require mental and physical abilities for self-fulfillment.
These abilities include hand–eye coordination, operational accuracy, multitasking under
time limits, and others. Psychological abilities such as rapid response capability, precise
analysis, low anxiety under stress, and tactics are also essential in e-sports. In 2003, the
Chinese State General Administration of Sports listed e-sports as one of the 99 official
sports. However, the e-sports movement in China does not measure up with other sports.
The players lack systematic support and usually seek sponsorship independently. Players
who wish to compete in international competitions sometimes give up due to visa issues.
This occurs because a number of players participate in illegal cyber games for prize money
on behalf of their country. Thus, China has a peculiar administrative system. Athletes of
e-sports belong to the state and their club. Although the players compete abroad on behalf
of themselves or sponsors, they compete for the country as well. Since this is a new field,
many provisions have not yet been introduced, compared to other sports. Moreover, there
is not much support, a factor which is related to traditional Chinese social values.

Chinese parents consider e-sports and gaming as improper professions and think
winning championships does not ensure a future. Traditional values still lead people to
believe that the right path for their children is to study and that playing games is just for
entertainment. The media’s attitude toward e-sports also follows parents’ stereotypes. They
tend to regard playing cyber games as an “Internet addiction” that endangers physical and
mental health. In 2004, China’s State Administration of Radio issued the “Prohibition on
broadcasts on cyber games notice”, restricting the broadcasting of cyber game programs.
This has caused the general public to perceive e-sports as negative. Although Chinese
society is gradually diversifying, the atmosphere has changed since ten years ago. Parents

336



Eng. Proc. 2023, 38, 80

are beginning to understand e-sports owing to their innovative campaign and being a
profitable industry. Thus, we attempt to answer the question ‘How can the Chinese media
shape the image and social values of e-sports?’ in this study.

2. Literature Review

2.1. Categories of Cyber Games

There are many types of cyber game platforms. The first includes console games that
need additional monitors and machines or devices such as a cassette, CD, or other storage
media to play arcade games, street fights, Dance Revolution, Taiko, and many other games.
The consoles include Nintendo’s NES and Wii, Sony Play Station, and Microsoft’s Xbox.
There are handheld game consoles that are compact in shape and lightweight, such as
Nintendo’s Game Boy and Sony’s Play Station Portable (PSP). Personal computers are also
a type of console with a keyboard, mouse, and other external devices used mainly to play
online games via the internet. Online games are classified into three types. The first one is
the web game, with a web-style interface. Plants vs. Zombies, Happy Farm, and Angry
Birds are web games. The second one is multiplayer role-playing games that accommodate
numerous online players at the same time with real-time interactions through conversations.
Due to the sense of belonging to the community and online dating features, this type of
game has gained much popularity. The third is LAN games, for which a computer is set
up as a temporary game server while other computers involved in the game connect to
the host. The server computer acts as a client and a server while in charge of handling
the game data. Such games are restricted to a given number of players at a time. The
players cooperate or compete with each other, and the e-sports events are mostly carried
out through such games.

2.2. Concept of e-sports

There is no academic definition for e-sports thus far. The only difference between
e-sports and playing online games is the inclusion of competition. Thus, the concept must
be elaborated to differentiate e-sports from simple game playing. E-sports are intellectual
competitions using software and hardware. Through exercise, players are trained to
improve cognitive ability, responsiveness, hand–eye coordination, determination, and
teamwork. In fact, similar to other sports, e-sports are focused on professionalism with an
emphasis on physical and mental exercise and teamwork. There are obvious differences
between e-sports and cyber games.

Online games are essentially for leisure and entertainment. In a virtual environment,
users play virtual characters to pursue what cannot be done in reality and to experience
the enjoyment of playing other roles. In the early stage of the game, the amounts of money
and time spent in each level of the game are pre-designed. Thus, regardless of the player’s
technical ability, the only requirement is to comply with the rules of the game. If players
invest more money in the game, they can be upgraded to the next level faster in order to
gain advantages over general players. In e-sports, there are no such shortcuts. Players
only rely on their skills, because e-sports involve fierce competition. Similar to traditional
sports, e-sports players must improve their speed, response, and handling of the electronic
equipment through hard work performed daily and drills to obtain good results. Since the
opponent is a human, there is no way to predict what the opponent will do next.

The current global e-sports tournament events consist of four main categories: FPS
(First-Person Shooter), RAC (Race Game), RTS (Real-Time Strategy), and MOBA (Multi-
player Online Battle Arena). In this study, online games are also included, considering the
historical development of e-sports.

2.3. Image of e-Sports in Media

An Image is interpreted as a mental representation or attitude. When we see an object,
its image is retained in our memory even after this object is out of sight. This memory of
an image is recalled when a similar object appears. Lippmann stated that people cannot
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come into contact with every person or thing [1]. Boorstin explained that an image of
any object (especially a person) is an artificial impression or reproduction of an external
form [2].To cope with this situation, people need to develop a simplified cognitive process
to group things with the same or similar qualities together and create a set of images.
Then, people use this image to assess the memory of the group. Lippmann believed that
images are pictures in minds, similar to a map. An image influences perception of people
and things and their roles and positions in society. For people who do not experience
things directly, images that the media shapes and forms become critical. Many empirical
studies have found that the mass media have the power to shape an image for the public.
The relationship between real sport and its digital adaptation is significantly influenced
by technological advancements [3]. E-Sports is not only about the computer games and
playing itself, but it can also serve as a means of satisfying various needs [4]. From the
communication point of view, the media is an important tool for the construction of reality.
When reproducing social events or issues, the media select, edit, and dramatize them based
on their standards and rules.

3. Study Design

To analyze the image of e-sports in newspapers, we use the topic derivation method
of T.A. Van Dijk’s news discourse qualitative analysis of materials. T.A. Van Dijk analyzed
the three macro-rules of news discourse: deletion, generalization, and construction. The
study design for this research is as follows.

The research object in this study was the “China Core Newspapers Full-text Database”.
e-Sports were recognized by the Chinese State General Administration of Sports as one of
the 99 official sports in 2003, and the “Prohibition on broadcasts on cyber games notice”
was issued by China’s State Administration of Radio in 2004. Search results confirmed that
e-sports coverage by the media has increased significantly since 2004. In 2001, there was
only 1 report, but 14, 42, and 102 reports were found in 2002, 2003, and 2004, respectively.
Thus, data for this research were retrieved from the reports published from 1 January 2005
to 31 December 2014. We searched the database with the keyword “e-sports” and excluded
any unrelated e-sports reports. In total, 575 reports were collected as a result.

The collected reports were encoded with dates, press numbers, newspaper companies,
and layouts. The Chinese media is different from those of other countries because of the
party newspaper. In previous studies, party newspapers were rarely taken into account.
Referring to the previous literature, we calculated the frequency of adjectives used to
describe the image of e-sports in the media. The adjectives were classified into positive
and negative ones to code for the analysis. Before analysis, we randomly selected and
coded 50 reports, accounting for 8.7% of all reports. The pilot coding result showed 86%
credibility based on mutual consent among experts.

4. Results and Discussion

4.1. Numbers of Reports

The numbers of reports on e-sports published in the media from 2005 to 2014 are
85 (in 2005), 110 (2006), 87 (2007), 82 (2008), 47 (2009), 46 (2010), 37 (2011), 8 (2012), 36 (2013),
and 37 (2014). The number of reports increased from 2005 to 2008 but has decreased since
then. In 2008, Beijing hosted the Olympic Games. Since e-sports are included in the official
competitions in the Olympic Games, the media has not paid much attention to them since
2008. In 2006, “People’s Daily” had four reports on e-sports, which was the highest number
of reports by the newspaper since 2003, when e-sports became an official sport. “People’s
Daily” usually speaks for the government’s attitude on certain topics. Reports in 2006
reflected the government’s policy for e-sports. The largest number (14) of reports were
published in the “Chengdu Daily”, as the world’s largest e-sports platform, Global Gaming
League (GGL), was held in Chengdu in 2008. In 2012, due to instability and uncertainty with
respect to clubs, well-known players retired. Even though the Association of China e-Sports
was founded by professional e-sports players to promote the development and support of e-
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sports clubs and professional players, clubs disappeared due to reduced sponsorship. With
their dual nature of games and sports, e-sports again faced the challenges of social values.

4.2. Content of Reports

A total of 40 newspapers published 575 reports on e-sports content. “Chengdu Daily”
published 6.6% of the total number of reports, “China Information World” 4.7%, “China
Culture Daily” 4.2%, “Science and Technology Daily” 4.2%, “Beijing business daily” 3.7%,
“China Press and Publishing Journal” 3.1%, “China Sports Daily” 3.1%, “Computer World”
2.8%, “Popular Science news” 2.6%, “Popular Computer Weekly”, 2.4%, “Beijing daily”
2%, “Guang Ming Daily” 1.7%, and “Computer Partner World” 1.7%. Based on the content
analysis, the following trends were found: (1) Within a decade, words describing e-sports
in the newspapers became neutral, while negative adjectives were used more than positive
ones. This shows that the media coverage of e-sports was one of misunderstanding with
prejudice, which caused the public to have no exact understanding of e-sports. (2) The
reports revealed the lack of awareness and professionalism in e-sports. (3) The government
did not support the development of the e-sports industry, but the local governments of
Chengdu and Sichuan Provinces did for their local events. (4) The number of reports
in online newspapers was greater than that in sports newspapers. Compared to sports
newspapers, online newspapers paid more attention to e-sports and considered e-sports as
an extended form of the IT industry rather than a sport.

5. Conclusions

The stereotype positing that “Learning is the noblest of human pursuit” has been
accepted, as traditional scholars have influenced people for a long time. Such a philosophy
is engrained in the education system and media campaigns. Chinese society has become
muted to such a philosophy. As a result, family and society limit themselves in choosing
a new way of life, which hinders the development of e-sports. The definition of Chinese
newspapers and social media differs from that of Western newspapers. To some extent,
the Chinese media represents the official governmental views. In this situation, people
involved in organizing e-sports games have been excluded from official mainstream media
coverage, and it has not been easy for them to draw the attention of the media and gain
government support. For the Chinese Government to develop e-sports, the media needs
to overcome the stereotypes of e-sports and have a more positive outlook on this issue.
Otherwise, permanent negative stereotypes will remain, further affecting the perception
and values of e-sports in the future and consigning it to be an underdeveloped sport.

Similar to track and field sports during the agricultural era and motorsports during
the industrial era, the world can foresee the potential of e-sports and is investing in the
development of this high-value sport. e-Sports have a positive impact on the development
of the technology industry. Therefore, the technology industry needs to improve the
performance of hardware and organize sound competition. In China, the media portrays
online games with a negative image. If a member of a Chinese family plays e-sports as a
lifelong career, the family and society will oppose it. It is necessary to advertise the fact
that e-sports are not just for entertainment but represent a new industry and sport which
need to be campaigned for by the mass media.
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Abstract: In modern education, it has been generally believed that the most important responsibility
of educators is to awaken the ability of students. It is a general goal to develop the students’
comprehensive knowledge and practical skills in majoring in animation at universities. Thus, we
investigated the effects of learning to understand the social significance of the academic ability and
technical skills of graduates. Then, we reviewed the teaching methods in animation and analyzed
the uniqueness and complexity of teaching to understand the evolutionary communication method
and their complementary resources. We propose a creative method to gradually promote teaching
animation. Through the experiments used in the course, the teaching effects were compared. The
result of this research provides educators with a reference for developing a method of teaching
animation.

Keywords: animation teaching method; complementary resources; creative ability training

1. Introduction

The purpose of this research was to analyze the problems of animation education in
universities and propose an education program. According to the Undergraduate Specialty
Catalogue of Higher Institutions, animation is a major offered by the Department of Drama,
Film, and Television under the discipline of art. Recently, economic and technical factors
have been introduced into the animation major, which has a great impact on education
in both colleges and universities. Teaching methods, training of animation skills, and
graduates’ works have been used as corresponding measures for the future development
of animation education.

Modern college education advocates for teachers to awaken the power of students
and the society needs college students to have the proper knowledge and skills in physical
and mental health [1]. Animation education in colleges and universities must consider
the importance of professional training, and at the same time, help students to develop
their self-confidence, self-esteem, independence, honesty, and enthusiasm quality, and
thus, students can develop both professional skills and independent thinking. Standards
for teaching quality have been established with a normative and referential significance
for animation teaching. In the National Standards for Teaching Quality of Animation, Digi-
tal Media Arts, and Digital Media Technology, animation education has been defined as a
cross-disciplinary specialty that serves social development and cultural construction, and
embodies the deep integration of science and art. This document reveals the requirements
for backbone courses, class hours, credits, graduation works criteria, and others, which
objectively guides educators to teach the comprehensive knowledge and practical skills
in the direction of talent training in both colleges and universities. At the same time, ani-
mation education in universities is different compared to those in specialized art colleges.
Therefore, it is necessary to understand the situation of animation education in universities
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to implement these teaching methods and help students develop and use their practical
skills and knowledge across different fields.

2. The Situation of Current Students

At present, many colleges and universities offer animation majors in addition to spe-
cialized art colleges with their resources. For example, at Tianjin University, the animation
major has been set in the Intelligence and Computing Department of the faculty of engi-
neering. In the Communication University of China and Tongji University, an animation
major has been set in the faculty of information and media. At Nanjing Normal University
and Northeast Normal University, an animation major is offered in the faculty of normal
art education. Southeast University, Jinan University, Wuhan University of Technology,
and Tan Kah Kee College, Xiamen University all offer animation majors in the faculty of art
and design.

Students majoring in animation in universities are enrolled with fine art skills and
graduate with a comprehensive knowledge of art, engineering, cultural communication,
performance, and film with a Bachelor of Arts. Students are required to undertake an exam-
ination for drawing, color representation, sketching, and on-site creation in the animation
major course. In universities, the comprehensive quality is focused on admissions with aca-
demic scores and art exam scores. The admission of students in animation majors is based
on the total score calculation. Students’ final score is calculated with different proportions,
which differ across the universities. For example, the sum of 40% of the academic subject
score and 60% of the art exam score are considered or vice versa. Several universities attach
importance to the personality of candidates from different provinces and subsequently
adjust the calculation proportion according to it. Different calculations by universities
are related to different needs or understanding of the learning ability of science, artistic
expression, culture, and others required for animation majors. This admission method may
add the requirements and expectations of practical training and graduation works, which
has also been reflected in the curriculum structure as shown in Table 1.

Table 1. The curriculum structure of Tan Kah Kee College, Xiamen University.

Course Category Required Hours Credit Hour Ratio Credit Ratio

Skills education
Required course 986 34 29% 22%

Elective course 102 6 3% 4%

General education
Required course 442 22 13% 14%

Elective course 225 12 7% 8%

Professional education
Required course 1121 58 33% 37%

Elective course 474 23 14% 15%

Total by category

Required ourse 2549 114 76% 74%

Elective course 801 41 24% 26%

Specialized course 1595 81 48% 52%

Non-specialized course 1755 74 52% 48%

Theory section 1207 72 36% 46%

Practice section 2113 83 64% 54%

Total 3320 155 100% 100%

3. Diversity of Animation Teaching Methods

3.1. Inspirational Teaching and Active Learning

Inspirational teaching and emphasis on active learning must be the focus of education
methods for animation majors in universities. Most high-school art students learn realistic
drawing, color representation, and other related skills through traditional art training.
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Repetitive art training has a significant effect on drawing skills in terms of muscle memory
and visual imitation, through which students can produce stereotyped and modeled works
in a short period of time. However, this repetitive and imitative learning makes training
arise without interest and thinking and makes students lazy and passive in learning as a
result, which cannot cultivate personality and style. Thus, few art students are interested
in art theories and appreciate different artworks or stories outside the classroom, and after
they enroll in the animation major at university, they lack creativity and interesting thinking.
Confusion and difficulties from students can be felt, as it is hard for them to continue the
simple and imitative drawing habits that they gained during their past training. They
need to understand that creating animation requires script writing, planning, directing,
performing, and sound editing, and they must have an interest in these topics. Animation
majors in universities integrate different resources and make use of elective courses for
obtaining different knowledge, such as computing, music, communication, management,
and so on. Based on the knowledge of different disciplines across the university setting,
animation students can gain comprehensive skills, ability, and creative thinking.

3.2. Computer-Assisted Instruction for Creation

Computer-assisted instruction (CAI) was developed in the USA in the 1960s’, which
has had a positive effect on animation teaching today. CAI improves guiding students’
creation. As the core of animation education, teachers need to provide students with a good
environment for creativity and understanding [2].Teachers need to teach and guide the
creation using communication, interaction, and discussion. This teaching process includes
lectures, tutorials, course exercises, technical training, and other activities. Multimedia,
computer technology, hypertext, and design platforms help overcome the shortcomings
of traditional indoctrination and one-sided teaching. CAI shortens the learning time and
improves the teaching quality with an effective strategy. With this system, teachers can pay
close attention to students’ characteristics and learning habits and monitor the creation
process and the final work. During tutoring, teachers can make individual customization
and provide adaptive guidance based on students’ cognition and ability.

3.3. Technical Teaching and Ability Training

For practical teaching, it is better to have 20 students in each class. In technical
teaching, the content and progress for the average level of the class are too easy for excellent
students and conversely too difficult for poor students. Therefore, it is better to instruct
students to learn actively through practice. At the beginning of the teaching process, the
teacher briefly demonstrates the basic steps of the technique on the computer and explains
how it is used in work producing. Then, the teacher guides the students to practice their
skills through creation. By this process, the teacher gradually understands the abilities and
levels of different students through observation and then adjusts the way of technology
demonstration. At the same time, technical teaching must emphasize the combination
of skills and creations to stimulate students’ interest and overcome difficulties. After the
beginning stage of teaching, students can master the basic operation of technical skills
through personalized learning, and then teamwork can be introduced to conduct in-depth
teaching. Teachers organize complementary groups based on student characteristics so
that they can learn from each other in the group and improve their creativity and ability
through cooperation.

4. Relationship between the Teaching Method and Ability Training

Teaching methods and cultivating students’ abilities needs to be unified as a whole and
carried out for students to acquire their knowledge and skills. In ability training, which is
the core of animation teaching, the year one and two courses are offered as the visual study
and professional basis, while the year three and four courses are provided for professional
training and the development of creative thinking, respectively. Visual representation is
taught to shape characters and scenes and express ideas and thinking through images. The
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professional basis is learned for story-telling and the concept of motion. Junior students
need to understand the characteristics of different materials and media through the practice
of artistic thinking for the creation of animation. Senior students need to develop their
ability to conceive and create by finding problems, observing life, forming personal views,
and creating valuable works, such as commercial projects [3].

Courses in years one and two include Animation Modeling to develop observation
and analysis and Animation Representation to develop visual expression. Courses in
years three and four offer Materials and Three-Dimensional practice, Principle of Motion,
Performance and Sound, Scriptwriting and Storyboard, Video Shooting and Editing, CG
software study, and Narrative illustration to practice the ability to observe and investigate
social problems, analyze data, find solutions, propose and produce virtual projects to
comprehensively organize and cooperate with others, and ultimately to achieve the ability
to create animated work

Educators in animation majors must pay close attention to the trends of the creative
industry, grasp and analyze the information related to animation, and discuss the dynamics
of the animation education system. Teachers must keep communicating with each other and
discuss the direction of teaching in courses to maintain the identity of animation education
and effectively convey knowledge and new trends to students. For the effectiveness of
teaching, professors in universities need to practice and carry out projects and research for
guiding and training students for their professions. Furthermore, teachers must understand
the difficulties at each stage of creation and evaluate different creation levels to find the
optimal conditions for the equipment and management systems in teaching.

The integration of animation art with different fields of knowledge is advantageous to
develop students’ capabilities. The professional development model of animation majors is
successful in developed countries, which involves VR design, computer-aided technology,
three-dimensional technology, media art, communication design, video packaging, comics,
electronic music, interaction design, and so on. Such an interdisciplinary education saves
resources, and benefits universities in terms of management and the academic atmosphere
of international, cutting-edge, and scientific disciplines. A flexible and diverse knowledge
framework corresponds to the changes in the market demand for talent. Teachers and
students across different majors need to interact and cooperate flexibly to ultimately in-
troduce new technologies and create new ideas. On the other hand, today’s We Media
and other social platforms emphasize experimentation and creativity, highlighting the
commercial value of personal creation into the market. Therefore, it is necessary to discuss
the new value of synthesis, experiments, and creativity in animation education. It is of great
significance to guide students to understand the concepts of art, culture, tradition, history,
and others and react to innovative industries. We can obtain the advantages of artistic
creativity and technology innovation from the university environment, which objectively
urges the diversity of animation teaching.

5. Conclusions

Animation majors in universities need to make full use of the resources available. The
curriculum must integrate different disciplines of knowledge so that students can develop
their professionalism in a broader vision. The teaching methods must be more flexible
and diverse, using new media and tools, emphasizing the communication and interaction
between teachers and students, and ultimately cultivating comprehensive practical ability
and creative thinking of students. On the education of animation in universities, the
teaching process and methods have been proposed in this study. These proposed teaching
methods need to be constantly evaluated and adjusted by educators considering both
possible criticisms and suggestions.
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Abstract: We investigated the determinants of absenteeism in the Principles of Microeconomics at a
rural state university in Pennsylvania. We apply Poisson statistics and a negative binomial of both
Type 1 and 2 models to estimate absenteeism behavior. All cases have GPA as a significant factor. A
higher GPA reduces the absence rate by 3.2574 times in the NB1 model. It was found that business
majors cut classes significantly less (26.24%) than education majors.

Keywords: attendance; economics education; learning performance factors; academic achievement;
university outcome assessment; regression (statistics)

1. Introduction

Absenteeism is a serious problem for universities and often leads to lower grades and
hence, a high dropout rate. In a state-supported university, increasing rates of class absen-
teeism have been observed. Smaller classes may not be a problem for a typical freshman
when the grades of popular education courses are good to obtain. A student cruises through
less challenging courses without much effort in the wake of ubiquitous grade inflation
due to pressure from the administration. One of the challenging courses for a sophomore
business major is the Principles of Microeconomics, in which absenteeism is detrimental to
a student’s grade. Those who excessively decrease classes end up obtaining a letter grade
of D or E. The subsequent “repeat of the course” or “take it at a community college during
summer” attitudes give rise to an uneasy feeling in the Department of Economics. Before
implementing any policy regarding absenteeism, it is important to analyze student charac-
teristics concerning class attendance. Studies on college student absenteeism are scarce, as
class attendance is generally not mandatory. Despite the proliferation of the applications of
count regression (e.g., ship accidents by [1]; doctor visits by [2]), there seems to be a lack
of application to economic and business education. An interesting application is found
in the study who employed a Probit model in relation to Principles of Finance classes [3].
Another found a significant but small impact of class attendance on the performance of an
introductory statistics class [4].

The most cited study is reported an average absenteeism rate at three major US
universities of 1/3, which was comparable to that reported by Rogers and Rogers (2003) in
Intermediate Microeconomics at an Australian University [5]. Romer found a positive and
significant attendance–performance relationship. Before this, Schmidt (1983) identified a
positive correlation between exam performance and time spent in lectures of an Information
Processing class [6]. Park and Kerr (1990) also detected an inverse relationship between
absenteeism and course grade in a Money and Banking course [7]. In a similar vein, Durden
and Ellis (1995) indicated that attendance had a large and significant effect on performance
when absenteeism is excessive [8]. Devadoss and Foltz (1996) employed a large sample
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(n = 400) in an Agricultural Economics class and found that perfect attendees had higher
average scores than those who cut classes by more than 50% [9].

Marburger (2001) identified a significant correspondence between incorrectly an-
swered questions and missed class on a given date [10]. Kirby and McElroy (2003) exam-
ined the determinants of class attendance (n = 368) and found that working hours and
travel time had a positive but diminishing marginal effect on course grade. In his detailed
model [11], Stanca (2006) found neither a proxy variable nor instrument variable approach
that offered a satisfactory solution to the omitted variable in terms of estimating the ef-
fect of class attendance on course performance [12]. He proposed a panel data approach
(fixed-effect model) to control for the unobservable characteristics of class attendance. Even
though class attendance impacted course performance positively and significantly, the
magnitude was small.

Chen and Lin (2008) applied a randomized experiment approach to a Public Finance
course and found between a 9.4 and 18% improvement in exam performance on average
due to attending lectures [13]. The randomized design has the advantage of providing
treatments (cause) and responses (effect) understood by social scientists. It also has non-
response and selection bias for the experiment. Arulampalam et al. (2012) provided a
quantile regression model in an attempt to differentiate the unobserved characteristics
relating to class attendance [14]. They found that students in upper quantiles prevailed
in terms of the negative absenteeism–performance relationship. When students in UK
universities cannot understand the lecture, the difference in learning outcome, regardless
of attending class or not, is small.

The above-mentioned result has a common problem. Absenteeism is rarely exogenous
despite the efforts to alleviate the instrument, proxy variable approach, panel data, or
quantile regression. To solve the problem, Self (2012) applied a negative binomial model to a
Principles of Macroeconomics course at a Midwestern university [15]. The results indicated
certain factors, including seniors, morning classes, and male students. An attendance policy
has a significant impact on the absence rate. However, the model specification test did not
directly estimate the impact of GPA or other variables on the absence rate. In this paper, we
employ three types of count regressions: Poisson, negative binomial Type I, and Type II to
focus on the impact of different majors and GPA on the absence rate.

2. Data and Methodology

To reduce the variations due to faculty- and text-specific factors, we employed a data
set from one of the authors who had taken attendance in Principles of Microeconomics
(or ECON 212) and used the same text as that of Clarion University, one of fourteen state-
supported university systems in Pennsylvania. The school of business has been accredited
by the AACSB since 1998, with an enrollment of approximately 650, about 1/10 of the
university’s enrollment. It serves the educational needs of residents who are largely from
the region. We used the data of 604 students, computerized student transcript records
of Clarion University from a course in the sample period to minimize exogenous factors
consistently. Only those students who received final grades in ECON 212 were included in
the sample.

For the number of absences in ECON 212, count regressions are the ideal analysis
method. That is, the rate of absence is no longer assumed to be exogenous. The most
commonly used count regression models are Poisson and negative binomial types [7]. We
first considered the Poisson regression model in which yi (the number of absences) is drawn
from a Poisson distribution.

P(Yi = yi/xi) = e−λi λ
yi
i /yi! (1)

where the expected number of events (absence) given xi is λi. The most common form for
λi is as follows:

E(yi/xi) = λi = ex′i β (2)
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or ln λi = x′i β (3)

Using Equation (3), we formulate the Poisson model as below.

ln E(yi/xi) = ln λi = x′i β (4)

where xi contains GPA, GENDER, MAJOR1, MAJOR2, and MAJOR3. GPA is a continuous
variable on a 4-0 scale. GENDER = 0 for male students, and it is 1 for female students.
MAJOR1 = 1 for business majors, and it is zero otherwise. MAJOR2 = 1 for arts and science
majors, and it is zero otherwise. MAJOR3 = 1 for business information majors, and it is
zero otherwise. The reference group for the three MAJOR dummies is education majors.

Given that the log-likelihood function is concave and that rapid convergence is
achieved, the Poisson regression model is computationally efficient with the asymptotic
covariance for parameter estimates of

[ ∑
i

μ̂ixix
′
i ]

−1 (5)

where μ̂i is the expected value of the Poisson distribution.
Thus, it has become a popular choice in modeling count regressions in accident

analysis and the number of times a patient visits a doctor. A Poisson model has a restrictive
assumption in which the average and variance of yi must be the same. When the variance
exceeds the average, a case of overdispersion occurs. Cameron and Trivedi (1998) suggested
the use of negative binomial (NB) models for robust estimators and bootstrap approaches.
Table 1 suggests the following results based on the Poisson regression model. First, GPA
is negatively related to absenteeism, with a p-value of 0.000. Second, different from Self
(2012), gender is not a significant determinant in explaining absenteeism (p = 0.275) [15].
In general, female students tend to cut fewer classes than male students (β̂2 = −0.078).
Third, the students of a business major cut classes significantly less than those of education
(p = 0.000) and arts and sciences majors (p = 0.107).

Table 1. Estimated results of the Poisson regression model.

Variable Estimate Standard Error t-Statistic p-Value

C 3.54371 0.158480 22.3606 [0.000]
GPA −0.639844 0.057290 −11.1684 [0.000]

GENDER −0.077989 0.071515 −1.09052 [0.275]
MAJOR1 −0.333574 0.087194 −3.82565 [0.000]
MAJOR2 −0.135093 0.083797 −1.61215 [0.107]
MAJOR3 0.069834 0.121339 0.575528 [0.565]

n = 604, mean of dependent variable λ̂ = 5.09768; standard deviation of dependent variable = 4.66226; Log-
likelihood = −487.896.

The negative binomial model type 1 (NB1) assumes the variance wi is a linear function
or a multiple of the mean λi or

wi = (1 + α)λi (6)

The negative binomial model type 2 (NB2) assumes the following quadratic relation.

wi = λi + α λ2
i (7)

As both NB1 and NB2 are considered to be a generalization of the Poisson model and
are available in many econometrics, a common practice is to run the Poisson, NB1, and
NB2 models before choosing the optimal one. Tables 1–3 report the estimated results for
the three models.
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Table 2. Estimated results of the NB1 regression model.

Variable Estimate Standard Error t-Statistic p-Value

C 3.57134 0.162156 22.0241 [0.000]
GPA −0.650996 0.056559 −11.5100 [0.000]

GENDER −0.084488 0.067383 −1.25385 [0.210]
MAJOR1 −0.304356 0.083130 −3.66121 [0.000]
MAJOR2 −0.134290 0.082046 −1.63677 [0.102]
MAJOR3 0.042738 0.111408 0.383616 [0.701]
ALPHA α 2.75437 0.250689 10.9872 [0.000]

n = 604, λ̂ = 5.09768, standard deviation of dependent variable = 4.66226, Log-likelihood = −1561.95.

Table 3. Estimated results of the NB2 regression model.

Variable Estimate Standard Error t-Statistic p-Value

C 3.72674 0.196303 18.9846 [0.000]
GPA −0.710946 0.066194 −10.7403 [0.000]

GENDER −0.080952 0.073221 −1.10558 [0.269]
MAJOR1 −0.336069 0.089712 −3.74609 [0.000]
MAJOR2 −0.090736 0.091299 −0.993831 [0.320]
MAJOR3 0.090447 0.127622 0.708713 [0.479]
ALPHA α 0.542145 0.046782 11.5888 [0.000]

n = 604, λ̂ = 5.09768, standard deviation of dependent variable = 4.66226, Log-likelihood = −1571.54.

3. Results and Discussions

The results in Table 1 suggest that the average and variance of the dependent variable
(numbers of absence in ECON 212) differ significantly. The average of λ̂ = 5.09768 is much
less than variance ŵ = 21.7367. The larger variance suggests that several students in the Eco-
nomics Department reduce classes excessively. Grade inflation allows a student to maintain
a GPA of 2.0 to stay in university. The overdispersion is analogous to heteroscedasticity
in the OLS model. For a known variance specification, we correct the problem by using
the NB1 model, where the variance of the dependent variable is a multiple of its average.
Table 2 shows that the results are similar to those of the Poisson model. GPA remains
significant in the NB1 model (p = 0.000). The negative coefficient of −0.651 indicates that
GPA and the number of absences is significantly and inversely related. That is, the higher
the GPA, the less class absence. The magnitude of the relationship for an average student
can be derived from Equation (2) or

∂E(yi/xi)

∂xi
= λi β̂i = 5.09768 ∗ (−0.639) = −3.2574 (8)

If GPA is increased by one unit, the expected number of skipped classes is reduced
by 3.2574. A student with GPA = 2 cuts 3.2574 classes more than a student with GPA = 3.
Missing classes for over one week and a half have a noticeable impact on performance in
Principles of Microeconomics.

Female students have a decreased tendency to reduce classes (p = 0.21). The same
trend is also observed in the Poisson model (p = 0.275). We surmise that female students at
the university are more conscientious in the Principles of Microeconomics course than male
students. In the Poisson model, MAJOR1 (business major) is significant in the NB1 model.
A business major has less tendency to reduce classes than the reference group (education
majors) (p = 0.00). It means that students of an education major feel difficulty and lose
interest in the Principles of Microeconomics. The same trend is observed for the students
of arts and science majors. The students of business information science seem to have a
similar trend as those of education majors in terms of absenteeism.
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The difference in the expected rate of absence between majors is evaluated by using
Equations (2) and (6).

λi(MAJOR1 = 1)
λi(MAJOR1 = 0)

=
ex′β(MAJOR1=1)

ex′β(MAJOR1=0)
=

ex′β−0.304356

ex′β =
1

e0.304356 = 0.7376 (9)

where −0.304356 (Table 2 of the NB1 model) is the estimated coefficient on the dummy
variable MAJOR1. In total, 73.76% of the students of business majors did not take Principles
of Microeconomics, while those of education majors take 26.24%.

Similar for arts and sciences majors, the ratio of the absence rate is as follows:

λi(MAJOR2 = 1)
λi(MAJOR2 = 0)

=
1

e0.13429 = 0.8743 (10)

The absenteeism rate for the students of arts and sciences majors is 87.43% of those of
education majors.

The overdispersion is tested with the estimated coefficient on α (Wald test). In the case
of the NB1 model, a p-value of 0.000 leads to the rejection of H0 : α = 0. In addition, the
value of α is 2.75437 implies considerable overdispersion (Cameron & Trivedi, 1998, pp
78–79). It is tested by using the LR test, and the result shows the difference in the fitted
log-likelihoods of the Poisson and NB1 or −2 ∗ (−1561.95 + 487.896) = 2148.1, which far
exceeds the critical value of x2. Both test results indicate that the overdispersion problem
precludes the Poisson regression model due to a small group of outliners (excessively
cutting classes).

Table 3 presents that GPA is a factor in explaining the absenteeism problem but
remains an insignificant predictor. MAJOR1 remains the same as in NB1. MAJOR2 becomes
significant (p-value of 32%), and MAJOR3 remains insignificant. The Wald test α indicates
the NB2 is appropriate for the Poisson model in terms of the overdispersion problem. The
choice between the two negative binomial models is important for the LR test as the Wald
test gives indistinguishable results. Since the log-likelihood function of the NB1 model
gives a slightly larger value than that of the NB2 model (−1561.95 > −1571.54), we opt for
the NB1 model in analyzing the student absenteeism problem at this university.

4. Concluding Remark

Decreasing the attrition rate in public universities is of primary concern to their sur-
vival. Declining enrollment, especially in rural areas, causes many problems. A proper
policy cannot be effectively implemented without understanding the factors that affect
absenteeism. As a majority of college professors do not take attendance, the issue remains
unresolved. We applied the Poisson, NB1, and NB2 regression models to analyze the prob-
lem. All of the models indicate that GPA is inversely related to absenteeism in Principles
of Microeconomics classes. In particular, one unit of GPA is expected to reduce absences
by 3.2574 in the NB1 model. In the NB1 model, the students of business majors reduce
26.24% more classes than those of education majors. Due to an overdispersion problem,
the Poisson model is inappropriate. A large variance in the number of absences exceeds
its corresponding average (21.7367 > 5.09768). The overdispersion problem leads to the
question of whether one should implement a mandatory attendance policy. Low-students
become disruptive and hence jeopardize the overall welfare of the entire class. The students
ought to have the freedom to weigh the positives and negatives between the marginal gain
in course performance and attending the class. The overdispersion (excessive cut) problem
is found in the NB1 and NB2 models. The LR test indicates that the NB1 model has a slight
advantage over the NB2 model. The explanatory variables that determine the number of
cut classes are GPA, MAJOR1, and MAJOR2 (marginally significant). Female students tend
to cancel the Principles of Microeconomics noticeably. The efforts should thus be focused
on those with low GPAs in business information science and education majors.
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Abstract: Based on the public participation geographic information system (PPGIS), the research
platform is designed to facilitate and provide a basis for public participation. The platform includes
the application of three core links: information acquisition, planning participation, and decision-
making participation. To solve the problems in the planning and design of the micro-public space
in China’s urban and rural planning system, the renewal practice of the micro-public space in Jimei
College Village, Xiamen, China was used as a study case to explore how the mixed-PPGIS can be
applied to micro-public space renewal by promoting the realization of “public participation”. The
research results show that the mixed-PPGIS is a combination of technical methods that leads to the
improvement of bottom-up participatory planning. At the same time, the importance of “people” in
the mixed-PPGIS construction was emphasized.

Keywords: mixed-PPGIS; micro-public space; Jimei College Village; renewal

1. Introduction

A micro-space refers to a specific space available in daily life from the perspective of
geography. The concept of the vest-pocket park, the neighborhood park, and the pocket
park was subsequently applied to the micro-public space [1]. Marcus and Francis described
humanized space in which public spaces serve users at different times, ages, and habits [2].
Definitions of an urban micro-public space vary according to its size. The scale of urban
micro-public space is usually small, ranging between 300 and 5000 m2 with several types
including street parks, small-sized squares, community parks, stadiums, and others. Its
main function is to be present in the residents’ daily lives. Micro-public spaces with
frequent use are mostly located in areas with excellent accessibility and large demands and
requirements of residents [3].

Various problems exist in the planning and design, construction, use, and management
of micro-public space due to the lack of responsibility of the personnel working in the
current urban and rural planning system. Dong et al. described the planning and design
principles of urban micro-public space as “embedding, fixing, and public participation” [3].
Comprehensive research and in-depth analysis of the major issues for micro-public space
have been conducted only by a limited number of professionals. Many scholars have pro-
posed renewed practices of micro-public spaces, combining digital participation platforms.

In the Zhonggulou District of Beijing, China, the Zhonggulou community public
participation platform was combined with WebGIS and Baidu Map for the process of
the reconstruction of the district to provide interactive channels for diversified social
cooperation and community participation. Xiang proposed the planning of a micro-public
space for Xiling community, Yichang, Hubei, China, through data collection, sorting, and
analysis with a PPGIS platform based on public participation in the new era [4]. Peng et al.
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designed the micro-public space based on a micro-climate environment with the measured
and simulated mobile big data and WeChat data to represent public participation [5]. The
innovative use of digital technology was considered to enhance public participation. The
construction of multiple opinion feedback channels based on the Internet and multimedia is
believed to be a necessary action for the introduction of group wisdom and the realization
of “public participation” [6].

Previous studies showed that the establishment of a digital participation platform
is important in the preliminary survey, process, and planning for decision making in
planning public space through public participation. However, how to participate in the
whole process of planning and design has not been described in detail. Hence, the present
study designs the participation platform using the mixed public participation geographic
information system (PPGIS) and applies it to the renewal of the micro-public space of
Jimei School Village, Xiamen. In the design, the public participates in the whole process
of information acquisition, project survey, project visualization, planning, and decision
making, acquiring public requirements, visual simulation of design solutions, and online
interaction.

2. Research Method

PPGIS is a combination of GIS and societal participation. The traditional top-down
planning by experts since the 1960s has not been applied to the current social development
anymore, so decision making based on the concept of participation has gradually developed.
Participation is a process to condense the will of local people, improve their understanding
of events to reach a consensus on decision making, and achieve a goal with residents’
empowerment. Based on the research on PPGIS, the present study designs a mixed-PPGIS
platform characterized by integration which provides convenient channels for the public
to participate in planning according to their interest. Three core links are involved in the
platform: message acquisition, planning participation, and decision making.

Mixed PPGIS is an integrated PPGIS that is embodied in the following three aspects:

• Combination of community local knowledge with scientific knowledge;
• Combination of the traditional PPGIS workshop with network technology;
• Combination of diverse participatory groups.

The architecture of the mixed-PPGIS platform includes the user layer, display layer,
interlayer, and data layer, as mixed-PPGIS integrates the PPGIS workshop and network
technology. The network participation is supported by corresponding system software,
including Local Space Viewer 4 developed by Suzhou Map New Media Co., Ltd. (Suzhou,
China) and WeChat platform developed by China Tencent (Shenzhen, China).

2.1. Local Space Viewer (LSV4)

Local Space Viewer 4 is a new, professional, and three-dimensional (3D) digital soft-
ware program that quickly browses, measures, analyzes, and labels 3D geographic informa-
tion data. Researchers and residents open maps on computers or mobile phones to browse
with the downloaded LSV. Meanwhile, plans and designs are implemented based on the
tools provided by LSV based on the questionnaire survey.

2.2. Community Map: WeChat Official Account

A WeChat official account of the community map was developed in the present study
based on the geographic information data acquired by LSV. Relevant planning information
and a thematic map are presented in the WeChat public address through GIS analysis
and are shown to the public. The user obtains the thematic information to participate in
planning, discussion, and decision making using a simple interaction design.
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3. Renewal of Micro-Public Space in Jimei School Village

3.1. Research Design

Jimei School Village in the Jimei District of Xiamen City is located in Jimei Peninsula,
Xiamen. The district is a 20 min drive away from the center of Xiamen City, and convenient
transportation is available in a total area of 1.35 km2. Jimei School Village has many school
institutions and historical buildings, being a well-known historical and cultural tourism
area. According to the master planning, Jimei School Village has developed its historical
buildings for an educational function and introduced commercial and tourism activities for
sustainable development with the goal of having a “school area + scenic spot”.

We formed a research team including 97 undergraduates from several universities
and initiated a public space renovation plan from March to June 2021 based on a general
survey for this study. Firstly, we conducted participatory mapping through eight PPGIS
workshops. The interview was conducted with residents, merchants, enrolled students,
and tourists. Meanwhile, we acquired 35 micro-public spaces which were required to
be improved and transformed. In the interview, we recorded the basic situation of the
micro-public spaces (area, current facilities, functions, and others) and the evaluation
of the current situation. An evaluation was carried out for safety, accessibility, comfort,
recognizability, and inclusiveness (Figure 1). The micro-public spaces were classified
into “community-based”, “street-based”, and “public space-based” spaces based on the
interview and evaluation results. As a result, special drawings using LSV were drawn
(Figure 2). Public opinions were collected and sorted through the PPGIS workshop using
LSV4 for research and design.

 
Figure 1. Micro-public space design (excerpts from three cases).

Figure 2. Figure 2. Thematic map.
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In the second stage of the research and design, the design for transforming micro-
public spaces was constructed based on public demands. Interviews with government
departments and relevant construction organizations were performed for a feasibility study.
The project design for the first batch of nine micro-public spaces was then confirmed. The
project design was conducted by university professors. The three-dimensional drawings
were uploaded to LSV (Figure 3) to facilitate the public’s browsing and inquiring. Simulta-
neously, the evaluation of comments and the selection of plans were carried out via WeChat
official accounts to promote the participation of the public. Positive responses from the
community were received. In online voting at the end of five days, we received 252,238
responses.

Figure 3. Figure 3. 3D drawings based on LSV4.

The project was disclosed with the traditional Chinese planning process in the third
stage of the research. Experts from local governments, construction organizations, industry,
universities, and on-site viewers were invited to participate in the final voting. Finally,
the results of the selected projects were submitted to the government department for
implementation.

3.2. Analysis of Research Results

Mixed-PPGIS was integrated into the micro-public space renewal in the present study
with public participation. Paul’s multidimensional analysis method was referred to for
analyzing the planning results. Paul combined the empirical experience of the World
Bank regarding community participation for the planning of urban housing, health, and
agriculture sectors and proposed a multidimensional analysis framework for community
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participation based on the “objectives”, “intensity”, and “instruments” (Figure 4) [7]. In
the micro-public space renewal of Jimei School Village, the whole process of “public
participation” was realized in the mixed-PPGIS public participation platform.

• We held several PPGIS workshops in the planning stage with LSV4 for participatory
mapping and information acquisition of micro-public spaces. GIS thematic map
data were produced and analyzed, too. University teams, residents, and tourists
participated in information sharing and decisions through agreement, cooperation, and
interaction. The planning results were visualized in an LSV thematic map to encourage
public participation through WeChat. Other than the participants, administrative
workers and experts were also involved. Participation became more active in the
negotiation stage, and the goal of the renewal was achieved through understanding
and agreement. The final projects were selected via voting through a WeChat public
platform. The public’s opinion was shared with experts and government workers.
With such participation, the objectives of the renewal were achieved based on the
consensus reached in planning and decision making.

Figure 4. Figure 4. Multidimensional analysis framework for community participation [7].

4. Conclusions and Recommendations

According to the summary of the experience of 50 empirical cases in the World Bank,
community participation was not successful in several projects due to technological gaps,
weak promotion and supervision, lack of a set of comprehensive services, and failure
to implement key policies for the project. Mixed-PPGIS allows technical methods to be
integrated into bottom-up participatory planning. Three characteristics such as multiple
participation, phase partitioning processing, and mixed development mode were reflected
in the present study [8]. The participation platform of mixed-PPGIS played a critical role
in the renewal of urban micro-public spaces with “people” as the key factor. The timely
and appropriate participation of administrative staff is necessary to promote participatory
planning and plays different roles in different stages of the whole micro-public space
renewal process. The results show the importance of the university team which plays a
role of organization and guidance in the whole process.
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Abstract: Existing emotional feature methods only represent the limited information on the emotional
state and lack the mining and utilization of the correlation between emotional features. Therefore, a
new design scheme is proposed based on the psychological acoustic model of the speech spectrum
to investigate the characteristics of the spectrum distribution of emotion. The proposed model for
speech emotion recognition improves the accuracy of the recognition and provides the basis for the
development and application of further developed models for speech emotion recognition.

Keywords: speech emotion; recognition model; design scheme; spectrum feature

1. Introduction

Speech is the most important way for people to communicate. Voice signals contain
rich semantic information and carry emotional status effectively. The recognition of the
emotional status in speech with the machine learning method is used in virtual reality,
driving safety, medicine, customer service quality, and many other applications. Recently,
the rapid development of artificial intelligence (AI) and virtual reality (VR) has promoted
the publication of various studies on speech emotion recognition [1]. In human–computer
interactions and VR immersion, speech emotion recognition plays an important role in the
transportation industries, including the automobile, aircraft, and shipbuilding industries.
By analyzing the emotional changes that occur during the user purchase process, sales
methods and strategies can be adjusted accordingly to increase the quality of the sales. In
retail businesses, a better experience can be provided through the analysis of the users’
emotional status. Therefore, researching emotion recognition in speech is a universal
demand for the development of both e-commerce and retail businesses. However, the
technology of the recognition of emotion in speech is not yet mature, which thereby
motivates this study to develop and propose a new technology to recognize emotion
in speech.

2. Previous Research

In the design of a speech emotion recognition system, the analysis and extraction of
emotion features are challenging due to the rich variability of human emotion. In real life,
people perceive and recognize the semantic information and emotional states in a speech.
Therefore, choosing the appropriate features of speech decides the performance of emotion
recognition. As different classifiers have different applicable scenarios, the selection of
emotional features depends on which classifiers are used. Thus, researchers have studied
the characteristics of emotion together with the classifiers in emotion recognition. According
to the study conducted by Koolagudi [2], speech emotion features can be classified into
excitation source features, prosodic features, vocal channel features (spectral features), and
joint features.
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2.1. Excitation Source Features

The excitation source feature arises from the excitation part of speech. According to
the speech generation model, the excitation source signal of speech is obtained with the
sound channel information. In this information, the linear prediction coefficient (LPC) can
be calculated using the linear prediction analysis of speech, and then the excitation source
signal is obtained with the LP filtering, which is usually expressed as the LP residual energy.
In 1976, the Wakita first used the LP residual energy in speaker recognition, which indicated
that the LP residual energy characterizes the paralinguistic information of speech [3]. In
2006, the features of the LP residual energy were used in the identification of speakers [4].
Since then, LP residuals have been applied to speech-emotion recognition. In 2015, Yeg-
nanarayana and Gangashetty added echo features to recognize the differences in the LP
residual energy in speech emotion and found that echo features were conducive to the
characterization of emotion in segmented speech and were beneficial to improve the recog-
nition rate [5]. In 2017, Gangamohan et al. achieved identification rates of 76 and 69% on
the IITH-H and EMO-DB databases, respectively, by calculating the Kullback–Leibler (KL)
distance of the excitation source signals [6]. In 2019, Pravena and Govind determined the
intensity of the excitation source and the base frequency of the speech signal and calculated
its statistical properties using the Gaussian Mixture Model (GMM), which further improved
the efficiency of the identification of these excitation source features [7].

2.2. Prosodic Features

In speech, rhythmic information is included in the duration, intensity, and tone of the
sound. Base sound, energy, duration, and others in the rhythmic information reflect the
emotional state. By extracting the rhythmic information and conducting statistical analyses
on it, the characteristics of emotion can thereby be determined. In 2015, Han constructed a
multiple Elman network model based on prosody features to identify different emotions
based on sensitive rhythmic segments. Recognizing the multi-classifier of emotion, the
emotion recognition of the human ear was simulated with a recognition rate of 67.9% [8].
In 2018, Zhang et al. applied a non-linear dynamic model to analyze the emotional speech
signals using the chaotic characteristics in the speech sound process and extracted the
non-linear features of the emotional speech signal and the commonly used acoustic features
(rhythmic features and the Mayer inversion coefficient (MFCC)), following which they
characterized the chaotic properties of the emotional speech signals [9].

2.3. Spectral Features

Vocal channel features are also termed as spectral features or segmented features. In
speech emotion recognition, speech is divided into segments in 20–30 ms, and the resonant
peak and sub-band spectrum energy are analyzed in the frequency domain. The frequency
transform usually adopts the discrete Fourier transform. To further enhance the recognition
ability, the characteristic parameters are transformed into the inverted spectrum domain
to characterize the emotional state. The MFCC, perceptual linear prediction coefficient
(PLPC), and linear prediction inversion coefficient (LPCC) in the spectral domain are all
used in speech recognition as spectral features for speech recognition. In 2017, Lotfian
et al. investigated the emotion recognition of synthetic speech through MFCC analysis, and
proposed a novel research scenario, namely, the emotion recognition of robot sounds [10].
In 2019, Jing et al. improved the recognition performance by 6% in the Chinese corpus of
the Chinese document-level extractive summarization dataset (CDESD) [11].

2.4. Joint Features

The study of speech and emotion recognition includes feature extraction and emotion
classification. Emotion classification models include the hidden Markov model (HMM),
GMM, artificial neural network (ANN), and support vector machine (SVM), each of which
possesses their advantages and disadvantages that are related to feature selection. Cur-
rently, feature extraction is the most concerned area of research. The excitation feature
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comes from the speech signal source, which is related to the speech excitation source by
suppressing the sound channel excitation. According to the principle of digital speech
generation, excitation sources are related to the semantic content of speech. These features
are used in the recognition and classification of speech. Speech affective states are deter-
mined by the tones and semantic contents. Therefore, the excitation source features are
not used in extracting the speech subsidiary information, such as tone and intonation and
in emotion recognition. Prosodic features are derived from pronunciation characteristics,
such as the duration, intensity, and tone of speech. According to the principle of linguistics,
the prosodic features present the pronunciation characteristics of speech, and allow better
recognition performances compared to the excitation source features. However, the classifi-
cation of excitation source features, prosodic features, spectral features, and joint features
may overestimate the characteristics of language pronunciations. Different languages have
differences in pronunciation due to cultural differences. Thus, prosodic features are deemed
to not be robust enough to recognize emotion using libraries or linguistic scenarios.

3. Design of the Speech Emotion Recognition Model

Emotion recognition is conducted through the analysis of characteristics in classified
emotions. Common emotional features are used to determine a recognition rate and obtain
the influencing factors on the features. Then, the spectrum of the emotional features is
investigated to discriminate the features and find the distribution law of frequency under
different emotions.

3.1. Multi-Scale Spectral Feature Extraction Model

According to the phonological psychoacoustic model, the human ear has different
perceptions of speech in different frequencies, as emotional status can be presented in
different frequencies. The signal enhancement method improves the representation of
different emotional statuses at different frequencies. The spectrum transformation method
is used to discriminate the different emotional statuses in the frequency domain. In the
psychological acoustic model, the characteristics of the different features according to the
emotional status were designed with a multi-scale spectral feature extraction algorithm.

3.2. Speech Emotion Recognition System

In speech emotion recognition, emotional features are closely related to emotion classi-
fiers. Thus, model training and testing with multiple features are performed to improve
the emotion recognition rate. Joint features are used for the multi-scale feature recognition
in cross-language, and for the improvement of the feature extraction method and classifier
design. In this study, we conducted theoretical research and experimental verification.
Based on the investigation and analysis of the latest research in the related fields, the emo-
tion features with the speech psychoacoustic model and mathematical statistical method
were defined to discover the distribution pattern of the emotion features in the frequency
domain. The spectrum features were extracted with speech digital processing to obtain the
vectors of the features and design a machine learning method to establish a speech emotion
recognition model. In this experiment, the model was verified for its performance through
data collection, statistical analysis, and feedback.

3.3. Feature Analysis

Common features, spectrum features, and the emotion feature distribution law were
all investigated in this study. For the analysis of the common features, openSMILE was used
to extract the features. Here, openSMILE is Munich’s Open Source Media Large Feature
Space Extraction (openSMILE) Toolkit. These features were then inputted to determine the
classifier. The classifier was obtained with the SVM multi-classifier in the Interspeech2009
emotion recognition system to rank the contribution rate of the individual emotional
features and obtain the common features affecting the emotional status according to the
ranking. In the spectrum feature analysis, it has been assumed that the speech emotion
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signal contains information in languages (intonation, tone, and so on), and these features
were acquired from the speech emotion status. Since the phonetic spectrogram represents
the signal properties, the spectrum information of emotion was obtained in the frequency
domain in the phonetic spectrogram. These features were marked on their spectra for a base
period, MFCC envelope, and frame energy. Statistical analyses for the different frequency
components was performed for feature extraction. The threshold was represented by the
subband frequency range of T:

T = {ti ∈ [ fi0, fi1], i = 1, 2, . . . , m} (1)

where ti represents the ith subband, and fi0 and fi1 indicate the start and end frequency of
the ith subband, respectively.

3.4. Feature Extraction

For the enhancement of these emotional features, the speech signal was generated
using the linear filtering of the excitation source features with sound channel filtering. If
the lattice-type excitation source attenuated by 12 dB in the signal amplitude, the labial
radiation subsequently increases by 6 dB. Therefore, when the speech is spoken, a 6dB
decay occurs in the entire amplitude, leading to an increased frequency by about 1000 Hz,
and thereby cause the channel information to decay in the high-frequency region. Therefore,
to prevent the loss of emotional information, high-frequency channel information can be
enhanced by pre-weighted filtering. Pre-aggravating filtering aggravates the spectrum
information in high-frequency regions.

For speech signals, pre-aggravation is performed using a first-order difference equation
(Equation (2)):

y(n) = s(n)− α · s(n − 1) (2)

where α is a constraint parameter with a value of 0 to 1. The specific value of α needs to be
obtained through experiments for the pre-aggravating y(n).

As the emotional status in speech is mainly reflected in the frequency difference, it is
therefore necessary to convert the signal in the time domain into the frequency domain.
In this research, the common discrete Fourier transform was adopted to obtain the speech
signal in the frequency domain. As the speech signal exhibits long-time and non-stationary
characteristics, it is not conducive to feature analysis. However, as the voice has short-time
stationary characteristics, frame segmentation is required. We used a frame length of 20 ms
and a frame displacement of 10 ms, respectively. In order to obtain the frame level signal in
each frame, the Hamming window function is used, as shown Equation (3):

w(n) =
{

0.54 − 0.45cos(2πn/(L − 1)), 0 ≤ n ≤ L
0, other

(3)

where L indicates the window length.
The window to the pre-increased signal is expressed as

yw(n) = y(n)w(n) (4)

The Discrete Fourier transform was then used to obtain the signal in the frequency
domain, as shown in Equation (5).

YF(k) =
N−1

∑
n=0

yw(n)e−j 2π
N kn (5)

The frequency signal Y was obtained using the Fourier transform in the whole fre-
quency bandwidth. According to the previous analysis, a different emotional status was
presented in the different frequency bands. To highlight and characterize these emotional
features, molecular bands were used, while the distribution law in the sub-bands was
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derived from the threshold T of the feature analysis. According to the distribution law,
YF(i) was obtained with TFDivided. The subband frequency signal Y was obtained by per-
forming the Fourier transformation F(i) to transform the signal into the temporal subband
signal yt(i). For a detailed representation of the signal frequency, the sine wave S in the
subband was used with the sinusoidal modeling of the time-domain signal s(i, j) to extract
the amplitude of each sine wave and obtain the final amplitude feature A(i, j). The detailed
algorithm calculation process is shown in Figure 1.

 

Figure 1. Route of the extract of the amplitude of each sine wave.

The frequency signal Y was determined based on the statistical threshold of each
subband obtained from the feature analysis T = {ti ∈ [ fi0, fi1], i = 1, 2, . . . , m}, and was
divided into the frequency subband signal YF(i). For the frequency subband signal YF(i),
the Fourier transform was again used to obtain the temporal subband signal yt(i, n). The
inverse Fourier transform was performed with Equation (6).

yt(i, n) =
N−1

∑
k=0

YF(i, k)e−j 2π
N kn (6)

Sinusoidal modeling of the subband signal in the time domain was used to obtain the
sine signal Ss(i, j), whose model is expressed in Equation (7):

ss(i, n) =
L

∑
j=1

Aj cos(2π f j
n
fs
+ θj) (7)

Where L represents the number of sinusoidal components, and fs represents the signal
sampling rate, respectively.

The amplitude of each sine wave component was extracted to create a feature matrix
A(i, j), with the j-th magnitude feature of the i-th subband in a dimension of m × L, where m
represents the number of subbands, and L represents the number of sine wave components
of each subband, respectively.

3.5. Emotional Recognition

In the classifier design, the emotion recognition corpus is generally small, and the SVM
can thereby be used to obtain a better recognition with a small amount of data. Thus, the
multiclass classifier design of the SVM was adopted in this study, and the kernel function
was chosen as the radial basis function. The SVM model was trained by inputting features
and was subsequently assessed for emotion classification. For training and testing, the
training set, validation set, and test set were all selected at a ratio of 6:2:2. The final test
results from the fuzzy matrix method were evaluated for the system performance based on
the recognition rate.

4. Conclusions

In the context of AI, a new method for speech emotion recognition was proposed using
spectrum feature analysis and a multi-scale spectrum feature extraction. The proposed
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method was validated to be practical and provided an optimized solution for the research
and development of speech emotion recognition. In the proposed method, the overall
information on the emotional status and characteristics was used to improve the accuracy
of emotion recognition. In emotion recognition, the characteristics of emotional statuses
were analyzed with different frequency components to define the distribution law of the
emotional features on the frequency spectrum. The differences in the frequency components
were also found for different emotions. Thus, multi-scale features could be distinguished
between different emotions more effectively in the future.
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Abstract: It is convenient to have advances in science and technology so that people obtain informa-
tion without going out. We explore the intention of the use of housing apps based on the unified
theory of acceptance and the use of technology. A total of 365 questionnaires were collected with
8 incomplete answers discarded. The snowball sampling method was used for confirmatory factor
analysis and SEM structural equation model analysis. The research results show the following.
(1) Housing app users can quickly obtain knowledge and information about houses, and it is more
convenient. (2) Both effort expectancy and social influence have a direct and positive effect on
behavior intention when using the housing app. (3) There is no significant impact after adding mod-
erator variables of gender, age, and income in Unified Theory of Acceptance and Use of Technology,
(UTAUT). It is convenient and helpful to use the housing app. Therefore, the use of the housing app
will be an indispensable trend.

Keywords: real estate; UTAUT; housing app

1. Introduction

In the past, the traditional real estate industry always relied on real estate agents taking
customers to see their dream houses. Now, with the assistance of technology, many people
read an overview at the “online house inspection”, and then make an appointment with the
real estate agents or the landlord to see the houses. At present, a housing app function has
been combined with the GPS satellite positioning function to find out the route planning
between the user’s location and the object. After the outbreak of COVID-19 in 2019, the
frequency of using apps and official website information tools by business personnel have
increased by 20−30% [1]. Therefore, the impacts and factors of using housing apps are
valuable topics for research.

This study is based on the unified theory of acceptance and use of technology (UTAUT)
to revise and propose a more complete model and explain the users’ behavior in using new
technology information. According to the research from Chen [2] and Ke [3], the moderator
variables of gender, age, and income are added in this research. Therefore, the intention of
use and user behavior of real estate transaction platforms is researched, too. According to
the research motivation, the three research objectives of this study are (1) to explore the
behavior of housing app users by UTAUT; (2) to verify housing app users’ use behavior by
adding moderator variables; and (3) to compare two research models to verify the housing
app users fit.

Through a literature review and analysis, two research models are used to explore the
behavior of housing app users, including research model 1 to verify the behavior of housing
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app users without adding moderating variables and research model 2 to verify the behavior
of housing app users with moderating variables. The frameworks of this study include
six dimensions of UTAUT: performance expectancy, effort expectancy, social influence,
facilitating condition, behavior intention, and user behavior, and the three moderating
variables of gender, age, and income.

2. Data Analysis

The snowball sampling method was used in this research, and the research objects
were the users who have downloaded the housing apps or have used the housing apps
to search for houses. Google online questionnaires were issued to Line groups and major
social platforms. The questionnaire survey was performed as a pre-test and a formal survey.
The formal questionnaire test period was from 1 April 2021 to 1 May 2021. A total of
365 questionnaires were distributed with 8 incomplete questionnaires, and the effective
response rate was 98%.

The research tool is based on the UTAUT proposed by Venkatesh et al. [4] and refers to
the Chinese scales translated by Kao [5] from Venkatesh et al. [4] and Chiang [6]. Referring
to Ke [3], the items of this questionnaire were revised according to the purposes of this
study. This research defined user behavior as the frequency of using housing apps to search
for ideal objects every day. The questionnaire was divided into two parts. The first part was
to know the influencing factors and intentions of housing app users’ use behavior, including
performance expectancy, effort expectancy, social influence, facilitating conditions, and
intention of use. The second part was to know the personal background variables, including
gender, age, and income. A 7-point Likert scale was used in this research, with 7-points
scales for an agreement include 1 “strongly disagree” to 7 “strongly agree”.

Smart PLS 2.0 was used to analyze the paths of model 1, UTAUT without moderator
variables, and model 2, UTAUT with moderator variables. The results and the fits of the
two models were compared. Model 1 is UTAUT without moderator variables, and the
results of the relationship estimates for each potential variable are shown in Table 1. The
significance test of each path takes a t-value > 1.96 as the critical value, which indicates
whether the relationship between the variables reaches significant levels. Table 1 shows that
all the paths are significant. The estimated effect of performance expectancy on behavioral
intentions is −0.059, which is not significant. The estimated effect of effort expectancy on
behavioral intention is 0.158, which reaches a significant level, a p-value < 0.05. The esti-
mated effect of social influence on behavioral intention is 0.417, which reaches a significant
level, a p-value < 0.05. The estimated effect of facilitating conditions on user behavior is
0.342, which reaches a significant level, a p-value < 0.05. The estimated effect of behavior
intention on user behavior is 0.845, which reaches a significant level, a p-value < 0.05.

Table 1. Path coefficient of dimensions of model 1.

Variable Paths Standardization Coefficient SE t Value p Value

Performance expectancy→Behavior intention −0.059 0.039 1.511 0.132
Effort expectancy→Behavior intention 0.158 0.058 2.734 * 0.007
Social influence→Behavior intention 0.417 0.07 5.997 * 0.000
Facilitating conditions→Use behavior 0.342 0.056 6.158 * 0.000
Behavior intention→Use behavior 0.845 0.021 41.047 * 0.000

* p < 0.05.

According to the results in Table 2, the path of research model 1 affects the relationships.
Effort expectancy and social influence have a direct and positive effect on behavior intention.
The coefficient values are 0.158 and 0.417. Effort expectancy, social influence, and behavior
intention have an indirect and positive effect on user behavior. The coefficient values
are 0.133, 0.352, and 0.845. Facilitating conditions have a direct and positive effect on
user behavior. The coefficient value is 0.342. According to the results, H1-2, the effort
expectancy of housing APP users have significant effect on behavior intention, H1-3, the
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social influence of housing APP users have significant effect on behavior intention, H1-4,
the facilitating conditions of housing APP users have significant effect on use behavior, and
H1-5, the behavioral intention of housing APP users have significant effect on use behavior,
are supported. Effort expectancy, social influence, and facilitating condition have positive
impacts on behavioral intention, which indicating that with the prevalence of the Internet,
information acquisition methods have diversified. The promotion of mass media, Internet
media and related industries can increase the number of buyers. The behavioral intention
of using housing APP means that App users believe that they can obtain effective housing
information from the APP on their smartphones, and improve the users’ in finding housing.
The path model diagram is shown in Figure 1.

Table 2. Direct and indirect influence between various dimensions of model 1.

Dimensions
Behavior Intention Use Behavior
Directly Indirectly Directly Indirectly Total Effect

Performance expectancy
Effort expectancy 0.158 0.133 0.133
Social influence 0.417 0.352 0.352
Facilitating conditions 0.342 0.342
Behavior intention 0.845 0.845
R2 0.748 0.714

Figure 1. Path diagram of model 1. Note: ** t > 2.58, p < 0.01; *** t > 3.29, p < 0.001.

PLS-SEM uses GOF value as an indicator of overall model fit. Cronbach’s α measures
the internal consistency and stability of the dimension, and R2 represents the explained
variation of the model’s internal factors. According to the results of Table 3, the GOF of
the model in this study is 0.422, which means the model fits well in the model. Cronbach’s
α is above 0.8, which has good reliability and R2 of behavioral intention and use behav-
ior are, respectively, 0.748 and 0.714, which means that the model has middle and high
explanatory power.

Model 2 shows the results of the UTAUT with moderator variables (Table 4). In the
significance test of each path, a t-value > 1.96 is regarded as the critical value, which
indicates whether the relationships between the variables reach significant levels. Table 4
shows that social influence affects behavior intention and behavior intention affects user
behavior significantly. The estimated effect of social influence on behavior intention is 0.821,
the estimated effect of facilitating conditions on user behavior is 0.214, and the estimated
effect of behavior intention on user behavior is 0.661 at a significant level, a p-value < 0.05.
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Table 3. Goodness-of-fit of model 1.

Average Variance
Extracted, AVE

Composite
Reliability

R2 Cronbach’s
Alpha

Redundancy
Good of
Fitness, GOF

Performance expectancy 0.630 0.931 0.914

0.422

Effort expectancy 0.604 0.924 0.906
Social influence 0.700 0.933 0.914
Facilitating conditions 0.818 0.931 0.889
Behavior intention 0.831 0.936 0.748 0.898 0.172
Use behavior 0.794 0.920 0.714 0.870 0.564
Performance expectancy 0.630 0.931 0.914
Effort expectancy 0.604 0.924 0.906

Table 4. Path coefficient of dimensions of model 2.

Variable Paths Standardization Coefficient SE T Value p Value

Performance expectancy→Behavior
intention −0.931 0.203 0.458 0.648

Effort expectancy→Behavior
intention −0.170 0.284 0.596 0.551

Social influence→Behavior intention 0.821 0.233 3.524 * 0.000
Facilitating conditions→Use
behavior 0.214 0.114 1.879 0.061

Behavior intention→Use behavior 0.661 0.060 11.082 * 0.000

* p < 0.5.

The results of the moderator estimates of each moderator variable in model 2 are shown
in Table 5. The significance test of each path takes a t-value > 1.96 as the critical value,
which indicates whether the relationships between the variables reach a significant level.

Table 5. Path coefficient of moderator variables of model 2.

Moderating
Variables

Moderating Paths
Standardization
Coefficient

SE t Value p Value

Gender
Performance expectancy→Behavior intention 0.257 0.287 0.898 0.370
Effort expectancy→Behavior intention 0.305 0.426 0.716 0.474
Social influence→Behavior intention 0.053 0.287 0.184 0.854

Age

Performance expectancy→Behavior intention −0.250 0.319 0.780 0.436
Effort expectancy→Behavior intention 0.608 0.361 1.683 0.093
Social influence→Behavior intention −0.260 0.302 0.860 0.391
Facilitating conditions→Use behavior 0.148 0.175 0.846 0.398

Income
Effort expectancy→Behavior intention 0.407 0.343 1.188 0.236
Social influence→Behavior intention −0.321 0.280 1.146 0.253
Facilitating conditions→Use behavior −0.183 0.156 1.177 0.240

According to the results in Table 6, the paths of research model 1 directly and indirectly
affect the relationships with moderator variables. Social influence has a direct and positive
effect on behavior intention with a coefficient value of 0.821. Social influence has an indirect
and positive effect on user behavior with a coefficient value of 0.543. Behavior intention
has a direct and positive effect on user behavior with a coefficient value of 0.661. According
to the results of hypothesis 2, only H2-3 and H2-5 are supported. The path model diagram
is shown in Figure 2.
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Table 6. Direct and indirect influence between various dimensions of model 2.

Dimensions
Behavior Intention Use Behavior
Direct Indirect Direct Indirect Total Effect

Performance expectancy
Effort expectancy
Social influence 0.821 0.543 0.543
Facilitating conditions
Behavior intention 0.661
R2 0.714 0.735

Figure 2. Path diagram of model 2. Note: *** t > 3.29, p < 0.001.

According to Table 7, the GOF is 0.420, which presents the model fits well in this study.
Cronbach’s α is above 0.8, which has good reliability and R2 of behavioral intention and
use behavior are, respectively, 0.714 and 0.735, which means that the model has middle and
high explanatory power.

Table 7. Path diagram of model 2.

Dimensions AVE
Composite
Reliability

R2 Cronbach’s α Redundancy GOF

Performance expectancy 0.629 0.931 0.914

0.420

Effort expectancy 0.605 0.924 0.906
Social influence 0.699 0.933 0.914
Facilitating conditions 0.818 0.931 0.889
Behavior intention 0.831 0.936 0.714 0.898 −0.231
Use behavior 0.794 0.920 0.735 0.870 −0.014

3. Discussion

3.1. Verifying Research Hypotheses
3.1.1. H1: Housing App Users Have a Significant Effect on UTAUT

According to Table VIII, the research model 1, H1-2, H1-3, H1-4, and H1-5 are estab-
lished, which is consistent with the research from Chen [2]. Performance expectancy, effort
expectancy, social influence, and facilitating conditions have a significant positive impact
on behavior intention, indicating that with the prevalence of the Internet, the methods
of acquiring information have become more diversified. It promotes through the media
and online media in related industries to increase the behavior intention of buyers to use
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the housing apps. It also presents that app users think they can obtain effective housing
information from the apps and find a house. In model 1, performance expectancy has no
significant impact on behavior intention. It is speculated that although housing app users
think the app is easy to use, they do not completely trust all the information in the app
because the users still need to confirm the house condition and judge the house before
buying it or not.

3.1.2. H2: Housing APP User Moderator Variables Have a Significant Moderating Effect
on UTAUT

According to Table 8, in model 2, H2-3, and H2-5 are supported. However, in the
moderator path, gender, age, and income do not meet the significant level, which is
consistent with the result of Chang [7] and Weng and Huang [8]. Currently, not only do
men want to buy a house and use the searching tools to find houses but women can make
money independently. Therefore, the results have no significant effect by gender. When
age and income variables are not significant factors, it is inferred that younger users may
want to see houses through the housing app, but they are less likely to buy a house because
of budget. Relatively, older people use housing apps less than young people, and some of
them still use a traditional way to see houses.

Table 8. Comparison of the fit of research models.

Indicators Research Model 1 Research Model 2

GOF value 0.422 0.420
Behavior intention R2 0.748 0.682
Use behavior R2 0.714 0.763

3.1.3. Comparison of the Fit of Research Models

According to the analysis results of models 1 and 2, the results and details are
as follows.

According to the results in Table VIII, the GOF value of model 1 with external variables
is higher, and the R2 of research model 1 is higher. According to Wetzels et al. [9], a GOF
value around 0.1 represents a weak model fit, a GOF value greater than 0.25 represents
a moderate model fit, and a GOF value greater than 0.36 represents a good model fit. R2
is a measure of the explanatory power of the dependent variables in the model. Hair and
Sarstedt [10] pointed out that R2 was divided into weak, moderate, and high explanatory
power at 0.25, 0.50, and 0.75. According to the results in Table VIII, the GOF values
of the two research models are 0.420 and 0.422 and the R2 is between 0.682 and 0.763,
which indicates that both models have a good model fit and a moderate to a high level of
explanatory power.

4. Conclusions and Suggestions

4.1. Conclusions
4.1.1. Validation of UTAUT without Moderator Variables

According to the results of model 1, “behavioral intention” has significant explanatory
power, affects user behavior, and also increases the user’s loyalty, because the users of
housing apps can save time and obtain effective housing information without spending too
much effort. In recent years, app platforms have brought convenience and dependence to
people. Therefore, the use of housing apps has an impact on users.

4.1.2. Validation of UTAUT with Moderator Variables

According to the results of model 2, housing apps are undoubtedly one of the indis-
pensable social tools for young users. However, their income is not equivalent to older
people, so the rate of using housing apps for the younger group is not higher than that for
older people. Because of gender equality, the concept of males being in charge of housing
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no longer exists. Both men and women can freely want to buy a house and see a house.
Women may also be the head of the family and choose to buy a house. Power is no longer
a matter of one-sided choice.

4.1.3. Suggestions

(a) The research results show that users can obtain housing information on the housing
apps, which means that the apps have practical value. Therefore, we suggest that app
users are more likely to know accurate information about houses through an app that
is constantly updated. In addition, the successive launch of apps specially made for
housing transaction information are tools that the public can consider using, which
also saves the time and energy of looking for houses.

(b) The public generally likes to watch short videos on the Internet, with YouTube be-
coming a popular platform in recent years. Most of the information included in the
housing apps is text and pictures. Although there are photos for users to observe the
condition of the houses, it is suggested that real estate agents use small video clips to
introduce various housing conditions and introduce a personal grid so that the public
can better understand the actual situation and users do not feel that the process is
monotonous and instead has a sense of fun.
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Abstract: As an approach to feature estimation, exponential fitting has attracted research interests
in mathematical modeling. Semantic networks are used for numerous applications in computers,
physics, and biology. However, such applications may have fitting troubles with various mathematical
tools. Therefore, we present a novel method of fitting 2n data points of a signal to a sum of n
exponential functions. The experiments proved that the proposed method operated well for linear
and nonlinear functions, as its algorithm was straightforward, practical, and easy to determine. At
the same time, the computational intricacy was considerably low, which has specific worth in use.

Keywords: fitting 2n data points; a sum of n; exponential function

1. Introduction

Relevant information with the linear combinations of real and complex exponentials
is pervasive in science and engineering applications. Given that Gaspard Riche de Prony
developed an approach [1] to resolve the problem for equally spaced samples, numerous
advancements, and applications have been proposed. We surveyed the most effective
ones to explain their applications and experiences and to allow their application in various
fields. A linear combination of exponentials was used in regular differential equations to
explain the different physical processes. After being modeled by the remedy of a formula, a
combination of exponentials provided valuable information such as decay rates or product
residential or commercial properties in a physical system. Likewise, the exponential fitting
had an excellent approximation on the compact of the domain with Fourier transformation
in complex exponentials [2–6].

The purpose of this study was to present a method of fitting real signal data sampled
at a period T in a set of 2n data points {x(0), x(T), x(2T), · · · , x([2n − 1]T)}. The data
points to the s curve were composed of n exponential functions with unknown weights and
exponents. Mathematically, this involved the solution of the following Equations (1)–(5).

x(kT) =
n

∑
i=1

ciepi(kT) (1)

For the unknown Ci and Pi in the complex conjugate pairs (Pi is an imaginary number),
Equation (1) represents a sum of sinusoids. This curve fitting can have many applications.
For example, if x(t) represents the impulse response of a linear time-invariant system, and
the Laplace transform of Equation (1) yields the transfer function of an nth-order model of
the system.

2. Curve Fitting Method

We let φi denote epi(kT) and xi denote x(kT). Then, Equation (1) could be rewritten as:
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c1 +c2 + · · ·+ cn = x0
c1φ1 +c2φ2 + · · ·+ cnφn = x1
c1φ2

1 +c2φ2
2 + · · ·+ cnφ2

n = x2
...

c1φ2n−1
1 +c2φ2n−1

2 + · · ·+ cnφ2n−1
n = x2n−1

(2)

Equation (2) is explained by the following theorem.

Theorem 1. The nonlinear equation, such as Equation (2), possesses a unique solution
{ck, Nk} (k = 1, 2, . . ., n) if and only with the following n × n matrix, which is nonsingular.

A ≡

⎡
⎢⎢⎢⎣

x0 x1 · · · xn−1
x1 x2 · · · xn
...

...
...

xn−1 xn · · · x2n−2

⎤
⎥⎥⎥⎦ (3)

The solution for Nk is given by the n distinct roots of the nth degree polynomial equation.

det

⎡
⎢⎢⎢⎢⎢⎣

1 x0 x1 · · · xn−1
φk x1 x2 · · · xn
φ2

k x2 x3 · · · xn+1
...

...
...

...
φn

k xn xn+1 · · · x2n−1

⎤
⎥⎥⎥⎥⎥⎦ = 0 (4)

The solution for ck can then be given by:

A =

⎡
⎢⎢⎢⎢⎢⎣

1 1 1 · · · 1
φk φ2 φ3 · · · φn
φ2

k φ2
2 φ2

3 · · · φ2
n

...
...

...
...

φ2n−1
k φ2n−1

2 φ2n−1
3 · · · φ2n−1

n

⎤
⎥⎥⎥⎥⎥⎦

−1

(5)

⎡
⎢⎢⎢⎢⎢⎣

c1
c2
c3
...

cn

⎤
⎥⎥⎥⎥⎥⎦ = A

⎡
⎢⎢⎢⎢⎢⎣

x0
x1
x2
...

xn−1

⎤
⎥⎥⎥⎥⎥⎦ (6)

3. Proof

3.1. Sufficiency Part

It could be supposed that A was nonsingular; the first n1 equation of Equation (2)
could be arranged as:

B =

⎡
⎢⎢⎢⎢⎢⎣

1 1 1 · · · 1
φk φ2 φ3 · · · φn
φ2

k φ2
2 φ2

3 · · · φ2
n

...
...

...
...

φ2n−1
k φ2n−1

2 φ2n−1
3 · · · φ2n−1

n

⎤
⎥⎥⎥⎥⎥⎦ (7)
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B

⎡
⎢⎢⎢⎢⎢⎣

c1
c2
c3
...

cn

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

x0
x1
x2
...

xn−1

⎤
⎥⎥⎥⎥⎥⎦ (8)

We let the columns of the left-most matrix in Equation (8) be denoted as:

vk ≡
[
1 φk φ2

k · · · φn
k
]T , k = 1, 2, · · · , n (9)

and let x0 ≡ [
x0 x1 · · · xn

]T . Then, Equation (8) showed that x0 was a linear combina-
tion of {v1, v2, . . ., vn}.

Next, if the set of n + 1 consecutive equations in Equation (2) was considered as the
starting point with the second equation, they could be rearranged as:⎡

⎢⎢⎢⎢⎢⎣

1 1 1 · · · 1
φ1 φ2 φ3 · · · φn
φ2

1 φ2
2 φ2

3 · · · φ2
n

...
...

...
...

φn
1 φn

2 φn
3 · · · φn

n

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

c1φ1
c2φ2
c3φ3

...
cnφn

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

x1
x2
x3
...

xn+1

⎤
⎥⎥⎥⎥⎥⎦ (10)

Equation (10) shows that x1 ≡ [x1, x2, . . ., xn+1]T was a linear combination of
{v1, v2, . . ., vn}.

Similarly, if we considered the set of n + 1 consecutive equations in Equation (2)
starting with the third equation, we could see that x2 ≡ [x2, x3, . . ., xn+2]T was a linear
combination of {v1, v2, . . ., vn}.

This continued until the last n + 1 of Equation (2) was taken, from which it was shown
that xn−1 ≡ [xn−1, xn, . . .x2n+1]T was a linear combination of {v1, v2, . . ., vn}.

Equation (3) of the Theorem implies that the vectors {x0, x1, . . .xn−1} are linear and
independent of each other. Hence, they span an n-dimensional subspace in an (n + l)
dimensional Euclidean space. This subspace must be the same as the one spanned by the
vectors {v1, v2, . . ., vn} since each xi, i = 0, 1, . . ., n−1 is a linear combination of the set
{v1, v2, . . ., vn}. It follows that the vectors {v1, v2, . . ., vn} are linearly independent and that,
from Equation (7) of vk (k = 0, 1, . . ., n), they must be distinct.

Moreover, each vk is a linear combination of {x0, x1, . . .xn+1}. This implies:

vk =

⎡
⎢⎢⎢⎢⎢⎣

1
φk
φ2

k
...

φn
k

⎤
⎥⎥⎥⎥⎥⎦ = d1

⎡
⎢⎢⎢⎢⎢⎣

x0
x1
x2
...

xn

⎤
⎥⎥⎥⎥⎥⎦+ d2

⎡
⎢⎢⎢⎢⎢⎣

x1
x2
x3
...

xn+1

⎤
⎥⎥⎥⎥⎥⎦+ · · ·+ dn

⎡
⎢⎢⎢⎢⎢⎣

xn−1
xn

xn+1
...

x2n−1

⎤
⎥⎥⎥⎥⎥⎦ (11)

Equation (11) could be rearranged as an (n + 1) × (n + 1) equation system.⎡
⎢⎢⎢⎢⎢⎣

1 x0 x1 · · · xn−1
φk x1 x2 · · · xn
φ2

k x2 x3 · · · xn+1
...

...
...

...
φn

k xn xn+1 · · · x2n−1

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

−1
d1
d2
...

dn

⎤
⎥⎥⎥⎥⎥⎦ = 0 (12)

Since the solution of Equation (12) was nontrivial, the determinant of the square matrix
had to vanish, leading to Equation (4) which was an nth-degree polynomial equation in Nk
because the coefficient of the nth power term of Nk could be seen from Equations (3) and (12)
to be (−1)n det A, which was assumed to be nonzero. The n roots Nk of Equation (4) must
be distinct because each Nk had to satisfy Equation (4) and be distinct. Having obtained the
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distinct values of Nk, k = 0, 1, . . ., n, ck could be given by the first n equations (Equation (2)),
which led to Equation (6) in the Theorem.

As for the uniqueness of the solution, since every solution {ck, Nk} (k = 1, 2, . . ., n) had
to satisfy Equation (4), according to the above arguments, Equation (4) produced exactly n
distinct values for Nk, and the solution of Equation (2) was unique.

3.2. Necessity Part

Suppose Equation (2) has a unique solution {ck, Nk} (k = 1, 2, . . ., n). This implies the
following.

(i) Nk must be distinct from each other; otherwise, non-unique combinations of ck in
Equation (2) exist and are fulfilled.

(ii) None of ck vanishes; otherwise, the value of Nk associated with a vanishing ck
becomes non-unique.

The first n of Equation (2) gave:

C =

⎡
⎢⎢⎢⎢⎢⎣

1 1 1 · · · 1
φ1 φ2 φ3 · · · φn
φ2

1 φ2
2 φ2

3 · · · φ2
n

...
...

...
...

φn−1
1 φn−1

2 φn−1
3 · · · φn−1

n

⎤
⎥⎥⎥⎥⎥⎦

−1

(13)

⎡
⎢⎢⎢⎢⎢⎣

c1
c2
c3
...

cn

⎤
⎥⎥⎥⎥⎥⎦ = C

⎡
⎢⎢⎢⎢⎢⎣

x0
x1
x2
...

xn−1

⎤
⎥⎥⎥⎥⎥⎦ (14)

The next n of Equation (2), starting with the second equation, gave:

D =

⎡
⎢⎢⎢⎢⎢⎣

1 1 1 · · · 1
φ1 φ2 φ3 · · · φn
φ2

1 φ2
2 φ2

3 · · · φ2
n

...
...

...
...

φn−1
1 φn−1

2 φn−1
3 · · · φn−1

n

⎤
⎥⎥⎥⎥⎥⎦

−1

(15)

⎡
⎢⎢⎢⎢⎢⎣

c1φ1
c2φ2
c3φ3

...
cnφn

⎤
⎥⎥⎥⎥⎥⎦ = D

⎡
⎢⎢⎢⎢⎢⎣

x1
x2
x3
...

xn

⎤
⎥⎥⎥⎥⎥⎦ (16)

This proceeded until the set of n in the consecutive Equation (2), starting with the nth

equation, was reached.

E =

⎡
⎢⎢⎢⎢⎢⎣

1 1 1 · · · 1
φ1 φ2 φ3 · · · φn
φ2

1 φ2
2 φ2

3 · · · φ2
n

...
...

...
...

φn−1
1 φn−1

2 φn−1
3 · · · φn−1

n

⎤
⎥⎥⎥⎥⎥⎦

−1

(17)

⎡
⎢⎢⎢⎢⎢⎢⎣

c1φn−1
1

c2φn−1
2

c3φn−1
3
...

cnφn−1
n

⎤
⎥⎥⎥⎥⎥⎥⎦
= E

⎡
⎢⎢⎢⎢⎢⎣

xn−1
x2

xn+1
...

x2n−2

⎤
⎥⎥⎥⎥⎥⎦ (18)
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Combining Equations (14) to (18) yielded:

F =

⎡
⎢⎢⎢⎢⎢⎣

1 1 1 · · · 1
φ1 φ2 φ3 · · · φn
φ2

1 φ2
2 φ2

3 · · · φ2
n

...
...

...
...

φn−1
1 φn−1

2 φn−1
3 · · · φn−1

n

⎤
⎥⎥⎥⎥⎥⎦

−1

(19)

G =

⎡
⎢⎢⎢⎢⎢⎣

x0 x1 x2 · · · xn−1
x1 x2 x3 · · · xn
x2 x3 x4 · · · xn+1
...

...
... · · · ...

xn−1 xn xn+1 · · · x2n−2

⎤
⎥⎥⎥⎥⎥⎦ (20)

⎡
⎢⎢⎢⎢⎢⎢⎣

c1 c1φ1 · · · c1φn−1
1

c2 c2φ2 · · · c2φn−1
2

c3 c3φ3 · · · c3φn−1
3

...
... · · · ...

cn cnφn · · · cnφn−1
n

⎤
⎥⎥⎥⎥⎥⎥⎦
= FG (21)

4. Examples

Consider the signal:
x(t) = 2e−2t − 3et (22)

Sampling this signal at a sampling period T = 1 yielded Equation (2) with
c1 = 2, c2 = −3, N1 = e−2 = 0.13533283, N2 = e1 = 2.718281828, x0 = −1, x1 = −7.88417491,
x2 = −22.130537, and x3 = −60.2516532. Let us reverse this process. After sampling four
consecutive points of the signal x(t) at a uniform sampling period T = 1, we obtained the
values of {x0, x1, x2, x3}, as indicated above, which could be solved for {c1, c2, N1, N2}. From
Equation (2), we obtained:

c1 + c2 = −1 (23)

c1φ1 + c2φ2 = −7.88417491 (24)

c1φ2
1 + c2φ2

2 = −22.130537 (25)

c1φ3
1 + c2φ3

2 = −60.2516532 (26)

First, we could see that:

A =

[
x0 x1
x1 x2

]
=

[ −1 −7.88417491
−7.88417491 −22.130537

]
(27)

was nonsingular. Nk was obtained as the root of Equation (4), which, in this case, led to:

det

⎡
⎣ 1 −1 −7.88417491

φk −7.88417491 −22.130537
φ2

k −22.130.537 −60.2516532

⎤
⎦

= −40.029677φ2
k + 114.2293714φk − 14.7260955

= 0

(28)

This yielded N1 = 0.135335283 and N2 = 2.718281828. Substituting these values into
Equation (6) provided:

[
1 1

0.13533528 2.71828182

][
c1
c2

]
=

[ −1
−7.88417491

]
(29)
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from which we obtained c1 = 2 and c2 = −3. From known N1 and N2, p1 = −2 and p2 = 1
were obtained according to φi = epiT.

5. Conclusions

The problem of fitting 2n data points to a curve consisting of n exponential functions
was solved. The exponential functions were complex in general, with sinusoids being
a special case. The curve-fitting problem was solved by a system of nonlinear algebraic
equations. An example has been given to illustrate the procedure of this method.
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Abstract: Under the 2030 bilingual national policy in Taiwan, the financial industry encourages
employees to use a digital innovation learning platform (English e-learning platform, EELP) to
strengthen their language skills and improve service capabilities and improve the language skills of
financial practitioners. In this study, we used the Technology Acceptance Model (TAM) to understand
financial practitioners’ intentions to use the digital innovation learning platform. TAM is the one
of most influential models for technology acceptance. In the study, a total of 528 questionnaires
were collected from financial practitioners with 457 valid ones. The collected data were analyzed by
descriptive statistics and regression analysis. From demographic variables, more female financial
practitioners used the digital innovation learning platform than males. Most practitioners using
e-learning were 50–59 years old in the position of a business manager with 11–15 years of experience.
In the technology acceptance model, perceived ease of use and perceived usefulness had a significant
positive impact on attitude to use. Convenience, safety, and attitude to use had significant positive
effects on willingness. All the hypotheses for the technology acceptance model were supported.

Keywords: digital innovation learning platform; English e-learning platform (EELP); technology
acceptance model

1. Introduction

Digital learning (e-learning) is considered to be a learning method for web-based
learning or online learning [1]. The popularization of network infrastructure has formed
an emerging information circulation channel, and digital learning is characterized by the
environment, immediacy, and not being limited by space. The concept of learning is also
oriented with interactivity, self-pacing, and tailored repetitions.

While the financial industry has moved towards informatization and technology, the
learning system for financial practitioners is also moving toward digitalization. Interna-
tional laws and security risks are all important English education and training courses.
With the financial industry adopting the “digital innovation learning system” (also known
as the English e-learning platform, EELP) for training courses becoming a trend, it is even
more necessary to deeply explore the effectiveness and development of digital learning
in enterprises.

Due to the 2030 bilingual national policy in Taiwan, the financial industry encourages
employees to use the digital innovation learning platform to improve and strengthen their
language skills to improve service capabilities. In this study, we used the Technology
Acceptance Model [2] to understand financial practitioners’ intentions to use the digital
innovation learning platform. The purpose of this study was to understand the influencing
factors of financial practitioners’ willingness to use digital learning systems and to explore
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the impact of financial practitioners’ perceived ease of use and usefulness of the digital
innovation learning platform.

2. Literature Review

2.1. Digital Learning

Experts in education, learning, and information technology give different definitions
for digital learning (e-learning), but they are all based on the same foundation—the use of
technological products or techniques to learn [3]. The use of digital learning systems allows
employees to learn what the company requires of them to improve skills regardless of time
and place and understand the latest information related to their industry. Therefore, digital
learning has become one of the most widely discussed topics in the IT field. Although digital
learning can increase the staff’s IT programming, design, system operation, enterprise, and
soft skills [4], the employees of the financial industry may not be willing to use it.

2.2. Technology Acceptance Model (TAM)

Many scholars use the technology acceptance model for their research. TAM [2] is one
of the most influential models in technology acceptance research. The primary influencing
factors on an individual’s intention to use new technology are perceived ease of use and
perceived usefulness. For an older adult, if they perceive that playing digital games is
difficult and a waste of time, then they are unlikely to play. If they perceives that digital
games can provide needed mental stimulation and is easy to learn, they are more likely to
learn how to play. Although TAM has been criticized, it is still a useful general framework.
The research result is consistent with other investigations about older adults’ intentions to
use new technologies [2].

3. Research Method and Procedure

According to the research using TAM, we found the use of digital innovation learning
platforms is positively correlated to users’ acceptance of the platform. Thus, we constructed
the research model and hypotheses.

H1. The effect of perceived ease of use and perceived usefulness of financial practitioners using
digital innovation learning platforms is positive.

H2. The effect of the perceived usefulness of financial practitioners using digital innovation learning
platforms on the attitude toward its use is positive.

H3. The effect of the perceived ease of financial practitioners using digital innovation learning
platforms on the attitude to use is positive.

H4. The effect of financial practitioners’ attitude toward using digital innovation learning platforms
on their willingness to use them is positively correlated.

H5. The effect of the convenience of financial practitioners using the digital innovation learning
platform on their willingness to use them is positive.

H6. The effect of the security of financial practitioners using the digital innovation learning platform
on their willingness to use it is positive.

This study adopted the cluster sampling method using a questionnaire survey to
collect relevant information. A total of 528 questionnaires were collected from finan-
cial practitioners, and 457 valid questionnaires were used in this study. The return rate
was 86.6%. The collected data were analyzed using descriptive statistics and regression
analysis. The pre-test questionnaires of this study were collected from 1 March 2022, to
31 March 2022. An expert confirmed the validity of the questionnaire and question clarity.
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4. Result and Discussions

4.1. Descriptive Statistics

A total of 164 respondents (35.9%) were aged 50–59, and 129 people (28.2%) were aged
30–39. A total of 192 respondents (42.0%) had a university degree, and 149 (21.7%) had
a master’s degree. This showed that most of the respondents were highly educated. A total
of 98 respondents (21.5%) had a working experience of 11–15 years, and 96 people (21.0%)
had a working experience of 7–9 years. A total of 185 financial practitioners (40.5%) were
high-level managers, while 111 financial practitioners (24.3%) were middle managers. All
details are presented in Table 1.

Table 1. The profile of respondents.

Items Category Sample %

Gender
Male 253 55.4

Female 204 44.6

Age (years)

20–29 48 10.5

30–39 129 28.2

40–49 98 21.4

50–59 164 35.9

60 or above 18 4.0

Education background

Non-college graduate 116 25.4

College 192 42.0

Graduate school 149 21.7

Working experience (years)

1–3 92 20.1

4–8 84 18.4

7–9 96 21.0

11–15 98 21.5

16 or above 87 19.0

Position

Low-level manager 65 14.2

Middle manager 111 24.3

Manager 96 21.0

High-level manager 185 40.5

4.2. Reliability

The Cronbach’s α was 0.829 to 0.934, showing a high reliability for the questionnaire
survey as it was above 0.7 [5]. The adoption of digital innovation learning platforms was
strongly linked to each characteristic. All criteria had correlation coefficients higher than
0.5. All criteria showed a beneficial effect on financial practitioners’ attitudes and behaviors
surrounding e-learning. The details are presented in Table 2.

4.3. Cross Analysis

From the demographic variables, more female financial practitioners used the dig-
ital innovation learning platform than males. Most practitioners using e-learning were
50–59 years old and in the position of a business manager with 11–15 years of experience.
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Table 2. Summary of reliability analysis.

Construct Number of Items Cronbach’s α Value

Perceived ease of use 5 0.890

Perceived usefulness 5 0.895

Attitude to use 5 0.879

Convenience 5 0.922

Security 4 0.829

Attitude to use 5 0.899

Willingness to use 6 0.934

4.4. Regression and Hypothesis Test

Regression analysis was used to examine the factors that affected the attitude and
intention of financial practitioners to use the digital innovation learning platform. The
purpose was to verify the hypothesis established by the technology acceptance model as
presented in Table 3.

Table 3. Regression and hypothesis test.

Independent Variable Dependent Variable

Perceived Usefulness
β Value

Attitude to Use
β Value

Willingness to Use
β Value

Perceived ease of use 0.426 *** 0.313 ***
Perceived usefulness 0.564 ***

Attitude to use 0.660 ***
Convenience 0.233 ***

Safety 0.224 ***
R2 0.332 0.576 0.640

Adjusted-R2 0.359 0.563 0.749

Hypotheses Supported H1 H2 H3 H4 H5 H6
*** p < 0.001.

The following findings were found from the results:

• The perceived ease of use of financial practitioners using the digital innovation learning
platform had a positive and significant effect on the perceived usefulness (β = 0.426,
p < 0.001), with an explanatory power of 33.2%. Therefore, the research hypothesis
H1 was supported. When financial practitioners thought that the digital innovation
learning platform was easier to operate, they used the digital innovation learning
platform more often.

• The perceived usefulness of financial practitioners using the digital innovation learning
platform had a positive and significant effect on the attitude to use (β = 0.564, p < 0.001),
with an explanatory power of 57.6%. Therefore, the research hypothesis H2 was
supported. When financial practitioners thought that using the digital innovation
learning platform was easier and helped them complete their studies, they had a more
positive attitude towards using the digital innovation learning platform.

• The perceived ease of use of financial practitioners using the digital innovation learning
platform had a positive and significant effect on the attitude to use (β = 0.313, p < 0.001),
with an explanatory power of 57.6%. Therefore, the research hypothesis H3 was
supported. When financial practitioners thought that using the digital innovation
learning platform was easy, they were more confident in the system and had positive
attitudes toward using it.
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• The attitude of financial practitioners toward using the digital innovation learning
platform had a positive and significant effect on their willingness to use (β = 0.660,
p < 0.001), with an explanatory power of 64.0%. Therefore, the research hypothesis H4
was supported. When financial practitioners had positive attitudes and feelings toward
the use of the digital innovation learning platform, they had a higher willingness
to use it.

• The perceived convenience of financial practitioners using the digital innovation learn-
ing platform had a positive and significant effect on the willingness to use (β = 0.233,
p < 0.001), with an explanatory power of 64.0%. Therefore, the research hypothesis H5
was supported. When financial practitioners used the digital innovation learning plat-
form, the higher the convenience of the learning platform, the higher their willingness
to use it was.

• The perceived security of financial practitioners using the digital innovation learning
platform had a positive and significant effect on the willingness to use (β = 0.224,
p < 0.001), with an explanatory power of 64.0%. Therefore, the research hypothesis
H6 was supported. When financial practitioners used the digital innovation learning
platform, the higher the security of the learning platform, the higher their willingness
to use it was.

5. Conclusions and Recommendations

Due to the 2030 bilingual national policy in Taiwan, the financial industry encourages
employees to use the digital innovation learning platform to improve and strengthen the
language skills of financial practitioners and strengthen their service capabilities. In this
study, TAM was used to understand financial practitioners’ intentions to use the digital
innovation learning platform.

A total of 457 valid questionnaires were collected out of 528 distributed questionnaires.
The results showed that more female financial practitioners used the digital innovation
learning platform than male practitioners. A majority of the practitioners were 50–59 years
old and business managers with 11–15 years of working experience. The perceived ease
of use and perceived usefulness had a significant positive effect on the attitude to use.
Convenience, safety, and attitude to use had significant positive effects on willingness. All
hypotheses in TAM were supported.

Based on the research results, the following suggestions are proposed:

• It is suggested that follow-up researchers expand the research scope and add some
other external variables.

• As the financial industry includes different service items, such as banking, insurance,
bonds, and funds, future research needs to include differential analysis among the
different financial industries.
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Abstract: In the past decade, the visualization and transformation of data and information have
attracted lots of research interest, while visualization has gradually extended to all industries. Based
on the retrieval of core literature in a Web of Science search from 2012 to 2022, this study finds that
these developments mainly discussed the change of visualization and its related concepts, current
research hotspots, and influential journal papers. Consequently, it aims to explore research gaps and
provide directional guidance for future research.

Keywords: data and information visualization; visualized analysis; literature review; visualiza-
tion studies

1. Introduction

1.1. Research Background

Most industry and business data are newly evaluated with the rapid development
of the ‘Internet +’ in recent years. Big data technology extracts relevant information from
a large number of unstructured or multi-structured datasets. As the McKinsey Global
Research Institute (MGI) released in their report ‘Big Data: The next frontier for Innovation,
competition, and productivity’, the development of big data has been observed as the foreword
and future trend of contemporary academic development. The process of forming images
of objects through visual observation is a sort of mental processing procedure. Visualization
improves people’s ability to observe things and the formation of the overall concept for
them. It displays data or information from different dimensions in graphical ways and
promotes decision-makers or stakeholders to quickly and effectively understand the data
or information.

Whether it is data visualization or information visualization, it has gradually been
put on the frontier of research in this century and has developed prosperously in the past
decade. In the vigorous development of big data analysis, InfoVis has been widely used in
various data analysis applications. There are many published articles relating to big data
analysis, which involves many researchers in diverse disciplines [1–3]. Data visualization
has become the premise as an effective method of research and decision making.

1.2. Purpose and Significance

The study selected ‘core’ articles published from 2012 to 2021 and classified them.
The main contents were categorized according to the following aspects. The first is the
development of visualization-related concepts and the relationship between them: what are
the directions for the evolution of visualization-related concepts based on these concepts?
Secondly, according to the collection of the related literature, the specific result of the
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research influence of visualization technology over the past decade is described with the
current research trends. These research results provide directional guidance for subsequent
researchers and explore the research gap between studies and applications.

2. Methods and Steps

Literature research based on the retrieval system of the Web of Science (web of
knowledge.com (accessed on 1 March 2023)) allows the effective retrieval of the following
keywords: ‘data visualization’ and ‘information visualization’. Web of Science is a well-
known database that is most commonly used to retrieve literature [4,5]. The information is
selected by evaluation of readers, and its credibility and influence are favored by scholars.
The content covers journals, books, reports, seminars, and other academic information. It
also includes three influential databases, such as Science Citation Index Expanded (SCI-
Expanded), Social Sciences Citation Index (SSCI), and Arts & Humanities Citation Index (A
& HCI). According to the retrieval of the keywords ‘data visualization’ and ‘information
visualization’, these two are combined for analysis on the basis of the research objectives.

3. Analysis and Discovery

3.1. Development and Transformation of Visualization-Related Concepts

The development of visualization-related concepts changes over time, and these
related concepts are evolving constantly where a contextual relationship is created. The
essence is the visual interaction with computers. The conceptual change is mainly reflected
in the development of visualization from ‘technical implementation’ to ‘consideration of
the recipient’s cognition’, and from scientific research suitability for professionals to mass
communication. Visualization is gradually broadening the field of such influence.

Starting from several terms including data, information, data visualization, scientific
visualization, information visualization, and knowledge visualization, the paper sorts out
the relationship and common characteristics between different concepts and perceptions.

In information generation, the concept of data has been changed over a long history.
Before the appearance of pictographs, people used ropes to record events, and later, stone
walls were used. Such records are the essence and an original way for information delivery
and representation. By the 10th century AD, people recorded the positions and changes of
celestial bodies at different times with simple geometric figures and coordinate concepts
together with longitude and latitude [6]. Nowadays, data means digital data [7] collected
from various sources and composed of symbols and facts that are discrete and unexplained.
When it has nothing to do with other data, it may have no meaning [8]. Information is
data that has been interpreted or processed, and therefore contains certain meanings [9].
Usually, information tends to spread more visually than data.

The definition of data visualization is related to a set of techniques designed to extract
relevant information from a large amount of unstructured or multi-structured data [10]. It
usually refers to the data extraction method and belongs to the technical category. With
the continuous evolution of the concept of data visualization, people are accepting new
concepts with both scientific visualization as well as information visualization. With the
impact of modern computer technology, the connotation of data visualization has been
greatly expanded from scientific computing visualization to information visualization and
knowledge visualization. Thus, the related research objects include spatial or non-spatial
data and human knowledge [11]. As a result, the scope of data visualization is expanded.

Scientific visualization was proposed first in 1987. It refers to the use of computer
graphics and image processing to create visual images, replace large and complex digital
presentation forms, and help people better understand the concepts of science, technology,
and results. Scientific visualization is a further extension of data visualization, which
extends the real sensibility of graphic images [12], and its purpose is to help people better
understand the meaning of data. Scientific methods are enriched by focusing on guid-
ing data sets and seeing invisible information [13]. Therefore, scientific visualization
is more inclined to reveal the information of data in specific application disciplines for
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professional researchers. Complex geographic data, measurement data, and scientific
data are obtained in a process with computers. Re-analysis and combination sometimes
need three-dimensional space with light source rendering to understand the real effect,
which is regarded as three-dimensional real-world visualization. From the perspective of
conceptual development, variants and sub-types based on data and scientific visualiza-
tion (cartographic visualization) or knowledge domain (statistical visualization) are also
created [12].

Information visualization (usually referred to as InfoViz) is one of the tools to allow
and/or improve big data analysis. The prosperity of big data analysis has led the related
technology to the wide application of information visualization in various fields from
finance to sports and politics [10]. Its research and development started in the 1990s and
began as a disciplined development. The purpose was to help users explore, understand,
and analyze data through progressive, iterative visual exploration [14]. By using computer
graphics and interaction to help mankind solve problems [15], and mimicking human’s
five senses, an immediate understanding of information helps researchers explore and
understand deeper information and meanings [1–3]. Therefore, information visualization
becomes important in applying abstracted data with interactive visual interfaces for various
purposes [16]. Information visualization is closely related to the user’s cognition as it
pays more attention to people’s acceptance, which is more associated with psychology,
visual design, and human-computer interaction in addition to computer graphics for
business methods. Information visualization is more inclined to visual communication
than scientific visualization.

The development of knowledge visualization was carried out in this century. In
the working document ‘Knowledge Visualization-Towards a New Discipline and its Fields of
Application compile’ by Eppler and Burkhard, knowledge visualization is considered to be
a milestone and a new research category. Knowledge visualization stresses guiding the
spread of knowledge among the public more than information visualization, and it expands
the scope of viewing objects by sharing [17]. Knowledge visualization was developed based
on information visualization and scientific visualization, and uses visual description to
promote the transmission of group knowledge and creative creation. The purpose is to
study the use of visual expression to improve knowledge transfer and creation among
people [18]. Knowledge visualization is applied to represent knowledge in a visual format.
It aims to support cognitive processes; to generate, represent, and build retrieval sharing;
and to use knowledge [19]. Based on the above concepts, the difference between various
visualization concepts is mainly reflected in the evolution of the definition of visualization
over time and their relationships. There are also common features between concepts that
are an interactive visualization of data (Figure 1).

Figure 1. Development of concepts.
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3.2. Influence of Visualization Research

This study explores the influence of visualization in three aspects: the influence of
research, the influence of journals, and the influence of co-citation. The influence of research
largely depends on the time for the development of the discipline and the number of people
involved in the research. The influence of journals is not only related to the number
of published articles but also depends on the depth and breadth of the research and a
universal value. The influence of co-citation is based on professionalism [19]. The impact
of journals is judged by the number of publications to prove the journal’s attention on data
visualization and information visualization.

In line with the retrieval of keywords of ‘data visualization’ and ‘information visual-
ization’ and the core attributes, a total of 2229 research articles are merged, and then the
top 10 articles published in 853 journals are selected.

The journals in descending order are as follows.
IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, 110 pub-

lished, BIOINFORMATICS, 92 published, COMPUTER GRAPHICS FORUM, 53 published,
BMC BIOINFORMATICS, 48 published, IEEE COMPUTER GRAPHICS AND APPLICA-
TIONS, 34 published, PLOS ONE, 32 published. IEEE ACCESS, 30 published, ISPRS
INTERNATIONAL JOURNAL OF GEO-INFORMATION, 29 published, JOURNAL OF
VISUALIZATION, 27 published, NUCLEIC ACIDS RESEARCH, 25 published.

To a certain extent, the number of publications is not proportional to the impact factor,
and the impact factor is not completely dependent on the number of publications but on
the rate of their citations. However, the abuse of impact factor has affected the influence of
journals [19]. The quality of publication does not depend on the journal impact factor. The
impact factor alone does not evaluate the quality of journals precisely. Hence, the impact
factor of a journal has an asymmetric relationship with the impact of journals, as shown
(Tables 1 and 2).

Table 1. Journal influence.

Rank Journal Quantity

1 IEEE T VIS COMPUT GR 110
2 BIOINFORMATICS 92

3 COMPUTER GRAPHICS
FORUM 53

4 BMC BIOINFORMATICS 48
5 IEEE COMPUT GRAPH 34
6 PLOS ONE 32
7 IEEE ACCESS 30
8 ISPRS INT J GEO-INF 29

9 JOURNAL OF
VISUALIZATION 27

10 NUCLEIC ACIDS
RESEARCH 25

Table 2. Impact factor (2022).

Rank Journals Impact Factor

1 NUCLEIC ACIDS RESEARCH 16.971
2 BIOINFORMATICS 6.937
3 IEEE T VIS COMPUT GR 4.597
4 IEEE ACCESS 3.367
5 PLOS ONE 3.240
6 BMC BIOINFORMATICS 3.169
7 ISPRS INT J GEO-INF 2.899
8 IEEE COMPUT GRAPH 2.088
9 COMPUTER GRAPHICS FORUM 2.078
10 JOURNAL OF VISUALIZATION 1.331
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In terms of co-citation of articles in data visualization and information visualization,
the top 10 co-cited articles comprehensively show the change in the content of professional
fields. For example, the D-3 methods mentioned in the data-driven article are not for build-
ing a single framework but for providing an efficient operation of data-based documents.
This shows that proprietary representation and extraordinary flexibility are necessary for
analyzing the visualization [20]. For example, as a tool for the unification of biology, gene
ontology mentioned in articles promotes the transformation of the concept of the naming
system on the premise of a unified understanding of biology and its interoperability [21].

There is a high degree of correlation between co-cited articles to be manifested in
the frequently referred articles of a particular field. For example, in the study of the top
10 journals, ‘Empirical Studies in Information Visualization: Seven Scenarios’, ‘VisDe-
signer: Expressive Interactive Design of Information Visualizations’, and ‘D-3: data-driven
documents’ are influential in information visualization with high frequencies of citation
(Table 3).

Table 3. TOP10 co-citation literature distribution based on keywords ‘data visualization’ and ‘infor-
mation visualization’.

Rank Title Cited Times

1 D-3:Data-Driven Documents 84

2 Raphical perception-theory, experimentation, and application to the
development of graphical methods 35

3 A multi-level typology of abstract visualization tasks 28
4 Low-level components of analytic activity in information visualization 27
5 Readings in Information visualization: using vision to think 26
6 Protovis: agraphical toolkit for visualization 23
7 Gene ontology: tool for the unification of biology 22

8 The eyes have it: a task by data type taxonomy for information
visualizations 22

9 viSNE enables visualization of high dimensional single-cell data and
reveals phenotypic heterogeneity of leukemia 17

10 An integrated encyclopedia of DNA elements in the human genome 17

In addition to the citation rate, researchers’ academic influence can also be defined
based on the number of their publications. First of all, a limited number of researchers
concentrate on a certain field. For example, Lee, B. published 34 articles from 2012 to
2021, of which 14 were selected through core screening. Collaborations among influential
researchers with him are also found (Table 4).

Table 4. TOP 10 influential researchers ranked by keywords ‘data visualization’ and ‘information
visualization’.

Rank Author Times Percentage

1 Ma, Kwan-Liu 9 0.09%
2 Olovira, OsvaldoN, Jr 9 0.09%
3 Chen, Min 8 0.08%
4 Isenberg, Petra 8 0.08%
5 Yuan, xiaoru 8 0.08%
6 Chen, Wei 7 0.07%
7 Jamroz, Dariusz 7 0.07%
8 Lee, Bongshin 7 0.07%
9 Paulovich, Fernado V 7 0.07%
10 Qu, Huamin 7 0.07%

3.3. Research Trends and Imbalances

The overall trend is based on the retrieval of keywords. The research trend is observed
in two aspects: (i) the number of published articles each year and the overall trend, and
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(ii) the analysis of popular research areas. From 2012 to 2021, the overall trend showed an
upward increase with the total number of articles increasing year by year, among which
data visualization contributed greatly. The research imbalance is mainly reflected in the
ratio of articles that have been highly cited. The research on data visualization has gradually
increased, and the total number of articles has increased from 138 in 2012 to 306 in 2021.
Over the 10 years, data visualization has become the focus of research. However, the
research on information visualization has fluctuated and become stable. The total number
of articles is 299. The average is 29.9 articles per year, with the largest number of 46 in 2019
and the least of 16 in 2015 (Figure 2).

Figure 2. Publication trends of keyword retrieval (‘data visualization’ and ‘information visualization’).

The paper retrieves keywords within the research field of these articles, calculates them
according to the frequency of occurrence, and then eliminates similar keywords by using
cluster analysis. The top 10 applicable research fields are then selected in terms of wide
applications, particularly in biology, geography, safety, health, commerce, transportation,
energy, and personal applications. In the screening and sorting of keywords, it is found that
data visualization and information visualization belong to the category of computer science.
Most of the related research is about human-computer interaction and the realization of
technology. The main research on visualization is mainly related to computer science.
However, bio-related disciplines, biotechnology, biochemistry, biological information, and
other applications have gained popularity in the past decade. With the wide application
and rapid increase of computing power, the visualization of multi-faceted scientific data
is becoming more important than before in engineering, medicine, or climate research
(Table 5).

Table 5. Research field distribution based on keywords ‘data visualization’ and ‘information visual-
ization’.

Rank Research Fields Quantity Percentage

1 Computer science 893 40.06%
2 Engineering 366 16.41%
3 Biochemistry molecular biology 294 13.18%
4 Mathematical computational biology 195 8.74%
5 Biotechnology applied microbiology 174 7.80%
6 Chemistry 165 7.40%
7 Mathematics 162 7.26%
8 Science technology other topics 111 4.97%
9 Environment sciences ecology 93 4.17%
10 Medical informatics 77 3.45%
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From a trend analysis, the imbalance of research is found in two different aspects.
First, the number of articles is different. Among 2229 retrieved articles, 1930 articles (86.6%)
deal with data visualization, while 299 articles (13.4%) deal with information visualization.
The number of articles on data visualization is 6.74 times higher than that on information
visualization (Table 6).

Table 6. Proportion of the number of articles and researchers in the combined retrieval based on
keywords ‘data visualization’ and ‘information visualization’.

Keywords Numbers of Researchers Percentage

Data visualization 7915 87.6%
Information visualization 1120 12.4%

Data visualization and information visualization 9035 100%

Data visualization requires a large amount of unstructured or multi-structured data
compared to information visualization [10]. Data visualization was coined in the 1950s
with the advent of computer graphics [22]. Information visualization was introduced in
1999. The development of data visualization needs a longer time and is more mature than
information visualization. Due to the required time for development, data visualization
needs more research than information visualization. Thus, among 9035 researchers, 7915
(87.6%) are related to data visualization, while 1120 (12.4%) are related to information
visualization. The ratio of the researchers for each research area on the visualization is
similar to that for articles.

There is a significant difference in the number of highly cited articles. The top 10 articles
have a citation rate of more than 500, and the citation rate of the top three articles is higher
than 1000 times (Table 7).

Table 7. Information related to TOP10 articles retrieved by ‘data visualization and information
visualization’.

Rank Title Cited Times

1 Integrative Genomics Viewer (IGV): high-performance genomics data
visualization and exploration 4098

2 qgraph: Network Visualizations of Relationships in Psychometric Data 1130

3 GGTREE: an R package for visualization and annotation of
phylogenetic trees with their covariates and other associated data 1095

4 viSNE enables visualization of high dimensional single-cell data
andreveals phenotypic heterogeneity of leukemia 968

5 Mantid-Data analysis and visualization package for neutron scattering
and mu SR experiments 871

6 Pathview: an R/Bioconductor package for pathway-based data
integration and visualization 698

7 ETE 3: Reconstruction, Analysis, and Visualization of Phylogenomic Data 669
8 Anvi’o: an advanced analysis and visualization platformfor ‘omics data 594

9 Protter: interactive protein feature visualization and integration with
experimental proteomic data 586

10 Artemis: an integrated platform for visualization and analysis of
high-throughput sequence-based experimental data 565

The research goals of highly cited articles are diverse. When an article is cited by
others at a certain time, the article generates attention for its research outcome [23]. For
example, the article ‘Integrative Genomics Viewer (IGV): high-performance genomics data
visualization and exploration’ is cited 4098 times. Its research outcome allows a wide range
of applications and provides a basis for other research.
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4. Conclusions

Based on the keywords of ‘data visualization’ and ‘information visualization’, this
study finds the development and transformation of concepts, the influence of research, the
trend, and the imbalance of research.

4.1. Concept Development and Its Transformation

The concept of data visualization has evolved continuously, covering scientific visu-
alization and information visualization. Scientific visualization is a further extension of
data visualization to the real perceptual image. Information visualization is more inclined
toward visual communication than scientific visualization, and knowledge visualization is
more inclined toward guiding knowledge among the public than information visualization
that expands the scope of the viewing object with the characteristics of sharing.

In conceptual transformation, visualization is more influential on the application
of scientific research from professionals to mass communication. For example, knowl-
edge visualization promotes visual information that only professionals can present as an
explanation that the public understands.

4.2. Research Influence

This article mainly describes and analyzes three bases, namely, the influence of journals,
the influence of researchers, and the influence of co-citation articles. In terms of the
influence of journals, more influential journals are concentrated in software engineering
and biologically related fields, but the relationship between the number of published
journals and the impact factor is not proportional. In the aspect of co-citation, the analysis
result of co-citation articles shows that the top 10 co-cited articles have high versatility and
a high degree of correlation between co-cited articles. This correlation in a particular field
implies frequent citations or widely cited topics.

4.3. Research Trends and Imbalance

The research trend is analyzed in two aspects: the number of published articles each
year and the overall trend. The total amount of articles is increasing year by year, especially
the research on data visualization, but the research on information visualization fluctuates
less and becomes stable. This also reflects the imbalance of research. The imbalance is
reflected in the analysis of popular research areas that are widely distributed, including
biological disciplines, biotechnology, biochemistry, biological information, and other appli-
cations. In other fields, engineering and climate research are becoming more important.

5. Research Limitations and Prospects

The result of data visualization and information visualization provides researchers
with preliminary insights into their research direction. The paper only employs the Web of
Science core database, so the overall number of topics collected from the literature may be
relatively biased. Thus, future research needs more literature retrieval pipelines such as
Scopus, CSCD, and KCI to obtain comprehensive information. In terms of the objectives,
this study is descriptive and mainly discusses the related characterizations. Subsequent
research is necessary to explain more about the profound connotation and reasons for the
presented results in this study and to conduct a summary analysis.

There are various methods such as cluster analysis [24] and semi-structured inter-
views [25,26] that are applicable for implementing the related research. Recent studies have
focused on empirical methods and applications. With empirical methods, more information
research is deployed to the application [27] to know in the practical field.

In the future, the research on visualization will become popular regardless of the num-
ber of researchers and articles in development. As a consequence, research on information
visualization is still in great need. The reason is that information visualization is mainly for
understanding characteristics of multidisciplinary cross-cutting nature, and it is difficult to
carry out related research on cognitive science and visual design. These two disciplines
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have great differences, so the integration of the two disciplines is not easy. In addition to
this, the concepts of information visualization reflect the popular trend of visualization
technology, though, at present, it does not have much demand.
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Abstract: Guided by system science, we propose a cognitive model based on graph theory and
explore personalized recommendation algorithms based on a deep knowledge point tracking model
by integrating the learning characteristics, prior knowledge, and learning ability of learners. Recom-
mendation of the knowledge point is provided by combining the deep knowledge point tracking
model and cognitive model, and personalized curriculum recommendation is provided by combining
a knowledge point tracking model and graph theory. A dynamic personalized learning path is
recommended by combining the knowledge point network and a student model. Then, teaching
resources are recommended, and learning efficiency is improved.

Keywords: system science; personalized education; recommendation system design scheme

1. Introduction

To solve the problem of “information overload and maze” in education, personalized
recommendations of teaching resources are introduced. Personalized recommendation of
teaching resources refers to educational information and teaching resources that are pro-
vided based on personal information. Different from the “one-to-many” services provided
by educational resources, the recommendation meets personal needs, so users do not need
to go through many recommendation processes. Thus, the cost of finding the required
educational resources can be significantly reduced [1,2]. The personalized recommendation
service has changed from the simple mode of “resources found by users” to the intelligent
mode of “resources for uses”. The service is for learner-centered adaptive learning [3–5].
Adaptive learning refers to the construction of learners’ interests and abilities based on
online learning behavior data. Learner behavior is predicted to intelligently provide per-
sonalized learning paths, resources, or courses according to personal interests and abilities.
The personalized recommendation of teaching resources effectively solves the problem
of an “information maze” brought on by a massive amount of data. Therefore, the devel-
opment of a personalized recommendation system is an important topic for research in
educational information.

2. Research Status of Related System

Personalized recommendations have been extensively studied. In terms of learning
course recommendation, references [6,7] propose a personalized course generation system
based on the hierarchical recommendation algorithm. The system provided personalized
courses in two stages according to the learning process of users. Personalized courses are
recommended based on the analysis of the overall teaching plan and curriculum-based
knowledge extracted from the massive knowledge base. Then, target learners can acquire
the necessary knowledge before learning the courses through the pre-test module and a
hierarchical recommendation algorithm. In learning, a dynamic update of the learner’s
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characteristics is performed with the genetic algorithm that generates personalized course
contents according to the learning objectives of the course. Based on knowledge points
and knowledge management theory, the 5-layer structure of knowledge and the 4-layer
structure of using knowledge are recommended. The knowledge points and learning
strategy are designed and developed based on recommended personalized courses [8]. A
personalized course learning model for the program of the certificate in English language
teaching (CELT) was developed based on the self-organized community [9,10]. The model
used the similarity between peers and lecturers, and the pertinence of the algorithm to
guide learners by recommending learning objects, pathways, and strategies was verified.
The proposed model reduced the workload of the lecturers, and the experimental results
showed that the proposed model effectively improved the learning quality and interest of
the learners.

The current personalized recommendation system for teaching resources was pro-
posed in 2015 with a depth knowledge tracking (DKT) model based on deep learning
theory and knowledge tracking theory. With the big data of learning behaviors, the pre-
diction accuracy of the system was higher than with Bayesian knowledge tracing (BKT)
and item response theory (IRT). Without experts’ help, teachers could find the necessary
knowledge, and favorable conditions for learners’ knowledge discovery were determined.
In learning, knowledge takes a relatively small part as in the learning process, a cognitive
law of knowledge, cognitive theory, and cognitive model are combined in the internal
connection for mining knowledge. Based on the knowledge and its interconnection, the
characteristics of learning courses can be recognized, which are used for learning courses
and path recommendations. However, an appropriate knowledge-tracking model has not
yet been developed. With higher accuracy of the deep knowledge-tracking model, the
accuracy and satisfaction with recommended knowledge points and learning courses and
paths will be improved.

3. Goals and Ideas of System Design

This study aims to develop a personalized recommendation algorithm based on a DKT
model that considers the learning characteristics, prior knowledge, and learning ability
of learners. Introducing the cognitive model and figure theory, the teaching resources are
optimized, and the accuracy of the recommendation of teaching resources is improved. The
wider coverage, better recall, and improved recommended rate allow learners to improve
learning efficiency, enhance learning interest, optimize the learning effect, and relieve
“cognitive overload”. Such advantages can be achieved with the proposed algorithm.

In the algorithm, the knowledge point recommendation algorithm, the deep knowl-
edge point tracking model, and the cognitive model are integrated for accurate and en-
hanced interpretability of the prediction process. The Ebbinghaus forgetting curve is used
to simulate learning status and recommend knowledge points that are forgotten. The
deterministic inputs, noisy, and gate (DINA) model is also introduced to evaluate the guess
and error rates so that the feature vector of the learners’ knowledge point can be closer to
their real state. The graph theory is also used to explore the internal relationship between
the knowledge points. Dependencies, reference relationships, parallel relationships, and
pre- and post-relationships are determined to create the personalized knowledge graph
of learners. The similarity or subordination between the features found and the feature
vector in the knowledge graph of learning courses is tested to validate the algorithm’s
performance. Based on the inherent relationship between knowledge points and learning
courses, a personalized learning path is recommended.

4. System Design

According to the objectives of this study, the following processes are carried out.

• Constructing an algorithm for recommending personalized knowledge based on the
DKT model and the cognitive model
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• Constructing an algorithm for a personalized course recommendation based on the
DKT model and graph theory

• Constructing an algorithm for personalized learning path recommendation based on
the combination of knowledge point networks and student models

The DKT model has advantages over BKT and IRT in that it can train with the data
parameters and study the algorithm mechanism. The long- and short-term memory model
(LSTM) is used to predict the required knowledge points and test the prediction accuracy
and operation rate. With the Ebbinghaus forgetting curve, the DINA model and LSTM are
used to compare the prediction accuracy, recall rate, test time, and training time. Based
on the prediction results, the algorithms recommend knowledge points that learners have
not mastered well. In LSTM, the hidden Markov model (HMM) and K-means algorithm
are adopted to explore the accuracy of the predicted knowledge relationship graph. The
feature vector of the learning course is extracted to create the learning course graph. Then,
the subordination relationship between the learners’ knowledge map and the learning
course is investigated to recommend the relevant learning courses based on the knowledge
points that the learners have mastered poorly. The learning path is recommended based on
the directed knowledge point network graph and a personalized knowledge status map,
which show cognition, ability, goals, and other characteristics of learners. The learning path
is optimized for better effectiveness of personalized learning, and the most appropriate
learning path is recommended for learners.

The algorithms are developed to improve the accuracy of the prediction and lay the
foundation for the subsequent recommendation. For the algorithms, it is necessary to
find the characteristic vector of the learner’s knowledge points and create a knowledge
map. Through similarity or relationship tests of the knowledge graph and learning course
characteristics, a personalized learning course recommendation can be provided. The
learning path is planned with the group’s wisdom and the prior knowledge of the learner.
To develop the algorithms, the public data is preprocessed. Then, combining the long and
short-term model (LSTM), DINA model, and student model and based on knowledge point
map theory and cognitive model theory, the learners’ knowledge points are predicted to
create a personalized knowledge point map (Figure 1).

 

Figure 1. System design route.
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5. Experiments

5.1. Dataset

For the experiment, data from 2009−2010 is used. It contains 525,535 sets of the
exercise data of 4217 students with the student number, question number, correct answer
result, associated knowledge points, answer order, answer type, and others. The data on
students’ lifestyles and studies is collected from the 10-week cell phone use of 48 students
at Dartmouth College in the USA) including learners’ mental state, academic performance,
and behavioral trends. The size of the data is 53 Gb, containing 32,000 self-reports and
pre-post surveys. The Ted dataset, the Edx dataset, and the Datashop data are also used in
the experiment.

5.2. Comparison and Evaluation

As comparison algorithms, we use the collaborative filtering algorithm, collabora-
tive filtering recommendation algorithm, single-layer DKT model, two-layer DKT model
algorithm, and BKT algorithm.

To evaluate the performance of the algorithms, the following index is calculated.
Mean absolute error:

MAE =
1

|Ep| ∑
(u,a∈Ep)

∣∣rua − r′ua
∣∣ (1)

Root-mean-square error:

RMSE =

√√√√ 1
|Ep| ∑

(u,a)∈Ep
(rua − r′ua)

2 (2)

Pearson Correlation factor:

PCC =
∑
a
(r′a − r′)(ra − r′)√

∑
a
(r′a − r′)2

√
∑
a
(ra − r′)2

(3)

Precision:

Pu(L) =
Ntp

Ntp + Nf p
(4)

Recommended coverage:

COVR(L) =
Nd(L)

N
(5)

6. Discussion, and Conclusions

We propose an algorithm for the personalized recommendation of knowledge points,
learning paths, resources, and courses for learners. We use the DKT model to determine
learning style characteristics, prior knowledge, and learning ability, and the cognitive model
and graph theory to optimize personalized teaching resources. The developed algorithm
improves the accuracy, coverage, recall, and rate of teaching resource recommendations,
enhances learning efficiency, interest, and effect, and overcomes “overload” and “learning
flight”. The algorithm also makes the knowledge point feature vector more accurate and
improves the interpretability of the prediction. Learning courses are recommended to offer
more comprehensive and accurate courses according to the learner’s needs. The algorithm
can be used to develop further personalized educational recommendation systems.
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Abstract: The Taipei Dome Complex is located in Taipei, Taiwan. It is a composite park with a
multi-functional dome and incorporates a shopping mall, restaurants, cinemas, and an office building.
In 2017, Taipei, Taiwan hosted the Universiade, and thousands of people protested. Smoke bombs
were thrown, and the police were attacked. Due to its location in the “Circum-Pacific seismic belt” and
the fact it is affected by the subtropical monsoon climate, Taiwan suffers frequent natural disasters.
We aim to define the security risk factors for the Taipei Dome Complex by assessing flood simulation
from the National Science and Technology Center for Disaster Reduction, earthquake simulation
of the Taiwan Earthquake Loss Estimation System (TELES), and a case study of a terrorist attack.
We propose 24 risk factors from five major perspectives: equipment safety, traffic accidents, human
resources, security management, and disaster events.

Keywords: risk management; disaster prevention; TELES; Taipei Dome Complex

1. Introduction

Because of the spread of terrorism, urban facilities have become the target of terrorist
attacks, including transport stations, airports, landmarks of the cities, theaters, critical
infrastructures in stadiums, arenas, and domes that hold major sporting events and concerts.
On 22 May 2017, at 22:33 British Summer Time, there were explosions at the Manchester
Arena where singer Ariana Grande Butera was holding a concert. The nail bombs caused
23 deaths (including that of the attacker) and 119 injuries [1]. It was a terrorist attack by
a lone male suicide bomber [2]. After investigation, it was determined that the explosive
charges were detonated using a remote-control device and were more likely carried into
the venue by being packed in a backpack than in a vest [3]. On 21 August 2017, Taipei,
Taiwan hosted the Summer Universiade. Thousands of people protested, a man attacked
the police, and several people threw smoke bombs at the venue of the opening ceremony.
The accidents prevented athletes from entering the arena on time [4].

The Taipei Dome Complex, the research object of this study, is located in Xinyi District,
Taipei City, Taiwan. It is a composite park. The main body is a multi-functional dome,
and the other also has constructions such as a shopping mall, restaurant, cinema, and
office buildings (Figure 1). The crowd capability of the dome is 59,833 [5], which is
approximately double that of the Taipei Arena (currently the largest arena in Taiwan). If an
incident like the Manchester Arena terrorist attack occurs in the Taipei Dome Complex, the
consequences will be disastrous. Therefore, this study is being carried out to determine
the risk factors for disasters and safety events for the Taipei Dome Complex and provides
security recommendations for large events.
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Figure 1. Distribution of venues of Taipei Dome Complex.

2. Literature Review

2.1. Potential Disaster Analysis

The TAIPEI Dome Complex is located in the Xinyi District, Taipei City, Taiwan. We
used the disaster-causing analysis template proposed by the Federal Emergency Manage-
ment Agency (FEMA) to analyze potential disasters in the complex, focusing on fire, flood,
earthquake, and terrorist attacks, as shown in Table 1. In terms of earthquakes, Taiwan is in
the seismically active area of the “Circum-Pacific seismic belt” and the Shanjiao fault is near
the Taipei Dome Complex [6] (Figure 2), meaning that the probability of their occurrence is
“possible”. According to the simulation results of the Taiwan Earthquake Loss Estimation
System (TELES) [7] (Table 2), the number of collapsed houses in the Xinyi District would be
341 (accounting for 2.77% of the entire Taipei City) and the number of resuscitation injuries
and deaths would be 66 (accounting for 2.89% of the entire Taipei City), and so the potential
impact of an earthquake is “limited”. In the Taipei Dome Complex, compared with other
buildings, the seismic performance of the baseball dome is the best. Due to the subtropical
monsoon climate, the occurrence probability of flooding is “very likely”. The occurrence
is predicted through torrential rain warnings or typhoon tracking, and disaster losses can
be reduced through mitigation and remediation works, and so the potential impact is
“negligible”. According to the flood simulation of the National Science and Technology
Center for Disaster Reduction (NCDR) [6], if the rainfall is more than 130 mm/h, roads
in the park will be flooded for 1–3 days (blue patterns showing 0.0–0.3 m flooding and
green patterns showing 0.3–1.0 m flooding), as shown in Figure 3. The dome has the best
fire performance. If there is a fire in the cinema, shopping mall, or office building, disaster
relief assistance will be needed. Based on the political situation between Taiwan and China
and the video “No Respite”, which named Taiwan as a member of the global anti-ISIS
and was released by the Islamic State of Iraq and al-Sham (ISIS) terrorist organization on
25 November 2015, the occurrence probability of a terrorist attack in Taiwan is “perhaps”.
If the terrorist attack happens, in addition to requiring large amounts of emergency medical
resources, it could also create international tensions.

Table 1. Disaster-causing natural disasters on the Taipei Dome Complex.

Item

Disaster
Earthquake Flood Fire Terrorist Attack

Probability Possible Very likely Possible Perhaps

Periodicity No Yes No No

Potential Impact Limited Negligible Serious Catastrophic

399



Eng. Proc. 2023, 38, 22

Table 1. Cont.

Item

Disaster
Earthquake Flood Fire Terrorist Attack

Rate of Outbreak
shortest time or
too late to have
early warning

12–24 h early warning
shortest time or
too late to have
early warning

shortest time or too
late to have early

warning

Possibility of
Cascading

Yes,
might have

post-earthquake
fire

If the rainfall is more than
130 mm/h some roads in

the park will be flooded for
1–3 days

Yes, property
damage and

casualties

Yes, property
damage, casualties,
and international

disputes

 

Figure 2. Adjacent fault distribution.

Table 2. Earthquake simulation of Taipei City.

Event Shan-Jiao Fault

Geographical
Coordinates

121.589
25.139

Richter Magnitude Scale 6.9

Depth (Km) 8

PGA (cm/s2) 411

Simulation system TELES

Number of collapsed Houses
(Xinyi District/Taipei City) 341/12,301

Number of Resuscitation Injuries and Deaths
(Xinyi District/Taipei City) 66/2282

2.2. Potential Disaster Analysis

The case of explosions is explored in Manchester Arena, 2017. For disaster relief,
human resource deployment for emergency response work is important. The police,
emergency services, and ambulance staff entered the building soon after the blast [8].
Conversely, Greater Manchester Fire and Rescue Service crews attended the arena more
than two hours and 15 min after the first 999 calls [9], and only three North West Ambulance
Service (NWAS) paramedics went into the foyer and triaged and assessed patients [10].
The emergency services showed poor communication across departments and not shared
communication channel was established between emergency services [11].
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Figure 3. Taipei city flood simulation 130 mm/h.

Medical evacuation measures were inadequate. Police officers decided which patients
to take out first, but NWAS lost control of the decision on when to bring patients out. Thus,
casualties did not arrive at the hospital [10]. After the rescue operation, expert pointed out
that the wounds taken out of the bomb scene were unsafe and unnecessary. More specialist
paramedics from the response team could have been sent directly to the bomb scene [10].

Developing and implementing a security plan is important. The Pennsylvania-based
company that manages the Manchester Arena described that backpacks were not allowed,
and drinks were taken away from people. People had to go through strict security to enter
the arena [10]. However, the audience said that there were no security measures as people
entered the arena—no wanding, no scanning, and insufficient purse and bag checks [12]. If
the metal detector had worked, the explosion might not have happened.

For crime scene handling, crowd evacuation guidance is necessary. A wide area
around the venue was quickly cordoned off [13] and a bomb disposal team arrived on
the scene [1]. Manchester Victoria station near the arena was evacuated and trains were
canceled [2]. Taxis swarmed the area to help take people away [13]. Near the end of disaster
relief, the emergency placement of victims was necessary. Shops and takeaways around the
arena appeared to be handing out drinks [13]. Hotels opened their doors to concertgoers
trapped inside the police cordon, providing them with drinks and phone chargers to enable
them to contact family members. Residents also offered stranded concertgoers places to
stay in their homes [1].

2.3. Related Articles

For advanced stadium security systems, Wan et al. (2021) proposed the AI-CPS model
that can predict anomaly behavior in cyber networks [14]. Facing unconventional emergen-
cies, Ni et al. (2020) created a decision-making repository that contained existing emergency
response plans (ERPs) that include many emergency response experiences. Considering the
semantic relevance and the scenario consistency of ERP segments, applicable sections form
new ERPs rapidly [15]. To maximize the benefits of human resources, Granberg et al. (2020)
considered training and equipping human resources from other public service sectors to act
as first responders to reduce first response times at a low cost [16]. In order to autonomously
deploy and provide communication services in disaster sites, Sanchez-Garcia et al. (2019)
proposed an algorithm based on the well-known particle swarm optimization algorithm
applied in UAV networks to discover the scenario victims faster [17]. In terms of achieving
an efficient prehospital emergency response, the collaborative utilization of regional emer-
gency medical services improves the surge capacity in the field and the practices in field
triage and transport capacity, and a transfer strategy can be used in mass burn casualty
incidents [18].
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3. Establishment of Taipei Dome Complex Disaster Risk Factors

We explore risk factors for disasters and safety events through the analysis of potential
disasters, relevant paper references, and cases of terrorist attacks in the arena. The key
factors affecting the security of the Taipei Dome Complex are summarized into five aspects:
equipment safety, traffic accidents, human resources, security management, and disaster
event. The security risk factor structure is shown in Figure 4. Equipment safety includes
insufficient fire facilities, incomplete barrier-free facilities, poorly maintained machinery,
insufficient surveillance facilities, and insufficient cyber security. Traffic accident includes
MRT emergencies, bus emergencies, intercity bus emergencies, and tour bus emergencies
tha5t affect the crowd in the complex. Human resources includes insufficient firefight-
ing, insufficient police, insufficient security officer, insufficient medical personnel, and
insufficient staff member. The security management includes shortcomings in a moving
line, shortcomings in evacuation guidance, unclear escape or fire facilities signage, lack of
situational exercise, and lack of staff training. The disaster event includes earthquake, fire
terrorist attack, and demonstration/protest event.

 

Figure 4. Taipei Dome Complex security risk factor structure.

4. Conclusions and Recommendation

Large sports venues like domes, arenas, and stadiums are public leisure and entertain-
ment spaces. The safety issue must be taken seriously. Taking the Taipei Dome Complex as
the research target, key factors affecting the security of the complex are summarized into
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five aspects: equipment safety, traffic accidents, human resources, security management,
and disaster event. In the Taipei Dome Complex, among the baseball dome, shopping mall,
restaurant, cinema, and office building, the baseball dome has the best seismic performance
and fire performance. To respond to disaster events, emergency response plans must be
established, and educational training and situational exercises must be adequate. For
terrorist attack prevention, organizers should takes the following measures: tour buses
and large transport vehicles must not be allowed to enter the park from two hours before
activities start until one hour after activities end to avoid collisions with the crowd. X-ray
machines must be installed at every entrance to the dome to detect dangerous goods. From
audience entry until the event starts, these should be regularly monitored in the computer
room. Disabled toilets, parking lots, and other places are difficult to observe. In terms
of preventing suspicious persons from entering the regulated area, it is better to improve
identification measures for staff. In Taiwan, no law specifies a hospital specifically respon-
sible for receiving victims of terrorist attacks. The government should develop policies for
emergency medical care.
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Abstract: Prisons have always been considered self-sufficient, and government disaster response
plans at all levels rarely mention prisons. Prisons may face emergencies such as earthquakes, floods,
fires, prison escapes, or riots. Prisons are located in various disaster potential areas. If prepared,
the safety of prison inmates can be secured. If it is not handled properly, society can be threatened.
Through a literature review, TELES and SESS earthquake loss estimation system, and other methods,
we sorted out three disaster risk factors, personnel risk, equipment risk, and management risk. In
the safety part of facilities, old buildings, old prison walls, insufficient monitoring facilities, and
insufficient prison space need to be included. The management aspect includes the potential of
adjacent disasters. Insufficient regional and disaster prevention materials, medical materials, and
connections with surrounding resources need to be solved.

Keywords: prison; TELES; SESS; disaster; risk

1. Introduction

In recent decades, the global prison population has increased significantly. At present,
it has exceeded 11 million. More than 60% of the national correction systems in the
world are overcrowded. Due to the sharp increase in the number of inmates, they do
not receive enough corresponding resources, resulting in overcrowding and an unhealthy
environment in correction institutions, which affects the physical and mental health of staff
and detainees (Heard, 2019) [1]. At the same time, it also creates a hotbed of infectious
diseases. Overcrowding in correctional institutions has always been a problem faced
by countries all over the world. Fifty-one correctional institutions affiliated with the
correctional department of the Ministry of Justice accommodate more than 54,000 people
(the agency of corrections, 2022) [2]. Taking Taipei Prison as an example, the number of
inmates is 3955, of which 3401 are approved, 554 are overcharged, and the overcharge
rate is 16.3%. There is the Shanchiao fault and Hukou fault nearby the prisons. When an
earthquake occurs, it causes a large number of casualties without disaster management.

Prisons have always been regarded as self-sufficient. The disaster response plans of
governments at all levels rarely mention prisons. They are often ignored or forgotten in the
whole disaster relief process because prisons are not included in the list of disaster work
items of the county and municipal governments. If prisons do not have proper disaster
response and post-disaster measures, great damage may occur. According to the statistics
of the COVID prison project in the United States, 486,585 people were diagnosed with
COVID-19 since 14 January 2022. A total of 156,500 prison staff were diagnosed, and
259 died (the COVID prison project, 2022) [3].

Prisons may also face emergencies such as earthquakes, floods, fires, and prison
escapes. Prisons are located in various potential areas of disasters. If they are prepared,
they can ensure the safety of prison inmates. If they are not, the disaster of prisons threatens
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society. Adenrele Awotona summarizes the main reasons for ineffective disaster relief in
past prison disaster cases in the United States as follows: lack of communication among
departments, the staff’s inexperience in education, training, and drilling of disaster relief,
no supporting contingency plan or unclear plan content and wrong decision-making,
improper resettling of sexual offenders, and inappropriate management of prison inmates
in disasters [4].

2. Literature Review

The Taiwan Correctional Service was established in 2011 with a long-term shortage
of manpower and funds. There is no sufficient manpower in correctional institutions.
Therefore, the operation of the institutions is less efficient and even affects the morale
of the staff. It has become normal for institutions to have a serious imbalance in the
proportion of manpower and workload. The heavy burden and the shortage of manpower
make correction work difficult. Therefore, Taiwan’s correction institutions are focusing on
warehouse management. For maintaining the basic operation of the institutions, the staff is
exhausted, which prohibits the personalized treatment of the detainees. During day and
night, the supervisor on duty has to face hundreds of inmates alone. The supervisor can
only take care of the inmates in special conditions. The overall atmosphere is negative. This
attitude undoubtedly affects correction work.

Taipei Prison is located in Guishan District, Taoyuan City. It was established in 1963.
In 2017, the Zhishan Building was officially opened as the first high-rise prison in Taiwan. A
total of 146 rooms have the capacity to house 1300 people for the Northern Prison (Freedom
Times, 2017) [5]. Although there is a new building, each inmate is only allowed to have
less than 0.211 m2. Currently, the number of inmates in Taipei Prison is 3955, of which
the approved capacity of inmates is 3401, and the number of overcharged is 554. The
overcharge rate is 16.3%. Prisoners between the ages of 40–50 account for 29% (1147),
followed by those between the ages of 30–40 (946, 23.9%). A total of 857 are between the
ages of 20–30, accounting for 21.7%. A total of 364 are over 60 years old, accounting for
9.2%. The care of the elderly becomes a new problem in future prisons.

We use the FEMA disaster analysis table for fires, landslides, floods, and earthquakes.
The analysis result shows that earthquakes are most likely to be large-scale disasters, and
fire is low. As shown in Table 1, floods and landslides have obvious cycles, and prevention
work can be prepared in advance. The impact time is short, and the impact of serial
consequences is not significant. Using the flooding simulation of the National Disaster
Prevention and Rescue Technology Center, as shown in Figure 1, the potential flooding
area with 300 mm in 12 h is not located near the Taipei Prison. The landslide simulation
shows that none of the Taipei prisons are affected (Figure 2).

Table 1. Disaster-causing natural disasters on the Taipei Prison.

Fire Flood Landslide Earthquake

Probability Possible Very likely Very likely Possible

Periodicity No.
Yes, flood control

duration
(April–October)

Yes, flood control
duration

(April–October)
Yes, 60 years one cycle

Potential impact limited limited limited limited

Rate of
outbreak

shortest time or too late
to have early warning 12–24 h early warning over 24 h early warning shortest time or too late

to have early warning

Possibility of cascading None Yes, landslide, flood None Yes, aftershock, hillside
collapse, fire
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Figure 1. 12 h 300 mm potential inundation map of the Taipei Prison.

 

Figure 2. Landslide potential map of the Taipei Prison.

Fires and earthquakes are least likely to occur, but their potential impact is the most
serious (Table 1). Although the earthquake can be detected in advance, the onset time is
short. Thus, it may be too late to give an early warning. After the earthquake, the cascade
consequences are the most serious, including aftershocks, slope collapse, and fire. The
location map of the active faults of the National Disaster Prevention and Rescue Science
and Technology Center shows that the Hukou fault passes through Taoyuan City without
damage. Although the Shanchaio fault does not pass through Taoyuan City (Figure 3), the
location is close to where the Taipei Prison is located.

We use the Simple Earthquake Seismic System (SESS), a simple earthquake disaster
loss estimation system developed by the Fire Department of the Ministry of the Interior.
The system mainly uses the Japanese earthquake experience to compare various elements
such as the earthquake occurrence time and related situations. It is easy to complete the
disaster simulation in a short time, as the seismic value is the maximum surface acceleration
(PGA). When an earthquake occurs, the earthquake information (epicenter and scale) can be
obtained from the Bureau of Meteorology. After inputting the point source, the earthquake
value (PGA) of each region is obtained. The system estimates the collapse of buildings
related to residents’ lives and properties, the number of casualties, fires after the earthquake,
sheltering and evacuation of people, and other four basic disasters. In terms of calculation,
it takes about 1 to 2 min speed to estimate the damage to a county or city. The Taiwan
Earthquake Loss Estimation System (hereinafter referred to as TELES) developed by the
National Earthquake Center to simulate loss is also used to evaluate the potential danger
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of earthquakes and disasters and is used for government disaster relief and risk assessment
and management. We simulate the fault zones around the selected cases to confirm the
damage to the houses around the prison and estimate the casualties around the prison [6].

 

Figure 3. Faults potential map of the Taipei Prison.

According to the simulation results of TELES and SESS, the disaster damage in
Taoyuan City is shown in Table 2. The Hukou fault passes through Taoyuan city and
belongs to the second type of active fault. It was active 100,000 to 10,000 years ago. Al-
though it belongs to the second type of active fault, the probability of its occurrence is not
lower than that of the first type of active fault. (Active in the past 10,000 years) it means
that it is still active. Therefore, once the Hukou fault is dislocated, according to the TELES
simulation in Table 2, the number of buildings collapsed in Taoyuan City is as high as
14,134, which is the highest among the four faults. In the SESS simulation, the Hukou fault
may cause 798 collapses of buildings in Taoyuan City. Although the Shanchiao fault does
not pass through Taoyuan City, it is close to Taoyuan near the Guishan District where Taipei
Prison is located. According to the TELES simulation in Table 2, the number of buildings
that collapse in Taoyuan City reaches 12,495, ranking second among the four faults. In the
SESS simulation of the Shanchiao fault, the number of collapsed buildings in Taoyuan City
was 1229, which is the highest of the four faults. The Hsinchu fault and Xincheng fault do
not pass through Taoyuan City, but it is not near Taoyuan. Therefore, these two faults have
little impact on Taoyuan City, and the number of collapsed buildings is zero.

Table 2. Simulation results of earthquake casualties in Taoyuan City event.

Hukou Fault Shanchiao Fault Hsinchu Fault Hsincheng Fault

Richter Magnitude
Scale 6.6 6.9 6.8 6.8

Geographical
Coordinates

121.127
24.8962

121.415
25.007

120.9588
24.7953

121.019
24.7723

Depth (Km) 10 10 10 10

Simulation system TELES SESS TELES SESS TELES SESS TELES SESS

Number of
Collapsed Houses 14,134 798 2930 73 2930 73 7294 73

Number of Injured 895 633 131 0 131 0 407 0

Number of Deaths 733 2694 107 0 107 0 328 0
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3. Establishment of Prison Disaster Risk Factors

Purdum et al. discussed the impact of disasters on inmates and the prison destruction
to surrounding communities [7]. He believed that the impact of disasters and the costs
of disaster reduction, preparation, response, and recovery from these events are rising.
Inmates in prisons are a source of low-cost labor for various tasks before, during, and after
the disaster. However, states plan to use inmate labor to meet emergency management,
increase urban resilience, and reduce labor costs [8]. Loic et al. discussed the views of New
Zealand prisons on disaster risk reduction and emergency management. They explored
prison exposure and identified the vulnerability and capacity of detainees and documented
the policies and practices of disaster risk reduction and emergency management. It showed
that raising awareness at the national level and improving disaster risk reduction policies
and emergency management initiatives were not sufficient enough to address the increased
risks and the special vulnerability of the rapid growth of inmates. The inherent abilities
of these inmates have not been developed. They further highlighted the serious lack of
communication in the implementation interface of prison management, disaster reduction,
and emergency management in New Zealand [9]. Others proposed the fate of prisons and
detainees in disasters in 2012, which attracted very limited attention from scholars and
policymakers. However, both prisons and detainees are particularly affected by catastrophic
events related to external natural and other disasters. This study focused on three aspects
to explore the relationship between imprisonment, marginalization, and vulnerability
to natural disasters and other factors: (1) a spatial form of marginalization, through the
geography, potential danger, location and secluded nature of the prison, as well as helping
to face the danger, (2) a form of social marginalization that deprives inmates who are already
poor of further access to economic opportunities, medical resources, and interpersonal
relationships, which have proved to be key drivers of people’s vulnerability, and (3) a form
of political marginalization, including the limited resources provided by the state and its
institutions which leads to poor facilities, possible vulnerability and overcrowding, and the
lack of visibility of prisons in government policies [10]. Smog is the main cause of toxic
substances in Western countries. Meroueh et al. found that there were many tragic fires
in prisons. More than 380 inmates died in Honduras in 2012, and 136 inmates died in the
Dominican Republic in 2005. Because of the particularity of prisons, fires easily cause a
large number of deaths [11].

The purpose of this study is to explore the risk factors of prisons when facing disasters.
Through secondary data collection, relevant paper references, and cases, the key factors
affecting risk management are summarized. In addition, the earthquake loss estimation
system, TELES, and SEES are used to analyze and simulate the number of total and half-
collapsed buildings and casualties near a prison due to earthquake disasters. The possible
risk factors are summarized and classified. First of all, the personnel structure includes
insufficient education and training, an excessive number of detainees, a lack of response
system or imperfect system, and insufficient management personnel. The facility safety
includes old buildings, old prison exterior walls, insufficient monitoring facilities, and
insufficient prison space. The management structure includes adjacent disaster potential
areas, and insufficient preparation of disaster prevention materials. The medical materials
are not well prepared and the contact with surrounding resources is not enough. The
detailed structure is shown in Figure 4.
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Figure 4. Prison disaster risk factor structure.

4. Conclusions

Prison issues are rarely discussed, especially when prisons face the risk of disasters.
We proposed three risks: personnel risk, facility risk, and management risk. The personnel
structure includes insufficient education and training, an excessive number of detainees, a
lack of response system or imperfect system, and insufficient management personnel. The
facility safety includes old buildings, old prison exterior walls, monitoring facilities, and
insufficient prison space. The management structure includes the adjacent disaster potential
area, the insufficient preparation of disaster prevention materials, the insufficient preparation
of medical materials, and the insufficient connection with surrounding resources.

According to the earthquake simulation, both the Hukou fault and the Shanchaio
fault may affect Taipei Prison. Therefore, special attention needs to be paid to the planning
of earthquake disasters. In a flood, the terrain of Taipei Prison is relatively high, so the
impact of flood disasters is limited. There are many types of inmates in the prison. Special
consideration needs to be given to the emergency resettlement of inmates of sexual violence,
or independent resettlement. Otherwise, it is likely to lead to other criminal acts. Post-
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earthquake fires or general fires are also the most feared type of prison disaster because
prison space is limited and controlled. If it is not handled immediately, the inmates are
likely to be hurt and die due to thick smoke. Therefore, it is suggested that fire zoning and
smoke exhaust equipment should also be planned for indoor spaces.

In Taiwan, the disaster prevention and rescue law, the basic disaster prevention and
rescue plan, and the regional disaster prevention and rescue plan do not include notifying
or evacuating prisoners. Therefore, in the future, Taiwan needs to consider prisons to
increase the capacity of disaster relief and reduce the impact of disasters.
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Abstract: If we look back at the sense of place and deconstruct this concept, it is a combination of
“space” and “meaning”, and cyberspace may be developed as a “place” that is different from the real
world, being unique and charming and more desirable. The purpose of this study is to discuss the
unexpected existing space hidden in the Internet under the premise of interlacing life experiences
and the Internet. We analyze the relationship between social media-mediated user emotions and
cyberspace through a relevant literature review and a questionnaire survey, and summarize the
possible factors that influence the relationship between cyberspace and users. The results of the
analysis provide suggestions for future designers to consider when creating spaces in the online
world and directions for subsequent researchers.

Keywords: sense of place; space; globalization; cyberspace; internet

1. Introduction

In today’s globalized society, the Internet is a form of a social media with great
influence, showing all human beings a different kind of life than that previously imagined.
In addition to the world in which we live, by connecting to the Internet through 3C
electronic products, such as cell phones, computers, and tablets, we can easily bring
our consciousness across time and space to another level of the Internet world, anytime
and anywhere, forming a global village in which the whole world lives together. In this
regard, Relph suggested that “globalization will transform many places into place-less
environments” [1] as a negative effect, while Massey stated that “local specificity will be
regenerated continuously” [2] as a positive point.

Given Tuan’s thought that “space can become place by giving meaning” [3] and
Harrison and Dourish’s equation of place, i.e., “place = space + meaning” [4], whether the
old theories can also be reflected in the era in which the Internet is inseparable from daily
life is an important issue to investigate. We face problems in the age of the Internet, given
its inseparability from everyday life. In addition to the emotional deprivation of original
space and place, which leads to the proliferation of a sense of placelessness, what lies
behind the phenomenon of disappearance may be the creation of a different space. If the
specificity of place is not merely repeatedly regenerated in the same place, the possibility
of transferring it to cyberspace can be assumed.

A summary report of the broadband usage survey commissioned by the National
Communications Commission and conducted by the Taiwan Institute for Economic Re-
search states that “By age, the total number of hours per week that people use social media
to browse/read/comment/like/post broadly decreases with age, with 20.9 h being the
most for those aged 16–25 and 9.52 h being the least for those aged 66 and younger.” [5].

In another report, “Digital Opportunity Survey of Mobile Phone Holders 108”, which
was also commissioned by the National Communications Commission and conducted by
United Marketing Research Corporation (Taipei, Taiwan), states that “The age structure of
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cell phone users is also stabilizing, with the phenomenon of a significant increase in the
elderly population in 107 no longer seen, with 7.0% of cell phone users under the age of 20,
18.3% of cell phone users aged 20–29, and 19.9% of mobile phone users aged 30–39. The
cell phone population aged under 20 accounted for 7.0%, 18.3% aged 20–29, 19.9% aged
30–39, 18.7% aged 40–49, 16.5% aged 50–59, and 19.6% aged over 60.” [6] It is clear that cell
phone users are mainly in the 20–39-year-old age group, and the total number of hours
spent on the Internet is highest in of 16–25-year-old the age group, while the second survey
report points out that “the cell phone users’ mobile Internet access rate is 89.8%, and 31.2%
rely solely on cell phones to access the Internet at home” [6]. This evidence shows that
cell phones have become the mainstream Internet access tool. To avoid interference from
external factors, the target population of this study is confined to college students, who are
the largest group in this age group.

2. Literature Review

2.1. Sense of Place

In the book “Sense of Place: Experience, Memory and Imagination of Environmental
Space”, it is mentioned that the sense of place is composed of five sensory methods:
spatial sense, temporal sense, the five senses, awareness, and sensory memory (Table 1).
The awareness and sensory memory that human beings have of space forms a certain
experience, and that experience has the opportunity to transform space into place, as
well as the experience itself into a sense of place [7]. Tuan suggested that experience is a
collection of thoughts (mind) and senses [8]. Manzo found that it is the experience-in-place
that gives meaning to place [9]. Jorgensen and Stedman argued that the term sense of
place contains three components—place identity, place attachment, and place dependence—
which correspond to the cognitive, affective, and behavioral domains, respectively [10].

Table 1. Method of forming a sense of place.

Feeling
Sensory Methods

Content Effects

Sense of space
1. Subjective/objective
2. Real/abstract
3. Near/far

Providing stimulation

Sense of time
1. Venue
2. Viewpoint
3. State

Providing stimulation

Five senses

1. Sight
2. Hearing
3. Smell
4. Touch
5. Taste

Receiving stimuli

Awareness,
Sensory memory

Memories are formed and
feelings are accumulated Giving meaning

There are many terms related to the sense of place, such as place attachment, place
meaning, place dependence, place identity, place estrangement, and place lessness. The
reasons for this phenomenon are related to the formation of the sense of place. Since
everyone’s experience and intentions are different, there are differences in the way they
describe their sense of place. Even so, the core of the sense of place cannot be separated
from “human emotion about space” and “human-place relationship”, and the emotion that
transforms space into place, no matter what kind of experience it comes from, can be called
sense of place.

Shamai suggested three stages of sense of place, ranging from weak to strong: be-
longing to a place, attachment to a place, and commitment to a place. Each stage can be
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further subdivided into two levels, and if a sense of placelessness is added, it becomes a
continuous seven-level hierarchy (Table 2) [11].

Table 2. Sense of place level.

Level
Sense of Place Level

Content

0 Not having any sense of place

1 Knowledge of being located in a place

2 Belonging to a place

3 Attachment to a place

4 Identifying with the place goals

5 Involvement in a place

6 Sacrifice for a place

2.2. Internet

In the late 1950s, during the Cold War, the U.S. Department of Defense established the
Advanced Research Project Agency (ARPA) to deal with information technology, and after
its formation, ARPA commissioned BBN to assist in the research and development of the
system, creating the first network in the western United States in 1969. The network was
only connected to computer equipment at four universities, and to prevent other computers
from being connected to the network in the event of an emergency, the Network Control
Protocol (NCP) was developed; the network was called ARPANET.

In the mid-1980s, it was decreed that all long-distance networks must be TCP/IP
compatible, and the network was divided into two separate networks according to their
functions. One was ARPANET, which was for research purposes, and the other was
MILNET, which was for military purposes. The former network became private and
commercialized as time went on, stimulating the creation of later network services, such as
WWW, E-MAIL, FTP, and DNS services. At this time, the Internet was viewed as a purely
static page, and users were able to access the information provided by the Internet but
could not upload information to the web page. Although they could leave messages on the
Internet, they could not edit messages or communicate with other users in real time.

Back in 2004, at the O’Reilly Media Web 2.0 conference, the concept of Web 2.0 was
not yet established, and only the design and use of websites was regulated, without any
restrictions on whom could set up a website. Proponents advocated that people would
be able to collaborate and share through the Internet, believing that Web 2.0 was a new
way of being online, that this interaction would be generated by universal participation
and class equality, and that the concept of decentralization, where “everyone can provide
information”, was particularly important. Many unprecedented technology products were
created with the goal of enabling social networking with real-time online interaction, such
as social media, web applications, social networking sites, blogs, and wikis. This era of
the Internet, where the viewer is also the publisher, and where passive communication
is transformed into active and two-way communication, is called Web 2.0. From 2005 to
2020, social media became the mainstream platform of the Internet era. Taking photos and
uploading them to the Internet has become an ordinary daily life, and social media not
only provides a platform for everyone to share their lives, but also gives people the best
way to directly observe the development of the Internet.

Since the development of the Internet, there are divergent opinions on whether Web
3.0 has arrived. Web 1.0 and Web 2.0 are back-to-basics terms that do not exist as standards
for the development of Internet technology, but rather as a term to describe technological
changes. Elon Musk, the CEO of Tesla, publicly stated that he thinks Web 3.0 is a marketing
gimmick, even saying, “Has anyone seen Web 3.0? I can’t find it.” Jack Dorsey, one of the
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founders of Twitter, has also stated that “you don’t own Web 3.0, it’s owned by Venture
Capitals and LPs. You can never escape their control, it’s just a labeled entity after all,
figure out what you’re getting into and what you’re getting out of. Web 3.0 is just another
Internet marketing gimmick, and the idea of decentralization is also a result of centralized
management”. Even so, the reason and core purpose of Web 3.0 is to provide users with an
unrestricted and freer online experience.

Several scholars mentioned that space cannot be examined independently from society,
ignoring time processes. Nowadays, society is becoming more connected to the Internet;
thus, the Internet is also crucial in exploring the sense of place. The development, concepts,
and relationships of the Internet in its various stages are organized in the following table
(Table 3).

Table 3. Comparison of Internet periods.

Item
Internet

Web 1.0 Web 2.0 Web 3.0

Period 1990–2005 2005–2020 2020–now

Ownership Company Company–individual Individual

Symbols Static web page Social media,
wikipedia, blogs

Cryptocurrency,
non-fungible token

Concept Messaging and
data transfer

Real-time interactive
communication Decentralization

Relationship with
people Internet–people People–internet–people

Relationship with
world Dependence Dependence–parallel

2.3. Cyberspace

“Does space exist on the Internet”? This question is common to many scholars and
involves more than just asking about the network or space. It includes the boundary
between the real and the virtual and is also related to the questioner’s experience of
cyberspace. It is important to be open minded when confronting this question and to
understand that the definition of space will change over time, though it is still important
to find common ground in each understanding. The following table lists the views of
researchers on space in the Web in each period and analyzes the chronological distribution
of Web 1.0, Web 2.0, and Web 3.0, as mentioned in the above section (Table 4).

The metaverse is one of the most talked-about topics in Web 3.0. In the book “Meta-
verse: Technology giants are competing for investment and unlimited business oppor-
tunities are emerging, are you ready?”, the author discusses this issue from the point of
view of virtual worlds and proposes three world views: the space where human beings
use computers is called the “real world”, which is the first type; the “ideal world”, which
simulates the real world in the Internet world and provides Internet services, is the second
type; the game space or “fantasy world”, which is completely detached from reality and
full of imagination, is the third type; and the space that combines the above three types
of worlds and reconstructs the real space is the metaverse (Figure 1). The definition of the
metaverse is as follows. “An infinite world centered on multiple users entering from the
real world made up of the real world that has been expanded to be more useful, the virtual
world that has turned imagination into reality, and the multidimensional digital space that
has been created by connecting to the Internet” [20].
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Table 4. A review of literature on cyberspace.

Web Version
Viewpoint

Author Relevant Research Contents

1.0

S-J Tung
(1998) [12]

• Virtual space cannot replace the existence of real space.
• Education can be used to increase the sense of community

in the virtual space.

C-I Wu
(2001) [13]

• We believe that the existence of cyberspace can overthrow
the original class system of real life.

• The cyberspace has hollowed out the concrete thinking of
the real world, and the understanding of the real world
will be reduced.

• In terms of life experience, the virtual community and the
real community in the cyber world influence each other.

2.0

S-H Weng
(2009) [14]

• The Internet is both a space and a platform for various
services, with the characteristics and drawbacks of
“virtual”.

• The behavioral model of the Internet is embodied in the
physical space, providing convenience and interactivity,
but also satisfying practical and spiritual needs.

C-L Tu;
B-K Liang
(2009) [15]

• Cyberspace has the socio-spatial characteristic of “no
geographic entity”.

• Social organizations in cyberspace have hierarchical
relationships.

• It can be linked to local spaces, breaking geographical
limitations and allowing people from different regions to
come together.

C-S Sun
(2010) [16]

• Space can be “deciphered” or “decoded”. In addition to
material practices, space also suggests an ideational
process, and the symbols are part of the spatial language,
the actual relationship between the subject and its
environment.

• Space embodies the text of the story, referring to the
directionality of the relationship with everyday life.

Jeffrey Li
(2010) [17]

• The structure of cyberspace creates new powers and
changes the meaning of those who are empowered.

• Things in real space can be transformed into digital
information through transmission and uploading.

• Actions in cyberspace can also become actions that have
meaning in real space.

• Referring to the concept of “network square”, the network
is no longer just information, but, gradually, the network
will become the world.
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Table 4. Cont.

Web Version
Viewpoint

Author Relevant Research Contents

2.0
|

3.0

W-C Hong
(2022) [18]

• Human society will shape a virtual space/metaverse that
is “parallel” to the physical world.

• The American Foundation for Accelerated Research (ASF)
expanded the definition of metaverse to include fully
virtual worlds, mirror worlds where external information
is integrated into virtual space, life logging where
information about activities in physical space is linked to
virtual worlds, and life logging where information about
activities in physical space is linked to virtual worlds. The
metaverse is also used in industrial applications, such as
the “sealed universe” and the “augmented reality”, which
can display information about the physical environment in
the virtual space while moving in the physical space.

S-Y Peng
(2022) [19]

• Imaginations range from the physical web, to the
full-fledged Internet, and to real–digital virtual worlds.

• The online game Roblox creates virtual worlds where
users can freely determine their characters, create stories
or products with multiple creative tools, and have a
separate currency system.

• Singers Travis Scott and Ariana Grande have held virtual
concerts in the game.

• The ultimate goal of the immersive experience is to create
a virtual world that looks like reality.

• Meta announced the main plan for the metaverse
application “Horizon Worlds”, including Horizon
Workrooms, which is a virtual meeting space; Horizon
Home, where friends and family can interact; and Horizon
Venues, which will be used for events.

Figure 1. Metaverse blueprint.

It is easy to see that the definition of web space is influenced by the degree of user
interaction. In the beginning, in Web 1.0, the Internet was used only as a service, and web
space could not replace the existence of real space; in Web 2.0, the behavior of web space
may become a behavior with the meaning of real space; and the ambition of Web 3.0 is to
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create a virtual space/metaverse that is “parallel” to the physical world. The ultimate goal
of an immersive experience is to create a virtual world-like reality. With the progress of the
times and the participation of users, the existence of space on the Internet has become an
indisputable fact.

3. Research Method

Based on the literature review, the attributes of the sense of place, and the applicability
of the cyberspace survey, a questionnaire survey was conducted as the research tool. The
participants in the questionnaire survey were university students. In total, 12 social media
platforms were selected, including Dcard, Facebook, Instagram, Line, Messenger, Pinterest,
TikTok, Twitter, WeChat, YouTube, Zenly, and Little Red Book. The questions were used
to understand users’ current use of social media and spatial cognition measurements. The
correlation was analyzed with the chi-square test to explore whether the human emotion of
space, as described in the sense of place, can also be applied to online space (Figures 2 and 3).

The questionnaire was designed using a 7-point Likert scale with scores of 0, 1, 2, 3, 4,
5, and 6 from low to high based on Shamai’s classification of the sense of place into low,
medium, and high levels. One level was allocated for no sense of place (level 0) (Table 5).

Figure 2. Research flow.
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Figure 3. Research framework.

Table 5. Theory of correlation between questionnaire nouns and sense of place and Likert scale
correspondence.

Terminology

Questionnaire Design

Corresponding
Sense of Place Theory

Likert Scale

Media identity Place identity (low) 0 1 2 3 4 5 6 (high)

Media dependence Place dependence (low) 0 1 2 3 4 5 6 (high)

Frequency of use Time (low) 0 1 2 3 4 5 6 (high)

Sense of event reality Experience (real) 0 1 2 3 4 5 6 (virtual)

The real extent of space Space (real) 0 1 2 3 4 5 6 (virtual)

The degree of meaning of space Place (space) 0 1 2 3 4 5 6 (place)

Importance Meaning (low) 0 1 2 3 4 5 6 (high)

We selected the social media platforms that repeatedly appeared on the list for this
survey of the online space based on five reports on the popularity of social media pub-
lished every two months from June 2021 to February 2022. The following table shows the
cumulative number of times each social media platform appeared in the rankings and the
final selection of the 12 study samples (Table 6).

Table 6. Social media ranking list.

Ranking Social Media Number of Appearances

1 Dcard 4

2 Facebook Meta 4

3 Instagram 3

4 Line 3

5 Messenger 3

6 TikTok 3

7 Twitter 3

8 YouTube 3

9 Zenly 3

10 Pinterest 2

11 WeChat 2

12 Xiaohongshu 2
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4. Research Results

The results of Pearson’s chi-square test on the relevance of Social Media in Inter-
net Emotional Awareness and Web space awareness among 418 university students are
as follows.

Table 7 shows significant correlations between social media and other factors, except
for “sense of event reality (0.590)” and “the degree of meaning of space (0.666)”. Tables 8–
11 show that the social media post type has intermediate “media identity (56.40)” and
“frequency of use (36.30)” and high “media dependence (−72.80)”. The instant message
type has intermediate “frequency of use (−43.70)” and high “media identity (−44.30)”. The
video and audio information type had low “frequency of use (−37.80)” and high “media
identity (33.50)” and “media dependence (57.70)”. Table 11 shows that spatial perceptions
are still mainly in favor of real space.

The survey asked about the relevance of social media to the users themselves, as
well as what people think it means to turn “space” into “place” on the Internet and how
important doing so is to them. Except for “privacy”, “dependency”, “immersion”, and “
Amount of information “, all measures were viewed as significant (Table 12), i.e., Interaction
(41.20)”, “anonymity (−72.80)”, “identification (34.20)”, “sense of life (30.20)”, and “special
experience (−49.80)”.

Table 7. Results of chi-square test.

Social Media
Media

Identity
Frequency of

Use
Media

Dependence
Sense of Event

Reality
Real Extent

of Space
Degree of

Meaning of Space

Pearson’s
cardinality 45.240 35.380 55.327 2.812 18.917 2.383

Degrees of
freedom 6 6 6 6 6 6

Asymptotic
significance

(two-tailed test)
0.000 0.000 0.000 0.590 0.001 0.666

Table 8. Results of goodness-of-fit results table (media identity).

Media
Identity

Social Posts Instant Message Video and Audio Information

fo fe fo-fe fo fe fo-fe fo fe fo-fe

Low 357 356.7 0.30 311 285.3 25.70 188 214 −26.00

Intermediate 671 614.6 56.40 468 491.7 −23.70 336 368.8 −32.80

High 815 804.2 10.80 599 643.3 −44.30 516 482.5 33.50

Significance 0.000 0.003 0.008

Table 9. Result of goodness-of-fit results table (frequency of use).

Frequency
of Use

Social Posts Instant Message Video and Audio Information

fo fe fo-fe fo fe fo-fe fo fe fo-fe

Low 402 367.9 34.10 298 294.3 3.70 183 220.8 −37.80

Intermediate 523 486.7 36.30 361 389.3 −28.30 284 292 −8.00

High 795 795.8 −0.80 616 636.7 −20.70 499 477.5 21.50

Significance 0.001 0.035 0.020
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Table 10. Result of goodness-of-fit results table (media dependence).

Media
Dependence

Social Posts Instant Message Video and Audio Information

fo fe fo-fe fo fe fo-fe fo fe fo-fe

Low 419 371.7 47.30 293 297.3 −4.30 180 223 −43.00

Intermediate 599 527.1 71.90 378 421.7 −43.70 288 316.3 −28.30

High 586 658.8 −72.80 542 527 15.00 453 395.3 57.70

Significance 0.000 0.056 0.000

Table 11. Result of goodness-of-fit results table (the real extent of space).

Real Extent
of Space

Social Posts Instant Message Video and Audio Information

fo fe fo-fe fo fe fo-fe fo fe fo-fe

Close to the
real space 511 528.3 −17.30 451 396.4 54.60 268 305.4 −37.40

In between 590 581.1 8.90 401 436 −35.00 362 335.9 26.10

Close to
virtual space 641 632.6 8.40 455 474.7 −19.70 377 365.7 11.30

Significance 0.666 0.004 0.031

Table 12. Results of goodness-of-fit results table (importance).

Importance
Interactivity Anonymity Privacy

fo fe fo-fe fo fe fo-fe fo fe fo-fe

Low 41 57.6 −16.60 87 57.6 29.40 57 57.6 −0.60

Intermediate 129 143.7 −14.70 171 143.7 27.30 140 143.7 −3.70

High 244 202.8 41.20 130 202.8 −72.80 204 202.8 1.20

Significance 0.000 0.000 0.861

Importance
Dependency Identity Immersion

fo fe fo-fe fo fe fo-fe fo fe fo-fe

Low 61 57.6 3.40 46 57.6 −11.60 62 57.6 4.40

Intermediate 138 143.7 −5.70 128 143.7 −15.70 132 143.7 −11.70

High 209 202.8 6.20 237 202.8 34.20 213 202.8 10.20

Significance 0.624 0.004 0.485

Importance
Sense of Life Amount of Information Special Experiences

fo fe fo-fe fo fe fo-fe fo fe fo-fe

Low 43 57.6 −14.60 51 57.6 −6.60 70 57.6 12.40

Intermediate 135 143.7 −8.70 151 143.7 7.30 169 143.7 25.30

High 233 202.8 30.20 202 202.8 −0.80 153 202.8 −49.80

Significance 0.007 0.770 0.000

For the question “Is there anything about “spaces and places on the web” that you think
is important that was not mentioned in the questionnaire”, there were interesting answers,
such as “Satisfaction with use (you want to use it only if it works well)”, “Strong rules
to limit malicious speech, greater mobilization and rapid dissemination of information”,
“I actually think the Internet has a certain degree of “influence”, “I think immersion and
life sense should be included in the definition of place,” and “information of a pedagogical
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nature teaches users the right concepts”. These responses showed that users were concerned
about the products provided on the Internet, whether in terms of influence or the accuracy
of the content, or whether it is smooth to use. Thus, creating a free, but not overly free,
space is a potentially important message.

5. Conclusions

The cyberspace of “instant message” and “video and audio information” is “close
to the real space”. Social media of the instant messaging type is a tool that people use to
communicate with each other in their daily lives. Therefore, people are in favor of real space.
The bulk of video and audio information is available, which reflects the same situation as
an instant message. It is possible that the “social posts” do not fully reflect which type
of space is preferred, as people post a variety of content from places of work and study
about leisure, video games, animation, and other hobbies. The social media platforms of
social posts are not as limited; thus, there are unlimited possibilities in the exploration of
“cyberspace”. In view of this fact, it is suggested that when developing or establishing
various spaces in the online world, we should challenge people to communicate with
each other in a virtual world, which is different from the appearance of the real world, to
enhance people’s view of cyberspace as a virtual space, rather than as an auxiliary tool
of the real world. As for the answer to the question of whether the space in the web has
a sense of place, cyberspace needs to achieve further steady development. Subsequent
research is necessary for the investigation of other types of cyberspace, as this can ensure
that more spaces can be identified.
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Abstract: A construction site is an open and dynamic space. Construction accidents have been the top-
ranked occupational accidents among all industries around the world. Due to the limited quality and
quantity of occupational safety supervisors on construction sites, it is difficult to control or prevent
risks in real-time. Therefore, a real-time safety warning system based on a deep learning technique
(DL) is developed for lifting operations in building construction, called a portable lightweight lifting
safety control station (PLSCS). Two modes can be switched manually by the supervisor. If the mode
is switched to lifting control mode, PLSCS helps to ensure that nobody is in the hazardous area
during lifting operations. The advantages and features of this system are as follows: (1) it warns
of the potential safety hazards automatically during the operations; (2) it reduces the workload of
occupational safety supervisors; (3) the system is self-powered and easy to carry and deploy. The
system was tested and verified in the actual construction site. The results show that the system is
useful for improving the safety of lifting operations.

Keywords: machine learning; pattern recognition; construction safety; lifting operation; virtual fence

1. Introduction

According to the data released by the Ministry of Labor in Taiwan [1], the “construction
industry” accounted for the highest proportion of deaths from major occupational disasters
in the workplace in 2019. The number of deaths was a total of 168 people, which was an
increase of 35% compared with the previous year, and accounted for 53.2% of the 316 people
who died that year. The primary reason for the high accident rate is that construction sites
are highly open and dangerous. Due to the large-scale and high-rise building projects in
the past decades, the utilization of heavy cranes is becoming popular. Moreover, uncertain
factors, e.g., a tight schedule, temporary work station, and the moving of lifting tools, have
caused the high risk of falling objects and injuries to construction workers. More attention
needs to be paid to the safety control of construction lifting operations.

Due to the rapid development of artificial intelligence (AI) technology (such as deep
neural network (DNN) and convolutional neural network (CNN)) [2], the traditional on-site
occupational safety management problems that are difficult to improve in construction
sites have gained an opportunity for improvement.

In this research, a “Real-time Safety Warning System for Lifting Operations in Con-
struction Sites” based on YOLO [3] was developed. YOLO is a CNN-based image detection
and recognition technique that is widely used in real-time applications. The YOLO tech-
nique is adopted to localize personnel, and then the detected personnel is checked to

424



Eng. Proc. 2023, 38, 3

determine whether they are in the lifting control zone. Then, a warning is triggered to
prevent the potential safety hazards.

The remaining sections of this paper are organized as follows. Section 2 collects
and analyzes the relevant literature. Section 3 presents our proposed method with the
framework. Then, the implementation of the system is given in the following sections.
Finally, the last section concludes the findings.

2. Related Works

The definition of “hazard” is a potential factor that causes harm or damage to human
health, and “hazard recognition” is the process of identifying the existence of hazards and
defining the characteristics of hazards [4]. Generally, the techniques of hazard recognition
and risk assessment include methods such as checklists [5]. There is a lack of hazard
recognition methods and techniques for on-site implementation [6]. Recently, many scholars
have applied advanced information technology to hazard recognition to enhance the
effectiveness of automatic safety management [7–9].

Since 2012, deep learning technology (DL) has adopted the graphics processing unit
(GPU) meaning that computer recognition capabilities have been improved rapidly. Indus-
try and academia have also paid attention to the application of DL on laborer, machine,
and material tracking and the management of construction sites [10,11].

We have reviewed the applications of AI and image recognition technology in the
safety management of construction projects. The related literature included workers’ safety
equipment recognition [4], worker unsafe behavior recognition [10], fall prevention from
heights on construction sites [11], and construction site fall risk monitoring [12].

Due to the development of AI, the technology now is applied to real-time image recog-
nition. The technologies involved include deep convolutional neural network (DCNN) [13],
region-based convolutional neural network (R-CNN) [14], fast region-based convolutional
neural network (Fast R-CNN) [15], faster region-based convolutional neural network (Faster
R-CNN) [16], and YOLO image recognition technology (You Only Look Once: Unified,
Real-Time Object Detection) [3,17].

Among these technologies, YOLO achieves a higher recognition speed than other
technologies to identify object categories quickly. However, its disadvantage is its bad per-
formance in the localization of objects [5]. Due to the requirement of real-time identification
in this research, the latest version of YOLO was used for the recognition of workers.

Regarding the relevant research on crane safety management and control, the impor-
tant studies are as follows. Price et al. [18,19] and Fang et al. [20] proposed to establish a
3D working model of the crane lifting environment through a variety of sensors, simulate
the crane movement posture, and provide the operator with lifting assistance in real-time
through a graphical interface. The research reduced the operator’s limited visibility during
the lifting operation, causing collision hazards. Peng et al. [21] proposed the automatic
monitoring and early warning of external power failures. Liu et al. [22] proposed an opera-
tor fatigue warning system, in which the authors focused on the automatic monitoring of
worker safety using artificial intelligence technology for lifting operations.

According to the literature we mentioned before, the safety management of construc-
tion sites has evolved from traditional technology to automatic recognition with AI. Our
research uses image recognition AI techniques and network communication to construct a
safety control system for workers in regard to lifting operations on construction sites as
part of the automation of construction management.

3. Proposed Method

3.1. Application Scenario

During the construction phase of a building project (including concrete pouring,
formwork, and rebar assembling), it is necessary to employ cranes for material lifting
operations frequently. In the lifting operation, if the object falls from the crane, it is
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easy for it to cause accidents. Therefore, our research will focus on the safety control of
lifting operations.

In the traditional practice of occupational safety management, the operation supervisor
checks visually whether the construction worker has left the lifting area or the worker is
approaching or breaking into the control zone, according to the construction regulations.
In recent years, closed-circuit television (CCTV) has been widely installed on construction
sites to facilitate safety management. However, due to uncertain factors such as short lifting
operations, temporary placement, location changes, and so on, CCTV cannot be relocated
efficiently. Moreover, CCTV usually does not have dedicated monitoring personnel when
it is online, which makes it impossible to monitor effectively.

To solve the above problem, we proposed a portable lightweight lifting safety control
station (PLSCS) to improve the safety problem encountered in traditional lifting operations.
The application scenario of the proposed method is shown in Figure 1. The framework of
the PLSCS is shown in Figure 2.

Figure 1. Application scenario.

Figure 2. Parts of lightweight lifting safety control station.

3.2. Framework and Flow

In this system, we use YOLO as a technique to recognize the worker, which is
applicable in complex construction environments to achieve effective early warning in
safety control.

The proposed PLSCS can be deployed quickly and deployed on a large scale. After the
deployment of PLSCS is completed, the supervisor only needs to set up the safety control
zone (digital fence), according to the environment of the construction site, in order to solve
the problem of difficult supervision during lifting operations. The system achieves full-time
and real-time safety zone control to ensure the safety of the workers in lifting operations.
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The proposed system’s software architecture is shown in Figure 3. The flowchart is shown
in Figure 4, and the description is shown as follows.

Figure 3. System architecture.

Figure 4. System flowchart.

Firstly, when the PLSCS is powered on, it automatically notifies the server via the
TCP/IP that the PLSCS is online. The microcontroller sends the ID of the PLSCS and the
online message to the identification server. Once the PLSCS is online, the server obtains the
real-time image from the IP camera. The microcontroller and the IP camera must connect
to the same 4G router and use the same network to connect to the outside world. Therefore,
the recognition server can obtain the IP address of the microcontroller and connect to the
IP camera via a specified port to obtain real-time images.

Afterward, a safety control zone needs to be defined. The on-site operation supervisor
uses the real-time image provided by the tablet computer and the server to define the safety
control zone. The supervisor draws the area through the web application as a safety control
zone for lifting operations.

Then, two modes can be set in the system, namely the worker operation mode and
lifting control mode. In the worker operation mode, a reasonable phenomenon happens
in order for the worker to enter the safety control zone before the lifting operation. In
this mode, the image recognition function is turned off. The relevant personnel can watch
real-time operation images through the Internet. In the lifting control mode, workers are
not allowed to enter the safety control zone. The image recognition function is turned on
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and the automatic safety warning function is started. The alarm sound “Do not enter the
lifting area!” plays through the speaker.

When the recognition system finds that a person has intruded into the safety control
zone, an alarm is activated, and the information is provided to the safety personnel through
the speaker. The on-site supervisor can choose to reset the status to the worker operation
mode or the lifting control mode after the alarm is triggered.

4. System Implementation

The main server’s hardware specifications include a CPU with i5-9400 2.90 GHz,
memory of 8 GB, and a GPU with Nvidia Geforce GTX 1650. The recognition server and
the web server of the web application in this system are both set up in the same server to
reduce the cost.

The system was tested and verified at the actual construction site. The on-site im-
plementation of the proposed system is shown in Figure 5. The set of PLSCS hardware
equipment included the following.

(a) (b)

Figure 5. PLSCS in the construction sites: (a) two monitoring cameras; (b) control box.

1. An IP camera to obtain real-time images of the lifting worksite.
2. A tripod mounted with the IP camera, which can adjust the shooting angle, height,

and worksite position.
3. A 4G router placed in a PLSCS control box, providing a webcam, tablet, and micro-

controller internet services.
4. A microcontroller responsible for receiving the signal sent by the wireless remote

control, sending and identifying server messages, and providing an MP3 (warning
audio) playback function.

5. A speaker playing an alarm audio to inform workers of the current control status of
the on-site situation.

6. An AC power bank is placed in the control box of the PLSCS to supply power to IP
cameras, 4G routers, and microcontrollers.

The system application user interface is shown in Figure 6, which includes the following.

1. An image display area that shows real-time images from the IP cameras, safety control
zone, and human recognition results.

2. A warning status area that changes and has four phases: an initialize phase, operation
phase, monitoring phase, and hazard warning phase.

3. A safety control zone setting that includes the area type, size adjustment, and area
movement.

4. An event log that records hazardous events for the management supervisor to review.
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Figure 6. User interface of the proposed system.

The proposed system applies YOLO v3 for human recognition and adopts the latest
training model provided by YOLO [17]. The model can detect 80 types of objects, but we
only chose the “Person” types from the output from YOLO. Since the lifting operation site
is a large area, the camera needs to be elevated and viewed from a slightly downward
aerial view to fully capture the operation area. However, the height and viewing angle
increase will affect the recognition accuracy, since the human features appear less clear in
the image. Therefore, it is recommended to set up the camera with a height less than 4 m
and a view angle less than 60◦ to achieve a balance between the recognition results and the
shooting range. In addition, when the confidence threshold was set to 0.6, we found that
the triangle cone or canvas was misjudged as a human in the preliminary tests. Finally, the
confidence threshold was set to 0.7 to achieve a balance.

Regarding the setting of the safety control zone, the virtual digital fence indicates
the safety control zone for lifting operations, which means that when the lifting crane
is operating, people are prohibited from entering under or passing by the lifting crane
and objects. The safety control zone settings consist of drawing, moving, and zooming
operations. The user must select the drawing shape (includes rectangle, ellipse, and
irregular shape) before drawing the safety control zone. Next, the user needs to click on the
real-time image of the web application to set the coordinates of the shape. The user can
move or zoom to fine-tune the drawn area after the shape is set. A simple example of the
safety control zone setting and human recognition results is shown in Figure 7; the human
is marked with a red color when he/she is in the safety control zone. Otherwise, they are
marked with a green color if they are outside the safety control zone.

Figure 7. Schematic diagram of human safety recognition.
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5. Conclusions

We present the results of collaborative research between the construction industry and
the university to propose a portable lightweight lifting safety control station (PLSCS). The
proposed PLSCS integrates servers, tablets, cameras, and edge-computing equipment, and
develops a real-time safety warning system for lifting operation in construction sites. The
system implemented YOLO v3.0 for human detection, and we set the unsafety alert area
with the concept of a virtual digital fence to detect whether any worker is breaking into
the safety control zone during lifting operations. The system is triggered by a hazardous
situation, i.e., when humans enter the safety control zone, and the system plays a warning
alarm to warn the on-site laborers. Moreover, the system also sends a message through
the communication application to inform the relevant management supervisor. Therefore,
the field operation and the occupational safety management supervisors can monitor the
multiple construction sites remotely to reduce the personnel requirements on-site, and also
to decrease the occurrence of accidents. As a result, the proposed system has achieved the
goal of ensuring the safety of workers in the construction project environment.
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Abstract: Digital play has gradually become popular in young children’s families, and electronic
toys have become an important type of toy for young children. This study concerns preservice
early-childhood teachers’ preferences about play and how their experiences with electronic toys in
childhood influence their preferences about play. A total of 108 preservice early-childhood teachers
participated in this study, and data were collected through questionnaires with them. The results
revealed that these preservice teachers rated different play activities as follows: constructive play,
expressive play, pretend play, digital play, and gameplay. In addition, preservice teachers who favored
traditional toys in childhood preferred constructive play more than those who favored electronic toys.
The results of the study provide useful suggestions for the design of electronic toys and preparation
programs offered for preservice early-childhood teachers in the future.

Keywords: digital play; electronic toys; play preference; preservice early-childhood teacher

1. Introduction

Play is important for young children in their everyday lives. Carefully scaffolded,
child-directed play can help children in math learning, symbol representation, literacy,
decision making, and self-regulation [1]. Although several researchers argue that digital
play is different from traditional play, research articles published between 2010 and 2020
indicated that digital play is “real play” [2]. Electronic toys have become an important type
of toy for parents to select for children.

In this study, electronic toys are defined as toys or technology products composed of
electronic and IC parts with batteries, computer chips, or other technological functions.
They include electric cars, toys that make sounds and lights, Pleo robotic dinosaurs, Em-
bassy robots, digital cameras, computer software, language-learning machines, and others.
Teachers play a crucial role in young children’s play activities, including creating places for
play and facilitating them in creating playful and joyful experiences to support educational
goals [3]. Teachers also provide suggestions for parents regarding children’s play and
toy selection. Therefore, preservice early-childhood teachers’ preferences about playing
were investigated in this study to understand how their experiences with electronic toys
in childhood influenced their play preferences. The research questions are as follows.
(1) What are preservice early-childhood teachers’ preferences about play? (2) Do preser-
vice early-childhood teachers’ toy experiences in childhood influence their preferences
about play?

2. Teachers’ Role and Play Preferences

Teachers play a crucial role in young children’s play [3]. The roles that teachers play
while interacting with preschool children during free play include onlooker, player, and
leader. When teachers play the “onlooker”, they usually watch children’s play and query
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about play. However, when they are directly involved in the play, they become the “player”
and communicate with the children. Sometimes, teachers become the “leader” to initiate
play and demonstrate how to play. Furthermore, the teachers’ role is affected by their
perceptions of how to stimulate children’s learning, and they assume multiple roles in
facilitating children’s play [4].

In addition to the types of teacher–child interaction during play, the enhanced effects
of teacher–child interaction have been reported in studies. Reference [5] examined the
relationship between teachers’ interaction with children and their play and indicated the
enhancing effects of teacher–child interaction. Therefore, after the teacher demonstrated
activities, guided children’s participation, and interpreted activities, children were able to
self-regulate and participate in similar activities by themselves.

As for teachers’ play preferences, 515 Australian early-childhood educators were
surveyed, and 52% of the respondents indicated that they did not agree that young chil-
dren benefited from digital technology in terms of learning [6]. Early-childhood teachers’
concerns about young children’s technology use might include issues with children’s devel-
opment and maturation and the influence of technology on children’s social skills, relations,
language, as well as brain development [7].

A similar result was found in [8]. They investigated parents’ play preferences across
the USA, Turkey, China, and South Korea, and found that digital play was the least
preferred play for parents. In addition, when parents reported longer technology use for
their children, they preferred digital play more. It seemed that most parents preferred a
balance of all play activities, and their negative perceptions about the digital play were
related to issues of addiction and antisocialization [9].

For several preservice early-childhood teachers, play is more social and physical
activity than cognitive activity. Moreover, preservice early-childhood teachers’ perceptions
about play seem to be influenced by early-childhood teacher education programs [10].

3. Play Types and Digital Play for Young Children

For young children, play can be integrated into the early-childhood curriculum as
free play, guided play, and games [3]. Reference [11] modified cognitive play in [12] and
classified four categories of children’s cognitive play as functional play, constructive play,
dramatic play, and games with rules.

With the prevalence of technology, digital play is becoming an important aspect of
children’s lives. Digital play is now recognized as a form of play [13,14]. Digital play
is “related to video and computer games, internet sites and search engines, electronic
toys, mobile technologies, smartphones, iPads, and tablets” [8] (p. 133). Reference [9]
investigated 21 medium- or high-income Portuguese families with at least one child under
8 years old and found that children used diverse digital media at home, including smart-
phones, laptops, and tablets. Moreover, more than half of the children owned personal
devices. Children mostly used tablets and mainly for playing games and watching videos
on YouTube. Technologies can be viewed as cultural tools for 4- and 5-year-old children’s
play. Young children’s epistemic play, such as exploratory behaviors, is often related to the
functions of technology. On the other hand, ludic play is associated with the application
of technologies for children’s symbolic play. Furthermore, young children’s digital play
begins with exploring the functions of the given technologies through epistemic activities,
and then by creating play content through ludic activities [15].

Reference [16] observed preschool children’s play with technologies and proposed a
digital play framework that consists of three major types: mastery play, imaginative play,
and deep play. In mastery play, young children create things in the virtual environment.
Young children can also pretend to care for digital pets in their imaginative play. As for
deep play, when young children encounter fearful experiences in the digital world, they
have more control over the outcomes than they do in the physical environment. Although
digital play seems to be similar to traditional play, the educational goals of digital play (e.g.,
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smarter, stronger, and kinder) and the effects of digital games on young children remain
unclear [17].

4. Method

In this study, data were collected through questionnaires to investigate preservice
early-childhood teachers’ preferences about play and how their experiences with electronic
toys in childhood influence their play preferences. The participants and instruments of the
study are stated in the following.

4.1. Participants

To investigate preservice early-childhood teachers’ preferences about play and their
toy experiences in childhood, 122 questionnaires were sent to preservice early-childhood
teachers at a university in Taiwan and 116 questionnaires were returned, with a return rate
of about 95%. A total of 108 questionnaires were analyzed. Three participants were male,
and the others were females. Participants’ ages ranged from 19 to 24 years old with a mean
of 19.30.

4.2. Instruments

The contents of the questionnaire included questions regarding preservice teachers’
play preferences and their experiences with electronic toys in childhood. Preservice early-
childhood teachers’ play preferences were assessed using an adaptation of Johnson’s Play
Attitude Questionnaire (PA). The reliability of the scale was assessed with a sample of
preschool teachers and mothers of preschool children. The test–retest reliability of the
instrument was 0.71 [18].

The play preferences questionnaire used for this study consisted of 10 items, 2 items
each for the five types of play. These 10 items were for paired comparisons requiring
respondents to choose one of the two play activities that they thought was more important
for the child to spend time on. The items are listed as follows.

(1) Constructive play: making something from different materials, and building some-
thing with table blocks.

(2) Pretend play: make-believe with small figures, and pretending to be a favorite character.
(3) Gameplay: playing a board game, and playing connect-the-dots game.
(4) Digital play: using computers to create things (e.g., funny animals), and imagining

with little people on a computer screen (e.g., making them move, jump, or run).
(5) Expressive play: singing children’s songs, and dancing and movement expression.

5. Results

The results of the study are discussed based on two aspects: (1) preservice early-
childhood teachers’ play preferences and (2) preservice early-childhood teachers’ toy
experiences in childhood. In addition, how preservice early-childhood teachers’ experiences
of electronic toys in childhood influence their preferences about playing is also discussed.

5.1. Preservice Early-Childhood Teachers’ Play Preferences

One of the objectives of the study was to elicit preservice early-childhood teachers’
preferences for different play activities for young children. The mean scores on preservice
teachers’ preferences for constructive play, expressive play, pretend play, digital play, and
gameplay are presented in Table 1.

The mean scores on play activities varied from a high of 5.63 for constructive play to a
low of 2.12 for gameplay. They rated different play activities in the order of constructive
play, expressive play, pretend play, digital play, and gameplay. Preservice teachers endorsed
constructive play and regarded it as a proper play activity for young children. They did
not prefer gameplay or digital play.
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Table 1. Preservice early-childhood teachers’ play preferences.

Play Preferences M SD Range

Constructive play 5.63 0.15 1–8
Expressive play 5.02 0.18 1–8

Pretend play 4.40 0.16 0–8
Digital play 2.83 0.20 0–8
Game play 2.12 0.16 0–6

Note. N = 108 (“N” means the total number of the sample).

5.2. Preservice Early-Childhood Teachers’ Toy Experiences in Childhood

As for preservice teachers’ toy experiences in childhood, about 21.3% did not have
electronic toy experiences in childhood. In addition, 22.6% favored electronic toys, and
86.0% owned more traditional toys in childhood (Table 2).

Table 2. Preservice early-childhood teachers’ toy experiences.

Play Experiences n (%)

Electronic Toy Use in Childhood Yes 23 (21.3%)
No 85 (78.7%)

Favorite Toy in Childhood Traditional toy 82 (77.4%)
Electronic toy 24 (22.6%)

Number of Toys in Childhood More traditional toys 92 (86.0%)
More electronic toys or an equivalent amount 15 (14.0%)

Preservice teachers who favored electronic toys and those who favored traditional toys
are compared in terms of play preferences in Table 3. Both groups rated constructive play
the highest and gameplay the lowest. Moreover, preservice teachers who favored traditional
toys in childhood rated constructive play higher than those who favored electronic toys at
t (104) = 2.31 and p < 0.05.

Table 3. Differences in play preferences of preservice teachers with different toy experiences in childhood.

Play Preferences Favorite Toy in Childhood n M SD t

Constructive play Traditional toy 82 5.84 1.51
2.31 *Electronic toy 24 5.04 1.43

Expressive play Traditional toy 82 5.06 1.84
0.53Electronic toy 24 4.83 1.90

Pretend play Traditional toy 82 4.28 1.64 −1.11Electronic toy 24 4.71 1.71

Digital play Traditional toy 82 2.76 2.03 −1.00Electronic toy 24 3.25 2.42

Game play Traditional toy 82 2.06 1.67 −0.27Electronic toy 24 2.17 1.81
Note. * p < 0.05.

The data indicated that both groups (preservice teachers who favored electronic toys
and traditional toys in childhood) preferred constructive play, but they did not prefer
digital play or gameplay, relatively. In addition, preservice teachers who favored traditional
toys in childhood preferred constructive play more than preservice teachers who favored
electronic toys.

6. Conclusions

The results of the study reveal that preservice teachers endorsed constructive play and
regarded it as a proper play activity for young children. They did not prefer gameplay or
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digital play. The results are consistent with [6,8]. Parents across four countries reported
that digital play was the least preferred play [8]. In addition, more than half of the early-
childhood educators indicated that they did not agree that young children benefit from
digital technology in terms of learning [6]. Parents also preferred a balance of all play
activities, and their negative perceptions about digital play were related to children’s
addiction and antisocialization [9].

The issues concerning young children’s technology use might include children’s
development and maturation and the influence of technology on children’s social skills,
relations, language, and brain development [7]. Therefore, the reason why preservice
early-childhood teachers in this study did not prefer digital play might be due to their
concerns about the educational goals of digital play [17].

The results of the study also indicated that preservice teachers who favored traditional
toys in childhood preferred constructive play more than preservice teachers who favored
electronic toys. Similar results were found in [8]. When parents reported longer technology
use for their children, they preferred digital play. However, in this study, regardless of
the fact that preservice early-childhood teachers favored electronic toys or traditional toys
in childhood, they tended to prefer constructive play. They did not prefer digital play
or gameplay. The reasons for their play preferences remain unclear, which needs further
investigation.
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Abstract: An ineluctable topic has emerged and needs to be treated in engineering programs for green
energies. Particularly in the programs of electrical and systems engineering, students can acquire the
capabilities to envision the arrival of green standards to generate clean energy sources. In this article,
the introduction of new forms of green energy is systematically presented through a basic experiment
in electricity in which a potato is used to investigate the current and electric power. The experiences
were conducted at the 2022-I at a private university in Lima City. The results demonstrated that
the topic of biofuel in the framework of green energy can be studied in undergraduate courses.
Indeed, prospective students of engineering can be oriented toward research in engineering for the
implementation of new electrical systems that provide electricity with low budgets.

Keywords: engineering education; physics; devices and systems

1. Introduction

An appropriate time to show the promising green technologies to freshmen [1–3]
would be the first semester. In particular, all programs in engineering have to be aggregated
in the curricula. Important topics would be the following.

• Searching for green batteries
• Green energy for massive applications
• Software to manage green energies
• Use of ongoing technologies in the green scenario

Thus, the potential ways to teach these topics and the abilities of freshman students
to think about them in the future are necessary. With the massive usage of smartphones,
tablets, and laptops, the main question about the topic is what green technologies are used
to replace conventional batteries [4,5].

The topics about green technologies can be relevant to various factors such as motiva-
tion, perspective, compromise in chosen programs, and research aspects. Thus, attention
has been paid to the basic courses of physics [6,7], in which a simple scheme is presented
for students to gain knowledge to create new circuits based on biological waste. From the
well-known experiment to understand electric fields and Ohm’s law, the implementation
of biological compounds as a replacement for electrical circuits is presented.

The potential usage of waste as a source of energy is examined as a course of physics-II
in the system engineering department iofn a private university located in the south pole of
Lima City.

The course teaches the following topics.

• The theory of equipotential lines
• The experience of lines of electric fields
• The usage of wasted potatoes
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• The demonstration of Ohm law
• Presentation of scenarios in which the waste replaces electrical batteries.

In the experience, students are required to have a solid background in math, particu-
larly calculus, as Gauss law and vectorial analysis are demanded for a solid understanding
of the experiment. This encompasses the idea that, in conjunction with theory, math and
experiments must be learned together [8–10]. This is the foundation on which students
embark to learn new green technology. Thus, the purpose of this study is to present the
design of the course in which the topics of physics are taught and to provide capabilities to
face the new technologies through basic sessions of experiments.

The paper is structured as follows. In the second section, the content of the session
based on theory and experiment is described. In the third section, Ohm’s law and a bio-
circuit are explained using the peels of potatoes as a source of electric energy. Finally, the
conclusion is drawn.

2. Session of Physics

In this section, the design of a session of physics (level 2) in the program of system
engineering is presented. According to the content of the course, the topic corresponds to a
concrete experience in the verification of equipotential lines. The theory is established on
the concepts of vectors and Coulomb’s law [11–13].

Students need to understand the sequence of equations.

F
q
= E =

∫
dE =

∫ dQ(r − r′)
|r − r′|3 (1)

where 4 π ε_0 = 1. With the definition of Coulomb’s law, the electric fields can be derived.
Through a mathematical procedure based on vectorial calculus, (1) is derived.

E = −∇
[

Q
|r − r′|

]
(2)

Students can recognize the term in brackets which constitutes the electric potential Φ,
and has a direct relation with the Coulomb force, which is given by:

F = qE = −∇
[

qQ
|r − r′|

]
. (3)

Direct communication with students specifies the necessity to implement the gradient
operator “∇” in (2). It is expected that students pass up to the second course of calculus in
which the gradient operator is linked to a geometrical view such as the tangent. Students
are asked to simulate the system of two electrodes with opposite signs. Here, the use of an
external package in the session combines the usage of math at the basic level [14–16]. In
this way, the session employs Wolfram, which allows students to simulate two electrodes
emitting lines of electric fields.

Figure 1 shows the 3D representation of three spatial variables. Students use the
Gaussian functions and their product to the second-order polynomial. Two well-defined
Gaussian functions are separated at a distance between the electrodes. Although it is not
a direct mathematical manifestation of two electrodes, the use of mathematical packages
allows the simulation of the spatial position of real electrodes.

Once the simulation of electrodes is completed, the next step is the use of Wolfram
to reconstruct the lines of the electric field as well as the equipotential lines. The use of
directives in physics with Wolfram is to determine the possible topology of lines. Thus, the
command is conducted by students (Figure 2).

According to Figures 1 and 2, students can complement the assimilated theory to
define the experimental arrangement through in-situ verification. Figure 3 shows the basic
arrangement. A bucket, two electrodes, a voltmeter, and a power source to provide 10 V are
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required in the experiment to understand the field and equipotential lines. It is important
to note that the instructor can modify the geometry of electrodes, such as circular, rectangle,
and others. Thus, the emission of field lines shows the dependency of the geometry of
the source.

 

Figure 1. Simulation of two electrodes as a 3d surface of two Gaussian functions by using the package,
Wolfram [17].

 

Figure 2. Simulation of Two Electrodes in a 2D Arrangement by Using Installed Commands in
Wolfram. This is Conjunction with Figure 1.

 

Figure 3. Experimental arrangement of laboratory corresponding to the observation of equipoten-
tial lines.

While using Wolfram for a theoretical simulation of involved physics, students witness
the physics of Coulomb’s law and the gradient operator, which constitutes an educational
objective in the program.

3. Usage of Potato Peels

In South America, the consumption of potatoes is general, so there are lots of peels.
Thus, the idea is to reuse the peel as biological materials for producing electricity [18–20].

440



Eng. Proc. 2023, 38, 49

Therefore, the peel in the experiment of equipotential lines is used to measure the main
electrical parameters and test the potential capability in a real circuit. From (3), the electric
field is defined as

dE =
dQ

|R|2 . (4)

From ρ = dQ/dV,

dE =
ρdV

|R|2 . (5)

By keeping a spherical symmetry,

1
4π

dE =
ρ(R, α)dRR2

|R|2 . (6)

Then, the electric field can be written as:

E =
1

4π

∫
dE =

∫
ρ(R, α)R2dR

|R|2 . (7)

ρ(R, α) is a volumetric charge density depending on the radius, and α is a parameter
characterizing the density of electric charge.

The measurement of electricity before and after adding the peel to water is performed
to see if the peel is forming an electric field and is changing the electrical configuration.

Figure 4 shows that in presence of a charged compound, the lines of the field are dis-
torted, this suggests the deformation of equipotential lines [21]. Thus, such a phenomenon
triggers the deformation of equipotential lines with the peel of potatoes. Figure 5 shows the
experiment with 150 g of the peel. The peel is introduced in 0.3 L of water. With a power
source of 10 V, the equipotential lines are dramatically changed yielding 5.54 and 4.96 V.
The electric field is affected as

E = λl +
∫

ρ(R, α)R2dR

|R|2 (8)

where “λ” is the linear charge density and l is the length of the metallic bar in the bucket.
A mathematical form for ρ(R, α) is a nonlinear function. Electric charges can be found in
the proteins of potatoes. This is the reason why the deformation of field lines is presented
in Figure 4. The arrow indicates the place of the peel of the potato emitting asymmetric
field lines without following any pattern. From the above, students understand that the
peel of the potato exhibits electrical properties.

 
Figure 4. Use of command stream points in Wolfram to simulate the incorporation of peel of potato
into bucket. The arrow indicates the position of peel deforming the lines of field.
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Figure 5. Inclusion of Peel Potato with Water in A Bucket. The Electrodes Are a Pointer. The Power
Source is 10 V.

4. Ohm Law and Proposal for Green Energy Circuit

Once the peel of the potato is recognized by students as an inherent bio-electrical
component, in the next session, the introduction of circuit laws such as Ohm’s law is
explained. Students are encouraged to pay attention to the theoretical and experimental
points of Ohm’s law. For this, the difference in electrical potential is discussed (see Figure 5),
and resistance is introduced. The tool turns out to be useful for observing Ohm’s law [22].
Figure 6 shows two resistors, R2 and R3, in parallel and in series to R1. Theoretically, Ohm’s
law is expressed as

V =
R2R3

R2 + R3
I, (9)

 
Figure 6. Basic circuit with 2 resistors in parallel being in series with one near to power source. The
peel of the potato is expected to be R3.

While factorizing “R_2”,

V =
R2R3

R2

(
1 + R3

R2

) I =
R3(

1 + R3
R2

) I. (10)

The denominator has the below form if
(

R3
R2

)q ≈ 0 for q ≥ 2 then

Exp
(

R3

R2

)
≈ 1 +

(
R3

R2

)
+

1
2!

(
R3

R2

)2
+

1
3!

(
R3

R2

)3
+ · · · (11)

Therefore, (10) is written as

V = Exp
(
−R3

R2

)
IR3. (12)

Equation (12) behaves like a Weibull distribution from the fact that these probability
distribution functions can be written as f (x) = xk+1e−xk

. Thus, the replacement of “R3” by
peel potato is interesting for students who verify that biological compounds can serve as
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biodevices. The peel of the potato can also be an “extra” power source in water, as shown
in Figure 6.

In Figure 7 the equivalent electrical circuits done with PASCO is displayed. When “R3”
becomes a power source, an advanced theory of circuits is applied. The instructor suggests
demonstrating the theorem of Thevenin and experimenting. When “R3” is a power source,
the Thevenin voltage and current are determined, then “R2” is removed. Thus, when
“R3” = VB the biological power source is applied with Kirchhoff’s law as follows:

I =
R2 + R3

R2R3
(VB − V). (13)

  
Figure 7. Experimental Design with PASCO of Figure 6. The Resistance R3 had Two Values: 33 Ohm
and 100 Ohm.

The student can check out the linearity between the Thevenin’s current and the
difference in voltage “VB − V”. Any difference between the current from (13) and the
derived equation from (11) is written as:

I =
V
R3

Exp
(

R3

R2

)
, (14)

Mass and humidity are relevant parameters. When “R_3” is replaced by the peel of the
potato, a current is obtained depending on the potato-like resistor exhibiting a two-zone
behavior when I(R_3) is plotted. Thus, the student can try other forms with the waste of
fruits, spoiled food, or another biological compound for searching new green technologies.
Finally, in Table 1, the outcomes of the whole experience are listed. It is noteworthy that
variables have shown to keep a direct relationship to student satisfaction, being this very
import to avoid desertion. Thus, communications among students were optimal, task and
workshop were done in home. However, it is not clear if students after lab have had the
chance to improve the gained knowledge. In addition, the lab is clearly a healthy space
to demonstrate sociability among students. Future work, shall be analyzed the issue of
impact of physics laboratory onto the formation of engineers, as well as the period after the
finishing the grade of bachelor of engineering.

Table 1. Outcomes of Experience.

Variable Impact In Campus Outside Campus

Communication Middle Yes Yes
Workshop Middle Yes No

Review of literature High Yes Probable
Sociability High High High

5. Conclusions

In this study, experiences on the use of the peel of the potato as a potential candidate
for a green device in electrical circuits are obtained with the theoretical foundation about
the role of the biological resistor. This can be introduced in the second course of physics to
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motivate students to understand the construction of electrical circuits with the prospective
use of biomaterials [23–25].
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Abstract: A teaching experience on microchip (chip) education during COVID-19 is shared in this
article. The program outcomes obtained and executed in the Teaching Practice Research Program
supported by the Ministry of Education (MOE) of Taiwan are described as the teaching experience.
In this program, two courses were offered in a semester: (1) Analog IC Design and (2) Full Custom
IC Layout. The COVID-19 pandemic interrupted the teaching process, and determining how to
maintain the normal teaching process was a significant challenge. The experience in teaching chips
during COVID-19 was recorded in the teaching practice research program and shared for the future
development of teaching resources.

Keywords: chip design; chip layout; IC education; IC learning; COVID-19 impaction

1. Introduction

The semiconductor industry in Taiwan was valued at TWD 4 trillion in 2022, and the
value was over 15% of the gross domestic product (GDP) of Taiwan. Thus, the semicon-
ductor industry is critical to Taiwan’s national economy. As machine learning, artificial
intelligence (AI), 5G, self-driving cars, virtual reality, cloud computing, and information
security continuously develop, the semiconductor demand is growing rapidly. Therefore,
human resource development for integrated chip (IC) technology and personnel training
for IC design are important tasks. Since 2019 when the first case of COVID-19 was found in
China [1,2], its impact has influenced daily life as well as the economy and the teaching-
and-learning process in education. Recently, daily life has gradually returned to normal
but the impact on education still exists, which is worth reviewing.

The project, Teaching Practice Research Program, was initiated by the Ministry of
Education (MOE) of Taiwan in 2020 [3] aiming to improve the teaching quality in university
education [4]. In this one-year project, we promoted the basic knowledge and skills of IC
design and layout. Two courses including Analog IC Design and Full Custom IC Layout
were offered each semester. In Analog IC Design (Course 1), the circuit operation and
the principle of the metal–oxide–semiconductor field effect transistor (MOS FET) were
introduced and taught. The related sub-blocks of the MOS transistor and circuit such as the
current source, current mirror, voltage reference, and single-stage amplifier were described,
too. In Full Custom IC Layout (Course 2), lectures on the concept of semiconductor
manufacturing and the IC layout technique were given. Students were required to become
familiar with related software tools such as IC electronic design automation (EDA). Course
1 was mainly related to theory, while Course 2 was practical training for IC layout skills.

The article is organized into five sections. Section 1 introduces the motivation of the
research program. Section 2 describes the background of the semiconductor industrial
chain and chip-realization technology. Section 3 describes the lecture of two courses
during COVID-19 in detail. The feedback of students is compared with the same courses
after COVID-19. Section 4 shows the class activities to improve the student learning
achievements. Finally, Section 5 concludes this study.
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2. Background on Microchip Education

Resistors and inductors in nano-Henry, capacitors in pico-Faraday, and bi-polar junc-
tion transistors (BJTs) or metal–oxide–semiconductor field-effect transistors (MOSFETs) can
be shrunk in dimension and integrated into a small thin silicon or other material, which
is known as an integrated circuit or chip. There are various chips in different packaged
forms within modern electronic products. For example, the iPhone 13 contains a 64-bit
ARM-based system-on-a-chip (SoC) named Apple A15 Bionic designed by Apple Inc. The
A15 is fabricated by Taiwan Semiconductor Manufacturing Company (TSMC) by using
5 nm technology in which 15 billion transistors are included in a die area of one square cen-
timeter. The chip design and manufacturing process are more innovative than conventional
sub-micro-fabricated technologies.

The chip fabrication is implemented by a succession of photo-lithography procedures.
According to circuit functionality and performance, the circuit schematic is designed by IC
designers upon market demand. The corresponding layout diagram is precisely drawn
with a computer by IC layout engineers. The layout diagram comprises various colorful
forms of rectangles depending on the circuit schematic, in which each color represents one
thin-film material or doped action. After this step, the layout diagrams are transferred and
fabricated in a set of photomasks (or reticles). The generated photomasks are used in photo-
lithography processes to create the specific structure of related thin-film material. The
photo-lithography procedures are repeated until the whole chip structure is constructed.
Finally, the finished chip wafer is packaged and tested. The aims of the chip’s packaging
include protection of the bare die, heat removal, and electrical and signal connection,
whereas that of the IC test includes general performance verification. Figure 1 shows the
whole process of chip production from the circuit design to a standalone device element. A
functional chip is manufactured through a complicated process. However, in university
education, priority is given to determining how to increase the students’ learning interests
and promote IC layout design knowledge and skills. As the IC industry is so important,
many researchers are studying to improve the teaching and education of chip-related
knowledge [5–11].

Figure 1. Chip realization process.

3. Teaching Process and Experiences in Chip Education

Lectures for two courses were given from August 2020 to July 2021. Lectures for
Course 1 and Course 2 were given in one semester sequentially. In universities in Taiwan,
each semester has eighteen weeks, and a course has one to three hours each week. In this
research program, the two courses had three lessons each week with fifty-four hours of
lectures in one semester. The teaching process was impacted by COVID-19.

3.1. Course 1: Analog IC Design

Course 1 was an elective course for junior or senior students, and 42 students enrolled
in the course. The major content of the course included the basic concept of semiconduc-
tor technology, the semiconductor manufacturing process, the principle of metal–oxide–
semiconductor (MOS) field-effect transistor (FET) operation, a small-signal equivalent
circuit, a sub-block analog switch, a bias circuit, a current source, a current mirror, and the
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design of a single-stage amplifier. The course content was integrated with two courses to
give students the whole outline of analog IC design: Microelectronic Circuits and IC tech-
nology. Due to the circuit complexity, we helped students understand the basic operating
theorem of the MOS transistor. When students had the correct concept of MOSFET opera-
tion, that knowledge could become useful and available. Based on the correct knowledge,
students can understand the MOS circuit design and analysis. Therefore, in the teaching
strategy, it was planned to give a two-hour instruction in the beginning and a one-hour
practice later. All class assignments and additional materials were included in the learning
portfolio. Each student in this course was assigned a personal portfolio. After students
completed their assignments, the portfolio was submitted for examination and scoring.
Praise and encouragement with candies or beverages to students with high achievements
encouraged them to be motivated to learn. Encouraging rather than criticizing seems to be
a better educational idea.

In the class, teachers gave instructions in the first two lessons, and then students
practiced class assignments in the third lesson. In the meantime, students were encouraged
to discuss the assignments with classmates to find the proper solutions from information on
the internet. The learning outcomes were evaluated from the individual portfolio. Finally,
teachers evaluated and encouraged students for their performance and achievement. Three
learning models with instruction, practice, and praise were used in the learning cycle,
as shown in Figure 2. In the model, students were not passively receiving information
or unidirectionally learning but actively surveyed related information. Compared to
traditional teaching, a positive learning recycle was created for higher learning efficiency.
Even during COVID-19, teaching activities for Course 1 were not impacted significantly,
due to the preventive measure.

Figure 2. Three learning situational models in our teaching strategy.

3.2. Course 2: Full Custom IC Layout

In Course 2, it was also planned to have three lessons every week with 40 students.
The course focused on practicing IC layout skills. Electronic design automation (EDA)
software authorized and approved by Taiwan Semiconductor Research Institute (TSRI) was
used in the laboratory as this course demanded students to manipulate the EDA software.
The content of the course included the basic concept of the semiconductor manufacturing
process, the various methodologies of chip realization, UNIX command, a cross-sectional
view of the CMOS transistor, a circuit schematic, an IC layout drawn in the EDA software
environment, and IC verifications using design-rule-check (DRC) and layout-vs.-schematic
(LVS). In the course, many teaching aids were provided such as Microsoft PowerPoint
animations to show the three-dimensional structure of the MOS transistor and its overall
structure. A micrographic image of the real chip was observed by using optical microscopes.
For the understanding of the CMOS chip process, CMOS logic gate, stick diagram of the
layout, and the design of adders, assignments were given in lectures including building a
physical layout diagram for the MOS transistor. Teaching aids such as color papers and
glue were used to construct the MOS transistor. The auxiliary teaching activities increased
students’ interest. Since the course aimed to train students using the IC layout EDA tool,
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every student was required to use computers. The whole practice was instructed to teach
the background and conception and to demonstrate how to build the chip layout step by
step by teaching assistants (TAs).

From May 2021, the outbreak of COVID-19 made all schools practice online education
in Taiwan. There was still a quarter of the semester until the end of the course. The
remaining subjects were important as students needed to finalize their projects and practice
computer skills. Thus, how to continue the course was a significant challenge for skill
training. The following principles were followed for the course to be continued in distance
learning, too.

1. In distance learning, we used Google Meet, Microsoft Teams, or Cisco WebEx to
connect and share information with all students at home.

2. Although students could not come to school, the practice of the IC layout skill was
continued by using a virtual private network (VPN). The student at home used a
personal computer to connect to the layout server through the school network gateway
to accomplish the final layout project. Even though the bandwidth was limited, the
course continued as normal as before.

3. Lectures on layout skills were provided as video files with the help of teaching
assistants. Students repeatedly watched the video during the course.

4. An information platform for the course was offered for exchanging information and
announcing the submission status of the final project. We used LINE and Google
Drive to construct an information platform. LINE is a freeware app for instant
communications, operating on smartphones and personal computers. Google Drive
was developed by Google to allow users to store files in the cloud via internet access.
The two services are popular in Taiwan. Therefore, the enrolled students and teachers
exchanged information and communicated conveniently on the platform.

5. Using the above methods, course-related information on the platform became open
and transparent, and students were encouraged and supervised in the course. Each
student understood the status of all classmates’ final project progress. At the end
of the course, 38 enrolled students remained. A total of 36 students completed the
final project and fulfilled the requirements with the achievement rate for the IC layout
project of 95%. Teachers and students put a lot of effort into learning the course.

A questionnaire was created for the evaluation including various aspects such as
teaching strategy and attitude, lecturing skill, learning assistance, learning outcomes, course
attention, and self-evaluation. Twenty-one items were contained in this questionnaire. A
five-point Likert scale was used for this questionnaire with scores for strongly disagree,
disagree, neither agree nor disagree, agree, and strongly agree. The feedback data for
teaching were extracted from the school’s teaching historical database. Table 1 shows the
results of the students’ evaluation for the courses, with scores of 4.68 and 4.87.

Table 1. Feedback results of student questionnaires.

Year_Semester Course 1 Course 2

2014_2 4.79 4.79
2015_2 4.37
2016_1 4.14
2016_2 4.42
2017_2 4.12
2018_1 4.39
2019_1 4.49

This Study * 2020_1 4.68
This Study * 2021_2 4.87

* The period of the project execution is from the first semester year of 2020 to the second semester year of 2021.
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“Slow and steady wins the race”, “Learn to walk before you run”, and “Practice
makes perfect” were also applied to the teaching of the courses. Since the state-of-the-art IC
technologies have been scaled down to the order of nanometers, to maintain high-sensitivity
performance, the chip design and layout have become complicated. Therefore, the learning
process must be exciting to improve the learning efficiency. Students need to have a firm
and clear grasp on basic concepts of the IC processes, design, and layout technology.
Step-by-step learning and deep thinking in circuit theory and transistor operation are
essential to enhance basic abilities. In the practice experiments of distance learning, video
software and apps for instant communications between teachers and students were useful
to exchange information.

4. Related Activities

In the research program, many exercises for IC circuit analysis were organized for
students. Every student had an individual learning portfolio. According to the progress,
every student practiced related skills after the teacher’s instruction. During the practice,
students were encouraged to find the proper solutions by themselves through discussion
with classmates. Figure 3 shows the learning material and small rewards for students.
Figure 4 shows a snapshot of the students’ practice during Course 1. To relieve study
fatigue, the practice was usually scheduled on the third hour after giving a two-hour lecture.
Figure 5 shows students using personal computers to practice IC layout skills in Course 2.
In Course 2, TAs helped students manipulate the layout software and answered questions.

 
Figure 3. Learning material and rewards for students.

 
Figure 4. Students’ practice in Course 1.
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Figure 5. Students used computers to practice IC layout skills in Course 2.

Figure 6 shows the TA’s demonstration of using the IC layout software. To verify the
learning outcomes, a midterm practice test was carried out. All students were grouped
and sequentially tested for building the circuit schematics. Figure 7 shows the midterm
test in Course 2. In the program, teaching aids were self-made for the demonstration of
the CMOS transistor structure and the corresponding layout diagram. Figures 8 and 9
show the structure of the MOS transistor in a three-dimensional view and visual aids of the
IC layout.

 
Figure 6. Teaching assistant (TA) instructs and guides the students for IC layout.

 
Figure 7. The midterm practice test of Course 2 (Full Custom IC Layout).
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Figure 8. The teaching aid for structure of MOS transistor in three-dimensional view.

 

Figure 9. The demonstration aid for IC layout.

Figure 10 shows the samples of students’ assignments. In Course 2, silicon wafers,
packaged chips, and bare dies are shown. Figure 11 shows the teaching aids and their
demonstration. Figures 12 and 13 show students’ layout diagrams under the requirements
of design-rule-check (DRC) and layout-versus-schematic (LVS). The two IC layout diagrams
for the eight-bit adder were sampled from students’ final projects. Due to the COVID-19
pandemic, the lecture was difficult to offer. Part of the layout was created in on-site classes,
and the remaining part was completed in distance learning.

 

Figure 10. Students’ assignments during Course 2.

 

Figure 11. Wafer and chip physical demonstration by using an optical microscope.
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Figure 12. Student’s report for the final project.

 

Figure 13. Student’s report for the final project.

How to resolve the layout problem efficiently online was a challenge for effective
learning. During distance learning, students were required to make a self-test via the
internet and self-evaluate the learning outcomes. The quizzes were conducted by using
Google Forms. Figure 14 shows the samples of these quizzes created in Google Forms. To
improve students’ practical ability in the IC layout, we invited IC engineers to give lectures.
Figure 15 shows the lecture given by the IC engineers. The overall goal of the research
program was achieved with rich and heuristic class activities, and students achieved
satisfactory learning results in IC technology, circuit analysis, and IC layout skill.

 

Figure 14. Student’s self-test on the internet to self-evaluate the learning outcomes.
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Figure 15. An industry IC engineer was invited to give lectures.

5. Conclusions

Due to the outbreak of COVID-19 in the late stage of Course 2, a proper teaching
method needed to be found for distance learning. With internet technology, TAs, and the
joint efforts of students, the course continued without interruption. The achieved rate of the
IC layout project reached 95%. The student’s evaluation results showed that the teaching
achievement of the courses was the best compared to the historical data. A new and
interesting teaching process in the courses during the period of COVID-19 was achieved in
cooperation with the school, students, and teachers owing to internet technology.
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Abstract: Currently, many swimming goggle lenses use optical plates to maintain zero refractive
power in air and water. However, people’s widespread use of 3C products has increased myopia
significantly, so lenses have a demand for refractive power. Lenses will have different refractive
power problems in water and air media. Therefore, we solved the refractive power change in air and
water by using a plane Fresnel lens with a diopter to replace plano-concave lenses. In this study, a
first-order design was created and then the microstructure of the Fresnel lens was optimized using
optical software. The Fresnel lens simulation results showed that the error was within 5%, which
was compared with the data using the lensmaker’s equation calculation. For swimming goggles, this
error value is tolerable for human vision.

Keywords: Fresnel lens; refractive power; refractive index

1. Introduction

In summer, many people go to the beach or swimming pools to cool off, and most
swimmers wear swimming goggles to improve their visibility and protect their eyes from
harmful chemicals. Thus, the choice of swimming goggles is crucial [1,2]. Swimming
goggles separate the eyes from the water and restore air contact in the swimming goggles,
which helps people to see objects in the water better than they would without goggles.
The most common swimming goggles have a spherical surface, because the surface of the
lens is slightly convex for the refractive power in the water. These lenses have a similar
effect to a concave lens. Without myopia, it is similar to wearing myopia glasses. When
swimming, eyes come to have a high degree of astigmatism in a normal field of vision due
to repeated entry into the water over a short period; this causes eye damage and fatigue,
with dizziness, vomiting, and other symptoms in the body. A proper pair of swimming
goggles must maintain consistent vision in and out of the water without causing dizziness
and with the functions of being waterproof, anti-fog, low resistance, causing no pressure on
the eyeballs, a wide field of vision, and a high light transmittance. Swimming goggles with
vision correction must have the same function as general land myopia glasses in water [3,4].
They have a refractive error correction function, accurately fusing left and right eye images
and maintaining the same pupillary distance. The lens must be light, so that the field of
vision is not distorted. Swimming goggles adopt an afocal lens, which solves the diopter’s
problems of spherical and curved swimming goggles. People with myopia and astigmatism
must carefully choose goggle lenses with a suitable refractive power of the lens.
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In this study, we designed the refractive power of a swimming goggles lens with
Fresnel lenses, which are widely used in various optical applications and whose most
significant advantages are their lightweight and flat optical surfaces. Basic design rules
were applied in the first-order design and feasibility studies. Fresnel lenses work on the
principle that the refractive index of the lens is contained only on the surface of the lens,
removing as much optical material as possible while maintaining the curvature of the
surface. Practical methods for compressing the refractive power of the lens surface to a flat
surface require concentric grooves with a small prism pitch, oblique component, and draft
component. The general method is to specify a tilt angle relative to the lens plane and a
draft angle close to the normal. By using the Plano-Fresnel lens with a diopter to replace
the plano-concave lens of swimming goggles, the different refractive power in the air and
water due to different media can be overcome. By using the optimization design of the
Fresnel lens microstructure, lenses with vision correction have the same refractive power in
two various media.

2. Principle of Fresnel Lens

A Fresnel lens, also known as a threaded lens, is designed with a large aperture and
characterized by a short focal length, less material consumption, and a smaller weight and
volume than ordinary lenses [5,6]. Figure 1 shows that (A) is a convex lens and (B) is a
Fresnel lens with the same optical characteristics. When a Fresnel lens is used in afocal
optical components, attention must be paid to minimizing the micro-grooves’ impact on
vision. In the design, this is first realized by selecting the facet spacing to be less than or
equal to the resolution of the human eye, which makes the human eye almost unable to
see the existence of micro prisms. A healthy human eye has a visual acuity of around one
arc-minute (or 1/60◦). This can be used to compute the maximum pitch size that will be
visible for a given distance from the eye.

w ≤ z × 2.91 × 10−4 (1)

where w is the maximum pitch size that can be visually resolved and z is the effective
distance of the lens to the eye. To ensure that the pitch of the Fresnel lens does not produce
a beat frequency limited by the minimum resolvable pitch of any other micro-prismatic
components of the system, the rule to select the pitch is defined as:

d1 = (m + 0.35) × d2 (2)

where d1 is the prism pitch of the Fresnel lens, m is an integer, where the larger it is the
better, and d2 is the pitch of the other micro-prismatic component in the lens. Geometrically,
the smaller the prism size, the closer the small flat prism slope facets come to approximating
the idealized aspherical surface. However, diffractive effects operate contrarily.

Figure 1. From a convex lens (A), to a Fresnel lens (B).

The object is beamed onto the image plane after passing through the Fresnel lens and is
classified according to the relative position of the output beam and the groove on its optical
surface. The Fresnel lenses are organized into a converging lens, collimator, and diverging
lens. For example, the Fresnel lens with a positive focal length is used to converge light.
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Thus, it is used as a converging lens and collimating lens. The Fresnel lens with a negative
focal length is used to diverge light as a diverging lens. Many researchers have proposed
algorithms to simulate the parameters of the focusing Fresnel micro-prism structure and
successfully and easily fabricated this element using diamond-cutting technology. The
Zemax optical design software was used in this study to design a radial mode. The
microstructure on the optical plane has many concentric grooves. It radiates outward from
the center and the cross-sectional shape of the lens is a miniature right-angle prism. The
value of the shape parameters, + Depth and -Frequency, are essential for the groove. If this
parameter is positive, it corresponds to the depth of each groove in shot units. If negative,
it corresponds to the frequency of the groove. Equations (3)–(5) optimize the pitch size of
the grooves (w) and the lens diameter (Φ).

Φ = (m × h)/[1 + (m × s1)/(l − s1)] (3)

w = 1.5 × (λ × f)1/2 (4)

w ≤ p × tan[(1/60)◦] (5)

where λ, f, s1, m, l, and p are the wavelength of the light source, the focal length of
the lens, the distance between the lens and the object, the magnification of the lens, the
distance between the object and the observer, and the distance between the observer and
the lens [4–6].

3. Design and Experiment Results

The design process included the subject requirement, first-order design, optimiza-
tion of the plano-concave lens, transformation into a Fresnel lens, optimization of the
microstructure parameter, image evaluation, and tolerance analysis. As there are many
types of refractive errors, we considered myopia only, so the subject requirement was the
diopter of the myopia. The first-order design discussed the relationship between the object,
image, and lens’s focal length. The thin lens formula decided the image position and size.
If the distances from the object to the lens and from the lens to the image are S1 and S2,
respectively, and the focal length of the thin lens is f in air, then the relationship between
the three parameters is as follows.

(1/S1) + (1/S2) = (1/f) (6)

This can also be put into another form.

X1 × X2 = f2 (7)

where X1 = S1 − f and X2 = S2 − f.
With myopia, a user requirement includes pupil distance, the refractive error (diopter)

of the lens, the plano-concave lens, and the face size for making the goggles. The parameter
of the first-order design includes the object distance, object high, image high, material of the
lens, and other constraints. Optimizing the plano-concave lens makes the optical lens have
no diopter difference in different object space mediums, water, and air. Other conditions,
such as the back focal length, remain fixed, and the image quality and resolution are the
same. In addition to obtaining the best spherical radius of the curvature, it is also possible
to use aspheric surfaces. The purpose of transforming into a Fresnel lens is to use a flat
optical plate to reduce the diopter difference between the lens in water and air, so the
spherical surface of the plano-concave lens after optimization is converted into a Fresnel
surface. In the above two steps, the focal length is calculated from the known refractive
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error and the radius of the curvature of the plano-concave lens can be further calculated
using Equation (8).

S = (n2 − n1)/R (8)

where R is the curvature radius of the spherical surface, S is the refractive error, and n2 and
n1 are the refractive indices on both sides of the spherical surface.

When the unit of R is m, the unit of S is diopter (D). The curvature radius of the
spherical surface of the plano-concave lens is 1.0 m and the refractive index of the lens
material is 1.5. If it is used in air, S is 2.0 D. The Fresnel lens adopts a discontinuous
surface profile composed of a hundred concentric rings, and tiny serrated prisms are
arranged on these small rings to retain the rings’ ability to focus the light toward the center
or divergence. The parameters for controlling the tiny saw tooth (in μm) are the pitch
angle, depth, and pitch. By optimizing the microstructure parameter of the Fresnel surface,
the optical power of the Fresnel surface and plano-concave lens become the same, still
with an error. The Fresnel surface replaces the spherical surface, which is only the initial
condition unchanged. However, the error value needs to be within the acceptable range
of vision to find the best microstructure parameters of the Fresnel surface here and meet
the requirements and image quality. In the optimization method, the microstructure’s
frequency and pitch angle are changed to optimize the minimum light spot. After the above
steps are completed, the image evaluation is performed for various aberrations and spot
size values. The aberration has a spherical aberration, coma, astigmatism, distortion, field
curvature, and chromatic aberration.

After the image evaluation is qualified, the tolerance analysis is performed, and the
entire design is completed. Then, the pilot run is performed. Tolerance is the limitation of
the processing accuracy in the lens production and manufacturing, so that after the finished
product is completed, it meets the expected specifications at the design time. To meet
the tolerance requirements, manufacturers must know what manufacturing and testing
methods are used when producing these lenses to make the production process model
consistent with reality. These engineering problems have corresponding theoretical models
for analyses. For statistical tolerance, the variation in a set of inputs is taken to calculate the
expected variation in the outputs of interest. In mechanical engineering, product designs
are composed of features whose tolerance values are related to various aspects of these
features. In this study, we conducted a preliminary design of a Fresnel lens for swimming
goggles and did not elaborate on the image evaluation and tolerance analysis.

The design method was as follows. The non-sequential method of infinite grooves
was used to simulate the Fresnel lens of a −2.0 D flat and concave lens. For the relevant
conditions, the radius, thickness, material, and imaging spot diameter of the radial Fresnel
lens were set as 60 mm, 1 mm, BK7, and 117 μm, respectively. The distance between the
lens and the image plane was 500 mm. The refractive index of BK7 was 1.517 and the V
number was 64.169. Table 1 lists the nine different refractive diopter lenses commonly used
in stores and the related microstructure parameters used in the simulation process. These
parameter values were optimized with the minimum light spot as the target. Figure 2
shows the Flow chart of Fresnel lens for swimming goggles design. Figure 3 shows the
cross-sectional structure of the Plano-Fresnel lens for the swimming goggles using the
layout of zemax optical design program. The blue lines are marginal rays of 0◦ field of
view in object space, and the light ray is parallel to the optical axis. A Fresnel lens with a
negative focal length diverges light for people with myopia.
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Table 1. Optical parameters of nine different diopter lenses.

Plano-Concave Lens Plano-Fresnel Lens

Diopter
(D)

f (mm) R (mm) Freq.
Pitch

Angle (◦)
Spot Size

(μm)
BFL (mm)

−2 −500.00 258.50 −2 0.5 117 −500.69
−3 −333.33 172.33 −1 0.5 98 −332.48
−4 −250.00 129.25 −1 0.5 117 −250.8
−5 −200.00 103.40 −1 0.5 245 −201.5
−6 −166.67 86.17 −1 0.5 466 −166.3
−7 −142.86 73.86 −1 0.5 733 −141.3
−8 −125.00 64.63 −1 0.5 941 −127.3
−9 −111.11 57.44 −1 0.5 1306 −110.6
−10 −100.00 51.70 −1 0.5 1528 −103.1

Note: The thickness of plano-concave lens and plano-Fresnel lens are 2 mm.

 

Subject requirement 

First order design 

Optimizzing plano-concave lens 

Transformg the plano-concave lens to Fresnel lens 

Optimizing microstructure parameter 

Optimizing microstructure parameter 

Image evaluation and tolerance analysis 

Figure 2. Flow chart of Fresnel lens for swimming goggles design.

Figure 3. The cross-sectional structure of the Plano-Fresnel lens of swimming goggles [7].
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4. Conclusions

The purpose of using a Plano-Fresnel lens for vision correction instead of a plano-
concave lens is to solve the refractive power change in swimming goggles in the air and
water. For people with high myopia, the thickness of the goggle lenses’ edge is too thick
and too heavy, and the production yield decreases. The product was designed with an
innovative method that was used in this study and avoided the above problems. The
thickness of the lens’ edge was the same as that of the center. In this study, the lens’ diopter
of the swimming goggles was calculated by satisfying the object space of water and air
at the same time. Afterward, the spherical optical surface of the plano-concave lens was
calculated and converted into a Fresnel surface. Finally, the microstructure of the Fresnel
surface was optimized using the optical design program. During this process, the lens’s
diopter of the swimming goggles in two different media was highly close to the same
value. The simulation results were compared to those calculated with the lens maker’s
formula and the error of the two data was within 5%, which is acceptable for swimming
goggle lenses.
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Abstract: No matter how old people are, the ability to feel the sexual climax does not change. Whether
a male can enjoy sexual pleasure in multiple sexual climaxes without pressures of the physical erection
and ejaculations is a topic to search for, though. A young man can enjoy the thrill of riding on the
sexual waves, while an old man is also supposed to also enjoy it in the sexual pool without any
pressure of erection and ejaculations. The frequency of ejaculation gradually decreases with age,
but satisfaction brought by sexual climax does not decrease. The physiological response to sexual
climax may vary with age. As a result, the sexual climaxes of the male and the female in the sexual
response cycle are worth exploring to evaluate the quality of sexual life. With this, interfering factors
are also necessary to determine including the physical erection and ejaculation, the sexual pleasure,
motivation, emotion, and satisfaction of the sexual climax for males. Then, the best solution (decision)
for the development of the closed couple relationship can be found.

Keywords: sexual intercourse; multiple male orgasm (MMO); erection; ejaculation

1. Introduction

Sexual climax is a manifested sexual pleasure from the sudden release or exposure of
the nervous system response and rhythmic muscle contractions in the pelvic region due
to accumulated sexual stimulus in the sexual response cycle. In detail, the sexual climax
of both men and women is created and controlled by the autonomic nervous system with
involuntary actions and physical responses including muscle rigidities in multiple areas of
the body, feelings of euphoria and satisfaction, and frequent vocalizations and incapability
in autonomy of body movements [1]. Most males express silence in reaching sexual climax
because they are taught to control and hide their true exciting and emotion [2]. However,
several males display a series of strong physiological reactions such as loud shouting
or violent body twitching reaching the sexual climax [3]. According to the professional
research of [4–6], both males and females have four phases in the sexual response cycle
including the initial excitement, growing plateau, highest sexual (orgasmic), and last
resolution phases as displayed in Figure 1 [7–9].

Previous research described the rhythmic contraction in the sexual climax and con-
firmed that males and females feel the rhythmic contraction with an interval of 0.8 s, and
the speed and intensity of the post-contraction gradually slow down after the sexual climax
as the neurohormones, oxytocin and prolactin, are released in the brain to create a sense of
relaxation which leads to entering the sexual refractory period [10].
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Figure 1. Human sexual response cycle.

2. Literature Review

The mechanism of the sexual climax is triggered by endorphins (brain endorphins).
In the sexual refractory period, the majority of males feel exhausted and an inability for
erection, while the majority of females feel indescribable pleasures and happiness with
uncontrollable physiological muscle spasms. The empirical research confirmed that the
majority of males reaching the sexual climax with ejaculation enter a refractory period
immediately after that. In most cases, they are not able to ejaculate in the refractory
period. The difference between the male and female is that the female enters the refractory
period after sexual climax, so they can have multiple orgasms. However, the male enters a
refractory period immediately after reaching the sexual climax, which results in the inability
to ejaculate. When a male has an orgasm, he does not necessarily ejaculate. For example,
when a man is drunk, stressed, or too tired or just wants to have quick intercourse with his
partner, he can pretend that he reaches an orgasm with ejaculation. Men also fake orgasms
as women do. However, as the “orgasm” occurs in the brain, men have a “deep” feeling
which is the source of real happiness. When the male masturbates, or his emotion and
body are closely connected with a partner, even without physical contact, orgasms can
be achieved. The closer the desire to reach an orgasm is, the easier the sexual pleasure
is gained.

Most males consider that sexual climax and ejaculation appear and are achieved
simultaneously in their experiences. In the traditional concept and physical activities to
reach orgasm, males take a series of stimuli and excited actions on their penis, especially
on the glans, to reach ejaculation and sexual climax. Apparently, in terms of the male’s
ejaculation, the sense is the “reflex physical action”. Several males ejaculate even without
a sense of sexual climax while executing sexual stimuli in various sexual activities such
as masturbation. This is just a physical behavior caused by uncontrollable physiological
muscle spasms.

Many males have the misunderstanding that ejaculation is orgasm, and orgasm is
ejaculation. However, in fact, ejaculation and sexual climax are different. For many males,
the pleasure feelings of sexual climax accompany ejaculation and, then, the sexual refractory
period. They are semi-forced to feel exhausted and unable to keep erect during the release
of the neurohormones oxytocin and prolactin. A minority of males still maintain the strong
feeling of sexual climax after ejaculation and can ejaculate without any sense of the sexual
climax. Furthermore, another group of males can experience short-term or weak orgasms
during sexual intercourse in addition to ejaculation. Several males deliberately stop sexual
actions for a while to consciously bear the physical pleasures of not reaching sexual climax
or ejaculate to obtain more intensive pleasures for the next climax.

Nevertheless, as a physiological concept, the majority of males decrease their frequency
of ejaculation due to the increase in age and the decrease in hormones. The secretion of
semen in middle and old ages in the sexual climax does not disappear, and old males
have the feeling of sexual climax without ejaculation. However, most males tend to have
unnecessary pressures on erection and ejaculation during the sexual climax. Even the
amount of semen is regarded as a test of attractiveness, which inadvertently affects males
to ejaculate as long as they have sex. Under this pressure, it is difficult to enjoy sex and to
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remain erect [11–15]. This situation wrecks the sexual interest and relationship of a couple
as shown in Figure 2.

Figure 2. Human sexual response cycle.

3. Research Method

We researched the sexual climax of the males and females in the sexual response cycle
and evaluated the quality of the males’ sexual climax. The research content is described in
Figure 3 [16–24].

Figure 3. Research method.

4. Discussion

The exploration of the sexual climax of the male and female in the sexual response
is explored to evaluate the quality of sexual life. Future research is needed to investigate
the interfering factors: the physical erection and ejaculations, sexual pleasure, sexual
motivation, sexual emotion of the sexual climax, and sexual satisfaction of the sexual climax
for multiple sexual climaxes as shown in Figure 4 [25–29] to find the best solution (decision)
for the close couple relationship for achieving sexual climax.
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Figure 4. Human sexual response cycle.

5. Conclusions and Recommendation

Regardless of age, people feel sexual climax. It is important to find how a male can
enjoy sexual pleasures in multiple sexual climaxes without the pressures of erection and
ejaculation. Not only young men but old men also need to enjoy an active sexual life
without any pressure. The ejaculation gradually decreases with age, but the satisfaction
does not. Therefore, knowing how to have an active sexual life is important in life.
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Abstract: The performance of a straight type of internally finned tube (SIFT) is studied using com-
putational fluid dynamics (CFD). It is found that a longer fin yields a larger pressure drop that is
nearly proportional to the fin length. When the fin length is larger than 30 d, the pressure drop is
greater than that of a bare tube. The temperature uniformity decreases with the fin length of the SIFT.
Furthermore, a smaller fin angle yields a larger pressure drop, while a larger fin angle yields better
temperature uniformity. A larger contraction yields a larger pressure drop, too.

Keywords: SIFT; temperature uniformity; pressure drop; fin length; fin angle; fin amplitude

1. Introduction

Mixing in a pipe system is important in industrial applications. There are two major
mixing-enhanced methods: active and passive methods. The former uses an external
energy source, while the latter includes no moving parts. The passive mixing-enhanced
devices increase an internal surface area and enhance the flow mixing. The solid fin and
the straight type of internally finned tube (SIFT) have an increased surface area [1–5]. With
enhanced flow mixing, radial mixing occurs in the tube which consequently yields a more
homogeneous process. The radial mixing is found in the helical type of internally finned
tube (HIFT), the mixing element radiant tube (MERT) by Kubota, the intensified heat
transfer (IHT) by Lummus and Sinopec, and the SIFT technology. In Ref. [6], the HIFT
was investigated numerically. In this study, the performance of the SIFT concerning heat
transfer enhancement and pressure drop gain is investigated using computational fluid
dynamics (CFD) to obtain better thermal uniformity and minimize pressure drop.

2. Numerical Methods

In this research, we use ANSYS FLUENT V.17 [7] to analyze the flow development in
the SIFT. The SIMPLE algorithm is used for the solution algorithm [8]. In turbulence mod-
eling, we adopt the transition shear stress transport (SST) model. Considering the accuracy
and stability, we used the discrete ordinate radiation model [9] for radiation simulation.

3. Results and Discussion

In this study, the parameters include fin angle (2α), fin amplitude (in terms of radiuses
Ra and Ri), and fin length (L) to obtain better thermal uniformity and minimize pressure
drop. Figure 1 illustrates the investigated SIFT. The tube length is 132 d (d is a pipe diameter
of 50.7 mm). Fourteen different helix lengths ranging from L = 0 (i.e., bare tube) to L = 132 d
are investigated to study the influence of helix length. Three different fin angles (2α),
including 2α = 30◦, 45◦, and 60◦ and four different Ra, including 0.99, 0.9, 0.8, and 0.7 Rt, as
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well as four different Ri, including 0.9, 0.8, 0.7 and 0.6 Ri, where Rt = d/2 are used for the
investigation. The boundary conditions are outlined as follows.

  
(a) (b) 

Figure 1. Illustration of the SIFT investigated: (a) cross-sectional view; (b) zoom-in view of a fin.

The tube inlet (Figure 2) includes four parts. In Region 1, V = 56.2 m/s and T = 273.15 K,
in Region 2, V = 61.3 m/s and T = 298.15 K, in Region 3, V = 66.5 m/s and T = 323.15 K,
and in Region 4, V = 71.6 m/s and T = 348.15 K. The inlet turbulence kinetic energy (k) is
assumed to be 10% of V2/2. The turbulence dissipation rate is modeled by Equation (1).

ε = C3/4
μ

k3/2

l
. (1)

In Equation (1), the constant Cμ = 0.09, parameter l = 0.07L, and the hydraulic diameter
L is equal to the pipe diameter d. At the wall boundaries, the transition SST model
automatically takes the wall effects into account. Furthermore, adiabatic walls are assumed.
At the tube exit, the gauge pressure is zero. The outflow diffusion flux for the other flow
variables is zero, and the conservation of mass is satisfied.

 

Figure 2. Division of the inlet.

The effect of fin length on the pressure variation along the tube is shown in Figure 3.
The pressure drop increases with the fin length nearly in proportion. The pressure drop
is closely related to the tube’s inner surface friction, which is connected to the fin length.
When the fin length is larger than 30 d, the pressure drop is greater than that of a bare tube.
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(a) (b) 

Figure 3. Variation of the cross-sectional average pressure: (a) 2Ra = 0.7d, 2Ri = 0.6d, 2α = 45◦;
(b) 2Ra = 0.9d, 2Ri = 0.6d, 2α = 45◦.

The effect of fin length on the cross-sectional average temperature distribution along
the tube is shown in Figure 4. The temperature of the SIFT is higher than that of a bare tube.
The temperature of the SIFT rises abruptly at the fin inlet due to the contraction of the tube
and descends abruptly at the fin outlet due to the expansion of the tube. In addition, the
temperature becomes higher for a longer fin because the tube wall frictional heating and
the flow acceleration in the fin region are larger.

  
(a) (b) 

Figure 4. Variation of the cross-sectional average temperature: (a) 2Ra = 0.7d, 2Ri = 0.6d, 2α = 45◦;
(b) 2Ra = 0.8d, 2Ri = 0.6d, 2α = 45◦.

The effect of fin length on the area-weighted temperature uniformity index defined as
Equation (2) [7] is shown in Figure 5.

γa = 1 − ∑n
i=1

[(∣∣Ti − Ta
∣∣)]Ai

2
∣∣Ta

∣∣∑n
i=1 Ai

. (2)

In Equation (2), i is the facet index and n is the number of facets of a surface. Ta is the
surface average temperature.

Ta =
∑n

i=1 Ti Ai

∑n
i=1 Ai

. (3)
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A value of one indicates optimal uniformity. Figure 5 shows that SIFT improves
temperature uniformity as compared to a bare tube. The change in the temperature
uniformity index is similar to fin lengths. In the fin, the temperature uniformity index for
different fin lengths nearly coincides, while after leaving the fin region, the temperature
uniformity increases to another coincident value for different fin lengths. Therefore, there is
no need to use an SIFT with a long fin. A fin length of 10 d is enough to obtain satisfactory
temperature uniformity.

  
(a) (b) 

Figure 5. Temperature uniformity index along the tube: (a) 2Ra = 0.7d, 2Ri = 0.6d, 2α = 45◦;
(b) 2Ra = 0.8d, 2Ri = 0.6d, 2α = 45◦.

The effect of the fin angle on the pressure variation along the tube is shown in Figure 6.
A smaller fin angle yields a larger pressure drop. The pressure drop is closely related to
the tube’s inner surface friction. Because the wall area is connected to the fin, a smaller fin
angle corresponds to more fins, which in turn have a larger inner surface area and larger
pressure drop.

 
(a) (b) 

Figure 6. Variation of the cross-sectional average pressure: (a) 2Ra = 0.7d, 2Ri = 0.6d, L = 132d;
(b) 2Ra = 0.9d, 2Ri = 0.8d, L = 132d.

The effect of the fin angle on the cross-sectional average temperature along the tube is
shown in Figure 7. A larger fin angle yields a lower temperature. This is because a larger
fin angle corresponds to fewer fins, which in turn have a smaller inner surface area and
lower frictional heating effect.
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(a) (b) 

Figure 7. Variation of the cross-sectional average temperature: (a) 2Ra = 0.9d, 2Ri = 0.8d, L = 132d;
(b) 2Ra = 0.99d, 2Ri = 0.9d, L = 132d.

The effect of the fin angle on the temperature uniformity index along the tube is
shown in Figure 8. Compared to a bare tube, SIFT improves its temperature uniformity.
However, the influence of the fin angle on the temperature uniformity is not significant,
although a careful observation reveals that a larger fin angle yields better uniformity. This
is because more fins (smaller fin angles) result in faster flow acceleration in the fin region
and alleviates the secondary flow (Dean Vortex) at the cross-section, which leads to worse
mixing. The smaller the fin angle is, the worse the temperature uniformity will be.

Figure 8. Temperature uniformity index along the tube.

The effect of fin amplitude on the pressure variation along the tube is shown in Figure 9.
It can be seen that a larger contraction, i.e., a smaller Ra for a given Ri or a smaller Ri for
a given Ra, yields a larger pressure drop. This is because a larger contraction results in a
higher flow velocity, and therefore, the pressure drop is higher.

The effect of fin amplitude on the cross-sectional average temperature distribution is
shown in Figure 10. The fin amplitude has an obvious influence on the temperature varia-
tion. A larger contraction, i.e., a smaller Ri for a given Ra, yields a higher temperature. This
is because a larger contraction results in a higher flow velocity. Therefore, the temperature
increases due to the higher wall friction.
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Figure 9. Variation of the cross-sectional average pressure.

 
Figure 10. Variation of the cross-sectional average temperature.

The effect of the fin amplitude on the temperature uniformity index is shown in
Figure 11. SIFT improves the temperature uniformity index for a smaller fin amplitude, i.e.,
a smaller 2(Ra-Ri), as compared to a bare tube. This is because a larger fin amplitude may
alleviate the secondary flow (Dean Vortex) at the cross-section because of a higher flow
acceleration, which leads to worse mixing. The larger the fin amplitude is, the worse the
temperature uniformity will be.

  
(a) (b) 

Figure 11. Temperature uniformity index along the tube: (a) 2Ri = 0.6d, 2α = 45◦, L = 132d;
(b) 2Ra = 0.9d, 2α = 45◦, L = 132d.
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4. Conclusions

The performance of the SIFT concerning the heat transfer enhancement and the pres-
sure drop was investigated using CFD to obtain optimal temperature uniformity and reduce
pressure drop. A longer fin yields a larger pressure drop, which is nearly proportional to
the fin length. When the fin length is larger than 30 d, the pressure drop becomes greater
than that of a bare tube. The temperature of the SIFT is higher than that of a bare tube.
The temperature increases with the fin length, rises abruptly at the fin inlet, and descends
abruptly at the fin outlet. The SIFT improves the temperature uniformity compared to a
bare tube. However, there is no need to use an SIFT with a long fin. A fin length of 10 d is
enough to obtain satisfactory temperature uniformity. A smaller fin angle yields a larger
pressure drop. The temperature decreases with the fin angle. A larger fin angle yields
better temperature uniformity. A larger contraction yields a larger pressure drop and a
higher temperature rise. Finally, the temperature uniformity is improved by the SIFT for a
smaller fin amplitude.
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Abstract: This paper presents the design of a compliant rack and pinion mechanism with the support
of a compliant rolling contact joint (CRCJ). The flexible strips are mounted to connect the rack and
pinion to accelerate the mechanism. Two types of rack and pinion mechanism are proposed: rack
and pinion mechanism and double rack and pinion actuator. The 3D model is created with finite
element analysis (FEM) for structural analysis to observe the maximum strength and the deformation
of the flexible strip. A 3D-printed model is proposed by using a fused deposition method (FDM) by
printing layer by layer for experimental and demonstration purposes. In this study, we propose a set
of examples to convert a traditional rigid body mechanism to complete a complaint mechanism to
accumulate the actual function and also to increase the high possibilities of mounting.

Keywords: compliant mechanism; rack and pinion mechanism; compliant contact rolling joint; rack
and pinion actuator

1. Introduction

The rack and pinion mechanism is the traditional mechanism to convert rotational
motion into linear motion. By bearing the pinion, we transform line motion to rotational
motion [1,2]. Rack and pinion is a well-known steering mechanism. A pinion is attached to
the end of the steering shaft in the rack and pinion type of steering mechanism. Because
the pinion and the rack are mated, the movement of the handle causes the pinion to rotate,
which in turn causes the rack to move sideways. Another application of rack and pinion is
actuators, which contain dual racks and single pinions. In pipeline transport, valve control
is accomplished with pneumatic rack and pinion actuators [3].

The compliant mechanism holds the potential for flexibility. The mobility of the
compliant mechanism at least gains from the deflection of flexible members rather than
from movable joints only [4]. This design is inspired by the compliant rolling contact joint
(CRCJ) mechanism [5,6]. The conventional CRCJ consists of four similar semi-cylindrical
cams connected in a row at alternative positions, as shown in Figure 1. The flexure straps
deform until both cams are aligned and connected [7,8]. To achieve zero angular stiffness,
the compliant rolling contact joint has maintained the strain energy at a constant level while
in action [9,10].

We introduce two compliant rack and pinion mechanisms: a rack and pinion steering
mechanism and a rack and pinion actuator. With the knowledge of compliant rolling,
the design of the mechanism is proposed. The vivid functions of steering and actuator
mechanisms are presented in this study. The following design is created with FEM for
structural analysis.
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Figure 1. Core [4].

2. Design and Fabrication

2.1. Design and Modeling

The model was designed by using Solidworks. Figure 2 represents the components
of the pinion, rack, flexible strip, and casing. The pinion was designed with four pairs of
grooves, shafts, and pivotal holes. The extrusion of the rib around the pinion (1 mm) was
placed in the center of the pinion, as shown in Figure 2a. The rack contained four grooves,
and the slot was designed in the middle of the rack, as shown in Figure 2b. In Figure 2c,
the flexible strip was designed according to the circumference of the pinion. The geometry
of the flexible strip was designed to place in-between pinion and rack grooves. The casing
was modeled to mount all the parts inside. To prevent slippage during running, 2 pathways
were presented to mount the rack and for the sliding motion, as shown in Figure 2d. The
dimensions of all the components are shown in Table 1.

Figure 2. Model of components: (a) pinion; (b) rack; (c) flexible strip; (d) casing.

Table 1. Dimensions of the components.

Objects Length Thickness Diameter

Pinion 43 mm - 40 mm
Rack 125 mm 10 mm -

Flexible strip 125 mm 0.6 mm -
Casing 160 mm 64 mm -

The flexible strip was modeled according to the circumference of the pinion. The
radius of the pinion R was 20 mm. The perimeter of the circle is denoted as,

C = 2πR or π D (1)
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The total length of the flexible strip was 125 mm, and the length of the flexible strip
and the circumference of the pinion were relative to each other when the pinion diameter
was increased as the total length of the flexible strip also increased.

The CRCJ mechanism is constrained by the contact surface to have a constant curvature.
This constant curvature creates well-defined moments in the flexures. The relationship
between the curvature of a beam and the internal moments is defined by the Bernoulli–
Euler equation.

M = EI
dθ

ds
(2)

where E is the modulus of elasticity, I is the moment of inertia, and dθ/ds is the curvature.
The Bernoulli–Euler equation is valid for large deflections. The beam with a constant

radius of curvature creates a moment that is also constant along the beam length. This
means the segment has the same behavior as a beam with a moment applied to the free end.

M =
EI
R′ (3)

Thus, the maximum stress in the CRCJ depends on the modulus of elasticity of the
chosen material, the thickness of the flexure, and the effective radius of curvature [4,11].

2.2. Manufacturing

The parts were manufactured with polylactic acid (PLA) material. The FDM method
was used for the 3D models, which were printed layer-by-layer using thermoplastic fila-
ments to create the 3D-printed model. After the development of the model, the model is
exported into Ultimaker Cura 5.1, Taipei, Taiwan. the slicing process was done by Cura 5.1.
The infill rate was 100%, the printing temperature of the PLA material was 220 ◦C, and the
bed temperature was 200 ◦C. Then, the file is transferred to JGmaker 3d printing machine,
Taipei, Taiwan for fused deposition method (FDM) layer-by-layer printing. The mate-
rial used for simulation was polylactic acid (PLA) with a density of 1.28 g/cm3, Young’s
modulus was 2.7 GPa, and tensile strength was 62.9 MPa.

3. Results

3.1. Pinion

Normally, the rolling contact joint mechanism is considered to be a semi-cylindrical
type. The movement we obtained was less than 180◦. The rotation occurred at half of
the circumference. The compliant pinion played a vital role in this design to obtain the
maximum linear motion. We achieved the maximum circumference of the pinion rotation
with the help of compliant flexible strips.

The compliant pinion contained four grooves (0.4 mm), and in the center, an extruded
part was placed to prevent pinion slippage, as shown in Figure 3. To actuate the pinion,
two types of input and output methods were designed. For shafts and holes, we obtained
the linear motion by actuating the rack and the placement of the bearing into the hole to
achieve the linear rotation motion.

Figure 3. Pinion.
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3.2. Compliant Rack

The compliant rack had the same grooves in the pinion; the groove depth of the
compliant rack was 0.2 mm. The center groove was presented to mount the pinion in that
precise groove to avoid slippage, as shown in Figure 4. The rolling compliant contact joint
had two types of cylinder parts placed opposite to each other, but the grooves were placed
on either side of the cylinder part. We increased the efficiency of the design; the grooves
in the rack were placed to minimize the strain on the flexible strip. The pinion rotated in
two directions: clockwise and counterclockwise. While in the clockwise direction, the rack
moved forward; in the counterclockwise direction, a backward linear motion was observed.

Figure 4. Rack.

3.3. Flexible Strip

The flexible strips play a vital role in this design. The rack and pinion had four grooves
placed on each other. The rack had 0.2 mm grooves, and the pinion had 0.4 mm grooves.
The total thickness of the flexible strip was 0.6 mm, as shown in Figure 5. Four strips were
connected to the grooves to operate the rack and pinion. The two strips were connected in
the clockwise grooves to make the clockwise and forward motion of the compliant rack
and pinion. The other two strips were connected in the center or counterclockwise grooves
of the compliant rack and pinion to make the backward linear motion. By altering the
positions of the flexible strips, we created two types of mechanism, a steering rack and
pinion mechanism and a rack and pinion actuator.

 
Figure 5. Flexible strip.

The pair of the rack was actuated by pinion with the help of compressed air to obtain
the clockwise and the anti-clockwise motion. The placement of both clockwise and counter-
clockwise strips in the bottom of the rack achieved the steering rack and pinion mechanism.
Placing the clockwise strips at the bottom of the rack and the counterclockwise strip at the
top of the rack with the support of the casing achieved the rack and pinion actuator.

3.4. Casing

The pinion, rack, and flexible strips were mounted into the casing. The casing covered
all the parts and prevented slippages during the working condition, as shown in Figure 6.
To obtain the changes in the steering and actuator rack and pinion mechanism, the rack
and the flexible strip placement were different in the mounting positions. The rack was
positioned inside the casing ribs so that the rack moved independently. To obtain the
steering rack and pinion mechanism, both racks were connected, and the flexible strips
were mounted on the bottom of the rack.
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Figure 6. Casing.

The actuation of the pinion moved the bottom rack and the supporting rack to linear
motion. For the rack and pinion actuator, the top rack and the bottom rack moved indepen-
dently to acquire the parallel forward and backward motion. The clockwise flexible strips
were connected to the bottom of the rack, and the counterclockwise strips were connected
to the top of the rack to achieve the mechanism by the support of the casing.

3.5. Rack and Pinion Steering Mechanism

The assembled view of the compliant rack and pinion mechanism is presented in
Figures 7 and 8. Figure 7 represents the isometric view of the rack and pinion mechanism.
The casing contains a slot to hold the top and base rack for sliding motive. The pinion
is placed in between both racks. The flexible strips play a vital role in connecting the
rack and pinion for the motions. Four grooves are made in the rack and pinion; a pair
of grooves represent clockwise grooves placed on both ends, and a further pair denotes
counterclockwise grooves located center. The base rack and the pinion are connected by two
flexible strips in clockwise grooves, and the other pair of flexible strips connect the base rack
and pinion in counter-clockwise grooves. For the first type of rack and pinion mechanism,
both racks are connected by a supporting plate to obtain the parallel line motion. Actuating
the base rack leads a way to act together. The counterclockwise rotation of the pinion
assists the base rack in moving forward with the help of flexible strips connected in the
counterclockwise grooves. The clockwise rotation motion of the pinion tends to move
the rack backward in linear motion by the guidance of a flexible strip connected in the
clockwise grooves. By bearing the pinion, giving the liner input to the racks allows the
output of rotational motion.

Figure 7. Isometric view of rack and pinion mechanism.
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(a) (b) 

Figure 8. Isometric view of the double rack and pinion actuator: (a) base rack; (b) top rack.

3.6. Rack and Pinion Actuator

Figure 8 represents the design of the rack and pinion actuator and the placement of the
flexible strip and the rack in the actuator mechanism. The base rack holds the position at the
bottom of the casing as well as the top rack in the top slot of the casing. The pair of flexible
strips connect the pinion and the base rack at the clockwise grooves, as denoted in Figure 9.
The second pair of flexible strips connect the top rack and the pinion in counterclockwise
grooves, as represented in Figure 9. The clockwise motion of the pinion makes the base
rack move backward, and the top rack moves forward. The counterclockwise motion leads
a base rack to move forward and the top rack to slide backward. By pivoting the pinion
and the input of the rack, linear motion turns into rotational motion.

 

Figure 9. Total deformation.

3.7. Finite Element Analysis

The finite element method (FEM) was conducted using ANSYS. The maximum torque
of the pinion and the load increment of the rack increases the tension of the flexible
cable [12]. The FEM was used to figure out the maximum stress and deformation of the
flexible strips. Figure 9 presents the computation of total deformation and the maximum
deformation of the flexible strip of 0.025 mm. The plot of maximum deformation is shown
in Figure 10. The material deformation occurs in the fixed position of the rack. When
converting the linear motion into rotational motion, the load is applied to the rack. The
flexible strip connects the rack and pinion. The rack is subjected to the maximum load, and
the stress also increases in the flexible strip. However, the compressive force acting on the
flexible strip reduces the tension occurrence. The stress is induced by the flexible cable. To
observe the stress activity of the flexible strip, von-mises stress was exerted. The maximum
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stress of the flexible strip is 4.4593 × 108 Pa, and the value of minimum stress obtained at
2.8991 × 108 Pa is shown in Figures 11 and 12.

Figure 10. FEA Total deformation.

 

Figure 11. Von-mises stress.

Figure 12. FEA Equivalent (von-mises).
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4. Discussion

For the replacement of the traditional rack and pinion method, a novel method was
developed to achieve the respective motions. The compliant rolling contact joint (CRCJ) is
the major inspiration for this model. The CRCJ joint acts as a gear. Instead of the gear teeth,
the flexible strips are connected as two rigid links to keep no-slip contact. The flexure avoids
being stretched or becoming loose. Further, it achieves zero angular stiffness to maintain
a constant level of strain energy in rotation. However, the conditions are impossible for
the CRCJ joint to achieve the 360◦ full rotation, as the internal stress does not increase.
To obtain the total length of the rack movement, the pinion approximately rotates less
than (>360◦), acquiring the internal stress and maintaining the constant strain energy. The
position of the flexible strip in between the rack and pinion grooves reduces the flexible
strip tension.

5. Conclusions

We presented the two types of compliant rack and pinion methods. The movement
of linear motion depends on the circumference of the pinion of 40 mm in diameter. The
total length of linear motion is 125 mm. This method is inspired by CRCJ, and the rotation
motion of the pinion is >360◦. The maximum deformation is 0.025 mm, and the maximum
stress of flexible cable is 4.4593 × 108 Pa. The design successfully achieves linear motion
as well as rotational motion by using the flexible component. The speed of the motions
increases with the traditional rack and pinion mechanism. In the future, the movement of
the rack needs to increase using the threading technique. For example, the total length of
linear motion depends on the circumference of the pinion. By introducing the threading
technique, the pinion achieves twice the linear motion.
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Abstract: We study the performance of a helical type of internally finned tube (HIFT), using computa-
tional fluid dynamics (CFD) to obtain optimal temperature uniformity and reduce the pressure drop.
In comparison with a bare tube, the HIFT improved the temperature uniformity with a helix length of
10 d, which was enough to obtain satisfactory temperature uniformity. A smaller helix interval angle
and a smaller helix pitch yielded a larger pressure drop. The temperature of the HIFT decreased with
an increase in the helix pitch.

Keywords: HIFT; temperature uniformity; pressure drop; helix length; helix interval angle; helix pitch

1. Introduction

Fluid mixing achieves process homogeneity and affects flow system performance
significantly. Improvement in mixing allows mixture homogenization and enhances heat
and mass transfer for chemical reactions. Poor thermal uniformity may cause equipment
fatigue and damage and influence the piping geometry and operating conditions. Thermal
and fluid flow prediction is therefore important for equipment safety. In this study, we
apply computational fluid dynamics (CFD) to study the performance of a helical type
of internally finned tube (HIFT) and its heat transfer and pressure drop. As a result, the
optimal temperature uniformity is determined to reduce the pressure drop.

2. Methods

In this research, we used ANSYS FLUENT V.17 [1] to analyze the flow development
in an HIFT. The SIMPLE algorithm was used as a solution algorithm [2]. In turbulence
modeling, we adopted the transition SST model. Considering the accuracy and stability,
we used the discrete ordinate radiation model [3] for radiation simulation.

3. Results and Discussion

The parameters investigated included the helix interval angle (Δα), helix pitch (P),
and helix length (L) to obtain better thermal uniformity and minimize the pressure drop.
Figure 1 illustrates the investigated HIFT. The tube length was 132 d, where d is a pipe
diameter of 50.7 mm. Fourteen helix lengths ranging from L = 0 (i.e., a bare tube) to
L = 132 d were tested to understand the influence of the helix length. In addition, seven
helix interval angles (Δα) ranging from 36◦ to 180◦ and three helix pitches (2d, 3d, and 4d)
were inspected as well. The boundary conditions were as follows.

483



Eng. Proc. 2023, 38, 40

Figure 1. Illustration of the HIFT investigated.

The tube inlet (Figure 2) included four parts. In Region 1, V = 56.2 m/s and T = 273.15 K.
In Region 2, V = 61.3 m/s and T = 298.15 K. In Region 3, V = 66.5 m/s and T = 323.15 K.
Finally, in Region 4, V = 71.6 m/s and T = 348.15 K. The inlet turbulence kinetic energy (k)
was assumed to be 10% of V2/2. The turbulence dissipation rate is modeled by Equation (1).

Figure 2. Division of the inlet.

ε = C3/4
μ

k3/2

l
. (1)

In Equation (1), the constant Cμ = 0.09, parameter l = 0.07L, and the hydraulic diameter
L is equal to the pipe diameter d. At the wall boundaries, the transition SST model
automatically takes the wall effects into account. In this study, adiabatic walls were
assumed. At the tube’s exit, the gauge pressure was zero. For the other flow variables, the
outflow diffusion flux was zero, and the conservation of mass was satisfied. The effect of
the helix length on the pressure variation along the tube is shown in Figure 3. A longer
helix yielded a larger pressure drop which was nearly proportional to the helix length. The
pressure drop was closely related to the tube’s inner surface friction, which was connected
with the helix length. The pressure drop was greater than that of the bare tube when the
helix length was larger than 10 d.
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(a) (b) 

Figure 3. Variation in the cross-sectional average pressure. (a) P = 3d and Δα = 36◦. (b) P = 4d and
Δα = 36◦.

The effect of the helix length on the cross-sectional average temperature is shown in
Figure 4. The temperature of the HIFT was higher than that of the bare tube. In addition,
the temperature of the HIFT increased with the helix length because of the greater frictional
heating of the tube wall.

  
(a) (b) 

Figure 4. Variation in the cross-sectional average temperature. (a) P = 3d and Δα = 36◦. (b) P = 4d
and Δα = 36◦.

The effect of the helix length on the area-weighted temperature uniformity index is
defined as follows (Figure 5) [1]:

γa = 1 −
∑n

i=1

[(∣∣∣∣Ti −
−
Ta

∣∣∣∣
)]

Ai

2
∣∣∣∣−Ta

∣∣∣∣∑n
i=1 Ai

(2)
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(a) (b) 

Figure 5. Temperature uniformity index along the tube. (a) P = 3d and Δα = 36◦. (b) P = 4d and
Δα = 36◦.

In Equation (2), i is the facet index, and n is the number of facets of a surface.
−
Ta is the

surface average temperature:
−
Ta =

∑n
i=1 Ti Ai

∑n
i=1 Ai

. (3)

A value of one indicates optimal uniformity. Figure 5 shows that the HIFT could
improve the temperature uniformity index when compared with a bare tube. The evolution
of the temperature uniformity index depended on the helix length. In the helix, the
temperature uniformity is nearly constant at a specific value, while after leaving the helix,
the temperature uniformity increases to another specific value. Therefore, using the HIFT
with a long helix is unnecessary. A helix length of 10 d is enough to obtain satisfactory
temperature uniformity.

The effect of the helix interval angle on the pressure variation is shown in Figure 6. It
was observed that a smaller helix interval angle yielded a larger pressure drop which was
nearly inversely proportional to the helix interval angle. Because the pressure drop was
closely related to the tube’s inner surface friction, a smaller helix interval angle led to more
helixes and hence a greater inner surface area and more friction in the tube.

 
(a) (b) 

Figure 6. Variation in the cross-sectional average pressure. (a) P = 2d and L = 132d. (b) P = 4d and
L = 132d.
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The effect of the helix interval angle on the cross-sectional average temperature dis-
tribution is shown in Figure 7. A larger helix interval angle yielded a lower temperature.
This is because a larger helix interval angle corresponds to fewer fins, which in turn have a
smaller inner surface area and lower frictional heating effect.

Figure 7. Variation in the cross-sectional average temperature.

The effect of the helix interval angle on the temperature uniformity index is shown
in Figure 8. The larger the helix interval angle was, the worse the temperature unifor-
mity would be. This is because a larger helix interval angle leads to fewer helixes and
worse mixing.

 
(a) (b) 

Figure 8. Temperature uniformity index along the tube. (a) P = 2d and L = 132 d. (b) P = 4d and
L = 132 d.

The effect of the helix pitch on the pressure variation is shown in Figure 9. A smaller
helix pitch yielded a larger pressure drop which was nearly inversely proportional to the
helix pitch. Because the pressure drop was closely related to the tube’s inner surface friction,
a smaller helix pitch led to more helixes and hence a larger inner surface area and more
friction in the tube.

The effect of the helix pitch on the cross-sectional average temperature distribution is
shown in Figure 10. A larger helix pitch yielded a lower temperature for the HIFT. This is
because a larger helix pitch results in fewer helixes and hence a smaller inner surface area
and lower frictional heating effect on the tube.

The effect of the helix pitch on the temperature uniformity index is shown in Figure 11.
The influence of the helix pitch on temperature uniformity was not significant. However,
careful observation revealed that a smaller helix pitch yielded better temperature uniformity.
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(a) (b) 

Figure 9. Variation in the cross-sectional average pressure. (a) Δα = 36◦ and L = 132 d. (b) Δα = 120◦

and L = 132 d.

  
(a) (b) 

Figure 10. Variation in the cross-sectional average temperature. (a) Δα = 36◦ and L = 132 d.
(b) Δα = 120◦ and L = 132 d.

 
(a) (b) 

Figure 11. Temperature uniformity index along the tube. (a) Δα = 36◦ and L = 132 d. (b) Δα = 120◦

and L = 132 d.
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4. Conclusions

The performance of the HIFT was investigated by using CFD to obtain optimal tem-
perature uniformity and reduce the pressure drop. We found that a longer helix yielded a
larger pressure drop which was nearly proportional to the helix length. When the helix
length was larger than 10 d, the pressure drop was greater than that of the bare tube. The
temperature of the HIFT was higher than that of the bare tube. The temperature of the HIFT
increased with the helix length. In comparison with the bare tube, the HIFT improved the
temperature uniformity with the helix length. However, using the HIFT with a long helix
was unnecessary. A helix length of 10 d was enough to obtain satisfactory temperature
uniformity. A smaller helix interval angle yielded a larger pressure drop which was nearly
inversely proportional to the helix interval angle. The temperature of the HIFT decreased
with the helix interval angle. In addition, the larger the helix interval angle was, the worse
the temperature uniformity would be. A smaller helix pitch yielded a larger pressure drop.
The temperature of the HIFT decreased with the helix pitch, but the influence of the helix
pitch on the temperature uniformity was not significant. However, careful observation
revealed that a smaller helix pitch yielded better temperature uniformity.

Author Contributions: Conceptualization, C.-L.Y.; methodology, C.-L.Y.; validation, C.-L.Y.; formal
analysis, C.-L.Y.; data curation, C.-L.Y., D.-L.W., Q.-Y.C., S.-Y.Y., X.-J.L. and G.-H.L.; writing—original
draft preparation, C.-L.Y.; writing—review and editing, C.-L.Y., D.-L.W., Q.-Y.C., S.-Y.Y., X.-J.L. and
G.-H.L.; visualization, C.-L.Y., D.-L.W., Q.-Y.C., S.-Y.Y., X.-J.L. and G.-H.L. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Fluent Inc. ANSYS FLUENT 17 User’s Guide; Fluent Inc.: New York, NY, USA, 2017.
2. Patankar, S.V. Numerical Heat Transfer and Fluid Flows; McGraw-Hill: New York, NY, USA, 1980.
3. Siegel, R.; Howell, J.R. Thermal Radiation Heat Transfer; Hemisphere Publishing Corporation: Washington, DC, USA, 1992.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

489



Citation: Chiou, M.-C.; Tsai, H.-Y.

Surface Rejuvenation Model for

Turbulent Thermophoresis Velocity.

Eng. Proc. 2023, 38, 42. https://

doi.org/10.3390/engproc2023038042

Academic Editors: Teen-Hang Meen,

Hsin-Hung Lin and Cheng-Fu Yang

Published: 26 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Surface Rejuvenation Model for Turbulent
Thermophoresis Velocity †

Ming-Chi Chiou and Hung-Yih Tsai *

Department of Vehicle Engineering, National Formosa University, Yunlin 632, Taiwan; achi@gs.nfu.edu.tw
* Correspondence: hungyih@nfu.edu.tw
† Presented at the 3rd IEEE International Conference on Electronic Communications, Internet of Things and Big

Data Conference 2023, Taichung, Taiwan, 14–16 April 2023.

Abstract: A mathematical presentation of the surface rejuvenation model is used to relate the mean
velocity and temperature distribution to the mean vortex dwell time and approach distance. Coupled
with a proper estimate of these modeling parameters, it provides quantitative forecasts of the mean
thermophoresis velocity. As expected, the particles obtain inertia along the wall from the eddies in
the turbulent core and are trapped in the viscous sublayer where coherent temperature gradients
exist in the wall region. Playing an important role in particle transfer, this results in particle transfer
along the wall. Particle thermophoresis with small molecule diffusion may be the only mechanism
that enhances the particle transfer process in the viscous wall region.

Keywords: surface rejuvenation model; thermophoresis; residence time; approach distance

1. Introduction

The introduction should briefly place the study in a broad context and define the pur-
pose of the work and its significance. A theoretical model of the thermal drift mechanism
depends on a description of the thermophoretic velocity of a particle with a temperature
gradient. This was first observed for particles that are large compared to the mean free path
in the gaseous environment [1]. There was an important parameter affecting thermophore-
sis, which is defined by the Knudsen number Kn and the mean free path λ of gas molecules
and the particle radius rp.

Kn =
λ

rp
(1)

Particle sizes in the mean free paths fall into the continuum, transition, or free molec-
ular regimes, respectively, regardless of the size. Hidy and Brock [2] classified these
three regimes according to the values of Kn and suggested that in the slip region, Kn << 1.0,
in the transition region, 0.25 ≤ Kn ≤ 10.0, and in the free molecular environment, Kn > 10.0.
The mean free path of liquids is orders of magnitude smaller than the mean free path of
gases between 0.04 and 0.1 μm under ambient conditions [3].

For large aerosol particles (Kn << 1.0), Epstein [1] expressed the thermophoretic force,
FT , in an appropriate form for spherical particles in gas at rest as

FT = −9πrp
μ2

ρ
(

Kg

2Kg + Kp
)
∇T
T

(2)

where Kp is the particle’s thermal conductivity; Kg and ∇T are the thermal conductivity
and temperature gradient of gas, respectively. Under the steady-state condition, the
thermophoretic force balances the drag force, i.e., FT = 6πrpμVt. Therefore,

Vt = −3
2

ν(
Kg

2Kg + Kp
)
∇T
T

(3)
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In Epstein’s calculations, the thermal force for particles of high thermal conductivity is
significantly underestimated.

Brock [4] indicated that this arises due to a lack of boundary conditions appropriate for
the slip flow and the convective terms. For this reason, the modification of thermophoretic
force was considered for the case of inclusion of Knudsen number corrections of the
temperature increase at the solid-fluid interface and the isothermal slip. In such a way, the
corresponding thermophoretic velocity can be appropriately estimated by

Vt = −3
2

ν
(

Kg
Kp

+ CtKn)

(1 + 3CmKn)(1 + 2 Kg
Kp

+ CtKn)

∇T
T

(4)

Brock [4] chose reasonable ranges for the thermal jump coefficient Ct = 1.875∼2.48
and for the hydrodynamic slip coefficient Cm = 1.00∼1.27. Equation (4) is induced to
Equation (3) when Kn = 0. Although an agreement was found in the experimental
measurements obtained by Jacobsen and Brock [5], the proposed relationship for Vt failed,
while for particles with high thermal conductivity, the influence of the values selected for
the slip coefficient was significant. However, the discrepancy between experimental and
theoretical results is much less than that obtained by using Epstein’s model. Derjaguin and
Yalamov [6] argued that in the deviation of Epstein’s equation and in Brock’s work, there
are two questions. The first is that the heat flux in the gas volume is ignored, and the second
is that boundary conditions are used to assume that, for most gases before hitting the
interface, the distribution of the velocity of gas molecules is the same. They modified the
boundary conditions to account for the temperature jump and gave a modified expression:

Vt = −1
2

ν
8Kg + Kp + 2CtKpKn

2Kg + Kp + 2CtKpKn

∇T
T

(5)

Derjaguin et al. [7] experimentally confirmed this modification within the limits of
experimental error as compared to both the Epstein and Brock models.

The particle radius of small aerosol particles (Kn >> 1.0) is small for the mean free
path of the gas. Thus, in the free molecular environment, the particles do not affect the
distribution of gas velocity and the force on the moving particle is directly obtained by
calculating the momentum transport per unit of time. Waldmann [8] applied this idea
for calculating the diffusional velocity of the particle, i.e., the motion of particles due
to existing concentration gradients. Since the thermal conductivity is not significant for
smaller particles, the thermal force can result from the net impulse in the direction of the
temperature gradient imparted to the particles (Equation (6)).

FT = −32
15

r2
p

K
V
∇T (6)

where V is the average thermal velocity of gas molecules and K =
15Kgμ

4m is the translational
part of thermal conductivity with the molecular mass m of gas. Jacobsen and Brock [5]
compared the experiment with the thermophoretic force equation of Waldmann [8] and
indicated that the equation of FT was in error by approximately 5% at rp

λ = 10 and 10%
at rp

λ = 5. The corresponding thermophoretic velocity was given by Waldmann and
Schmitl [9] as follows.

Vt = − 1
5(1 + πα

8 )

Kg

P
∇T (7)

where P is gas pressure and α is gas thermal diffusivity. It has been demonstrated that this
consideration is valid for Knudsen numbers greater than 10 [10].

Talbot et al. [11] modified the Brock model with an improved thermal slip coefficient,
which agrees well with experimental measurements for Kn ≤ 0.1. They have also compared
Zernik’s concept with fitting the available experimental data accurately over Knudsen
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numbers Kn, 0 ≤ λ
rp

≤ ∞. In consequence, they proposed a general equation for the
thermophoretic force as

FT = −12πrpμν
(

Kg
Kp

+ CtKn)

(1 + 3CmKn)(1 + 2 Kg
Kp

+ 2CtKn)

∇T
T

(8)

Correspondingly, an improved expression for the thermophoretic velocity can be
written as

Vt = −2Csν
(

Kg
Kp

+ CtKn)

(1 + 3CmKn)(1 + 2 Kg
Kp

+ 2CtKn)

∇T
T

(9)

in which the velocity jump coefficient Cm = 1.146, the temperature increase coefficient is
Ct = 2.18, and the thermal creep coefficient is Cs = 1.147 [12].

2. Surface Rejuvenation Model

The unsteady viscous sublayer surface regeneration model is based on the assumption
that fluid eddies occurring at different times reach the core of the turbulence in different
distances from the interface. In unsteady momentum and heat transfer, it is assumed that
heat transfer is controlled within the wall region such that a single vortex resides near the
wall. Neglecting convection and pressure gradient effects, the unsteady transport process
of a fluid with constant properties can be written as a single regeneration cycle as

∂ϕ

∂t
= �∂2 ϕ

∂y2 (10)

where the transport parameter ϕ represents the axial mean velocity or temperature and t is
the instantaneous contact time of eddy. � stands for turbulence inertia, � = ν + εt, and for
the heat flux, � = α + αt. Since both processes of momentum and heat are governed by
the same equation, the eddy thermal conductivity αt and the eddy viscosity εt due to the
diffusive action of turbulence are equal. The initial condition and boundary condition are
given as

ϕ = γ(y)[1 − U(y − H)] + ϕ∞[U(y − H)]att = 0
ϕ = ϕwaty = 0

ϕ = ϕ∞asy → ∞
(11)

where U(y) is the unit step function, ϕ∞ represents the bulk stream velocity u∞ and
temperature T∞, and ϕw is a specified temperature Tw of the wall where uw = 0. H is
the approach distance of the instantaneous eddy from the wall or the thickness of the
viscous sublayer, and γ(y) is the initial profile at the first instant of rejuvenation for y < H.
The quantities t, H, and γ(y) follow the statistical distribution with relevant distribution
density function pt(t), pH(H), and pγ(γ). Therefore, by definition, the mean profile can be
written as

ϕ(y) =
∫ ∞

0

∫ ∞

0

∫ ∞

0
pt(t)pγ(γ)pH(H)dτdγdH (12)

The differential equation in initial-boundary conditions is converted to a domain prior
with each term multiplied by the distribution density function. Danckwerts [13] proposed
that the contact time is exponentially distributed as

pt(t) =
1
τ

e−
t
τ dt (13)

where τ express the mean residence time between two continuous eddies. Because the
predictions for the mean transport properties obtained by the Hanratty [14] model are
inherently independent of time distribution, the analogical forms of pγ(γ) = e−γ/γ/γ dγ
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and pH(H) = e−H/H/H dH are used in this study. The transformed mean profile becomes

ϕ − γ(y)e−
y
H − ϕ∞

(
1 − e−

y
H

)
= �τ

∂2 ϕ

∂y2 (14)

where ϕ is the mean profile for pγ(γ) and pH(H).
If the contact time t is replaced by that of the residence time τ, γ(y) can be calculated by

γ(y) =
∫ ∞

0

∫ ∞

0

∫ ∞

0
pτ(τ)pγ(γ)pH(H)dτdγdH (15)

The contact time t in the Danckwert random distribution and residence time τ is
related by γ(y) = ϕ(y). This implies that the mean distribution of the residence time
at the first moment is the same as the mean distribution of the residence time average.
Equation (14) can then be written as

(ϕ − ϕ∞)(1 − e−
y
H ) = �τ

∂2 ϕ

∂y2 (16)

and the corresponding boundary conditions are

ϕ = ϕwaty = 0
ϕ = ϕ∞aty → ∞

(17)

Accurate analytical solutions of the turbulent convection integrated surface rejuvena-
tion model are obtained as

ϕ − ϕ∞

ϕw − ϕ∞
=

J2β(2βe−
y

2H )

J2β(2β)
(18)

where β = H√�τ
.

Talbot’s equation is adopted to calculate the mean thermophoretic velocity, Vt, of the
particles, which is expressed as

Vt = −k
ν

T
∂T
∂y

(19)

where the thermophoretic coefficient k is a ratio of the Knudsen number and other proper-
ties of particles. Then,

k =
2CsCc(

Kp
Kg

+ CtKn)

(1 + 3CmKn)(1 + 2 Kp
Kg

+ 2CtKn)
(20)

where Cc is the Cunningham correction factor; k is the thermophoretic coefficient, typically
varying from 0.2 to 1.2. The temperature gradient is calculated according to Equation (18),
which is the same as the result shown in Ref. [15] for the mean temperature distribution in
turbulent convective heat transfer, that is,

T(y)− T∞

Tw − T∞
=

J2ϑ(2ϑe−
y

2H )

J2ϑ(2ϑ)
(21)

where ϑ = H√
ατ

. Thus, the distribution of the mean thermophoretic velocity on the wall is
obtained by

Vt =
kν√
ατ

⎛
⎝ e−( 1

2H
)y J2ϑ−1(2ϑe−( 1

2H
)y)− J2ϑ(2ϑe−( 1

2H
)y)

T∞
Tw−T∞

J2ϑ(2ϑ) + J2ϑ(2ϑe−( 1
2H

)y)

⎞
⎠ (22)
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In the wall area, the expression of the average velocity distribution is taken from
Equation (19) as follows.

u(y) = u∞

(
1 − J2υ(2υe−( 1

2H
)y)

J2υ(2υ)

)
(23)

where υ = H√
ντ

. τ is assumed to represent the mean residence time throughout sublayer
development. According to the local mean friction velocity, the mean residence time is
expressed as u∗ from the definition of the wall shear stress σ0 = ρu2∗ = μ ∂u

∂y

∣∣∣
y=0

. As a

result, the mean residence time is calculated in respect to the commonly used dimensionless
quantities by

τ+ =

√
2
f

(
J2υ+−1(2υ+)− J2υ+(2υ+)

J2υ+(2υ+)

)
(24)

where τ+ = u∗
√

τ
ν , υ+ = H+

τ+
, and H+

= Hu∗
ν . The friction factor f is required and is

accurately calculated as f = 0.07725
[
log( Re

7

)
]−2 for the flow by turbulence in smooth

tubes [16]. Following this, the dimensionless distribution of the mean thermophoretic
velocity on the wall is obtained by

V+
t =

Vt

u∗
=

kPr
1
2

τ+

⎛
⎝ e

−( 1
2H+ )y+

J2ϑ+−1(2ϑ+e
−( 1

2H+ )y+
)− J2ϑ+(2ϑ+e

−( 1
2H+ )y+

)

T∞
Tw−T∞

J2ϑ+(2ϑ+) + J2ϑ+(2ϑ+e
−( 1

2H+ )y+
)

⎞
⎠. (25)

where ϑ+ = Pr
1
2 (H+

τ+
) and y+ = yu∗

ν .
The Bessel function Jn(x) is defined as

Jn(x) =
1
π

∫ π

0
cos(xsinθ − nθ)dθ (26)

The function is based on the Sookne’s code [17]. The order of the Bessel function must
be a positive integer with a backward recursive procedure and strict error control. The
relationship between the two passed parameters is defined as

ϑ+ = Pr
1
2 υ+ (27)

The numerical predictions of thermophoretic velocity distribution are restricted to the pos-
itive integers Pr

1
2 because the orders of the Bessel function υ and ϑ of Equations (24) and (25)

must be positive integers and n.

3. Results and Discussions

The radial resolute of the fluctuation velocity near the wall region is used to build a
viscous sublayer randomly. The analysis result of momentum transfer shows a relationship
between the mean residence time τ+ of the mean wall shear stress and the mean velocity
profile. A sequence of τ+ and distance H+ is depicted in Figures 1 and 2. Relative to the
Reynolds number and dimensionless pipe diameter, the sequence was calculated by

d+ = Re

√
f
2

(28)
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Figure 1. Dimensionless mean residence time with Reynolds number.

Figure 2. Variation of dimensionless mean sublayer thickness with pipe diameter and Reynolds
number.

The eddy appears so frequently at lower Reynolds numbers, and the sublayer devel-
opment is maintained almost at the wall region. Reversely, the sublayer is progressively
established from the wall and seems to be evicted out of the wall region. The variable is a
dimensionless mean residence time of turbulence, τ+. The result of the sublayer model by
Meek and Baer [18] shows that for Reynolds numbers greater than 104, the mean residence
time is constant at 18.0. The visual observations of Corino and Brodkey [19] indicated that
the dimensionless cycle period of the viscous sublayer is 14 ≤ τ+ ≤ 17 in the smooth tube
flow of 2 × 104 < Re < 5.5 × 104. The surface rejuvenation model calculation shows that
the transfer parameter υ is around 13.0; its coinciding with the visual observations (Figure 1)
seems satisfactory. Therefore, the prediction of thermophoretic velocity distribution relative
to Prandtl number and temperature gradient is calculated with υ = 13.0 and τ+ = 17 for
Re = 5.0 × 104.

With fixed values of Reynolds numbers and υ, a plot of the calculated thermophoretic
velocity relative to Prandtl number is shown in Figure 3 for Tw − T∞ = ± 50 oC. The ther-
mophoretic velocity becomes greatest near the surface by the steep temperature fluctuation
since the sublayer oscillations generate wall temperature fluctuations. The velocity is closer
to the surface with increasing Prandtl number and diminishes rapidly in the center of
the pipe. The amplitude distribution is broad, especially at low Prandtl numbers, and is
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sharper at higher Prandtl numbers. A discrepancy in slope near the edge of the sublayer
indicates an enhancing coupling of the thermal and turbulent mechanisms or appears due
to the semi-infinite boundary condition.

Figure 3. Dimensionless mean thermophoretic velocity distribution with various Prandtl numbers.

If particles are suspended in turbulent flow, turbulence governs the particle transport
in the core, which becomes steadily weak when approaching the wall. When the eddy
impaction induced by turbulence in the outer boundary layer is acting alone, the particles
tend to gather in the viscous sublayer. Coherent temperature gradients are observed along
the wall, playing a critical role in particle transport. Figure 4 demonstrates the intensity of
the thermophoretic mechanism and indicates a pronounced increase in the thermophoretic
velocity with increasing temperature difference, Tw − T∞. The difference widens at the
surface where the thermal gradient is greatest. As expected, thermophoresis of particles
with the diffusion of small molecules may be the only mechanism that increases particle
transfer near the viscid wall. If thermal fluctuations are higher in the area near the wall,
the actual transfer rate is expected to be higher. Changing the temperature gradient in
the cooling section significantly affects thermophoretic deposition. When heated, reverse
thermophoresis moves particles away from the wall, while the transport by turbulence
makes particles move towards the wall. As these two effects interact, particles gather in
certain areas close to the wall.

Figure 4. Dimensionless mean thermophoretic velocity distribution with various temperature difference.
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Abstract: Based on coal gangue, sintered red mud, and fly ash, which are primary industrial waste
products, a high-performance cementitious material was developed that considered its composition,
physical and chemical properties, and microstructure. The optimal ratio of the materials with an
appropriate exciter content was determined through the production and testing of samples composed
of various ratios. It was found that the compressive strength reached its maximum when the ratio of
coal gangue: red mud: fly ash was 40:40:20 and the exciter content was 8%. The synergistic effect of
the waste-based cementitious material and the exciter content was confirmed, which lays a foundation
for the development of diverse waste-based industrial materials. The use of such materials helps
reduce abandoned industrial waste and encourages the recycling of materials for various purposes.

Keywords: coal gangue; red mud; fly ash; solid-waste-based cementitious materials

1. Introduction

The shortage of resources such as cement and gravel and the environmental effect of
using them has been a concern for road construction for a long time. Therefore, the research
on the curing agent based on recycled solid wastes has received a lot of attention. Solid
waste used in construction is mainly collected from wasted rocks from mining, beneficiation,
and tailings, as well as from waste slag from fuel production or smelting [1,2]. Liu [3] et al.
prepared a highway pavement subgrade material using red mud waste from Bayer process
waste products, coal gangue, and fly ash. The material was found to have appropriate
mechanical and environmental properties that met the national standards. Liu [4] et al.
studied the effects of fly ash addition on the early strength and volumetric stability of
a mixture of desulfurization gypsum, lime, and the exciter of red-mud-filled materials.
They found that the desulfurization gypsum promoted the generation of calcium alumina,
the lime enhanced the effect of the fly ash, and the exciter accelerated the process of the
hydration reaction of red mud and fly ash. The synergistic effect of the three materials
improved the strength of the red-mud-filled body.

Wei [5] pointed out that coal gangue and red mud could be used in road construction,
and Wang et al. [6] prepared alkali-activated cementitious materials with fly ash, titanium
gypsum, and carbide slag; they found the optimal ratio of the mixture to have the best
mechanical property as a cementitious material. Wang et al. [7] selected coal gangue and fly
ash as base materials to prepare geopolymer foaming materials. The compressive strength,
density, porosity, and thermal conductivity of the foaming materials prepared under
different blending ratios of coal gangue and fly ash were studied to find an appropriate
blending ratio to satisfy the expected engineering effects. Ye et al. [8] tested aluminosilicate
solid waste as cementitious materials and found that the performance of the materials was
enhanced significantly when red mud and coal gangue were mixed in a ratio of 39 and
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26 wt.%, respectively. Gao [9] developed multi-source solid-waste-based marine grouting
materials using Bayer red mud, calcium carbide slag, and silica fume as raw materials and
proved that the compressive requirements of the material met the industrial standard. In an
indoor test, Wang et al. [10] found that the solid-waste-based soil curing agent composed
of ISW and Portland cement improved mechanical properties and durability compared
to solidified clay, expansive soil, solidified silty soil, and fine sandy soil. The mixture’s
unconfined compressive strength after 28 days reached above 3.3 MPa. By comparing the
soil curing agent made from a mixture of industrial wastes, including fly ash, tailings, slag,
and slaked lime and PF32.5, Wang [11] proved that the industrial-waste-based soil curing
agent was effective for curing clay soils of a low liquid limit. Wei [12] optimized the ratio
and performance of grouting material that was prepared with alkali-excited cement-based
material for mines and road construction. They found that, as the ratio of slag powder/fly
ash increased, the precipitation rate gradually decreased, and the compressive strength
gradually increased and stabilized.

Referring to the previous study results of various cementitious materials using indus-
trial wastes, we developed a high-performance waste-based cementitious material using
coal gangue, sintered red mud, and fly ash. Coal gangue is one of the most-produced
industrial solid wastes in China due to the enormous use of coal, and red mud is a well-
known material for its great potential as a new alkali-inspired cementitious material [13].
Cement production requires a huge amount of various raw materials. Thus, if coal gangue
and red mud are used in cement production, abandoned coal gangue and red mud can
be reused to save production costs and increase product reliability, as well as to support
environmental protection [14]. In this study, the physical and chemical properties, as
well as the microstructure of a waste-based cementitious material, were investigated to
understand its mineral synergy and excitation characteristics. The optimal ratio of each
raw material and an exciter was determined by experimenting with the performance. The
result provides a reference for recycling and using industrial wastes for various purposes
to develop diverse, environment-friendly construction materials.

2. Materials and Methods

2.1. Analysis Method

The major component of raw materials was analyzed using X-ray fluorescence analysis
(XRF) and X-ray powder diffraction (XRD) analysis methods. In XRD analysis, the powder
method was adopted with a Rigaku Ultima type IV ray diffractometer. The conventional
wide angle was 10–80◦, and the conventional test rate was 2◦/min. The size of the particles
of the materials did not exceed 75 μm, and 0.5 g of each material was used for the analysis.
The fluidity was measured with the conventional spiral fluidity test method for cement
slurry. The penetration resistance test (ASTM C803) was carried out for compressive
strength with 4 × 4 × 4 cubes made from cementitious materials with various mixing ratios
(explained in Section 3.2).

2.2. Coal Gangue

In this study, burned coal gangue was selected as the main component of the high-
performance composite gel material and was collected from the Jinan Huaiyin western
heat source plant. The analyzed content of metals and minerals are shown in Tables 1
and 2. Rare metals such as gallium, vanadium, titanium, and cobalt were contained in the
coal gangue. The content of titanium was the highest (110.9670 mg/kg on average). The
average contents of gallium, vanadium, and cobalt were 44.0505, 4.7352, and 4.8384 mg/kg,
respectively. In the coal gangue, the content of titanium was about 2.5 times higher than
that of gallium and about 23 times higher than those of vanadium and cobalt, while the
content of vanadium and cobalt was similar. It is important to know their contents, as
they may cause environmental pollution and radioactivity, which requires continuous
environmental monitoring to use them.
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Table 1. Metal contents of coal gangue used for producing high-performance waste-based cementi-
tious material.

Sample
Number

Gallium
(mg/kg)

Vanadium
(mg/kg)

Titanium
(mg/kg)

Cobalt
(mg/kg)

1 45.1848 5.2487 109.7672 5.0205
2 42.8322 3.9336 117.7885 4.5892
3 44.1345 5.0234 105.3452 4.9056

Average 44.0505 4.7352 110.9670 4.8384

Table 2. Mineral contents of coal gangue used for producing high-performance composite gel
material.

Analysis Number
Mineral

(Chemical Formula)

Content (wt%) Average
Content (wt%)Sample 1 Sample 2 Sample 3

1 Silicate (SiO2) 27.9 25.6 28.0 27.2
2 Muscovite ((KF)2(Al2O3)3(SiO2)6) 7.0 6.2 8.0 7.1
3 Titanium oxide (TiO2) 0.4 1.0 0.9 0.8
4 Albite (NaAlSi3O8) 7.3 5.7 8.6 7.2
5 Kaolinite (2SiO2·Al2O3·2H2O) 28.2 27.5 26.4 27.4
6 Iron oxide (Fe2O3) 5.6 3.5 4.9 4.7
7 Chlorite ((Mg,Fe)5Al(Si3Al)O10(OH)8) 7.2 13.5 6.4 9.0

8 Montmorillonite
((Na,Ca)3(Al,Mg)2Si4O10(OH)2·n(H2O)) 16.5 17.0 16.8 16.8

Total (weight %) 100 100 100 100

In the coal gangue, kaolinite was the most abundant (27.4% on average), followed
by silicate (27.2%), while iron oxide was the least abundant (4.78%). Kaolinite, silicate,
montmorillonite, chlorite, and muscovite were major minerals in the coal gangue. SiO2
and Al2O3 comprised 55% of the coal gangue. TiO2 is a harmful substance that causes
environmental pollution and radioactivity, and it plays a role as a main control factor for
pollution. The montmorillonite content was 16.8% on average. It reacts chemically with
rainwater, which expands gangue particles, as it changes Al2O3 into Al(OH)3. The reaction
also attenuates the mechanical strength of coal gangue in general. Thus, attention needs to
be paid to the leakage of coal gangue in use.

2.3. Red Mud

The red mud was obtained from three sources, including the second stockpile of Chi-
nalco Shandong Branch (Shandong red mud) and Shandong Weiqiao Aluminum Company
(Weiqiao red mud) after the sintering process and the red mud stockpile of Shandong Alu-
minum (Zibo red mud) after the Bayer process. The samples were stored and dried for over
half a year. The average moisture content of the red mud was between 40.7 and 44.5%. The
average liquid limit, plastic limit, and plasticity index values were 45.2–50.9%, 31.4–44.0%,
and 6.9–14.6%, respectively. There were significant differences in those properties for
different red mud samples, as shown in Table 3 below.

Table 3. Several properties of red mud collected from three sources.

Samples
Average Moisture

Content (%)
Average Liquid Limit

(%)
Average Plastic Limit

(%)
Average Plasticity

Index

Shandong red mud 41.4 50.9 44.0 6.9
Weiqiao red mud 40.7 48.0 33.4 14.6

Zibo red mud 44.5 45.2 31.4 13.8
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The typical particle composition of red mud is shown in Figure 1. In general, the red
mud particles smaller than 75 μm (in diameter) comprised more than 80% of the red mud.
The particles smaller than 10 μm amounted to about 10% of the content, while the sizes of
the rest ranged between 20 and 50 μm. The average unevenness coefficient was 29.0, and
the curvature coefficient was 0.31. A large unevenness coefficient results in a wide particle
size distribution, a better gradation, and a small curvature coefficient. In this case, particles
were easy to compact, as the red mud lacked large particles. The curvature coefficient of
the samples in this study was small, thus indicating that the red mud lacked large particles.

Figure 1. Conventional particle composition of red mud.

The red mud samples were analyzed with XRF to identify their compositions after
being dried at 105 ◦C. The chemical compositions of Shandong red mud and Weiqiao red
mud after the sintering process were similar in the content of chemical elements (carbon,
sodium, magnesium, phosphorus, sulfur, chloride, potassium, titanium, vanadium, and
manganese). The contents of silicon, calcium, aluminum, and iron were different in the two
red mud samples. Shandong red mud contained higher contents of iron and aluminum
than Weiqiao red mud. In particular, the iron content of Shandong red mud was 33.3%
higher than that of Weiqiao red mud. Zibo red mud produced after the Bayer process
showed higher contents of Al2O3, Fe2O3, SiO2, and other oxides than those of Shandong
red mud and Weiqiao red mud but a lower content of CaO. This difference in the chemical
composition led to the difference in the color of Zibo red mud, which was dark red.
Sintered red mud had higher CaO and SiO2 contents and lower Fe2O3 content than the
Bayer-processed red mud, which made it mostly white or gray in color. The differences in
the chemical compositions of the red muds with different processes are shown in Figure 2.
The analysis result showed a significant difference in the contents of SiO2, Al2O3, CaO, and
Fe2O3. Considering the environmental effect and cementing performance, the red mud
with the sintering process calcined at 1200 ◦C was used in this study.
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Figure 2. Comparison of chemical compositions of red mud samples produced with the sintering
process (the black line) and the Bayer process (the red line).

2.4. Fly Ash

The fly ash was obtained from Jinan Thermal Power Company. XRF analysis of fly
ash collected from the landfill site was performed to determine its chemical composition
as shown in Table 4. The main components of the fly ash were SiO2 (50.76%) and Al2O3
(20.12%). In general, more SiO2 increases the activity of the fly ash regarding the mixture of
cementitious materials.

Table 4. Chemical composition of fly ash collected from the landfill site in this study.

Composition SiO2 CaO SO3 Fe2O3 Al2O3

Content (wt.%) 50.76 16.8 6 6.22 20.12

The SEM image in Figure 3 shows that the fly ash was composed of a variety of
particles, of which spherical particles accounted for more than 50% of the total particles, and
irregular-shaped particles accounted for about 35% of the total particles. It is known that
irregular-shaped particles have higher chemical reactivity in high-temperature calcination.
However, all particles store high chemical energy after high-temperature calcination, so fly
ash maintains a high activity. As the total content of SiO2, Al2O3, CaO, and Fe2O3 reached
80%, and the particle size was small enough at the micrometer level, the fly ash turned out
to have a high possibility of synergistic polymerization with the C-S-H gel structure.

 

Figure 3. SEM image of fly ash collected from landfill site.
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3. Preparation and Characterization of Waste-Based Cementitious Material

3.1. Preparation of Exciter

To prepare the high-performance waste-based cementitious material, we used sodium
silicate, triterpene saponin, polymerized aluminum sulfate, magnesium fluorosilicate,
sodium hydroxide, hydroxypropyl methylcellulose, carboxymethyl starch ether, sodium
tripolyphosphate, and sulfonated melamine formaldehyde resin at the pure reagent level.
A total of 35 g sodium silicate was dissolved in distilled water, and sodium hydroxide was
added when the temperature was raised to 70–80 ◦C. The modulus of the sodium silicate
was controlled at about 1.5, and the temperature was cooled to 60–65 ◦C after stirring
for 1–2 h. Then, 6.4 g of polymerized aluminum sulfate, 35 g of triterpenoid saponins,
3 g of magnesium fluorosilicate, and 0.3 g of sulfonated melamine formaldehyde resin
were added to the solution. After stirring for 1–2 h and leaving it to cool down to room
temperature, 0.8 g hydroxypropyl methylcellulose, 0.4 g carboxymethyl starch ether, and
2 g sodium tripolyphosphate were added to the solution and dissolved completely. The
solution was dried to obtain the alkaline composite exciter.

3.2. Preparation of Material

The alkaline composite exciter was added to the mixture of coal gangue, red mud, and
fly ash in various ratio quantities (Table 5). First, the exciter was dissolved in distilled water
according to the designated content shown in Table 5. After the exciter was completely
dissolved, the solution was cooled to a room temperature of 20 ◦C. Then, coal gangue, red
mud, and fly ash were added to the solution while the solution was stirred continuously
so that the materials could be fully mixed until the color became uniform and no longer
changed. The prepared solution was poured into the net slurry mixer container to obtain
4 × 4 × 4 cm cubes. The cubes (samples) were cured for 1 day to be hardened. The
samples were hydrated in anhydrous ethanol before being used for the experiment. A
total of 10 different samples were produced according to the different mixing rates of coal
gangue, red mud, fly ash, and different exciter contents, which were determined through
preliminary experiments.

Table 5. Coal gangue/red mud/fly ash ratio.

Sample
Number

Ratio in Weight
(Coal Gangue:Red Mud:Fly Ash)

Water-to-Solid
Ratio

Exciter Content
(%)

A0 0:0:100 0.4 6
A1 5:5:90 0.4 6
A2 10:10:80 0.37 8
A3 10:20:70 0.35 10
A4 20:20:60 0.4 6
A5 20:30:50 0.37 8
A6 30:30:40 0.35 10
A7 30:40:30 0.4 6
A8 40:40:20 0.37 8
A9 40:50:10 0.35 10
A10 50:50:0 0.4 6

3.3. Performance Assessment and Proportional Optimization

With reference to the preliminary experiments of this study, the mechanical property
was tested, and microscopic characterization was conducted within 28 days after curing.
Experiments were carried out to optimize the coal gangue/red mud/fly ash ratio and exciter
content and to obtain the waste-based cementitious material with optimal performance
using eleven different samples with different mixing ratios and exciter contents (Table 5).

Figures 4 and 5 show the degrees of fluidity and the compressive strengths of the
samples, respectively. With the increase in amounts of coal gangue and red mud, the degree
of fluidity decreased, but the compressive strength increased. The compressive strength
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increased until the ratio of coal gangue and red mud reached 40% in the composite (A0–A8).
A higher ratio of coal gangue and red mud decreased the compressive strength. Sample A8
showed the highest compressive strength, with a ratio of 40:40:20 (coal gangue: red mud:
fly ash) and an exciter content of 8%. Thus, the ratio and exciter content allowed for the
best synergistic performance among the samples tested.

Figure 4. Effect of ratios of coal gangue, red mud, and fly ash and exciter content on degrees of
fluidity of cementitious materials.

Figure 5. Effect of ratios of coal gangue, red mud, and fly ash and exciter content on compressive
strengths of cementitious materials.

When coal gangue, red mud, and fly ash were used as the sole cementitious material,
their hydration was too low to have enough cementation reaction. When the three materials
were combined, the compressive strength increased considerably. When the contents of coal
gangue and red mud were between 0–20% (A0–A4), the compressive strength increased
greatly, which corresponded to a decrease in the degree of fluidity. With the contents of
30–40% of coal gangue and red mud, the compressive strength growth still increased but
tended to be stabilized at a plateau. The compressive strength reached a maximum value
of 37.6 MPa with the contents of coal gangue and red mud at 40%.

The influence of the exciter on the compressive strength was also observed. When
the summed content of coal gangue and red mud exceeded 50% (A5–A8), the compressive
strength increased, regardless of the exciter content. When the summed content was higher
than 90%, the compressive strength decreased, even with a higher content of the exciter.
However, the exciter content did not affect the degree of fluidity significantly, as the degree
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kept decreasing with the higher content of the exciter. The cross-section image shows white
coarse dots with an uneven distribution in the samples with higher contents of coal gangue
and red mud. This indicates a fast-setting phenomenon and incomplete reaction, which
leads to reduced internal stress and mechanical properties.

In summary, the optimal ratio of coal gangue, red mud, and fly ash was found to
be 40:40:20 with an exciter content of 8%, wherein the compressive strength reached a
maximum value of 37.6 MPa, and the degree of fluidity was below 200 mm. This indicates
that the three materials had a synergistic effect, which is appropriate as a cementitious
material.

4. Conclusions

With the increase in the use of natural resources such as coal and aluminum for various
industrial activities, the amount of waste from using them also increases considerably. The
construction of roads also has been increasing due to the development of industry and
society, which demands an enormous amount of construction materials. To reduce the
amount of abandoned industrial wastes and newly exploited materials, various waste-
based materials have been developed for industrial use, but many of them do not have the
appropriate mechanical property to be used. Therefore, we proposed a new cementitious
material made from coal gangue from mining, red mud from aluminum production, and
fly ash from incineration processes. With an alkaline exciter, the optimal ratio of the
materials was determined through the experiment of testing the compression strength
and degree of fluidity. The chemical compositions and microstructure of the new material
with various mixture ratios and exciter content were analyzed and observed with XRF,
XRD, SEM, and other methods. The result showed that the material of the mixture ratio
of 40:40:20 (coal gangue: red mud: fly ash) with an exciter content of 8% had the optimal
mechanical property, wherein it showed a compressive strength of 37.6 MPa and a degree
of fluidity that was less than 200 mm. The newly developed cementitious material can be
used as a reference for the study of the curing mechanism and performance analysis of the
solid-waste-based binder, as well as the development of waste-based industrial materials.
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Abstract: Structure from the geometry and analysis of the three-spherical kinematic chain-base
parallel mechanism have been studied. The parallel mechanism evolved from an origami fold as
chain legs with three spherical kinematic chains becoming rigid bodies. The parallel mechanism with
a three 6R kinematic chain as three chain legs is complicated. The reconfiguration of the parallel
mechanism with full tilt–circle movement, kinematic, and workspace are investigated, too. This
parallel mechanism can be applied in specific applications with certain treatments.

Keywords: origami inspires; parallel mechanism; spherical mechanism

1. Introduction

The parallel mechanism is the system that converts the motions of several bodies into
constrained motions of other bodies [1]. The parallel mechanism has a closed-loop as a
type of mechanism [1], and that is made of an end-effector (mobile platform) [2] and a fixed
platform, linked together by independent kinematic chains [1]. Furthermore, structure,
workspace considerations, singularities, and link interference need to be considered in
the design [2]. The parallel mechanism has much potential in several fields, including
industrial, space, medical science, and miscellaneous applications [2].

Origami is Japanese cultural art, which is the art of folding paper. In general, origami
starts with flat paper (2D object), then folds become a 3D object with various shapes
and forms without stretching, cutting, or gluing [3]. Moreover, origami has become an
inspiration for engineers in various fields. Especially waterbomb-base origami has become
an inspiration in engineering for several applications. Fonseca and Savi [3] presented an
investigation of the origami waterbomb-base pattern from its unit cell and explored the
different formulations for origami structure. Liang, Gao, Huang, and Li [4] presented
the design of a pneumatic rigid–flexible coupling origami gripper from a waterbomb-
base origami pattern. Salerno, Zhang, Menciassi, and Dai [5] proposed the concept of a
miniaturized surgical tool grasper as a 3-DOF parallel module inspired by the waterbomb-
base origami.

It is common to see the creases of origami mechanisms as the compliant mechanism
joint with flexible material. However, the origami mechanism becomes rigid if the creases
are replaced with non-flexible material. One of the rigid kinematic origami models describes
the creases with the revolute joint mechanism [6].

2. Geometry of Parallel Mechanism

A parallel mechanism consists of a base, a platform, and legs to sustain the platform.
The leg structure is obtained from waterbomb-base origami, which involves the spherical
kinematic chain with a close loop structure. The parallel mechanism consists of three legs
and one actuator in the middle of the mechanism.
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2.1. Waterbomb-Base Origami for Spherical Mechanisms

As shown in Figure 1a,b, origami starts with flat paper and then folds to become
creases. The creases consist of two types. The first type has a convex shape called Mountain
creases, denoted by M, and the second type has a concave shape called Valley creases,
represented by V [7,8].

  
(a) (b) (c) 

  

(d) (e) 

Figure 1. Waterbomb-base origami involves a spherical mechanism. (a) origami starts with flat
paper; (b) origami starts fold become a crease; (c) the creases and the planes on the waterbomb-
base structure; (d) the figure mapping the spherical mechanism from the origami evolved; (e) the
spherical mechanism.

Waterbomb-base origami consists of six planes and six creases. Of the six creases, Ac
and Af are the valley-crease types, and Ab, Ad, Ae, and Ag are the mountain-crease types.
As shown in Figure 1c, the creases and the planes on the waterbomb-base structure are
represented for the revolute pairs and the links, respectively [7]. Thus, the waterbomb-base
origami form contains six revolute pairs and six links. Barreto et al. [8] made an analogy
between the spherical mechanism and the origami vertex as a concept of mechanism design.

Maekawa’s-Justin’s Theorem [9] is as follows. Let M be the number of mountain
creases and V be the number of valley creases adjacent to a vertex in a flat origami crease
pattern. Then, M − V = ±2. Moreover, Kawasaki–Justin’s Theorem [9] lets v be a vertex of
degree 2n is an origami crease pattern and α1 . . . , α2n be the consecutive angles between
the creases. Then, the creases adjacent to v (locally) fold flat only if

α1 − α2 + α3 − . . . − α2n = 0 (1)

That is, the two theorems correspond with waterbomb-base origami form. As shown
in Figure 1d,e, the figure mapping and the spherical mechanism from the origami evolve.
In the waterbomb base origami, Point A is the intersection of the whole of the connected
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creases, while in the spherical mechanism, point A is the virtual point intersection of the
axis from the whole revolute pair in the spherical kinematic chain. The revolute pair and
links are denoted with S and R, respectively. The link Ri (i = 1, 2, . . . , 6) is deformed by
revolute joints Si−1 and Si. Due to this close loop structure, link R6 forms by revolute joint
S6 and S1. R3 and R6 have a revolute joint for connecting mobile and base platforms. Link
Ri (i = 1, 2, . . . , 6) has the angle αi (i = 1, 2, . . . , 6). The relationship between the angles
in waterbomb-base origami is α1 = α2 = α4 = α5; meanwhile, α3 = α6.

The initial shape of waterbomb-base origami can be a square (bd = de) or a rectangular
(bd < de), depending on the intended use, application, and other parameters. Determining
it requires further discussion.

2.2. Parallel Mechanism

The parallel structure mechanism consists of a mobile platform, a fixed platform, three
legs, and a truss in the middle of the mechanism. Meanwhile, the legs are represented by
the spherical kinematic chain involved in waterbomb-base origami, and then, the structure
has three spherical kinematic chains for the legs [7]. The truss consists of a prismatic
connector hinge and two offset universal hinges to connect to the mobile platform and
base platform. The truss component has supported the movement of the mobile platform
concerning the base platform.

Figure 2 shows the revolute pair Sij and the link Rij, where i (i = 1, 2, 3) is the number
of legs and j (i = 1, 2, . . . , 6) is the number of a revolute pair. P and B are the revolute
joints paired with the mobile and base platforms.

Figure 2. Structure of parallel mechanism.

3. Kinematic of Structure Mechanism

In this section, the displacement analysis of the parallel mechanism is presented. This
parallel mechanism establishes global reference and local reference. Point Ob–XYZ is
established as the global reference frame at the base platform. The X-axis and the Y-axis
are perpendicular and parallel to the axis of the revolute hinge with the center point B1,
respectively. At the same time, the Z-axis is normal to the base following the right-hand
rule [7]. In addition, the mobile platform has a point Op-XYZ as the midpoint, and the legs
and the truss component have the local reference frame. Table 1 explains the procedure of
the DH Convention for knowing the forward kinematics [10].

The table presents the DH parameter determined by four transformation parame-
ters [10] from the link and joint parameters [11]. Link parameters are the length of the link
(ai) and the angle of a twist of a link (αi); meanwhile, joint parameters as the offset of link
(di) and joint angle (θi) represent the relative positions of the following links [11].
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Table 1. Table of Procedure based on DH Convention.

Step 1 Determining and labeling of the joint axis Z0, . . . , Zn−1.

Step 2
Determine the base frame. Set the origin on Z0-axis. X0-axis and Y0-axis are chosen
conveniently, according to the right-hand rule frame.
For i = 1, . . . , n − 1

Step 3
The origin is Oi, where the common is normal to Zi and intersects between Zi−1 and
Zi. If Zi intersects with Zi−1, then the Oi is located at that intersection, or if Zi and
Zi−1 are parallel, the origin Oi is located in any convenient position along Zi.

Step 4 Determine the Xi from the origin Oi along the common normal between Zi−1 and Zi,
or if Zi−1 and Zi intersects, the direction normal to the Zi−1 − Zi plane.

Step 5 Determine Yi to complete the frame according to the right-hand rule.

Step 6
Determine the end-effector frame On − XnYnZn. Define the origin On along Zn,
preferably at the center of the end-effector, and set Xn and Yn following the right-hand
rule.

Step 7 Create a table of DH parameters.

Step 8 Substituting the DH parameters into the equation to obtain the form of the
homogeneous transformation matrices.

Step 9 The product result from step 8 is then given the position and orientation of the
end-effector with respect base coordinate frame.

In Ref. [10],

• ai = distance from the intersection of the xi, and zi−1-axis to point Oi are measured
along xi;

• αi = angle from zi−1 to zi is measured about xi.
• di = distance from Oi−1 to the intersection of the xi and zi−1-axis are measured along

zi−1. If joint i is prismatic, di is variable.
• θi = angle from xi−1 to xi, and is measured about zi−1. If joint i is revolute, θi i

is variable.

3.1. Leg

In Ref. [3], the waterbomb chain is related to a close chain, and the last revolute joint
pairs with the first revolute joint. Therefore, waterbomb chain does not have an end effector.
In this regard, evaluating the close loop equation is necessary, rather than considering the
end-effector [3].

3.2. Truss Parallel Mechanism

The truss component section consists of a prismatic hinge connector, and two offset
universal hinges connect to the mobile platform and the base platform. Figure 2 shows
the detail of the truss component. Point O6 and point O1 are the center of the hinge axe
connected to the mobile platform and the base platform, respectively. Point O2 and point
O5 are the centers of the two universal hinge axes. At the same time, point O5 and point O4
are directly connected to the prismatic hinge [12]. l represents the prismatic hinge length,
the distance between the center point O3 and point O4. Each hinge axe variable has the
offset distance between the center of the local coordinate hinge axe. The distance between
point Ob and point Op represents the height of the mechanism (h).

Table 1 shows the procedure of the DH convention. As shown in Figure 3, the axis of
each joint is already available, which corresponds from step 1 to step 7. Table 2 shows the
Denavit–Hartenberg (DH) parameters [13] of the truss component for each link.
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Figure 3. Kinematic model with global coordinate frame and local coordinate frame.

Table 2. Denavit–Hartenberg (DH) parameter of the truss component.

Link i ai αi di θi

1 0 90 d1 90 + θ1
2 a2 90 0 90 + θ2
3 0 90 d3 90
4 0 90 d4 θ4
5 a5 90 0 90 + θ5
6 0 90 0 90

According to step 8 in Table 1, substituting Equation (3) obtains the form of the
homogeneous transformation matrices.

Ti−1
i = TRz(θ).Tz(d).TRx(α).Tx(a) (2)

Ti−1
i =

⎡
⎢⎢⎣

cθ −sθ.cα sθ.sα a.cθ
sθ cθ.cα −cθ.sα a.sθ
0 sα cα d
0 0 0 1

⎤
⎥⎥⎦ (3)

T6
0 =

6

∏
i=1

Ti−1
i (4)

T6
0 = T1

0 .T2
1 .T3

2 .T4
3 .T5

4 .T6
5 (5)

Equation (5) gives the position and orientation of the mobile platform with respect
base platform, as shown in Figure 4.

511



Eng. Proc. 2023, 38, 51

 

Figure 4. Schematic of the parallel mechanism.

4. Motion Characteristics of a Structure Mechanism

In this structure, the truss component is active, and the legs are passive. Therefore, the
active component moves as the structure drives, while the passive component limits the
driven movement.

4.1. Rotation around X-axis

Figure 5 shows the rotation around the X-axis of the global coordinate frame in the
base platform. The rotation happens due to the rotation of the Z1-axis. The rotation of the
Z6-axis determines the orientation of the end effector. The revolute hinge rotates clockwise
or counterclockwise. Activating the prismatic hinge adjusts the radius of the structure’s
rotation. The minimum and maximum radii are the prismatic hinge’s minimum and
maximum strokes, respectively.

 

Figure 5. Rotation around the X-axis.
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4.2. Rotation around Y-axis

Figure 6 shows the rotation around the Y-axis of the global coordinate frame in the
base platform. The rotation happens due to the rotation of the Z2-axis. The rotation of the
Z5-axis determines the orientation of the end effector. The revolute hinge rotates clockwise
or counterclockwise. Activating the prismatic hinge adjusts the radius of the structure’s
rotation. The minimum and maximum radii are the prismatic hinge’s minimum and
maximum strokes, respectively.

 

Figure 6. Rotation about the Y-axis.

4.3. Translation along X-axis

Figure 7 shows the translation along the X-axis of the global coordinate frame in the
base platform. The translation movement activates the combination of two rotations and
a prismatic hinge. Meanwhile, the rotations occur on the Z2-axis and the Z5-axis. The
translational moving away depends on the stroke of a prismatic hinge. Furthermore, the
angle degree of the Z2-axis is the same as with the Z5-axis in the opposite direction. Thus,
the rotation on the revolute hinge can rotate clockwise or counter-clockwise.

 

Figure 7. Translation along the X-axis.
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4.4. Translation along Y-axis

Figure 8 shows the translation along the Y-axis of the global coordinate frame in the
base platform. The translation movement activates the combination of two rotations and
a prismatic hinge. Meanwhile, the rotation happens on the Z1-axis and the Z6-axis. The
translational moving away depends on the stroke of a prismatic hinge. Moreover, the angle
degree of the Z1-axis is the same as with the Z6-axis in the opposite direction. Thus, the
revolute hinge rotates clockwise or counterclockwise.

Figure 8. Translation along the Y-axis.

4.5. Translation along Z-axis

Figure 9 shows the translation along the Z-axis of the global coordinate frame in the
base platform. The translation movement only activates a prismatic hinge. The high of the
structure’s parallel mechanism depends on the stroke of the prismatic joint.

Figure 9. Translation along the Z-axis.
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4.6. Rotation with Tilt Movement

As shown in Figure 10, there is a combination of the structure movement parallel
mechanism. The mechanism shows a tilt with moving around. All motors can be active
and need control, depending on the requirements.

Figure 10. Rotation with tilt movement.

5. Conclusions

The parallel structure mechanism consists of a mobile platform, a fixed platform, three
legs, and a truss in the middle of the mechanism. Point Ob–XYZ is established as the global
reference frame at the base platform. Movement of the structure to the Ob–XYZ is observed
in the base platform. There are six motion characteristics of the structure mechanism.
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Abstract: This study aimed to investigate the affective Kansei/affective design elements of Taiwanese
wooden furniture and the consumer demand and perception for the design using Kansei engineering
methodology and fuzzy theory. An online survey was conducted to carry out triangular fuzzy
linguistic analysis from fuzzy theory and understand the consumers’ demands and perceptions of
the design elements of wooden seat shapes. The research results showed that consumers agreed with
“sturdy” the most, indicating the element needs to comply with the demand and purchase intention of
consumers. In terms of the Kansei design elements of a rectangular seat shape, consumers’ agreement
on “elegant” was medium, while consumers agreed with “novel” the least. The research results
provide the Taiwanese wooden furniture industry and designers with a reference for decision-making,
design, and manufacturing.

Keywords: wooden furniture; Kansei engineering; fuzzy theory; consumer demand

1. Introduction

Facing the ever-changing demands in the consumer market, the furniture industry
is urgently seeking how to create and enhance the added value of furniture. Researchers
have addressed the current situation of the wooden furniture industry in Taiwan in three
major aspects: product materials, production technology, and business philosophy [1]. For
product materials, solid wood is used as the main material in the industry. As a retro
style obtains popularity in home decoration, the sales of easy-to-process wood furniture
continue to grow steadily and account for approximately 50% of the total domestic sales.
Wood furniture thus becomes the mainstream of domestic furniture sales [2], and materials
for the furniture play an important role in design practice [3].

Human beings attach great importance to feelings. 97% that people’s senses are
stimulated visually to observe the simulated image [4]. In addition, the appearance of
a furniture product attracts consumers and influences their repurchase behavior signif-
icantly. It is argued that the functions, aesthetic elements, and design of furniture are
important, but, meanwhile, consumers’ emotions and demands must also be valued, too,
as an important factor [5]. Kansei/affective design explores consumers’ minds to abstract
perceptual concepts and adds value to the furniture. The development of products with
Kansei/affective design is a mandatory development direction in the consumer market with
specific Kansei/affective design elements of wooden furniture. Therefore, the application
of Kansei/affective design for the wooden furniture design is an issue worth exploring.

At present, Kansei engineering is extensively applied to the Kansei/affective design of
products. The Kansei engineering method is used to analyze people’s emotional changes
and their perception of things, help conduct quantitative analyses of consumer demand,
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and decide the design methods of different design elements based on the customer-centered
design concept [6].

This study aims to provide the furniture industry with criteria for the design elements
of wooden furniture by applying fuzzy theory to understand consumers’ affective per-
ception of wooden furniture. Consumers’ perceptions of the Kansei/affective design of
Taiwanese wooden furniture are analyzed with the correlation between consumer demand
and the Kansei/affective design elements. The design elements reflecting consumers’
affective perception can be considered as Kansei/affective design criteria for Taiwanese
wooden furniture. Such research result can be used to enhance the business performance
of Taiwanese wooden furniture and provides the furniture industry and designers with a
reference for decision-making in manufacturing and designing the furniture.

2. Literature Review

2.1. Wooden Furniture

Compared with other materials such as plastic and steel, wood is a material more
appropriate for human life. Wood has excellent insulation and is humidity-proof. It has
natural textures and colors which are favored by the public. In addition, it is easy to process.
Therefore, wood is used considerably in furniture and home decoration. Research on the
American market showed that consumers value environmental protection by purchasing
eco-friendly products made of wood [7]. However, wood is imported by many countries.
Thus, the wooden furniture industry is vulnerable to the changes in economy, politics,
and tariffs. Therefore, the furniture industry is sensitive to consumer demand to have a
win-win situation. The furniture industry in Taiwan seeks the concept of innovative design
for life. Representative furniture brands in Taiwan emphasize the design concept to value
consumers’ emotions and needs [5]. Consequently, in developing and designing furniture,
functions, and technologies must be valued for aesthetic styles and creativities to compete
in the global market. This is an important management direction of the furniture industry
in Taiwan [8].

2.2. Consumer Demand

Demand drives consumer behavior. Maslow, a psychologist, introduced the concept
of a hierarchy of needs, in which needs were classified into five levels of physiological
needs, safety needs, love, belonging needs (social needs), esteem, and self-actualization.
Nevertheless, demand presents a state of psychological deprivation, and can be divided
into needs and wants. Therefore, demands generate consumption to meet the demand
of consumers. Consumption is influenced by psychological and substantial factors [9].
Consumers tend to buy items to satisfy their “needs”, for example, rice, blanket, and other
necessities for their life. These products are purchased according to physiological needs
and safety needs. The choice of a product to purchase depends on the demand for the
product according to the “consumption value” [10]. Hence, the motivation of consumers’
consumption changes by the functions of a product and other factors such as the beauty of
a product and emotions for products.

2.3. Kansei Engineering

Kansei is the psychological feeling and image generated when a person touches things
through the senses. As a psychologically abstract, Kansei in Japanese represents the expression
of emotions such as “perception”, “feeling”, and “impression” [11]. In 1970, Mitsuo Nagamachi,
a Japanese scholar, predicted that people would want to satisfy their emotional needs in the age
of materialization and civilization. “Kansei” is interpreted as the feeling or image that people
have for things, that is, psychological expectation from things [12].

At present, consumers’ affective demand is increasing. There has been much research
related to Kansei engineering applied to wood which explored the affective imagery of metal,
rubber, marble, and wood [3]. The visual features of wood texture by Kansei Engineering
were researched [13], and a Kansei engineering evaluation system for furniture design was
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constructed [6]. The relationship between floor materials and living space was analyzed [14],
and the emotional experience of recliners was investigated based on Kansei/affective design [15].
The previous research results reveal that the applications and methods of Kansei engineering
can be used in design evaluation and as a product design method.

2.4. Fuzzy Theory

Many attributes in real life cannot be precisely explained by traditional concepts
due to the existence of fuzziness. The fuzzy theory is thus proposed to deal with fuzzy
phenomena. Zadeh first proposed fuzzy sets that were eventually developed into the fuzzy
theory to explain the uncertainty and fuzziness of phenomena [16]. A comprehensive fuzzy
evaluation is appropriate for what is affected by fuzzy factors and fuzzy transformation
and is featured by multiple criteria and ambiguity [17]. The fuzzy theory is used in this
research to analyze the Kansei/affective design elements of Taiwanese wooden furniture
and the affective perception of consumer demand.

3. Research Methodology

The relationship between a decision-making model of the Taiwanese wooden furniture
industry and consumers’ affective demand was analyzed with Kansei engineering and
fuzzy system in this research. Focusing on the design and manufacture of wooden furniture
and product shapes in Taiwan, wooden chairs were selected as research objects to explore
the Kansei/affective design elements of furniture that meet “consumer demand”. Previous
literature was reviewed to compile adjectives describing affection, including unique, mas-
culine, futuristic, unconventional, luxurious, fun, modern, crazy, honorable, playful, trendy,
distinctive, professional, cute, urban, bold, formal, joyful, splendid, precise, novel, mature,
serious, fashionable [18], attractive, fashionable, technical, pleasant, reliable, valuable,
convenient, unique, innovative, practical [19], artistic, sturdy, eco-friendly, civilized, rare,
elegant, relaxed, harmless, contemporary, high-grade [20], comfortable, stable, soft, relaxed,
happy, tall, big, long, perfect, simple, solid, pleasant, hard, pretty, cute, happy, amazing,
quiet, cheap, strong, beautiful, and surprising [15]. Experts in furniture design were invited
to select the adjectives, and they added the following adjectives: masculine, honorable,
playful, novel, attractive, fashionable, artistic, sturdy, elegant, and relaxed.

A complete chair consists of four fundamental elements: backrest, seat, arm, and
leg [21]. Among them, seat shapes were chosen for a questionnaire survey and analysis.
Appropriate adjectives were selected from the collected adjectives for the seat shape of
wooden chairs including round, rectangular, and square (Figure 1). The images of wooden
chairs were combined with adjectives. Adopting a convenience sampling method, an online
survey was carried out to collect data on consumer demand and perception of the seat
shapes of wooden chairs. Maslow classified needs into five levels: physiological needs,
safety needs, love and belonging needs, esteem, and self-actualization [22]. low-level
physiological needs were first analyzed to identify the connection between the connotation
and product design as “the product itself having basic technology or functions, which meet
the basic physiological needs of users and satisfy them” [23].

 
(a) 

 

(b) 

 

(c) 

Figure 1. Seat shapes of wooden chairs in this research. (a) Round seat (b) Square seat (c) Rectangular
seat (The chairs were made by the wood factory of National Chiayi University, and the photos were
taken in this research).
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In the questionnaire survey, a five-point Likert scale was used. The linguistic fuzziness
of the questionnaire items was analyzed by fuzzification mechanism, fuzzy rule base, fuzzy
inference engine, and defuzzification [24]. The fuzzy linguistic values were calculated with
fuzzy equations to obtain the perception of the Kansei/affective design of wooden chairs by
fuzzy evaluation. The values were analyzed to understand the demand of the participants.
Triangular fuzzy numbers and the J̌ defuzzification equation are described as follows.

Assume J̌ = (a1, a2, a3), CJ̌ = (a1 + 2a2 + a3)/4x5 (1)

An equation is derived from the fuzzy descriptive statistical equation of the fuzzy
questionnaire.

CJ̌ = (a1 + 2a2 + a3)/4x5 (2)

Equation (2) is transformed into the fuzzy linguistic mean which is

∑n
1 (a1 + 2a2 + a3)/4NX5(N : number of participants) (3)

Based on the fuzzy equation, the absolute value of utility of each evaluation of the
Kansei/affective design element of the shapes of the wooden chair was calculated, and a
triangular fuzzy number chart was created for the future analysis of the Kansei/affective
design elements.

4. Data Analysis

A convenience sampling method was adopted to design a questionnaire. The online
questionnaire was distributed through Google Forms in June and July 2022. 102 questionnaires
were retrieved for analysis (Table 1).

Table 1. Statistical results of scores of seat shapes of wooden chairs.

N Minimum Maximum Sum Mean
Standard
Deviation

6-4 Consumers’ affective perception and
opinion of a round seat shape. [Novel] 102 1.0 4.0 233.0 2.284 0.0716 0.7227

6-2 Consumers’ affective perception and
opinion of a round seat shape.

[Honorable]
102 1.0 5.0 260.0 2.549 0.0820 0.8281

6-6 Consumers’ affective perception and
opinion of a round seat shape.

[Fashionable]
102 1.0 5.0 261.0 2.559 0.0819 0.8274

6-3 Consumers’ affective perception and
opinion of a round seat shape. [Playful] 102 1.0 5.0 296.0 2.902 0.0898 0.9066

8-9 Consumers’ affective perception and
opinion of a rectangular seat shape.

[Elegant]
102 1.0 5.0 299.0 2.931 0.0851 0.8590

7-6 Consumers’ affective perception and
opinion of a square seat shape.

[Fashionable]
102 1.0 5.0 301.0 2.951 0.0949 0.9583

6-10 Consumers’ affective perception and
opinion of a round seat shape. [Relaxed] 102 1.0 5.0 391.0 3.833 0.0925 0.9343

8-8 Consumers’ affective perception and
opinion of a rectangular seat shape.

[Sturdy]
102 2.0 5.0 407.0 3.990 0.0830 0.8384

6-8 Consumers’ affective perception and
opinion of a round seat shape. [Sturdy] 102 2.0 5.0 432.0 4.235 0.0699 0.7061
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The mean score of “6-8 Consumers’ affective perception and opinion of a round seat
shape is ‘sturdy’” was 4.235, which was the highest. The mean score of “8-8 Consumers’
affective perception and opinion of a rectangular seat shape is ‘sturdy’” was 3.990, which was
the second highest. The mean score of “6-10 Consumers’ affective perception and opinion
of a round seat shape is ‘relaxed’” was 3.833, which was the third highest. The mean score
of “6-3 Consumers’ affective perception and opinion of a round seat shape is ‘playful’” was
2.902, which was the median of the whole score. The mean score of “8-9 Consumers’ affective
perception and opinion of a rectangular seat shape is ‘elegant’” was 2.931, which was the
median, too. The mean score of “7-6 Consumers’ affective perception and opinion of a square
seat shape is ‘fashionable’” was 2.951, which was the median of the next ranking.

The mean score of “6-4 Consumers’ affective perception and opinion of a round seat
shape is ‘novel.” was 2.284, which was the lowest. The mean score of “6-2 Consumers’
affective perception and opinion of a round seat shape is ‘honorable’” was 2.549, which was
the second lowest. The mean score of “6-6 Consumers’ affective perception and opinion of
a round seat shape is ‘fashionable’” was 2.559, which was the highest.

Descriptive statistics were transformed by the fuzzy theory to obtain the triangular
fuzzy linguistic values of consumers’ affective perception. An equation is derived from the
fuzzy descriptive statistical equation of the fuzzy questionnaire.

CJ̌ = (a1 + 2a2 + a3)/4x5 (4)

Equation (4) is transformed into the fuzzy linguistic mean, that is,

n

∑
1
(a1 + 2a2 + a3)/4NX5 (5)

When u(X) = 1, the maximum value is 3.20 whereas the minimum value is 1.00. The
obtained triangular fuzzy linguistic values and membership function graph of the fuzzy
theory are shown in Figure 2. The triangular fuzzy linguistic shows that the triangle is the
largest for the mean score (4.235) of “6-8 Consumers’ affective perception and opinion of a
round seat shape is ‘sturdy’”, which is the highest, and the weight of the triangular fuzzy
linguistic value is also high. The mean score of “8-8 Consumers’ affective perception and
opinion of a rectangular seat shape is ‘sturdy’” is 3.990, which is the second highest, and the
weight of the triangular fuzzy linguistic value is also the second highest. The mean score of
“6-10 Consumers’ affective perception and opinion of a round seat shape is ‘relaxed’” is
3.990, which is the third highest, and the weight of the triangular fuzzy linguistic value is
also the third highest. Consumers agreed with “sturdy” for the Kansei/affective design
elements of a round seat shape. Therefore, it is necessary to design a “sturdy” chair in the
future, and it is suggested that a round shape be used to meet the demand of consumers’
affective perception.

Figure 2. Triangular fuzzy linguistic value (maximum) and membership function graph of “Con-
sumers’ affective perception and opinion of a round wooden chair seat shape is ‘sturdy’.”.

Figure 3 shows that consumers’ agreement on “elegant” is medium in terms of the
Kansei/affective design elements of a rectangular seat shape. Hence, it is necessary to
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design an “elegant” chair in the future, and it is suggested that a rectangular seat shape be
used as the Kansei/affective design element.

Figure 3. Triangular fuzzy linguistic value (median) and membership function graph of “Consumers’
affective perception and opinion of a rectangular wooden chair seat shape is ‘elegant’”.

Consumers agreed with “novel” the least in terms of the Kansei/affective design
elements of a round seat shape. Thus, designing a “novel” chair seat needs to be considered
carefully in the future. A round seat shape may not be used as the Kansei/affective design
element (Figure 4).

Figure 4. Triangular fuzzy linguistic value (minimum) and membership function graph of “Con-
sumers’ affective perception and opinion of a round wooden chair seat shape is ‘novel’”.

5. Conclusions and Suggestions

The Kansei/affective design elements of wooden chairs with different shapes were
analyzed to meet consumers’ demands by fuzzy theory. The research result is summarized
as follows. Consumers agreed with “sturdy” the most in terms of the Kansei/affective
design elements of a round wooden chair seat shape. Therefore, it is necessary to design
a “sturdy” chair in the future with a round seat shape to meet the demand and purchase
intention of consumers’ affective perception. “Elegant” also needs to be considered to be
used as the Kansei/affective design element. However, a “novel” design would not be
used for wooden chairs as was agreed on the least.
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Abstract: Vortex-induced vibration (VIV) is the periodic motion of a bluff body caused by fluid
flow and is widely discussed in the engineering field. With the advancement of science and technol-
ogy, miniaturization and integration have become the mainstream trends in biomedical chips and
electronic systems, resulting in higher heat dissipation requirements per unit area. Therefore, the
improvement of the heat dissipation effect of movable structures in the flow channel has been widely
discussed. Among them, adding VIV motion in the microchannel generates a vortex structure, which
improves heat transfer efficiency. Different from the direct displacement method of active vibration,
the passive displacement of VIV is a multi-physics problem. It needs to integrate the flow field and
the spring-mass system of the object for fluid–solid coupling, which greatly increases the difficulty
of analysis. In this study, the Immersed-boundary method (IBM) combined with the equation of
motion is used to numerically study a vortex generator that is elastically installed in a microfluidic
channel and is then used to enhance the convective heat transfer of nanofluids in the channel. Unlike
the common body-fitted mesh, IBM greatly reduces the computational resources required for mesh
regeneration when simulating the problem of object movement in fluid–structure interaction. In
addition, Buongiorno’s two-phase mixing model is used to simulate the convective heat transfer
of nanofluids in microchannels by considering the Brownian motion and thermophoretic diffusion
of nanoparticles in the carrier liquid. By changing the important parameters such as nanofluid
concentration, Reynolds number, mass ratio, and Ur, the influence of the response characteristics of
vortex-induced vibration on the heat flow field in the microfluidic channel is discussed, and the key
factors for enhancing heat transfer are found out.

Keywords: vortex-induced vibration; nanofluid; fluid–structure interaction; Immersed-boundary
method; heat-transfer enhancement

1. Introduction

With the advancement of science and technology, miniaturization and integration have
become the mainstream trends in biomedical chips and electronic systems. As biochips
are designed and manufactured with the principles of microelectromechanical systems
combined with biochemistry and bioinformatics, the advantages of biochips are similar to
computer chips. Both complete a large amount of calculation and analysis in a short time,
but the disadvantages are similar. That is, with the miniaturization of the motor system, the
heat dissipation demand per unit area becomes higher [1]. Therefore, with the improvement
of the micro heat exchange, heat dissipation efficiency has been discussed recently. There
are many ways to improve heat dissipation efficiency, such as adding fans to increase the
flow of the working fluid, adding cooling fins to increase the contact area, and replacing
the radiator or working fluid with materials with high thermal conductivity. However,
adding devices such as fans or fins increases the volume and weight of the product, which
is contrary to the recent trend of shrinking electronic components. Micro-channels solve the
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above problems. A micro-channel heat sink (MHS) is one of the heat exchange technologies
proposed by Tuckerm and Pease [2] to solve the heat dissipation problem of very large-scale
integration (VLSI). This technology is now widely used in MEMS.

In addition to the micro-channel radiator that can improve heat transfer efficiency,
adding a fixed or movable object in the micro-channel can increase the turbulent flow to
mix the fluid on the boundary layer and promote the destruction of the thermal boundary
layer (TBL). Yeom et al. [3] used piezoelectric stacked actuators to vibrate objects within
the flow channel to enhance convective heat transfer on the flow channel wall. At the same
time, the destruction of this TBL is similar to the effect of actively oscillating cylinders
on heat transfer enhancement in the flow channel oscillation [4], which has a significant
effect on the heat transfer enhancement of the wall. Celik [4] also mentioned that when
the cylinder oscillates in the cross-flow direction at a frequency close to the natural vortex
shedding frequency, the vortex shedding is synchronized with the cylinder motion. This
synchronization is called Lock-in. Kumar et al. [5] also studied the effect of oscillating
cylinders on enhanced heat transfer in the flow channel. However, the movement method
of the movable cylinder studied by Kumar is passive. The effect of the periodic oscillation of
the object on the heat dissipation of the wall is observed by changing the reduced velocity.
The effect of the periodic oscillation of the object on the heat dissipation of the wall is
observed by changing the reduced velocity. Compared with the active type, the passive
type does not require other actuators or equipment, but simple passive elements such as
springs and damping can make the cylinder perform the periodic motion. The periodic
motion of this type of bluff body caused by the flow of fluid is called vortex-induced
vibration. Different from the direct displacement method of active vibration, the passive
displacement of VIV is a multi-physics problem. It is necessary to integrate the flow field
and the spring-mass system of the object for fluid–solid coupling and greatly increases the
difficulty of analysis.

The vortex shedding of a stationary cylinder is greatly affected by the Reynolds number.
Lienhard [6] described the state of vortex shedding at various Reynolds numbers. When Re
< 5, the fluid detaches from the surface of the cylinder and flows along the contour of the
cylinder. When 5 ≤ Re < 45, the fluid starts to fall off from the back of the cylinder, forming
a pair of symmetrical vortices. When 45 ≤ Re < 150, the vortices start to fall off periodically
from both sides. All are still laminar flow; until 150 ≤ Re < 300, the fluid is still laminar
at the cylinder boundary. However, the shed wake becomes turbulent, and Re ≥ 300 is
completely turbulent. Zhao [7] studied the flow of elastically mounted cylinders at different
Reynolds numbers through three-dimensional simulations. When Re = 250, the wake of
the vibrating cylinder is two-dimensional, and when Re = 300, it is three-dimensional. We
assume that the two are laminar flows between plates. From the above-mentioned Reynolds
number setting and laminar turbulence change, Re is set as 100.

The above-mentioned active or passive cylindrical vibration heat dissipation uses pure
fluid. However, with the advancement of science and technology, electronic equipment has
increased heating power, reduced volume, and reduced working space with fluids. The
thermal conductivity of pure fluids can no longer meet the heat dissipation needs of today’s
electronic components. Thus, we add tiny solid particles into the fluid to form nanofluids
by combining the good thermal conductivity of solids with the convection properties of
fluids, thereby improving the overall heat transfer efficiency. With Buongiorno’s two-phase
model [8], the convective heat transfer of the nanofluid in a microchannel is simulated. By
changing, we can observe the effect of amplitude on heat transfer.

2. Materials and Method

The schematic diagram of the system considered in this study is shown in Figure 1. The
model is a two-dimensional double-plate flow, which contains a passive vortex generator.
D is the diameter of the vortex generator at 7.5 × 10−5 m, the inlet condition is a fully
developed flow, the temperature is 293 K, and the flow velocity distribution is in Ref. [5].
The lower wall has a section of heat generator whose temperature is 373 K, and the rest of
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the walls are adiabatic. In contrast, the diameter of the vortex generator is 7.5 × 10−5 m,
the nanofluid is mainly composed of basic fluid (water) and nanoparticles (Al2O3), and the
selected force is 25 nm with the basic properties proposed by Lao [9].

 
Figure 1. Schemes follow the same formatting.

In this study, a non-uniform grid is used to simulate the heat transfer characteristics
of nanofluid in the flow channel, and the finite-volume method discretized in Cartesian
coordinates is used to solve the flow field and thermal field. In order to deal with the motion
of the vortex generator that is elastically installed in the microfluidic channel, we adopt the
Immersed-boundary method (IBM) [10] combined with the equation of motion to deal with
the interaction between the fluid and the solid. IBM computes the velocities of adjacent grid
points outside the solid region through linear difference. Different from the common body-
fitted mesh, the computational resources required for mesh regeneration can be greatly
reduced when simulating the problem of object movement in fluid–structure interaction.
The flow boundary condition is applied at the structural boundary to study the effect of
the vortex generator on the heat transfer and flow of the nanofluid in the flow channel.
Thermophoresis and Brownian motion of nanofluid are considered in the Boungiorno
two-phase model. The fluid is assumed to be a Newtonian, viscous incompressible fluid,
and the flow field is laminar, unsteady, and two-dimensional.

According to the above conditions, the governing equation includes the continu-
ity equation, the momentum equation, the energy equation, and nanoparticle transport
(volume fraction of nanoparticles) equations [9]
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where x, y are the Cartesian coordinates in x and y directions, u, v is the velocity components
in x and y directions, p is the pressure, g is the gravitational acceleration, αn f is the thermal
diffusivity of the nanofluid, T is the temperature, ϕ is the nanoparticle volume fraction, DB
is the Brownian coefficient, DT is the thermophoresis coefficient, fMx, fMy is the discrete-
time momentum forcing in x and y directions, fE is the discrete-time energy forcing, fC
is the discrete-time volume fraction forcing. ρn f , βn f , (Cp)n f , the effective density, the
thermal expansion coefficient, and the thermal diffusivity of the nanofluid are obtained
as follows.

ρn f = (1 − ϕ)ρ f + ϕρp (6)

(ρβ)n f = (1 − ϕ)(ρβ) f + ϕ(ρβ)p (7)

(
ρcp

)
n f = (1 − ϕ)

(
ρcp

)
f + ϕ

(
ρcp

)
p (8)

where μn f , kn f are the effective viscosity and the thermal conductivity of the nanofluid,
respectively, and are predicted by the experiments-based empirical correlations [11]. The
effective viscosity and thermal conductivity of the carrier liquid are obtained from the
equations studied by Meis et al. [12].

μn f

μ f
=

1

1 − 34.87
(

dp/d f

)−0.3
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(9)

μ f = 1 − 1.1292T + 0.4904T2 (10)
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(
T

Tf r

)10(
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k f

)0.03
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k f = 1 + 0.1572T − 0.0470T2 (12)

As presented in Equation (5), the slip mechanisms of Brownian motion and ther-
mophoresis are included to mimic the interaction between the nanoparticles and the based
fluid, where the Brownian diffusion coefficient (DB) and thermophoresis coefficient (DT)
are defined in Ref. [8].

DB =
kbT

3πμ f dp
(13)

DT = 0.26
k f

2k f + kp

μ f

ρ f T
ϕ (14)

The undamped spring-mass system is constrained to one translational degree of freedom
motion (in the vertical direction). The dynamics of this system are governed by the
following equation [5]:

..
Y +

4π2

U2
r

Y =
CL
2M

(15)

where CL and M is the lift coefficient and mass ratio.

3. Result and Discussion

3.1. Code Validation and Mesh Independence Studies

In order to determine the correctness of the current simulation, the current simulation
results are compared with the simulation of a stationary cylinder [13] and the simulation [5]
of an elastically mounted cylinder [5].

Figure 2A shows the simulation data of Soti et al. [13] compared with the current
simulation results. The results of this study are in good agreement with Soti’s. Figure 2B
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shows the variation in maximum oscillation amplitude (Amax) for an elastically mounted
cylinder with Ur as for Kumar et al. [5]. Figure 2B also presents that the Lock-in range
in this study (Amax > 0.1) is similar to Kumar, as both are in 3 ≤ Ur ≤ 5. (Amax is
dimensionless by the diameter of the cylinder).

Figure 2. (A) Compared with the data in Soti [13], the Strouhal number (St) with the stationary
circular cylinder of diameter (D) kept inside a channel of height (H) at Re = 100. (B) compared with
the data in Kumar [5], Amax with Ur at Re = 100.

A mesh independence study is then performed by using the Kumar domain [5]. The
computational domain uses a combination of a uniform mesh of size Δx = Δy (covering
the area around the cylinder) and a non-uniform stretched mesh (covering the rest of
the domain). Mesh independence studies were performed by changing the mesh size
ΔX = Δx/D to 1/5 (3116), 1/10 (9590), 1/20 (31,122), 1/30 (63,012), 1/40 (105,564), and
1/60 (221,028) in a uniform mesh area. Figure 3 shows the maximum amplitude Amax and
frequency ratio ( fv/ fn) for cylinders Ur = 4 of six mesh sizes. A mesh size of ΔX = 1/30 was
chosen for the simulation because refinement beyond 1/30 did not change the maximum
oscillation amplitude and frequency ratio by more than 1%. ( fv and fn is vortex shedding
frequency of vibrating cylinder and natural frequency of cylinder).

Figure 3. Mesh independence study for Ur = 4. Effect of elements on (A) maximum amplitude Amax

and (B) frequency ratio fv/ fn.
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3.2. Result

Figure 4 shows the vorticity and isotherm diagrams in t/tp = 1.00, t/tp = 0.25,
t/tp = 0.50, t/tp = 0.75, by observing the movement of the cylinder in the flow channel
under the conditions of Ur = 3, ϕ = 0%. In Figure 4A,B, at t/tp = 1.00, the thermal plume
structure and the vortex structure are located at equal positions, and it is inferred that the
TBL is destroyed due to the interaction with the convective vortex. The same goes for the
remaining t/tp because the eddies periodically pass through the TBL, forcing the fluid near
the TBL to exchange towards the middle, destroying the TBL and ultimately improving
heat transfer (t,tp is time, time period of the oscillation cycle.).

 
Figure 4. (A) mean position (moving upward), (B) upper extreme, (C) mean position (moving
downward), and (D) lower extreme positions of the cylinder vorticity plot and isotherm plot. The
legend “vorticity” is used for the upper plot, and the legend “T” is used for the lower plot.

When discussing the effect of heat transfer, we pay attention to the oscillation ampli-
tude of the cylinder. When the cylinder oscillates, it drags the position of the rear vortex so
that the two ends of the newly formed vortex are closer to the TBL, and the fluid convec-
tion at this position eventually increases the heat transfer, as shown by the dotted line in
Figure 4B,D.

Figure 5A shows the relationship between Ur and Amax for different ϕs, while Figure 5B
shows the relationship between Ur and Nu/Nustationary,ϕ=0% for different ϕs. Figure 5A
also presents that the increase in the concentration reduces the Lock-in range. However,
Figure 5B shows that concentration increase in Nu/Nustationary,ϕ=0% and amplitude has a
positive correlation with Nu/Nustationary,ϕ=0%. The decrease in the Lock-in range means that
under the same Ur condition, the increase in ϕ makes the cylinder change from large Amax
to small Amax, as indicated by Ur= 4.5. Small amplitude is unfavorable for heat transfer, as
indicated by Ur= 4.5 in Figure 5B.
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Figure 5. (A) the Amax curve of different Ur and ϕ. (B) the Nu/Nustationary curve of different ϕs.

4. Conclusions

By using nanoparticle transport equations and considering the Brownian motion and
thermophoresis of the particles, an immersed boundary method is used to simulate the
elastically mounted cylinder moving inside the nanofluid-filled microchannel. The good
thermal conductivity of solids is combined with the convective properties of fluids to
improve overall heat transfer efficiency. In combination with the vortex-induced vibration
of the cylinder, the heat transfer efficiency is improved again. The main results in this study
with bullet points are presented as follows.

(1) In the Lock-in range, the heat transfer efficiency can be improved. For example, when
Ur = 3 and ϕ= 0%, the heat transfer efficiency is increased by about 5.08% compared
to the fixed cylinder case.

(2) Increasing the concentration reduces the Lock-in range.
(3) Increasing the concentration results in heat transfer enhancement. When Ur = 3, ϕ

increases from 0 to 5%, and the heat transfer efficiency increases by 117.3%.
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Abstract: An armor-piercing fin-stabilized discarding sabot is used with a spare shell for 30 mm
chain artillery. Due to the limited firepower of the bomb, the limited domestic shooting range,
and the high public awareness of environmental protection, it is not easy to test the intrusion
force. Therefore, an armor-piercing fin-stabilized discarding sabot is simulated and analyzed to
optimize the design of tungsten composition to save research and development costs and improve
ammunition performance. The key work of this research includes three parts: pre-work, armor-
piercing fin-stabilized discarding sabot drawing, and numerical simulation analysis. Establishing
a basic reference data system for ammunition specifications is currently being developed through
finite element simulation analysis including the establishment of an armor-piercing fin-stabilized
discarding sabot model and performing optimization design evaluation analysis.

Keywords: armor-piercing fin-stabilized discarding sabot; intrusion force; finite element simulation
analysis

1. Introduction

At present, the production accuracy of 30 mm wing stable shelling armor-piercing
tracers is stable [1–3]. In order to make the tracer suitable for use in various countries, it
is necessary to improve the bullet’s appearance to improve the speed and accuracy of the
bullet [4,5]. The cost of mold production is relatively high, considering factors such as
saving the defense budget and saving costs. The focus of this research is to establish a 30 mm
wing-stabilized shelling armor-piercing tracer and different steel plate thickness models
through finite element simulation analysis. Finite element analysis is used to set the density
and impact speed of each tungsten rod, and the optimized mathematical calculation module
is used. This research conducts analysis and uses materials and processes to construct
physical bullets for comparative analysis, and through the big data database, to verify
the reliability of the mathematical parameter calculation module of this research, and to
implement the database construction and function integration.

2. Numerical Analysis

2.1. 30 mm Armor-Piercing Fin-Stabilized Discarding Sabot Geometry

Using the ANSYS Workbench finite element analysis software graphics design tool,
and according to the size of the 30 mm wing-stabilized shell-piercing tracer projectile, the
2D and 3D drawing files of this type of projectile were constructed, as shown in Figure 1.
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(a) (b) 

Figure 1. Build model: (a) 2D model and (b) 1D model.

2.2. Reference Armor Firing Rate

According to the US military technical manual MIL-STD-367 and MIL-STD-662F specifi-
cations as shown in Table 1, the shooting muzzle velocity is 1430 m/s, the simulated vertical
target position is 1000 m away from the muzzle, and the impact velocity is 1306 m/s.

Table 1. Distance and impact speed comparison table.

Range (Meter) Remain Velocity (m/s)

0 1430
100 1417.6
200 1405.2
300 1392.9
400 1380.5
500 1368.1
600 1355.7
700 1343.3
800 1330.9
900 1318.5
1000 1306.1

2.3. Two-Dimensional and Three-Dimensional Models for Simulation Analysis

According to the 30 mm wing stable shelling armor-piercing tracer material to select
tungsten alloy material from the built-in database of ANSYS in Table 2, it is confirmed that
the material properties are consistent with this analysis, and the 2D and 3D image files are
imported to use the ANSYS Explicit Dynamics module for mesh analysis. The number of
nodes is 21,198 and the number of grids is 20,422. The analysis and calculation module
function confirm that the grid has converged and set the boundary condition parameters
for the armor-piercing tracer and steel plate.
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Table 2. Tungsten rod material parameters.

A B C

1 Property Value Unit
2 Density 17,790 kg mˆ− 3
3 Young’s Modulus 3.9 × 1011 Pa
4 Poisson’s Ratio 0.28
5 Bulk Modulus 2.9545 × 1011 Pa
6 Shear Modulus 1.5234 × 1011 Pa
7 Yield Strength 84,000 psi
8 Tangent Modulus 130 psi
9 Specific Heat, Cp 184 J kĝ − 1̂ − 1

3. Results and Discussion

Through ANSYS finite element analysis, the armor-piercing tracer and the steel plate
are set to be 1000 m away from the muzzle, and the thickness of the steel plate is set
to 25, 35, 40, and 50 mm, and various mechanical analyses are performed through the
post-processing module function. The strain data obtained from tracer bullets and steel
plates of various thicknesses are shown in Figure 2.

  
(a) (b) 

  
(c) (d) 

Figure 2. Steel plate thickness and strain analysis. (a) Thickness: 25 mm; (b) thickness: 35 mm;
(c) thickness: 40 mm; (d) thickness: 50 mm.

If the density of the armor-piercing projectile does not change, by changing the bound-
ary condition setting of the impact speed from 1000 to 1300 m/s, the armor-piercing
projectile is affected by the speed, and the penetration depth continues to increase. This
causes certain damage to various types of tank armor. The effect is shown in Table 3.
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Table 3. Comparison table of relationship between impact speed and penetrable depth.

Rate of Fire (m/s) Distance (m) Density (g/cm3) Penetration Depth (mm)

1000 1000 17.79 52
1100 1000 17.79 54
1200 1000 17.79 55
1300 1000 17.79 56

The penetration depth of the steel plate is analyzed and observed after changing the
density of the armor-piercing tracer, and the density is adjusted from 17.5 to 17.79 g/cm3, 18
and 18.5 g/cm3 through ANSYS finite element analysis. When the density of the tungsten
rod increases, the penetration depth increases, and the results are shown in Table 4.

Table 4. Penetration depth with tungsten rod density.

Rate of Fire (m/s) Distance (m) Density (g/cm3) Penetration Depth (mm)

1306 1000 17.5 52
1306 1000 17.79 57
1306 1000 18 60
1306 1000 18.5 65

Taking a 25 mm-thick steel plate as an example, the influence of the incident angle
is discussed. The inclination angle is defined as the angle α, the impact velocity of the
armor-piercing projectile is set to 1306 m/s, and the inclination angle of the steel plate is set
to 75, 60 and 45 degrees. As shown in Figure 3, when the angle of the steel plate is 45◦, the
armor-piercing projectile cannot penetrate completely through the steel plate; this angle is
the extreme design angle.

  
(a) (b) 

 

(c)  

Figure 3. Effect of inclination angle. (a) Inclination: 75◦; (b) inclination: 60◦; (c) inclination: 45◦.
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4. Conclusions

In this study, an armor-piercing tracer with a 30 mm stabilized wing is developed.
The software ANSYS Workbench is used for analysis. The density of the tungsten rod,
the impact velocity, and the angle position of the steel plate designed for the armor-
piercing tracer are analyzed by the Explicit Dynamics module. The test has led to the
following conclusions.

1. Through numerical simulation analysis, we calculated the penetration depth of the
steel plate at different impact speeds. The greater the impact speed, the greater the
depth of the steel plate that can be penetrated.

2. The analysis of changing the density of the tungsten rod shows that the density of the
tungsten rod increases, and the increased thickness of the armor-piercing tracer that
can penetrate the steel plate increases.

3. By changing the design and installation angle of the steel plate under the stable
firing muzzle velocity, the armor-piercing tracer cannot penetrate the steel plate
and only causes a certain degree of damage around the surface of the steel plate
when it is placed at an inclination of 45◦. The steel plate can be penetrated only
by firing at the same range of shooting points. The analysis and research data can
be used for evaluation and reference by the developers of the subsequent design of
armored vehicles.
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Abstract: Based on DBR, a pressure vessel and standard vessel are designed using a public view and
diagrams. They are formulated to a standard specification using the ASME pressure vessel code rules
and the European standard EN13445. The pressure is determined under influence of a closed end.
There are limitations to the structure of the container. Using DBA, several analyses were performed
based on FEM to provide parameters to complete the DOE, and combined with DFA and DFM to
verify that the analysis was conducive to giving users a good analysis plan. The core premise of this
study is to simplify operation, to provide an exemplary user interface, observe various parameters
according to requirements, meet pressure requirements during the reaction of polymer composite
materials, and ensure that the temperature, strength, and manufacturing cost are within safety factors,
to provide a good user experience.

Keywords: DBR; DBA; FEM; DFA; DFM; UI/UX

1. Introduction

A polymer composite reaction pressure vessel is a reaction vessel for heating, pressure
detection, control, automatic stirring, etc., and automatic operation. They are manufactured
to different parameters according to additional product requirements [1]. Nowadays,
Industry 4.0 and IoT have become the trend. In addition to accurately controlling incoming
and outgoing raw materials through intelligent monitoring, human errors can be reduced
to improve the stability of production [2].

1.1. Design Requirements

In addition to conforming to the Design for Assembly (DFA), being easy to assem-
ble and disassemble, and having a structural strength that allows operation at different
temperatures and pressures, a polymer composite reaction pressure vessel must be de-
signed to accurately control the dosage of reagents and have a simple easy-to-understand
operation panel [3,4]. The goal is to optimize the user’s operation through UI/UX (User
Interface/User Experience) so that the designer can understand all aspects of the user’s
requirements, and improve the cross-domain communication efficiency most appropri-
ately [5].

1.2. FEM-Design

The Finite Element Method (FEM) is a widely used method to numerically solve dif-
ferential equations in engineering and to produce mathematical models. Problems include
traditional areas such as structural analysis, heat transfer, fluid flow, mass transfer, and
electromagnetic potential. The simple equations that model finite elements are combined
into a broader system of equations to model the entire problem [6]. FEM then approximates
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the solution by minimizing the relevant error function by variational methods, and using
Ansys analysis, desired results, and given parameters.

1.3. Introduction to DBA

Design by Analysis (DBA) is intended to complement and replace traditional DBR:
this restricted route uses steels and steel castings with sufficient toughness for calculating
temperatures below the creep range. The term ‘action’, which replaces the old term
‘load’, means a parameter is applied to the structure, such as force (including pressure),
temperature, changes, and applied displacements, resulting in pressure or tension [7]. A
simple, straightforward composition with environmental pressure is possible, while the
flexibility expected of modern code adjusts the safety margin according to the difference
of the change in movement, the possibility of a combination of actions, the consequences
of failure, differences in structural behavior, consequences of different failure modes, and
uncertainty in analysis, which all contribute to the concept of a safety factor. This concept
uses different actions, different local safety factors, the different roles of the structure, other
failure modes, and the corresponding resistance [8]. The safety factor takes into account
actions as well as the resistance of the structure.

2. Quality Improvement Project

2.1. DBA & DBR Approach

The study investigated a double-layer vertical cylindrical pressure vessel (shell) with
skirt supports and annular pressure heads, using DBA and DBR, and using ANSYS to
classify the study into elastic and inelastic, to analyze structural integrity. Table 1 shows the
design specifications. According to the specification, two extremely different steels were
selected for investigation: high-strength pressure vessel steel P500-QT and low-alloy steel
P355. The proposed work flow is shown in Figure 1. The stress resistance of the design,
according to the ASME code, is represented by Equation (1). The allowable design stress
resistance is in accordance with the EN13445 European standard. The thickness of the
outer cylindrical shell is given by Equation (3). The axial stress resistance (σxy) is obtained
using Equation (4). According to the specification, the meaning of a symbol is derived as
follows: Rp(0.2/t) = Yield value, R(m/20) = UTS, t = Corrosion Allowance, PR = Pressure
of Cylindrical Shell Inner Radius, PD = Pressure of Inner/Shell Diameter, SE = Young’s
Coefficient of Maximum Allowable Design Application:

f = min

(
Rp( 0.2

t )

1.5
;

R m
20

2.14

)
, (1)

f = min

(
Rp( 0.2

t )

1.5
;

R m
20

2.4

)
, (2)

T =
PR

SE − 0.6P
, (3)

and
σxp =

PD
4t

. (4)

Table 1. Cylindrical shell design specification.

Material Properties P500-QT P355

Young’s modulus, E(GPa) 210 200
Poison Ratio (γ) 0.29 0.28

UTS, σu (RM/20), Mpa 640 600
Yield value, σy (RP0.2/t), Mpa 580 380

Density, ρ(Kg/m3) 7872 7850
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Figure 1. Pressure vessel design by DBA route.

2.2. QFD Result

Customer requirements for QFD include ease of disassembly, durability, and temper-
ature and pressure control [9]. DFM design-optimized processing methods are used to
manufacture ideal products and reduce assembly parts through DFA, which is convenient
for users during the operation process [10]. In this way, the user can quickly and efficiently
take out the experimental product ready for the next experiment. On the other hand, the
product is designed following the pressure vessel specification, which makes the product
structure more robust, as such it instils confidence in the experimental process, and the
equipment is monitored at the same time. It also provides more intuitive and accurate data
to users for an accurate and efficient user experience [11].

The DBA/DBR is verified and analyzed to obtain results. Because it is impossible to
understand the usage habits and environments of all users, it is necessary to thoroughly
discuss how to meet user needs in the design stage to improve the overall product. The
cross-comparison of 10 vessels with results from Columns #7 and 6 is in line with customer
needs, so it can improve the reliability of this analysis for market users.

3. Conclusions

According to the design method of QFD, it is understood how to meet customer’s ex-
pectations; DBA/DBF are used to produce an equation for research vessel design that meets
design specifications and to obtain corresponding design parameters, and the products can
have detailed data to enable comparison. The pressure vessel is optimized through FEM.
Feedback for real-time monitoring of temperature and pressure provides a variety of I/O
interfaces, adjusts the stirring speed as needed, and avoids many problems encountered by
traditional reaction vessels. The visual window is used to observe the reaction process of
chemical materials, accurately control the input and output of materials, avoid parameter
errors that lead to poorly finished products, automatically stir the reaction, and make the
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reaction process more complete. Finally, the IoT function gives users an entire real-time
operating experience, which reduces human errors, increases the controllability of the
finished product, and improves the fluency of the overall operation. Finally, an integral
anti-corrosion material is made to avoid damage to the pressure vessel caused by different
chemical materials through high-temperature and high-pressure reactions.
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Abstract: To determine the road performance and optimum dosing of solid-waste-based gelling
agents in road subgrade, we conducted unconfined compressive strength testing for clay, sandy
soil, weathered sand, and crushed stone mixed with different proportions of solid-waste gelling
agents and compared the results with the road performance of cement-stabilized crushed stone
materials. The results show that the optimum admixture of cementitious materials for clay and
clay is 8–10%. The optimum admixture of cementitious materials for weathered sand is 5–7%. The
optimum admixture of cementitious materials for stabilized gravel is 5.5%. The late strength growth
of stabilized gravel with solid-waste-based cementitious agents is significantly better than that of
cement-stabilized gravel.

Keywords: solid-waste-based cementitious materials; optimum admixture; road performance

1. Introduction

Deelwal et al. [1] found that the maximum dry density of red mud was less than
1.75 g/cm3, which is the minimum requirement for use in road substrates for India’s na-
tional highways, state highways, and major regional arterials and other heavily trafficked
roads [2]. The liquid limit and plasticity index were much higher than the minimum
requirements of the Indian standard. Sahoo et al. [3] and Deelwal et al. [1] obtained CBR
(California bearing ratio) values for red mud and submerged CBR values of 4.2 and 4%,
respectively, under submerged conditions, which are 20–30% lower than those required
by Indian standards for pavement subgrade road construction. Although higher than
the minimum requirement of 2.5% for Irish standards and 3% for major road design in
Queensland, Australia, they are 10% lower than those required by statewide urban road
design specifications [4]. Li et al. conducted a detailed experimental study on the distribu-
tion and mechanical performance indexes of coal gangue in cold regions such as the three
northeastern provinces and found problems and testing indexes when using coal gangue as
road base fill material in construction in cold regions [5–7]. Liu [8–10] studied the change
law of test values of the compaction test and unconfined compressive strength of saline
soils stabilized by a soil conglomerate in different salt content rates and different mainte-
nance age conditions. Yue [11] adopted monomer ethylene glycol, monovinyl polyethylene
glycol ether, acrylic acid, and hydroxypropyl acrylate in a polymerization reaction at room
temperature to produce solid-waste-based cementitious materials, polycarboxylic acid
water reducing agent.

2. Raw Materials

2.1. Earth and Rock Materials and Solid-Waste-Based Cementitious Agents

For inorganic bonded solid-waste-based cementitious stabilization (sub-base), the
type of soil, the nature of the solid-waste-based cementitious agent, and the construction
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process affect the performance of the stabilized sub-base. Four types of typical soil and
rock materials, namely clay, sand, weathered sand, and gravel, were used in Shandong,
and the chemical composition of the selected materials was analyzed. The corresponding
solid-waste-based gelling agents (in different ratios) were configured for testing.

The gelling material is solid-waste-based gelling from Beijing Donghao Technology
Co. (Beijing, China).The main ingredients are sintered red mud micronized powder, fly
ash, calcined gangue micronized powder, and a compound exciter consisting of sodium
silicate, triterpene saponin, polymeric aluminium sulphate, magnesium fluorosilicate, and
sodium hydroxide. The characteristics of each type of raw material are shown in Table 1,
Table 2 amd Table 3.

Table 1. Performance indicators for solid-waste-based gelling agents.

Type

Indicators
Fineness (%) Density (kg/m2) Specific Surface Area (m2/kg)

Solid-waste-based gelling 4.6 2870 681

Water consumption at standard consistency (%) Coagulation time (min) Sand flow rate (mm)

30.4
Initial condensation 198

182
Final condensation 269

Flexural strength at different ages (MPa) Compressive strength at different ages (MPa)

3 d 4.3 3 d 21.1

28 d 10.6 28 d 57.7

Table 2. Engineering properties of clay, sandy soil, and weathered sand raw materials.

Maximum Dry
Density (g/cm3)

Optimum Moisture
Content (%)

Plastic Limit (%) Liquid Limit (%) Plasticity Index

Clay 1.98 11.7 14.8 28.2 13.4

Sandy soil 1.88 9.9 12.0 21.8 9.8

Weathered sand 2.11 6.9 - -

Table 3. Composition of crushed stone particle gradation.

Aperture (mm) 10 5 2 1 0.5 0.25 0.075

Pass rate (%) 100 93.6 62.7 44.9 22.6 11.3 2.5

2.2. Cement-Stabilized Aggregates

To compare the difference in performance effects between solid-waste-based-gelling-
agent-stabilized aggregates and cement-stabilized aggregates, aggregates with the same
gradation were selected for testing. The proportions of each grade of aggregate and the
synthetic gradation are shown in Tables 4 and 5, respectively. The cement used is P.C-32.5,
a type commonly used in substrates. The feedstock properties are shown in Table 6.

Table 4. Stabilized gravel mix ratio.

Aggregate Sizes (mm) Proportion (%)

20–30 17

10–20 38

5–10 18

0–5 27
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Table 5. Synthetic gradation.

Sieve Hole Size (mm) 31.5 26.5 19 9.5 4.75 2.36 0.6 0.075

Pass rate (%) 100 - 74.2 45.3 27.8 19.2 8.4 3.8

Table 6. Physical properties of cement.

Surface

Indicators
Fineness (%) Density (kg/m2)

Specific Surface
Area (m2/kg)

Water Consumption at Standard
Consistency (%)

P.C-32. 5 1.5 3000 387.6 29.0

Coagulation time
(min)

Flexural strength at different
ages(MPa)

Compressive strength at different
ages (MPa)

Initial condensation 260 3 d 3.39 3 d 11.52

Final condensation 310 28 d 8.05 28 d 49.32

3. Tests and Results

According to the Test Procedure for Inorganic Binding Material Stabilization for
Highway Engineering (JTGE51-2009), four typical materials—clay, sand, weathered sand,
and gravel—were mixed with different proportions of the solid-waste-based cementing
agent. The standard specimens were prepared according to the maximum dry density
and optimum moisture content obtained from compaction tests. They were tested for
unconfined compressive strength with 7 days of standard conditions to determine the
optimum amount of solid-waste-based cementing agent.

3.1. Compaction Tests

Table 7 presents the results of compaction tests on different types of soils stabilized by
different doses of solid-waste-based gelling agents and cement.

Table 7. Results of compaction tests.

Curing
Materials

Types of
Soil

Curing Material
Dosing (%)

Optimum Moisture
Content (%)

Maximum Dry
Density (g/cm3)

Solid-waste-
based gelling

agents

Clay

4 11.9 1.99

6 12.1 2.01

8 11.8 2.04

10 12.4 2.05

12 12.0 2.08

Sandy soil

4 9.8 1.91

6 10.0 1.92

8 9.7 1.95

10 9.9 1.95

12 10.1 1.97

Weathered
sand

4 6.9 2.12

7 6.8 2.13

10 6.9 2.15

Gravel 6 4.9 2.35

Cement Gravel 5 5.0 2.33

The optimum water content does not change much with the increase in the cementi-
tious material, and the maximum dry density increases slightly with the increase in the
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cementitious material admixture. This is because the density of the cementitious material
is greater than that of the clay, sandy soil, and weathered sand. Comparing the results
of optimum water content and maximum dry density of cement-stabilized gravel and
cement-stabilized gravel, it is found that there is little difference between the results of the
two at 6% admixture.

3.2. Lateral Limitless Compressive Strength Test

For the asphalt pavement sub-base, the unconfined compressive strength index is one
of the most important indicators of road performance, indicating the strength value that the
specimen can withstand when placed under unconfined lateral conditions. The unconfined
compressive strength of clay, sand, weathered sand, and macadam stabilized by the solid-
waste base binder for 7 days and the unconfined compressive strength of cement-stabilized
macadam base for 7 days were tested. The results are shown in Table 8 and analyzed
concerning the amount of solid-waste-based cementitious binder incorporated (Figure 1).

Table 8. Results of 7 d unconfined compressive strength tests for different materials with different
amounts of cementitious materials.

Curing Materials Types of Soil
Curing Material

Dosing (%)

7 d Unconfined
Compressive Strength
Average Value (MPa)

Representative Value for 7 d
Unconfined Compressive

Strength (MPa)

Solid-waste-based
gelling agents

Clay

4 1.58 1.21

6 2.49 2.15

8 3.38 3.01

10 4.72 4.38

12 5.59 5.22

Sandy soil

4 1.73 1.36

6 2.77 2.40

8 3.51 3.14

10 4.95 4.58

12 6.16 5.79

Weathered sand

4 2.95 2.58

7 4.97 4.59

10 6.21 5.74

Gravel 6 5.72 5.26

Cement Gravel 5 9.86 9.03

For the same raw material, the unconfined compressive strength tended to increase
significantly with the increase in the amount and the strength values of the aggregates
stabilized with the solid-waste-based gelling agent. This indicates that the amount of solid-
waste-based gelling agent plays a decisive role in the unconfined compressive strength.

For the same raw material, the unconfined compressive strength tended to increase
significantly with the increase in the amount of solid-waste-based gelling agent. This
indicates that the amount of solid-waste-based gelling agent plays a decisive role in the
unconfined compressive strength.

2.5–3.0 MPa of the grassroots level for 7 d standard maintenance is appropriate to
determine the best mixture of materials as a sub-base in solid-waste-based cementitious
materials (Table 9).
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Figure 1. Correlation between the unconfined compressive strength of four types of road materials
stabilized by curing agents and the amount of admixture.

Table 9. Optimal dosing of solid-waste-based gelling agents in several typical mixed materials.

Types of Mixed Materials Optimum Dosing of Gel Material (%)

Solid-waste-based-gelling-agent-stabilized clay
Grassroots 10

Substrate 8

Solid-waste-based-gelling-agent-stabilized sandy soil
Grassroots 10

Substrate 8

Solid-waste-based gelling agent to stabilize weathered sand
Grassroots 7

Substrate 5

Solid-waste-based-gelling-agent-stabilized gravel Grassroots 5.5

Cement-stabilized aggregates Grassroots 5

The variation of the unconfined compressive strength with the curing age was investi-
gated for different material specimens with the optimum solid-waste-based gelling agent
admixture. The results are shown in Figure 2.

The unconfined compressive strength of the four types of stabilized materials increased
significantly with the increase in the curing age. The strength of the sandy soil materials
stabilized with the solid-waste-based gelling agent increased relatively slowly, while that of
weathered sand and clay increased in a similar trend. For the stabilized aggregates, the late
strength growth (14–28 days) of the solid-waste-based-gelling-agent-stabilized aggregates
was significantly better than that of the cement-stabilized aggregates.
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Figure 2. Variation of unconfined compressive strength with the age of curing for various types of
stabilized materials.

4. Conclusions

The optimum water content is not related to the amount of cementitious material ad-
mixture, and the maximum dry density increases slightly with the increase in cementitious
material admixture. At the admixture of 6%, the optimum water content and maximum dry
density of crushed stone and cement-stabilized crushed stone with the solid-waste-based
cementitious stabilized are almost the same. The optimum admixture of cementitious
material for clay and clay is 8 to 10%. The optimum admixture of cementitious material for
weathered sand is 5 to 7%. The optimum admixture of cementitious material for stabilized
gravel is 5.5%. The unconfined compressive strength of each type of stabilized material
increases linearly with the increase in solid-waste-based cementing admixture. Under
the condition of a certain admixture of cementing material, the unconfined compressive
strength of each type of stabilized material increases with the increase in the curing age.
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Abstract: Compared with traditional manufacturing methods, 3D printing is designed according
to the needs of patients at a lower cost. Therefore, it has recently been developed vigorously in
the application of medical equipment. The printing of biomedical materials with powder plastic
(PEG-PCL) in the form of fused deposition modeling is one of the most recent key development
projects. In this method, the plastic was heated and melted at the nozzle of the bucket and then
printed. However, due to the existence of voids between the particles, the powder was melted, and
the gas was coated in the melt. Due to the high viscosity of the melt, the air bubbles could not escape
freely depending on the density difference, which led to a discontinuous plastic output during the
printing process and, in turn, affected the appearance and material strength of the printed product.
In this study, the Volume of Fluid method was used to simulate the rising process of bubbles in the
molten liquid. By studying the internal flow of the liquid, the influence of the viscosity of different
fluids on the rising of bubbles was discussed. In addition, the reliability of the simulation results was
obtained through experimental verification. In the future, the rotating conical agitator should be used
to generate forced convection inside the liquid to accelerate a rise in bubbles, and the influence of
the conical agitator on the rise of bubbles at various speeds needs to be further studied. Finally, a
suitable speed range was found for the most effective degassing effect.

Keywords: biomedical material; 3D printing; fused deposition modeling (FDM); degassing

1. Introduction

The development of 3D printing technology was made to cope with the advantages of
complex structures and rapid manufacturing so that fields of application could continue to
increase. PEG-PCL is a biocompatible plastic [1]. It is manufactured by 3D printing and
applied to medical equipment to design and print what is needed for patient treatment.
Because it needs to be implanted into human tissue, the material requires good biocompat-
ibility. This material is used to build a biocomposite scaffold for bone cell tissue to treat
cartilage tissue with poor self-repairing ability. Due to the characteristics of the material, it
cannot be pressed into a thin wire shape that is convenient for feeding; therefore, it needs
to be heated and melted before printing.

There are several types of 3D printing, and the appropriate printing method can be
selected according to different needs. Jihua et al. [2] listed several common types, such as
fused deposition modeling, powder bed inkjet printing, stereolithography, and selective
laser sintering. Fused deposition modeling sends the polymer plastic into the nozzle, heats
it into a semi-liquid state, extrudes it to the top of the platform to form layer by layer, and
then cools and solidifies. Powder bed inkjet printing has a liquid binder on the powder
through a nozzle to form a pattern. The printing methods of stereolithography and selective
laser sintering both polymerize or melt powder materials in the form of a laser. This report
cites the existing fused deposition modeling printers for biomedical materials. Plastic
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PEG-PCL is available in powder form. During the preheating process, the air is surrounded
by particles during the melting process, causing bubbles to form inside the barrel. Due to
the high viscosity of the material, the density difference does not help air bubbles escape
from the molten liquid, as shown in Figure 1. These air bubbles affect the printing process
and the quality of the molded product. Therefore, a suitable degassing operation needs to
be selected to improve the print quality.

 
Figure 1. The 3D printer structure and bubble problems.

There are many examples of current 3D printing practices that are used in medical
equipment, but there is little research on the problem of bubbles in the melting of medical
plastics in the barrel despite the fact that these bubbles can easily affect the quality of
the finished product. There are many degassing problems of high-viscosity fluids in the
industrial field, and these degassing methods include a chemical clarifying agent, ultrasonic
degassing, low-frequency vibrations, purging gas, blade stirring, and rotary stirring [3–6].

However, these bubbles come from the gaps between plastic particles, which are
encapsulated by a high viscous force during the melting process. They do not need to rely
on the cavitation pressure difference generated by the purge gas or ultrasonic vibration
to release the dissolved gas molecules. Powder plastics are a form of medical equipment;
therefore, it is not advisable to use excessively high temperatures to increase the circulating
convection or add clarifying agents to it.

In terms of numerical models, Xu et al. [7] used axisymmetric simulations to simulate
the bubbles breaking through the surface of the molten metal, which coincided with the
experimental results. Moreover, Xu et al. [8] used VOF to simulate the bubbles in water
and verified its feasibility from the average velocity and experiments.

Maniruzzaman et al. [9] used axisymmetric geometry to simulate the flow patterns,
bubble distribution, inclusion trajectories, and turbulent flow structures in a ladle.
Kuncewicz et al. [10] used a 3D/2D mixing model to simulate the operation of the blade
in laminar flow. Based on dividing the entire mixer space into two regions, the velocity
distribution was determined based on the model, which was in good agreement with the
experiment. Therefore, it is feasible to use a 2D model to simulate the rotating flow field.

Researchers have carried out degassing research on air bubbles in 3D printing ma-
terial barrels. However, there are many ways to apply degassing in the industry. We
used a cone stirrer to form forced convection and accelerate the rise in air bubbles while
reducing air bubbles during printing. In order to reduce this computational complexity,
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a two-dimensional axisymmetric model was used to establish a two-phase mathematical
model and simulate the movement behavior of bubbles in the degassing unit.

2. Geometric Description

The powdered plastic was placed inside the barrel, preheated, and melted through
the heater on the wall surface. Then, the heat source was transferred inward from the wall
surface, which coated the air that had not been diffused in the particle. In the axisymmetric
simulation, a two-dimensional geometric model is shown in Figure 2. The height of the
bucket was 0.04 m, the symmetrical width was 0.01 m, and the depth of the conical agitator
was 0.01 m. The rotation radius was 0.0025, 0.005, and 0.0075 m, respectively.

 
Figure 2. Simulation geometry and mesh.

3. Governing Equation

In this model, the flow behavior of the bubbles in the melt was predicted by numeri-
cally solving the governing equations. Both the gas phase and the liquid phase obeyed the
continuity equation; the momentum equation is called the Navier–Stokes equation. The
continuity equation is shown as follows:

∇ ·
(

ρ
→
u
)
= 0 (1)

where the non-rotating momentum equations are:

∂
∂t (ρu) + 1

r
∂

∂x (rρu2) + 1
r

∂
∂r (rρuv)

= − ∂p
∂x + 1

r
∂

∂x [rμ(2 ∂u
∂x )] +

1
r

∂
∂r [rμ( ∂u

∂r + ∂v
∂x )] + ρgx + FX

(2)

∂
∂t (ρv) + 1

r
∂

∂x (rρuv) + 1
r

∂
∂r (rρv2)

= − ∂p
∂x + 1

r
∂
∂r [rμ(2 ∂v

∂r )] +
1
r

∂
∂x [rμ( ∂u

∂r + ∂v
∂x )]− 2μ v

r2 + ρ ω2

r + ρgr + Fr

(3)

where u is the axial velocity, v is the radial velocity, x is the axial coordinate, r is the radial
coordinate, p is the pressure in the fluid domain, and ω is the swirl velocity.
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F represents the surface tension per unit volume between the air and water. The
surface tension source term in the momentum equation could be defined as:

F = σ
ρκ∇α

0.5(ρl + ρg)
(4)

where σ is surface tension; κ = ∇× n̂, n̂ = n
|n| ; and n = ∇αq.

The VOF model introduced each mesh into the volume fraction of each phase. The
volume fractions of all phases were then added to the units in the control volume. Combined
with the laminar flow, this method had the advantages of easy implementation and high
accuracy. If α corresponds to the liquid volume fraction, the phases and interface could be
determined by the following definitions.⎧⎪⎪⎨

⎪⎪⎩
α = 0 , stands for gas phase

0 < α < 1 , stands for interface

α = 1 , stands for liquid phase

The transport equation of each volume fraction α1 and α2 in an incompressible
two-fluid system is given by:

∂αi
∂t

+∇ · (⇀u αi) = 0, i = 1, 2 (5)

with ui being the velocity of component i.
Based on the volume fraction, the density and viscosity in the mixing zone were

calculated by:
ρ = ρlα + ρg(1 − α) (6)

μ = μlα + μg(1 − α) (7)

4. Numerical Validation

In order to calculate this partial differential equation, a two-dimensional axisymmetric
model was established. The equations were discretized by the finite volume method. The
coupling term of pressure and velocity adopted the PISO algorithm in a transient simulation.
In discrete governing equations, the pressure term used the PRESTO! (PREssure STaggering
Option) scheme. The momentum term adopted QUICK (Quadratic Upwind Interpolation
for convection Kinetics). The volume fraction term was Geo-Reconstruct.

Before the numerical simulation, we verified the correctness of selecting the VOF
model for calculation. In Figure 3, Li et al. [11] studied the rising deformation of bubbles
in glycerol. The bubbles in glycerol showed a change of 61.23% from the sphere to the
ellipse gradually. The fluid properties in this study refer to the rising process of bubbles
under 100% glycerol, in which the viscosity of 100% glycerol was 1.407 kg/ms, which is a
thousand times higher than that of water.

 

Figure 3. Deformation process of a single central circular bubble [11].
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5. Result and Discussion

High viscous forces slow the fluid flow, which, in turn, causes the bubbles to rise
slowly. The most direct way is to make the fluid produce forced convection to guide the
bubble to accelerate upward. At first, the bubbles were not significantly affected because
they were at a certain distance from the cone agitator and maintained a steady rise. As
shown in Figure 4, the position map of the bubbles with and without rotation speeds
are compared at different times. When the air bubbles entered the influence range of the
agitator, the distance between the rotating cone and the air bubbles at no rotation speed
gradually increased.

 
Figure 4. Comparison of bubbles at different time points at 1000 rad/s and no rotation speed.

In the viscosity fluid, the cone agitator drove the flow of the liquid. Due to the
centrifugal force generated by the rotation, forced convection was formed in the fluid
with the center upward and the upper edge of the bubble closer to the cone. The faster
flow and viscosity of the original fluid made the bubbles gradually take on the shape
of water droplets.

5.1. Rotation Speed Effect

In the case of different rotational speeds, the effect of convection on the air bubbles
increased. As shown in Figure 5, the horizontal axis and the vertical axis, represented
the position of the bubbles, which rose at different times. When the stirring radius of the
bubbles was 5 mm, the positions of the bubbles were at different speeds. As the rotation
speed increased, this effect became obvious, but the height of the bubbles rose only in the
later stage. This was because the influence range of stirring was still limited by the viscosity.
Therefore, when the bubbles rose to the influence range obvious effect, the distance that the
bubbles moved in 2 s and 2000 rad/s increased by 7.3% compared with no rotation speed
under the action of increasing the rotation speed. With the increase in the rotation effect, it
increased to 13% at 2.2 s. The increase in the rotational speed had the effect of increasing
the bubbles.

5.2. Rotation Radius Effect

At a fixed rotational speed, different rotation radius changes took place. As shown
in Figure 6, under the rotation speed of 1000 rad/s and the influence of a different radius,
the position of bubbles at each time varied. At the minimum rotation radius of 0.0025 m
(2.5 mm), the convection effect caused by the rotation radius was small, and the curve
observed on the ascent height map was closer to that without rotation. In the observation
at 2 s, when the rotation radius of the bubble increased, the rotation radius of the bubble
increased to 0.0075 m (7.5 mm), and the distance that the bubble moved was 13.4% higher
than that of the bubble without rotation. Figure 7 shows that the bubbles rose under the
influence of a different stirring radius at 2 s.

552



Eng. Proc. 2023, 38, 69

 
Figure 5. Height of bubbles rising at different rotational speeds.

 
Figure 6. Effect of different radius at speed of 1000 rad/s.

553



Eng. Proc. 2023, 38, 69

 
Figure 7. Effect of a different stirring radius at 2 s.

6. Conclusions

VOF can be used to simulate the flow of bubbles in the viscous fluid, and the effect of
bubbles rising was observed through the influence of the agitator. The influence of the cone
agitator on the bubbles was studied, including the speed of the agitator (500−2000 rad/s)
and the size (5−7.5 mm). At 2s, the rotation speed increased under the fixed rotation radius
(5 mm). When the bubble’s rising speed increased, the moving distance increased by 13%.
At a fixed rotation speed (1000 rad/s), the moving distance of the bubble with a large
rotation radius increased by 13.4%, which showed the effect of the cone agitator on the
bubble rise gain. Subsequently, this cone-stirring model was applied to a higher-viscosity
fluid. In addition to observing the effect on the bubbles, the rotation radius and depth of
the cone were changed at the same time, and the volume of the cone was controlled at the
minimum proportion to obtain the maximum effect.
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Abstract: In this study, ZnO nanorods with a porous structure were successfully prepared using
the chemical bath deposition (CBD) method. According to the surface and cross-sectional images
photographed by scanning electron microscopy, we found that the diameters of samples with concen-
trations of 10, 30, 50, and 70 mM were 90, 141, 214, and 259 nm, respectively, with 6 h of deposition.
The height of the nanorods was maintained at approximately 1.3 μm. The EDS material analysis
showed that the ratio of zinc atoms and oxygen atoms in samples with different concentrations
changed with the concentration of the growth solution. The column diameter of the zinc oxide
nanorods prepared by the chemical bath deposition method was closely related to the concentra-
tion of the growth solution. The higher the concentration, the larger the column diameter. The
height of the nanorods was directly proportional to the deposition time and was not influenced by
solution concentration.

Keywords: CBD; ZnO nanorods; porous; zinc oxide

1. Introduction

With the development of technology and the evolution of the semiconductor industry,
the requirements for the integration of integrated circuits are higher, and the evolution of
materials has moved from the micron level to the nanometer level. However, zinc oxide
(ZnO) has attracted much attention and is one of the most widely used metal materials.
Zinc oxide has three types of crystallite structures, rock salt structure, sphalerite, and
hexagonal wurtzite [1]. The most stable structure of zinc oxide is the hexagonal wurtzite
structure; this has a forbidden band width of 3.37 eV, and a large exciton binding energy
of 60 MeV [2,3]. In the semiconductor industry, due to its high oxidizing power, stability,
and low toxicity, zinc oxide is widely used. At present, the common preparation methods
of zinc oxide include metal–organic chemical vapor deposition (MOCVD) [4], molecular
beam epitaxy (MBE) [5], pulsed excimer vapor deposition (PVD) [6], vapor-phase epitaxy
(VPE) [7], the physical vapor transport method (VPT) [8], and the gas–liquid–solid-phase
method (VLS) [9].

Zinc oxide is a material that has been widely used to make inexpensive, non-toxic,
and high-performance photocatalysts, to degrade a wide variety of organic chemicals and
organic dyes [10]. It can be used in ceramics, gas sensing, light sensing, photocatalyst, and
other applications. Nanorods (NRs) are one-dimensional structures of nanomaterials, and
zinc oxide nanorods are more outstanding in the above-mentioned aspects.

The seed layers of zinc oxide were successfully prepared using the sol–gel method,
and the ZnO nanorods were built by the non-vacuum chemical bath deposition method
to prepare uniformly distributed and porous ZnO nanorods. These pores can expand
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the specific surface area, being very useful for photocatalytic reactions and gas-sensing
detection [11].

2. Experimental Section

P-Si(100) was chosen as the substrate in this study. First, the silicon substrate was
cleaned with DI water, acetone, and ethanol by ultrasonic shock for 10 min in sequence,
and then shock-washed with DI water again to remove the surface of the substrate residual
ethanol. Finally, blow drying with nitrogen was performed to remove moisture. The
experiment consisted of two parts: (a) the seed layer of zinc oxide was prepared on a silicon
substrate by the sol–gel method and spin coater to form a seed layer; (b) ZnO NRs were
deposited on the seed layer by non-vacuum chemical bath deposition.

Subsequently, 0.01 mol of Zn(CH3COO)2·2H2O and appropriate amounts of
CH3OCH2CH2OH were fully stirred at 60 ◦C for 20 min; then, NH2CH2CH2OH was
slowly added as a stabilizer for the reaction, and after stirring at the same temperature for
2 h, the solution was aged at 25 ◦C for 24 h. The preparation steps of the seed layer growth
solution are shown in Figure 1. A seed layer was prepared using a spin coater; spin-coating
was performed at 3000 rpm for 30 s; and then soft-baking was performed. The process
was repeated 3 times to ensure that the seed layer was successfully attached to the silicon
substrate, and finally placed in a high-temperature quartz furnace tube for annealing at
500 ◦C for 2 h.

 

Figure 1. Seed layer growth solution preparation.

The zinc oxide nanorod growth solution used in the liquid deposition method was
prepared by mixing Zn(NO3)2 · 6H2O and C6H12N4 (HMT). First, an appropriate amount
of Zn(NO3)2 · 6H2O was stirred with deionized water for 20 min. HMT was stirred
with deionized water at the same time. Then, the mixed growth solution was placed
in a constant-temperature water bath for 20 min at 90 ◦C to preheat; then, the silicon
substrate with the seed layer was completely deposited in the growth solution for 6 h. After
deposition, the samples were taken out and cleaned with deionized water, and the chemical
reaction was terminated. After drying with N2, the deposited zinc oxide nanorods were
annealed at 500 ◦C for 2 h in a high-temperature quartz furnace tube with air. Finally, the
annealed samples were subjected to surface analysis and material composition detection.
The preparation steps of the NR layer growth solution are shown in Figure 2.
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Figure 2. Nanorod growth solution preparation.

When the nanorods were initially deposited, HMT began to decompose into ammonia
and produced hydroxide ions or OH−; the detailed reaction is shown in Formula (1) and
(2) [12]:

(CH)6N4 + 6H2O → 6HCHO + NH3 (1)

H2O + NH3 OH− + NH4+ (2)

The reactive formation of the ZnO core is due to the reaction of Zn2+ cations with NH3
and OH− anions; the detailed reaction is depicted in Formula (3) [13]:

Zn2+ + 2OH− → Zn(OH)2 or Zn(NH3)4
2+ + 2OH− →Zn(OH)2(NH3)4 (3)

Under the influence of specific temperatures and OH ions, the crystal core degrades
into ZnO core nanorods. Over time, the ZnO core grows and finally forms nanorods, as
detailed by the reaction in Formula (4) [13]:

Zn(OH)2 → ZnO + H2O or Zn(OH)2(NH3)4 → ZnO + H2O + 4NH3 (4)

3. Results and Discussion

In this study, the porous nanorods of zinc oxide were successfully deposited on the
silicon substrate using the chemical bath deposition method. The material composition was
confirmed by EDS. Whether the concentration of the growth solution was related to the
change in the surface appearance of the NRs was confirmed by cross-sectional SEM images.

According to the EDS composition analysis results, it can be determined that the
nanorods in those samples were composed of Zn atoms and O atoms. The proportion
of O atoms in the ZnO nanorod sample accounted for 44.77%, and the proportion of Zn
atoms accounted for 55.23%, as shown in Figure 3a. The proportion of O atoms in the
ZnO nanorod sample accounted for 47.15%, and the proportion of Zn atoms accounted for
52.85%, as shown in Figure 3b. According to the above results, the ratio of oxygen atoms to
zinc atoms changed with the concentration of the growth solution.

Figure 4a–h show the SEM images of ZnO NRs under different concentrations of
growth solution. The reason why the liquid-phase deposition method can grow ZnO
nanorods is due to the higher surface energy of zinc oxide along the [0001] direction, which
will have a higher growth rate. Figure 4a–d show high-magnification images (magnification
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20 K) of samples with concentrations of 10, 30, 50, and 70 mM, respectively; Figure 4e–h
are the top views of samples with corresponding concentrations. The image in Figure 4
shows that all grown ZnO nanorods were also in the shape of hexagonal columns, and
most of the ZnO nanorods grew vertically upward. The column diameters of the nanorods
of zinc oxide were 90, 141, 214, and 259 nm, respectively. This shows that the column
diameter of the grown nanorods of zinc oxide increased when the concentration of the
growth solution increased. The higher the concentration of the growth solution, the faster
the growth rate in the [0001] direction. Many small pores can be observed from the surface
of the sample, which is likely to be caused by the high-temperature gasification of acetate
ions and intermediate reactants in the sample during the annealing process. The specific
surface area of the meter column is beneficial for photocatalysis.

 

 

Figure 3. EDAX spectrum of ZnO NRs: (a) 10 mM and (b) 50 mM.

 
(a) 10mM sample ZnO NRs SEM Cross-section 

Figure 4. Cont.
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(b) 30mM sample ZnO NRs SEM Cross-section 

 

(c) 50mM sample ZnO NRs SEM Cross-section 

Figure 4. Cont.
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(d) 70mM sample ZnO NRs SEM Cross-section 

 

(e) 10mM sample ZnO NRs SEM Top View 

Figure 4. Cont.
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(f) 30mM sample ZnO NRs SEM Top View 

 

(g) 50mM sample ZnO NRs SEM Top View 

Figure 4. Cont.
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(h) 70mM sample ZnO NRs SEM Top View 

Figure 4. FE-SEM images of ZnO NRs with different concentrations of growth solution: (a,e) 10 mM;
(b) and (f) 30 mM; (c) and (g) 50 mM; (d) and (h) 70 mM.

4. Conclusions

In this study, the chemical bath method and subsequent annealing process were
used to successfully prepare porous zinc oxide nanorod arrays on the P-Si(100) substrate.
According to the SEM images, it was found that the samples of 10 mM, 30 mM, 50 mM,
and 70 mM were deposited over 6 hours; the column diameters were 90 nm, 141 nm,
214 nm, and 259 nm, respectively. The height of the nanorods was maintained at about
1.3 μm. This indicates that the growth solution of zinc oxide nanorods prepared by the
chemical bath deposition method will affect the diameter of ZnO NRs, and the height of
ZnO NRs is related to the deposition time rather than the concentration of the growth
solution. Additionally, according to the EDS material analysis, it was found that nanorods
grown from growth solutions with different concentrations were composed of different
ratios of zinc atoms and oxygen atoms. The pores created by annealing greatly increased
the specific surface area of the nanorods, making them advantageous for future applications
in photocatalysis.
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Abstract: Based on the monthly precipitation data of 139 meteorological stations from 1981 to 2015,
the trend line method was used to analyze the variation of the drought area and sown area from
1981 to 2015 and the characteristics of drought in Hebei Province. The results showed the following.
(1) the frequency of drought was the highest in winter and the lowest in summer, which was 43.2 and
26.2%, respectively. (2) The ratio of drought stations was highest in winter and lowest in summer.
The frequency of global drought was 37 and 17% in summer and winter, respectively. Except for
the increasing trend of drought in summer, all other seasons showed a decreasing trend which was
significant in autumn (α = 0.05). (3) The drought intensity of the four seasons was all less than 1. The
drought intensity in spring and summer showed an upward trend, while that in autumn and winter
showed a downward trend. The drought intensity in autumn showed a significant downward trend
(α = 0.05). (4) Drought disaster rate was positively correlated with summer drought intensity and
drought ratio.

Keywords: drought; percentage of precipitation anomaly; the ratio of drought stations; drought
intensity; Hebei Province

1. Introduction

Drought is the main natural disaster in China with a wide range of impacts on the social
economy, production, and the life of people [1]. According to statistics, from 1990 to 2016,
the average annual grain loss caused by drought in China was as high as 25.2 billion kg [2].
With the change in global climate, the occurrence and development of drought disasters
showed new characteristics [3]. Therefore, drought disasters had become an attractive
research issue for scientists all over the world. Among them, the grasp of the spatio-
temporal variation of drought disasters was particularly important for disaster prevention
and reduction of losses caused by disasters. Thus, scholars have carried out extensive
research in this regard and achieved important results [2,4–11]. In the process of research
on drought, the following types of drought indicators were usually used. (1) Single
index, mainly including precipitation anomaly percentage [12], standardized precipitation
index [4], relative humidity index [5], soil relative humidity drought index [13], and the
Palmer Drought Index [8]. These indexes require appropriate data that is easy to obtain
and calculate. (2) Comprehensive indexes such as the Z index [9] and crop water deficit
index [10] require data that is difficult to obtain as their calculation is complicated. However,
they effectively reflect the actual drought and flood situation. (3) Disaster indicators include
crop disaster, disaster, and harvest area, casualties, direct economic losses, and various
derivative indicators reflect disaster-causing factors, disaster-causing environment, disaster
effect, and disaster resistance.

In any case, it is difficult to obtain small-scale spatial and temporal data. Many schol-
ars [10,11] have used disaster indicators to study drought and made important achieve-
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ments. The reduction of precipitation was the most fundamental reason for the occurrence
of drought. Among these indicators, precipitation anomalies directly reflect the drought.
The precipitation data was easy to obtain as it showed temporal continuity and spatial
distribution. Therefore, with the precipitation anomaly as a drought indicator, we system-
atically analyze the characteristics of drought in Hebei Province in the previous 30 years to
provide a theoretical basis for drought prevention and mitigation.

2. Overview of Study Area

Hebei Province is one of the 13 major grain-producing areas according to the ‘13th Five-
Year Plan’ and ‘Science and Technology Innovation for High Grain Yield and Efficiency’.
The website of the National Bureau of Statistics (http://data.stats.gov.cn/ (accessed on
31 December 2018)) shows that the planting area of maize and wheat in Hebei Province
accounts for 9 and 10% of the national area from 2000 to 2018.

Drought accounts for about 62% of meteorological disasters in Hebei Province and
is the main disaster for agriculture. The average annual drought in Hebei Province from
1981 to 2015 affected an area of 1,760,000 km2, which was 18.4% of the whole crop planting
area in China. The interannual variation of the drought was shown in Figure 1. The rate
in Hebei Province in the late 1980s and 1990s was relatively high. In 1999 and 1997, the
drought disaster rate was 34.1 and 32.7%. After the m-k trend test, the downward trend of
drought reached the significant indigenous level of 0.01. To further explore the spatial and
temporal distribution of drought in Hebei Province, we take the precipitation anomaly as
an indicator to discuss the frequency of drought, drought ratio, and drought intensity.

 

Figure 1. Interannual variation of drought disaster rate in Hebei Province.

3. Data Sources and Research Methods

3.1. Data Source

The monthly precipitation of 139 meteorological stations in Hebei Province from 1981 to
2015 was obtained from the 13th Five-Year National Key Research and Development Plan
(2017YFD0300400). The data was based on the area of drought and crop production in Hebei
Province during the same period. The area and crop production were collected from the
China Civil Administration Statistical Yearbook. To eliminate the influence of the interannual
variation of crop planting area on the disaster area, we used the drought index such as the
crop disaster rate in Hebei Province. Crop disaster rate refers to the ratio of the affected area
and drought and sowing area in the same period. The crop sowing area is obtained from the
60-year statistics of agriculture in New China (1981–1998) of the Ministry of Agriculture and
Rural Affairs of the People’s Republic of China and the website of the National Bureau of
Statistics (http://data.stats.gov.cn (accessed on 31 December 2018)) (1999–2015). The seasons
are divided as follows: spring from March to May, summer from June to August, Autumn
from September to November, and Winter from December to February.
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3.2. Research Method

Precipitation anomaly (PA) refers to the ratio of precipitation anomaly in a certain
period and the average annual precipitation. In this study, the precipitation anomaly was
used as an indicator to evaluate the drought of Hebei Province in four seasons each year.
The evaluation criteria were collected from the national standards of the People’s Republic
of China (GB/T20481-2017), and the seasonal scale standard was adopted from it, too as
follows. When PA > −25%, there was no drought. When −50% < PA ≤−25%, light drought.
When −70% < PA ≤ −50%, moderate drought. When −80% < PA ≤ −70%, severe drought.
When PA ≤ −80%, extreme drought.

The frequency of drought in each scale (light, moderate, severe, and extreme drought)
in Hebei Province from 1981 to 2015 was expressed by the interannual occurrence of
drought. The influence range and drought intensity were expressed by the ratio of drought
and drought intensity. The calculation methods of drought frequency, the ratio of drought,
and drought intensity followed Ref. [14].

The analysis of the temporal change of drought is based on the trend line method in
which the climate propensity rate [14] is used to express the changing trend and rate of
drought disaster indicators by establishing a univariate linear regression equation between
disaster factors and time series. The rank-based nonparametric Mann-Kendall statistical
test method was used to test the significance of the changing trend of each time series. The
calculation method of Ref. [14] was used in this study.

4. Results and Analysis

4.1. Spatial-Temporal Distribution Characteristics of Drought Occurrence Frequency in
Hebei Province
4.1.1. Frequency of Spring Drought in Hebei Province

The average frequency of spring drought in Hebei Province was 37.2%, mainly mild
and moderate drought. Table 1 shows the areas of high-frequency drought on different
scales in Hebei Province. The average frequency of light drought was 21.7%. Shijiazhuang,
Hengshui, and Baoding were the centers of high-frequency drought. The maximum value
appeared at Pingshan, which was 40%. The average frequency of moderate drought
was 11.0%. The areas with high frequency were mainly concentrated in Tangshan and
Qinhuangdao. In the center of Qian’ an, the frequency was 25.7%. The average frequency
of severe drought was 2.9%. The areas of high frequency were concentrated in Cangzhou,
Xingtai, and northeast Baoding, with a frequency of 14.3%. The frequency of spring drought
was 1.7%, and the high frequency occurred in Handan and north-central Langfang.

Table 1. High-frequency regions of spring drought in Hebei Province.

Drought Level High Frequency Spring Drought Occurrence Area/City (Station) Drought Frequency/%

Mild drought

Baoding City (Baoding, Xushui, Mancheng, Li County), Hengshui City
(Shenzhou, Anping, Wuqiang, Raoyang), Shijiazhuang City (Pingshan,
Jinzhou, ZhaoCounty), Chengde City (Kuancheng, Chengde County),

Cangzhou City (Wuqiao), Zhangjiakou City (Huai’an).

31.4~40

Moderate drought
Qinhuangdao City (Lulong, Qinglong, Changli, Qinhuangdao), Tangshan City

(Qian’an, Luannan, Fengnan, Luanxian, Tanghai); Xingtai City (Longyao);
Baoding City (Gaobeidian).

17.1~25.7

Severe drought
Baoding City (Yi County, Zhuozhou), Cangzhou City (Cangzhou), Xingtai City
(Wei County, Xinhe, Lincheng), Cangzhou City (Cangzhou), Hengshui City

(Jizhou), Langfang City (Dachang).
8.6~4.3

Extreme drought
Handan City (Yongnian, Wu’an, Jize, Handan, Ci County, Linzhang); Langfang
City (Xianghe, Langfang, Wen’an, Yongqing); Xingtai City (Shahe, Guangzong,

Ren County, Julu, Nanhe, Pingxiang); Tangshan City (Yutian).
5.7~8.6
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4.1.2. Frequency of Summer Drought in Hebei Province

The average frequency of drought in summer in Hebei Province was 26.0%, and mild
drought was dominant in summer. Table 2 shows the high-frequency occurrence areas
of drought in summer. The average frequency of light drought was 20.3%, and the high
frequency appeared in the central region of Hebei Province, including southern Tangshan,
Langfang, Baoding, Shijiazhuang, and western Xingtai western Handan. Gaocheng and
Yongnian showed 34.3% of the frequency. The frequency of middle drought was 5.0%, and
the area of the high frequency region was mainly distributed in the southern part of Hebei
Province, with the highest value in Nanpi (17.1%). The frequency of severe drought and
extreme drought was low in summer. The area was mainly distributed in the south of Hebei
Province, and the area of the high frequency of extreme drought was mainly distributed in
the west and Langfang of Handan City and the eastern part of Cangzhou City.

Table 2. High frequency regions of summer drought in Hebei Province.

Drought Level High Frequency Summer Drought Occurrence Area/City (Station) Drought Frequency/%

Mild drought

Baoding City (Gaoyang, Baoding, Gaobeidian, Xiongxian, Zhuozhou);
Cangzhou City (Suning, Dingzhou); Handan City (Yongnian, Jize, Qiu

County); Hengshui City (Raoyang); Qinhuangdao City (Qinglong),
Shijiazhuang City (Gaocheng, Yuanshi, Wuji, Luancheng), Tangshan City

(Luannan, Tanghai), Xingtai City (Shahe).

28.6~34.3

Moderate drought

Baoding City (Mancheng), Cangzhou City (Nanpi, Botou, Xianxian County),
Dingzhou City (Dingzhou), Handan City (Cheng’an, Linzhang), Langfang City
(Gu’an, Sanhe), Shijiazhuang City (Wuji, Xingtang), Tangshan City (Yutian),

Xingtai City (Neiqiu, Nangong).

11.4~17.1

Severe drought

Baoding City (Shunping, Li County), Cangzhou City (Qing County, Cangzhou,
Yanshan), Handan City (Daming, Fengfeng, Quzhou), Hengshui City

(Wuqiang, Wuyi, Shenzhou, Raoyang, Jizhou), Shijiazhuang City (Zanhuang,
Shenze, Xinle), Xingtai City (Ren County, Longyao, Ningjin, Pingxiang, Xinhe,

Qinghe).

2.9

Extreme drought
Cangzhou City (Suning, Hejian City); Hengshui City (Shenzhou, Anping,
Hengshui City); Shijiazhuang City (Gaoyi, Jinzhou, Gaocheng); Xinji City

(Xinji); Xingtai City (Lincheng, Baixiang, Julu).
2.9

4.1.3. Frequency of Autumn Drought in Hebei Province

The average frequency of autumn drought in Hebei Province was 383%, and the
drought was mainly mild and moderate. The frequency of autumn drought is shown in
Table 3. The average frequency of mild drought was 24.1%, and the area was distributed in
western Handan and Xingtai. The frequency of Jinzhou was the highest, which was 42.9%.
The average frequency of moderate drought was 9.5%, which was mainly concentrated
in the southern part of Hebei Province, especially northeast Handan and eastern Xingtai.
The highest frequency was 20.0% in Handan. The high-incidence areas of severe drought
were mainly concentrated in the southeast of Hebei Province. especially Cangzhou and
Handan. The highest frequency appeared in Guangping and Gu’ an, showing 11.4%. The
area of extreme drought was mainly concentrated in the southern part of Hebei Province,
especially in Handan.
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Table 3. High frequency regions of autumn drought in Hebei Province.

Drought Level High Frequency Summer Drought Occurrence Area/City (Station) Drought Frequency/%

Mild drought

Cangzhou City (Haixing, Renqiu), Chengde City (Weichang), Handan City
(Linzhang, Ci County, Fengfeng, Feixiang, Handan, Xiangxian County,

Yongnian, Jize, Qiu County), Hengshui City (Anping, Wuqiang), Shijiazhuang
City (Jinzhou, Gaocheng, Zhao County), Xinji City (Xinji), Xingtai City (Shahe,

Lincheng, Nangong, Ningjin, Neiqiu, Nanhe, Linxi), Zhangjiakou City
(Chongli, Shangyi).

31.4~42.9

Moderate drought
Handan City (Handan, Yongnian, Quzhou, Wu’an, Daming); Hengshui City
(Jizhou); Xingtai City (Wei County, Julu, Qinghe, Xinhe); Zhangjiakou City

(Huai’an, Zhuolu, Zhangbei).
17.1~20.0

Severe drought
Cangzhou City (Botou, Wuqiao, Dongguang, Xianxian County), Handan City

(Guangping, Guantao, Feixiang), Hengshui City (Jizhou), Langfang City
(Gu’an, Yongqing), Shijiazhuang City (Shenze), Xingtai City (Lincheng).

8.6~11.4

Extreme drought

Baoding City (Tang County), Cangzhou City (Qing County), Handan City
(Guantao, Daming, Wei County, Jize, Qiu County, Handan, Quzhou County),
Langfang City (Dacheng), Shijiazhuang City (Luancheng, Yuanshi), Xingtai

City (Linxi, Pingxiang).

5.7

4.1.4. Frequency of Winter Drought in Hebei Province

The average frequency of winter drought in Hebei Province was 43.2%, and the
frequency of severe drought and extreme drought was higher. The high frequency of
winter drought was shown in Table 4. The average frequency of mild drought was 14.7%,
mainly concentrated in the northern part of Chengde, Pingquan and Xinglong station had
the highest frequency of 31.4%. The average frequency of moderate drought was 10.9%.
Tangshan and Qinhuangdao had the highest frequency, and the highest frequency was
25.7% in Qian’an. The average frequency of severe drought was 5.1%, mainly concentrated
in the southern area of Tangshan and Qinhuangdao, the highest value was 14.3%, appeared
in Luanxian and Luannan station. The frequency of extreme drought was much higher
than that in spring, summer and autumn, with an average of 12.6%, which was mainly
concentrated in the southern part of Hebei Province, and the highest value was 22.9% in
the Anping, Hejian, Cangzhou. and Zhaoxian stations.

Table 4. High frequency regions of winter drought in Hebei Province.

Drought Level High Frequency Summer Drought Occurrence Area/City (Station) Drought Frequency/%

Mild drought

Baoding City (Anguo, Yi County), Cangzhou City (Yanshan, Huanghua
County), Chengde City (Xinglong, Pingquan, Chengde County), Handan City
(Feixiang, Qiu County), Langfang City (Xianghe), Zhangjiakou City (Chongli),
Shijiazhuang City (Luancheng, Yuanshi, Zanhuang, Jingxing), Tangshan City

(Tanghai), Xingtai City (Baixiang).

22.9~31.4

Moderate drought
Langfang City (Dacheng); Qinhuangdao City (Lulong, Funing, Changli City);
Tangshan City (Qian’an, Tangshan, Yutian); Zhangjiakou City (Zhangjiakou,

Zhuolu).
20.0~25.7

Severe drought
Cangzhou City (Nanpi City), Hengshui City (Zaoqiang), Qinhuangdao City

(Funing, Changli City), Tangshan City (Luan County, Luannan, Fengnan,
Tanghai), Zhangjiakou City (Zhangbei).

11.4~14.3

Extreme drought

Baoding City (Quyang, Xiong County), Cangzhou City (Cangzhou, Hejian
County, XianXian County), Hengshui City (Anping, Hengshui, Wuyi,

Shenzhou, Raoyang, Fucheng), Shijiazhuang City (Zhao County, Zhengding,
Luancheng, Jinzhou, Gaoyi), Xinji City (Xinji), Xingtai City (Ningjin, Baixiang,

Longyao, Neiqiu, Nanhe).

20.0~22.9
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4.2. Trend Analysis of the Ratio of Drought Stations in Hebei Province

The ratio of drought stations could indicate the range of drought influence. The
average ratio of drought stations in spring, summer, autumn. and winter in Hebei Province
was 37%, 26%, 38%, and 43%, respectively. It could be found that the range of drought
influence in winter was the largest, and the range of drought influence in spring and
autumn was similar, reaching the regional drought degree. The variation trend of drought
impact range in the four seasons was shown in Figure 2. In addition to the increase in
the ratio of drought stations in summer, all other seasons showed a decreasing trend.
After the m-k trend test, it could be seen that the decrease trend of the ratio of drought
stations in autumn was significant (α = 0.05), and the other seasonal change of trends were
not significant.

Figure 2. Interannual variation of the ratio of drought stations in hebei province over four seasons.

4.3. Trend Analysis of Drought Intensity in Hebei Province

The drought intensity index indicates the change in drought intensity in Hebei
Province. The average drought intensity in spring, summer, autumn, and winter in Hebei
Province was 0.38, 0.36, 0.42, and 0.52. The average drought intensity in winter was the
highest. The drought intensity at the regional level in the four seasons was lower than 1,
and the regional drought intensity was mild (Figure 3). Figure 3 shows that the spring and
summer drought intensity in Hebei Province was on the rise, while autumn and winter
drought intensity was on the decline. The m-k trend test result showed the decreasing
trend of drought intensity in autumn at the significant level of 0.05. The trend in other
seasons was not significant.

Figure 3. Interannual variation of drought intensity in four seasons in Hebei Province.

4.4. Correlation Analysis of Drought Disaster Rate with Drought Intensity and the Ratio of
Drought Stations

The disaster indicator reflects the intensity of disaster-causing factors, and exposure,
and is related to the vulnerability of disaster-affected bodies and human resilience [13].
Therefore, we used the disaster index of drought to conduct a correlation analysis with the
drought intensity and the ratio of drought in season. The results are shown in Table 5. The
drought disaster rate in Hebei Province was significantly positively correlated with the
drought intensity and the ratio of drought in summer, but not significantly correlated in
other seasons. Therefore, the summer drought intensity and the expansion of drought were
the main reasons for the increase in the drought disaster rate. The ratio of drought and
drought intensity in summer showed an increasing trend. Although the increasing trend
did not pass the m-k trend test, the increasing trend was obvious. This helps for drought
prevention and control in the future.
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Table 5. Correlation analysis of drought disaster rate with drought intensity and the ratio of drought
stations.

Project
Drought Intensity the Ratio of Drought Stations

Spring Summer Autumn Winter Spring Summer Autumn Winter

disaster rate
of drought

Pearson relevance 0.247 0.398 * 0.026 0.325 0.326 0.496 ** 0.188 0.32
Significance (bilateral) 0.153 0.018 0.883 0.057 0.056 0.002 0.279 0.061

Note: **. Significant correlation at the 0.01 level (bilateral); *. Significant correlation at the 0.05 level (bilateral).
Discussion.

We analyzed the variation characteristics of drought disaster rate, the ratio of drought
stations, and drought intensity in Hebei Province. The results showed that the drought
disasters in autumn in Hebei Province significantly weakened, and the trend of drought
disasters in other seasons did not reach the level of anomaly by the m-k trend test. However,
the ratio of drought stations and drought intensity increased in summer. Summer drought
increased by an average rate of 1.576% for the previous 10 years, and drought intensity
increased at an average rate of 0.005. The drought disaster rate was significantly positively
correlated with the ratio of drought and drought intensity in summer. Although the
frequency of drought in summer was the lowest and was dominated by mild drought, the
frequency of drought was still 26%. Moderate, severe, and extreme droughts also occur,
and the frequency of moderate and severe droughts was 5.7%. The areas of high frequency
of summer drought are located in Shijiazhuang, Xingtai, Cangzhou, Hengshui, Baoding,
and Handan. According to the Economic Yearbook of Hebei Province, the planting area
of grain crops in these five cities accounted for 74.2% of the province in 2017. Therefore,
combined with the above factors, autumn and winter drought showed a decreasing trend.
The characteristics and trends of summer drought were still issues, and they need special
attention for drought prevention and disaster reduction.

5. Conclusions

The frequency of drought in Hebei Province was the highest in winter (43.2%), fol-
lowed by spring and autumn, and the lowest in summer (26.2%). The drought characteris-
tics were as follows: mild and moderate droughts were dominant in spring and autumn,
mild droughts were dominant in summer, and severe droughts and extreme droughts
occurred most frequently in winter. The spatial distribution of drought in four seasons
showed different characteristics. The frequency of extreme drought in Handan and Xingtai
in southern Hebei Province was higher. The ratio of drought in Hebei Province winter was
highest, the influence was biggest with a ratio of 37%. In spring and autumn, the frequency
of regional drought was 31 and 34%. The ratio of drought in summer was the smallest,
but the frequency of regional drought was still 17%. Except for the increase of the ratio of
drought in summer, it showed a decreasing trend in other seasons. The decreasing trend in
autumn reached a significant level of 0.05. The drought intensity values of Hebei Province
in the four seasons were all less than 1, with the largest in winter, followed by spring and
autumn, and the smallest in summer, with mild drought at the regional level. The drought
intensity showed an upward trend in spring and summer, a downward trend in autumn
and winter. The downward trend in autumn reached a significant level of 0.05. The drought
disaster rate in Hebei Province was positively correlated with summer drought intensity
and the ratio of drought stations.

Author Contributions: Conceptualization, Z.T.; methodology, Z.T.; software, S.W.; validation, S.W.;
formal analysis, Z.T.; investigation, S.W.; resources, Z.T.; data curation, S.W.; writing—original draft
preparation, S.W.; writing—review and editing, Z.T.; visualization, Z.T.; supervision, Z.T.; project
administration, Z.T.; funding acquisition, Z.T. All authors have read and agreed to the published
version of the manuscript.

571



Eng. Proc. 2023, 38, 52

Funding: Funded by the National Key R & D Program “Major grain-producing areas the main mete-
orological disaster process and the key technology of disaster reduction and production maintenance
regulation” (2017YFD0300400).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. United Nations Secretariat of the International Strategy for Disaster Reduction. Disaster Risk Reduction Frame-Work and Practices:
Contributing to the Hyogo Framework for Action; UNISDR: Geneva, Switzerland, 2009.

2. Qu, Y.; Lv, J.; Su, Z. Review and prospect of research on drought resistance and disaster reduction. J. Hydraul. Eng. 2018, 49,
115–125. (In Chinese)

3. Huang, J.P.; Yu, H.; Dai, A.G.; Wei, Y.; Kang, L. Drylands face potential threat under 2 ◦C global warming target. Nat. Clim. Chang.
2017, 7, 417–422. [CrossRef]

4. Han, H.; Liu, Z.; Liu, C.; Chen, Q.; Xie, G. Drought characteristics analysis and short-term prediction in Ji’an area from 1960 to
2018. J. Irrig. Drain. 2019, 38, 85–92. (In Chinese)

5. Wang, M.; Wang, X.; Huang, W.; Zhang, Y.; MA, J. Spatial-temporal distribution characteristics of seasonal drought in southwest
China based on relative humidity index. Trans. Chin. Soc. Agric. Eng. 2012, 28, 85–92. (In Chinese)

6. Zhao, S.; Gong, Z.; Liu, X. Correlation analysis between vegetation cover and drought conditions in North China from 2001 to
2013. Acta Geogr. Sin. 2015, 70, 717–729. (In Chinese)

7. Huang, D.; Peng, T.; Wang, K.; Chen, G. Analysis of results of using Z-index method to judge seasonal drought in southern China.
Chin. J. Agrometeorol. 2003, 24, 12–15. (In Chinese)

8. He, B.; Liu, Z.; Yang, X.; Sun, S. Spatio-temporal distribution characteristics of agro-meteorological disasters of major crops in
China under the background of climate change (II.): Drought of major grain crops in Northwest China. Chin. J. Agrometeorol.
2017, 38, 31–41. (In Chinese)

9. Liu, Y.; Wang, S.; Wang, J.; Wang, Z. Risk assessment of drought disasters in Southwest China under the background of climate
warming. J. Nat. Resour. 2018, 33, 325–336. (In Chinese)

10. Tian, Z.; Li, X. Analysis of drought change trend in China’s main grain-producing areas from 1949 to 2016. J. China Agric. Univ.
2019, 24, 159–167. (In Chinese)

11. Wang, M.; Yan, J. 1960–2012Characteristics of precipitation changes and heavy flooding in the southeast coastal areas of China in
2008Harmful trendsjudgement. Earth Environ. 2015, 43, 667–674. (In Chinese)

12. Shen, L.; He, J.; Zhou, X.; Chen, L.; Zhu, C. Study on the characteristics of summer precipitation and water vapor transport in
China in the past 50 years. Acta Meteorol. Sin. 2011, 68, 918–931. (In Chinese)

13. Wang, S.P.; Zhang, C.J.; Song, L.C.; Li, Y.H.; Feng, J.Y.; Wang, J.S. Relationship between soil redative humidity and the multiscale
meteorological drought indexes. J. Glaciol. Geocryol. 2013, 35, 865–873.

14. Wei, F. Modern Climate Statistical Diagnosis and Prediction Technology; Meteorological Press: Beijing, China, 2007; pp. 1–20.
(In Chinese)

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

572



†

†

573



 

◦
◦ ◦

◦

574



 

H1 H2 
H3 H4 

H5 
H6 

H8 H9 
H7 

H10 

G1 

G2 
G3 

575



 

576



  

(a) Shadows at 5:00, Summer Solstice  (b) Shadows at 19:00, Summer Solstice 

  

(c) Shadows at 7:00, Winter Solstice  (d) Shadows at 19:00, Winter Solstice 

 

577



7:15 8:15 9:15 10:15 11:15 

     

12:15  13:15  14:15  15:15  16:15 

     

17:15  18:15  19:15  20:15  

    
 

 

578



 

 

579



580



Citation: Lai, J.-C.M.; Wang, C.-L.;

Hsieh, M.-Y. Preliminary Research on

Carbon-Neutral Sustainable

Development Strategies in

Community Development Education.

Eng. Proc. 2023, 38, 53. https://

doi.org/10.3390/engproc2023038053

Academic Editors: Teen-Hang Meen,

Hsin-Hung Lin and Cheng-Fu Yang

Published: 27 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Preliminary Research on Carbon-Neutral Sustainable
Development Strategies in Community
Development Education †

Jiin-Chyuan Mark Lai 1, Chiung-Ling Wang 2 and Ming-Yuan Hsieh 3,*

1 Department of Applied Foreign Languages, Trans World University, Douliu 64063, Taiwan;
marklai07@gmail.com

2 Department of Industrial Education, National Taiwan Normal University, Taipei City 106010, Taiwan;
lin8332317@mail.edu.tw

3 Department of International Business, National Taichung University of Education,
Taichung City 40306, Taiwan

* Correspondence: cpawisely@mail.ntcu.edu.tw; Tel.: +886-975-118-922
† Presented at the 3rd IEEE International Conference on Electronic Communications, Internet of Things and Big

Data Conference 2023, Taichung, Taiwan, 14–16 April 2023.

Abstract: Owing to the severe development and progression of climate change and the greenhouse
effect, carbon neutrality has attracted much research interest in environment-related social research.
Specifically, in Article 12 of the Regulations on Community Development Work (RCDW) for more
than 25,000 Taiwanese community development associations, carbon neutrality is the main purpose
of environmental education, environmental protection and infrastructures, and social responsibilities.
Carbon neutrality has to be instituted into efficient governance and operations to provide effective
and diversified services for residents’ lives. Thus, sustainable strategies (environmental, social, and
governance, ESG) need to induce effective and efficient carbon-neutral sustainable development in
order to improve environmental conditions for the community’s residents without long-term govern-
ment compensation and resources. Environmentally sustainable strategies focus on environmental
protection and education for the whole community. Social strategies need to be associated with social
responsibility and public services, while governance needs to be concentrated on sustainable opera-
tion and management. In this study, effective and efficient carbon-neutral sustainable development
strategies were proposed for the community sustainability of community development associations.

Keywords: carbon neutral sustainable development strategy; community development education;
carbon-neutral sustainable development strategy; ESG (environmental, social and governance)

1. Introduction

With rapid economic development and social evolution, people pursue financial and
economic success as well as mental and spiritual accomplishment for self-satisfaction in
harmonious co-existence between humans and nature. As an essential foundational goal
of Taiwanese society, the advancement of lifestyles of health and sustainability (LOHAS)
is regarded as important. LOHAS originated from the LOHAS doctrine (LOHASism)
for sustainable happiness, health, and self-sufficiency. Health, happiness, protection,
environmental protection, and sustainability are core principles in environmental issues.
Organic foods, natural cotton and linen, secondhand houseware, bicycle riding, regular
sports and fitness, mind-soothing music, a friendly personality, and a sustainable lifestyle
have been the focused of human lives following these principles. LOHAS is important to
support environmental protection in consumption. The three essential principles of “do
good, feel good, and look good” are also emphasized [1–4].
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Taiwan has a land area of 36,000 km2 and is located near the southeastern coast of
China, bordering the Taiwan Strait and facing the Pacific Ocean. Taiwan is near Oki-
nawa and the Philippines with an annual average temperature of 22–25 ◦C. There are
268 mountains on Taiwan island, among which the highest one is Yushan Mountain, at
3952 m. The population is approximately 23 million, and the official languages are Man-
darin, Taiwanese, and Hakka. Buddhism and Taoism are the dominant religions. Taiwan
has rich natural resources, and so eco-tourism including Taiwanese aboriginal tribe culture
trips, local agricultural products tours, and local art tours is very popular. Therefore,
LOHAS is involved in the diverse communities and associations in Taiwan.

There have been systematic surveys on regional development and urban–rural dispar-
ities due to the different levels of economic and industrial development in Taiwan [5–12].
Such disparities are believed to create a gap between rich and poor communities. The
concept of utilitarianism has been introduced for the purposes of attain the maximum hap-
piness among the most people. Most communities propose that economic outcomes from
various industries need to be shared through government grants, subsidies, and incentives.
Therefore, most urban and rural community development associations commit themselves
to local industrial and economic development through local product development and
the tourism industry. Some have claimed that the profits of local development need to be
invested into minority groups, including local enterprises. However, most communities
focus only on tourism. Hence, issues have been raised regarding pollution, contamination,
transportation problems, and noise [6–12].

Therefore, LOHAS must be implemented for the development of communities to
advance life quality from the perspective of environmental, social, and governance (ESG)
perspectives. ESG policies support environmental protection in communities under mutu-
alism and strengthen social responsibility and government performance. These policies
also pay attention to environmental issues, including climate change, scarcity of natural
resources, pollution prevention and control, and waste disposal. Social benefits such as
human rights and interests, product duty, public information security, and life risks are
also emphasized in ESG [13]. In governance, the issues of administrative performance,
managerial effectiveness, and efficiency, developmental sustainability, and administrative
executive leadership are considered in ESG. ESG policies are also required to diminish the
disparities between urban and rural communities.

2. Literature Review

LOHAS reflects the rise of sustainable development, focusing on healthy, self-sufficient,
environmentally protected, organic, natural, cultural, and creative lives. In modernization
and globalization, people can experience emptiness, estrangement, and resource shortages.
LOHAS has corresponded to social development since being popularized in Europe and
America in the 2000s. The concrete statement of LOHAS was proposed in the 2008 Young
Chinese Fashion Culture Forum in Ningbo City, China, which was hosted by the Party
Central Committee, All-China Youth Federation, Ningbo City Hall, and Ningbo Municipal
Party Committee. The statement embodied twelve notions for self-improvement, including
a happy life, free creation, a strong body, sustainable food, simple consumption, contented
peace, good treatment, a closeness with nature close, environment protection, a public
spirit, and proactive sharing. In the definition, the concise concept of LOHAS is defined as
a “happy, pleasurable, and sustainable lifestyle”. Approximately one-fourth of Americans
have embraced the LOHAS lifestyle, while one-third of Europeans have adopted the
LOHAS lifestyle. LOHAS is not only a lifestyle, but also a cultural habit and creation. The
natural, healthy, harmonious, and environmentally protected lifestyle in LOHAS is related
to dieting, clothing, accommodation, transportation, education, and recreation [14,15].

Unfortunately, rapid economic development has caused a series of environmental
problems such as pollution in the air, water, and land, with climate anomalies, food contam-
ination, deracination, global warming, and deforestation. As a result, people have realized
the importance of environmental protection and reduced their consumption to advocate
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for eco-consumerism including green products, carbon reduction, green delivery, and so
on. Considerably more consumers have begun to implement the LOHAS concept in their
lives. They seek green, carbon-reduced, recyclable, and sustainable packaging for products
and recycle wastes actively. Therefore, the essential concept and philosophies of LOHAS
have been applied to consumer psychology, art theory, material science, manufacturing
technology, fabrication technology, product logistics, and customer services. LOHAS helps
to create impressive economic outputs, too. To diminish the disparities between urban and
rural communities in Taiwan through LOHAS, the unilateral development of the economy
and the industry with LOHAS ideas and activities is required for a better quality of life.

3. Conclusions and Future Direction

To mitigate the urban–rural disparities in Taiwan, attention must be paid to regional
economic and industrial development by developing local products and boosting the
local economy. However, Taiwanese communities should also consider environmental
issues seriously to achieve cultural, educational, and social benefits in order to enhance the
quality of life of community residents. Under Article 12 of the Regulations on Community
Development Work, there are over 25,000 Taiwanese community development associations.
In consideration of their concepts, purposes, and functions, environmental protection
and education, social responsibility and services, and efficient governance and operations
are required for them to provide more effective and diversified public services. Hence,
it is necessary to focus on the advanced role of the associations from the perspective of
ESG to maintain fundamental operations and offer their services even without long-term
government compensation. For sustainable development and operations, considerations
of the “environment” need to focus on the preservation and development of local natural
resources and culture, “social” policies need to involve social responsibility and public
services, “governance” needs to foster efficiency and sustainability. Creative research is
required to deeply and comprehensively help the community develop and strengthen the
sustainability of community development under ESG.
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Abstract: Weathered petroleum-contaminated soil was treated with Vetiveria zizanioides (Vetiver) and
Cymbopogon nardus (Lemongrasss) to investigate the efficiency of phytoremediation. The initial total
petroleum hydrocarbon (TPH) concentration of soil was 3000−8000 mg/kg, and after 6 months, the
TPH concentrations were degraded by 50−75% under the action of soil native microbial. Planting
vetiver and lemongrass stabilized soil pH and electrical conductivity, and it accelerated the decom-
position of TPH in soil. Planting vetiver showed a better effect. After 6 months of planting, the
TPH decomposition efficiency reached about 90%, and most of the easily decomposed TPH has been
decomposed. The results of rhizosphere soil microbiota analysis also showed that planting vetiver
increased the abundance of soil microbiota.

Keywords: TPH; phytoremediation; vetiver; lemongrass

1. Introduction

Petroleum is the main fuel for human life. Thus, petroleum contamination of soil is
often caused by accidental spills of petroleum from manufacturing, storage, and trans-
portation [1–3]. The main components of petroleum are alkane hydrocarbons, which are
therefore referred to as total petroleum hydrocarbon (TPH). A lot of the components in
petroleum have adverse effects on human health. Therefore, petroleum is an important
pollutant for soil in many countries. Remediation technologies for TPH-contaminated
soil at present include biological remediation, soil vapor extraction, thermal desorption,
and chemical oxidation. Compared with physical and chemical remediation technologies,
the bioremediation method using microorganisms is more economical with low energy
consumption and is environmentally friendly [3–5]. However, for TPH-contaminated soil
with high carbon numbers and weathering, the decomposition efficiency of bioremediation
was often not high.

Phytoremediation is a remediation technology that uses plants to remove pollu-
tants [6,7]. It is used to remediate various pollutants, including heavy metals, inorganic
salts, and organic pollutants. The mechanism of phytoremediation for the removal of
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organic pollutants includes phytoextraction, phytodegradation, phytovolatilization, and
rhizosphere bioremediation [8–12]. Phytoextraction is to uptake and accumulate pollutants
in plants through the absorption of water and nutrients by plants in order to remove pollu-
tants from the soil. The degradation of pollutants through the metabolism of plants is called
phytodegradation or phytotransformation. The evaporation of pollutants into the atmo-
sphere through the evapotranspiration of plant leaves is called phytovolatilization [8–10].
In addition, plant roots release exudates, such as low-molecular-weight organic acids,
to the soil to stimulate the degradation of organic chemicals, the growth of new species,
and/or increase soluble substrate concentrations for all microorganisms, which is known
as phytostimulation or plant-assisted bioremediation [11,12].

In addition to the advantages of less energy consumption, low cost, and less impact
on soil properties, phytoremediation greens landscapes, and it is the most accepted remedi-
ation technology by the public. Corresponding to the international goal of promoting net
zero by 2050, phytoremediation reduces the energy required for remediation and achieves
the effect of carbon reduction. Thus, it needs to be used more. Therefore, with vetiver
and lemongrass that have economic values and strong growth ability, we carried out the
phytoremediation experiment of petroleum-contaminated soil to study the efficiency of
remediation of the two plants on weathered petroleum-contaminated soil. Vetiver is an
evergreen perennial herb and is propagated by divisions. It grows in an environment with
an annual rainfall of 300−6,000 mm and survives for 8 months in a water-soaked environ-
ment and for 5 months in the arid desert edge. It can survive in harsh soil environments
such as acidic, alkaline, saline land, sandy land, gravel land, and mining spoil, and in
a temperature of −15 to 55 ◦C. Vetiver has strong ecological adaptability and resistance
to adversity and has the advantages of fast growth, a well-developed root system, and
easy cultivation. Lemongrass is a perennial herb and is propagated by seeds or divisions.
Lemongrass prefers a sunny and warm climate with strong drought tolerance. It does
not restrict a type of soil with a well-developed root system. The leaves contain lemon
fragrance, which can be distilled to extract essential oils and which have economic value.

2. Methods

The soil in this study was collected from the site of the Taichung oil supply center of
China Petroleum Corporation in Taiwan in the coordinates of 120.5432 E and 24.2993 N The
soil was classified into three soils according to the TPH concentrations. The average concen-
tration of the low TPH concentration was about 3000 mg/kg, the middle concentration was
about 4500 mg/kg, and the high concentration was about 8000 mg/kg. The experiment
was carried out with potted plants, each of which was filled with about 30 kg of soil. Three
experimental soils were tested: control, vetiver, and lemongrass groups. Each experimental
group had three soils. The control group did not have any plants, and the same method
was applied with vetiver and lemongrass planted, with the same growth conditions of
water and sunshine. The rhizosphere soil was collected every two months for the analysis
of pH, electrical conductivity, and TPH concentration. For the measurement of soil pH, 20 g
of air-dried soil was taken and added 20 mL of reagent water. After mixing and stirring,
the solution was left to take the supernatant liquid to measure pH with a pH electrode. Soil
conductivity was measured as the conductivity of the filtrate with a conductivity meter
after taking 10 g of air-dried soil, to which was added 50 mL of deionized water and shaken
at 140 rpm for 1 h and filtered with Whatman No.5 filter paper. For the analysis of soil
TPH concentration, 2 g of soil was taken and 10 mL of n-hexane was added, which was
extracted by ultrasonic wave, concentrated under reduced pressure, and then quantified by
GC-FID. Before the test and 5 months after the test, the soil microbiological analysis was
carried out by the Next Generation Sequencing method.
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3. Results and Discussion

3.1. Soil Properties

The particle size analysis result of the soils with the three concentrations of TPH
showed that the proportion of sand particles accounted for about 98.0% and silt for about
2.0%. Thus, the soil was classified to be sandy soil. The average concentration of TPH
in the low-concentration soil was 3029 mg/kg, pH was 6.97, electrical conductivity was
171.2 μS/cm, and organic matter content was 7.43%. The average concentration of TPH
in the medium-concentration soil was 4617 mg/kg, pH was 7.39, electrical conductivity
was 169.8 μS/cm, and organic matter content was 7.90%. The average concentration of
TPH in high-concentration soil was 7865 mg/kg, pH was 7.60, electrical conductivity was
167.7 μS/cm, and organic matter content was 8.67%.

The soil pH after 6 months of the test was shown in Figure 1. After 6 months of the
test, the pH of the soil increased. However, the increase in pH in the soil planted with
vetiver and lemongrass was lower than that in the control group. Figure 1b shows the
measured results of soil electrical conductivity after 6 months of the test. The electrical
conductivity of all soils increased significantly after 6 months of testing. The increase in
the soil with vetiver was the smallest, followed by the soil with lemongrass, and the soil
without plant showed the largest increase in electrical conductivity. Such results show that
planting plants slowed the changes in soil pH and electrical conductivity.

Figure 1. Properties of soil samples. (a) pH and (b) electrical conductivity.

3.2. TPH Concentration

Figure 2 shows the change in the TPH concentration in the control soil. The initial
average concentration of TPH in low-concentration soil was 3029 mg/kg. After 2 months,
the average concentration was 1455 mg/kg, and the degradation rate of TPH was about
52%. After 6 months, the average concentration of TPH was about 904 mg/kg, and the
degradation rate of TPH was about 70%. During the period of 6−15 months, the residual
TPH concentration in the soil did not change much. At 15 months, the average concentration
of TPH was about 827 mg/kg, and the average removal rate was about 73%. The initial
average concentration of TPH in the medium-concentration soil was 4617 mg/kg. After
2 months, the average concentration was 2533 mg/kg, and the TPH degradation rate was
about 45%. After 6 months, the average TPH concentration was about 2000 mg/kg, and the
TPH degradation rate was about 56%. At 15 months, the average concentration of TPH was
about 1109 mg/kg, and the degradation rate of TPH was about 76%. The average initial
TPH concentration of high-concentration soil was 7865 mg/kg, and after 2 months, the
average soil TPH concentration was 5125 mg/kg, and the TPH degradation rate was about
35%. At 6 months, the average TPH concentration was about 3893 mg/kg, and the TPH
degradation rate was about 50%/. After 15 months, the average TPH concentration was
about 1285 mg/kg, and the TPH degradation rate was about 83%.
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Figure 2. The change of soil TPH concentration in the control soil.

Figure 3 showed the change in the TPH concentration in the soil with vetiver. Af-
ter 2 months in low-concentration soil, the average concentration of TPH in the soil was
897 mg/kg, and the degradation rate of TPH was about 70%. After 6 months, the aver-
age concentration of TPH was about 278 mg/kg, and the degradation rate of TPH was
about 90%. During 6−15 months, the soil TPH concentration did not change much, in-
dicating that most of the easily decomposed TPH had been decomposed at 6 months. In
medium-concentration soil, after 2 months, the average concentration of TPH in the soil
was 1431 mg/kg, and the TPH degradation rate was about 70%. After 6 months, the
average concentration of TPH was about 578 mg/kg, and the TPH degradation rate was
88%. After 15 months, the average TPH concentration was about 528 mg/kg, and the TPH
degradation rate increased to 89%. For high-concentration soil, after 2 months, the average
concentration of TPH in the soil was 4478 mg/kg, and the degradation rate of TPH was
about 43%. After 6 months, the average concentration of TPH was about 1616 mg/kg, and
the degradation rate of TPH was about 80%. After 15 months, the average concentration of
TPH was about 927 mg/kg, and the degradation rate of TPH was close to 90%.

Figure 3. The change of soil TPH concentration with vetiver.

Figure 4 showed the variation of TPH concentration in the soil with lemongrass. For
the low-concentration soil, after 2 months, the average concentration of TPH in the soil was
669 mg/kg, and the degradation rate of TPH was about 78%. After 6 months, the average
concentration of TPH was about 263 mg/kg, and the degradation rate of TPH was about

588



Eng. Proc. 2023, 38, 63

91%. From 6 to 15 months, the residual TPH concentration in the soil did not change much.
In the medium-concentration soil, after 2 months, the average concentration of TPH in the
soil was 1015 mg/kg, and the degradation rate of TPH was about 78%. After 6 months, the
average concentration of TPH was about 587 mg/kg, and the degradation rate of TPH was
about 87%, and little change in TPH concentration was observed up to 15 months. In the
high-concentration soil, after 2 months, the average concentration of TPH in the soil was
3669 mg/kg, and the TPH degradation rate was about 53%. After 6 months, the average
concentration of TPH was about 2245 mg/kg, and the TPH degradation rate was about
71%. After 15 months, the TPH average concentration was about 1126 mg/kg, and the
degradation rate of TPH was about 86%.

Figure 4. The change of soil TPH concentration in the soil with lemongrass.

In the control soil without planting plants, the soil TPH slowly degraded. During the
15-month test period, the soil removal rate of the low-concentration soil was about 73%,
that of the medium-concentration soil was about 76%, and that of the high-concentration
soil was about 83%. The TPH degradation efficiency of the high-, medium-, and low-
concentration soil with vetiver reached about 90% in 6 months, and the TPH degradation
rate remained almost similar during 6 to 15 months. It showed that TPH was easily
degraded by up to 90%. With lemongrass, the degradation rate of TPH was close to
90% in 6 months for the medium-and low-concentration soils. The degradation rate
during 6 to 15 months was similar to that with vetiver without a significant increase.
However, the degradation efficiency of TPH in the high-concentration soil was relatively
slow, showing a degradation rate of about 71% in 6 months and 86% in 15 months. For the
high-concentration soil, the TPH degradation efficiency with lemongrass was less than that
with vetiver.

3.3. Soil Bacteria

Table 1 showed the distribution of bacteriophage in the soils before the test and after
5 months of the test. For the low-concentration soil (3000 mg/kg), before the test, the
bacteria in the soil included 715 genera and 1092 species. After 5 months, 604 genera and
772 species remained. There were 865 genera and 1123 species in the soil with vetiver while
612 genera and 768 species in that with lemongrass. After 5 months of experimentation,
except for the soil with vetiver, the bacteriophage in the soils with lemongrass and without
plant decreased. For the medium-concentration soil (4500 mg/kg), before the test, the
soil bacteria included 735 genera and 1148 species. After 5 months, the control soil had
640 genera and 832 species, 823 genera, and 1086 species with vetiver, and 706 genera and
909 species with lemongrass. For the high-concentration soil (8000 mg/kg), before the test,
the soil bacteria included 695 genera and 1078 species. After 5 months of testing, the control
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soil had 627 genera and 827 species, 721 genera and 947 species in the soil with vetiver, and
670 genera and 877 species in the soil with lemongrass. The three TPH concentration soils
showed that the bacteriophage with vetiver was the most abundant.

Table 1. Changes in soil bacterial phase abundance before and after 5 months of the experiment.

Test
Group

TPH 3000 mg/kg TPH 4500 mg/kg TPH 8000 mg/kg

Genus Species Genus Species Genus Species

Before test 715 1092 735 1148 695 1078
Control 604 772 640 832 627 827
Vetiver 865 1123 823 1086 721 947

Lemongrass 612 768 706 909 670 877

The abundance of bacteria in the control soil decreased after 5 months of the test. It is
speculated that the longer the test time, the fewer available nutrients in the soil, resulting in
a decrease in the abundance of bacteria. The bacterial abundance of the soil with lemongrass
also decreased after 5 months. However, the soils with plants had more abundant bacteria
than the control soil. The soil bacterial abundance with lemongrass did not increase, which
may be related to the poor growth of the lemongrass. After 5 months of the experiment,
bacteria abundance in the soil with vetiver increased compared with other soils, which
showed that vetiver helped increase the richness of the microbiota in the soil.

4. Conclusions and Suggestion

The results of this study showed that the remediation of the petroleum-contaminated
soil by the native microorganisms was slow, and the degradation rate of TPH was about
50−70% in 6 months. Planting vetiver and lemongrass stabilized soil pH and electrical con-
ductivity and accelerated the degradation of TPH in soil with vetiver having a better effect.
In this study, phytoremediation by vetiver was more effective with a TPH degradation rate
of about 90% in 6 months. The bacteriophage in the rhizosphere of the soils also showed
that planting vetiver increased the abundance of soil microbiota. Phytoremediation with
vetiver was helpful to remediate petroleum-contaminated soil. Other than the remediation
effect, vetiver has economic value as it is used to extract aromatic oil and used to produce
handicraft materials, papers, and fuels. Thus, it is recommended to use the vetiver for the
phytoremediation of petroleum-contaminated soils with multiple benefits.
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Abstract: Rainfall data are crucial in hydrology models. In this study, the assessment of two spatial
interpolation approaches of Inverse Distance Weighting (IDW) and Local Polynomial Interpolation
(LPI) for rainfall in Peninsular Malaysia was conducted. The daily precipitation for 515 rainfall stations
across Peninsular Malaysia during 2011–2020 was used as the reference data. The performance of
IDW and LPI was evaluated by the computation of the coefficient of determination (R2), the mean
absolute error (MAE), and the root mean square error (RMSE). The results show that LPI methods
surpass IDW methods on the annual scale rainfall interpolations in Peninsular Malaysia by exhibiting
a better statistical evaluation.

Keywords: interpolation; Inverse Distance Weighting; Local Polynomial Interpolation; rainfall

1. Introduction

Rainfall data are crucial for hydrological modeling when anticipating extreme pre-
cipitation events such as droughts and floods and assessing the quantity and quality of
the surface and groundwater. However, in most situations, the precipitation measurement
station network is poor, and the data supplied are insufficient to define the highly variable
precipitation and its geographical distribution. This is particularly true in underdeveloped
nations such as Algeria, where the complexity of rainfall distribution is compounded by
measuring challenges. As a result, the methods for estimating rainfall in regions where rain-
fall has not been recorded must be established based on data from nearby meteorological
stations [1–3].

One of the ways to forecast rainfall is by using spatial interpolation techniques. In
environmental management, geographic continuous data (or spatial continuous surfaces)
are important for planning, risk assessment, and decision-making. They are, however, not
always widely available and can be difficult and expensive to obtain, especially in hilly
or deep-water places. During field surveys, environmental data are frequently collected
from point sources. Environmental managers, on the other hand, typically require precise
geographic continuous data throughout an area to make effective and confident choices,
whereas scientists require accurate spatial and continuous data across a region to make
justified conclusions [4–6].

The spatial continuous data of environmental variables have become more significant
as geographic information systems (GIS) and modeling approaches have become more
powerful for the conservation of natural resources and biological conservation. As a result,
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attribute values at unsampled places must be inferred, requiring spatial interpolation from
data sets for spatial continuous data. Once the variational surface has various degrees of
resolution, the cell density, or inclination other than what is required, is also necessary [7].
Furthermore, when a continuous region is presented by a different information type than
what is required, and the confirming data do not completely cover the region of interest,
spatial interpolation is required [8]. Therefore, this study aimed to investigate accurate and
efficient spatial interpolation methods to evaluate rainfall data.

2. Methodology

The historical daily precipitation data (2011–2020) of 550 rain gauges were obtained
from the Department of Irrigation and Drainage Malaysia (DID). Since rain gauges only
show the point sampling of a storm’s areal spread, before using the data, it is necessary
to undergo the process of a quality check, which is important to ensure that rainfall data
are consistent. Stations with no missing data were acceptable in this study, while stations
with missing data were further categorized into categories of less than 10% and more than
10%. According to Burhanuddin et al. [9], only data with a low quantity of missing data
(less than 10%) could be considered good quality data, and thus, stations with more than
10% of missing data were directly eliminated from the study. Apart from this, according to
Chow et al. [10], for station X with less than 10% missing data, the arithmetic procedure
could be adopted to estimate the missing observation of station X.

−
p =

∑n
i=1 p
n

(1)

−
p = combined mean for the rainfall station
n = number of the rainfall station
i = individual rainfall station
Hence, in this study, missing data were filled with precipitation values from the nearest

stations, which tended to have similar characteristics using the arithmetic procedure. Next,
the daily precipitation was aggregated into yearly, monthly, and daily scales for better
comparison. After the process of data acquisition, a total of 515 stations were applied to
the research.

The methods of spatial interpolation were created for specific data types or variables.
Li and Heap [11] analyzed the essential elements of the most often utilized approaches.
The precipitation value at a location with no recorded data could be determined using
known precipitation readings at nearby weather stations through spatial interpolation.
Spatial interpolation is a technique for generating surface data from a set of sample points,
which can then be used for analysis and modeling. In this study, ArcMap 10.8 was used
to create maps, compile geographic data, and analyze mapped information. Two spatial
interpolation methods were used in this study, which included Inverse Distance Weighted
(IDW) and Local Polynomial Interpolation (LPI).

All interpolation methods were based on the assumption that points closer together
could have more correlations and similarities than those further apart. The rate of these
correlations and similarities between neighbors was proportional to the distance between
them in the IDW approach, which could be defined as the distance reverse function of
each location from the surrounding points. It is vital to remember that the specification
of the nearby radius and the accompanying power to the distance reverse function were
considered significant difficulties in this approach. A state with a sufficient number of
sample sites (at least 14) and an appropriate degree of dispersion in local scale levels was
essential to apply this strategy. The value of the power parameter was the most important
element impacting the accuracy of the inverse distance interpolator. IDW made use of
Equation (2).
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Zo =
∑s

i=1 Zi
1

dK
i

∑s
i=1

1
dK

i

(2)

Zo = Predicted value at the unsampled site
Zi = Observed value
Di = The distance between the prediction and measured locations
s = The number of measured sampling points within the neighborhood
K = Power parameter defining the rate of reduction in weights as the distance increase
IDW must be an accurate interpolator to avoid division by zero at the sample points

when di0 = 0. Furthermore, the interpolated surface’s maximum and lowest values can
occur only at the data points. Although IDW is a quick interpolation method, it is prone
to outliers and data clustering. Furthermore, this technique does not provide an implicit
evaluation of the forecast’s accuracy.

LPI is used to fit each polynomial within a particular overlapping neighborhood.
The search neighborhood can be chosen using the search neighborhood conversation.
The form, the maximum and lowest number of points, and the sector organization are all
selectable. Surfaces that capture a short-range variation can be produced through LPI. As an
alternative, a slider can be used to select the neighborhood’s width and a power parameter
which, based on the neighborhood’s sample points’ distance, lessens their weights. As a
result, LPI creates surfaces that account for more local variation.

In this research, statistical analysis was used to assess the competency of a model on
unknown data. The selected statistical parameters in this study were the coefficient of
determination (R2), the mean absolute error (MAE), and the root mean square error (RMSE).

3. Results and Discussion

This section compares the spatial interpolation results using IDW and LPI with the
ground-based rainfall data on an annual scale. Both IDW and LPI interpolation results are
shown in their graphical form (Figure 1). Additionally, the performance of IDW and LPI
were compared using statistical analyses covering R2, (MAE), and RMSE. These results
are presented in Table 1. The R2 values after the interpolation procedures ranged between
0.35 and 0.69. For the IDW method, the lowest R2 value was recorded at 0.35 in the year
2015, and the highest R2 value was 0.65 in the year 2011. Meanwhile, for the LPI method,
the lowest R2 value was 0.39 in the year 2015, and the highest was 0.69 in the year 2011.
For MAE, the value ranged between 0.79 and 1.16 for the IDW method, where the lowest
value was recorded in the year 2016, and the highest value was shown in the year 2011.
Meanwhile, for the LPI method, the lowest MAE value was 0.75 in the year 2016, and the
highest was 1.12 in the year 2011. In terms of RMSE, the lowest value for the IDW method
was 1.09, which is slightly higher than that of the LPI method, with a value of 1.07. The
lowest RMSE value for both methods was recorded in the year 2016. The highest value of
RMSE for the IDW method was 1.66 in the year 2014, while for the LPI method, the highest
value was 1.60, recorded in the year 2017. By comparing the result of R2, MAE, and RMSE
calculations on an annual scale for the IDW and LPI methods, it was concluded that the
LPI method outperformed the IDW method. This was because the MAE and RMSE values
of LPI were always lower than that of IDW. At the same time, a higher R2 value could also
be found in LPI compared to IDW.
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Table 1. Statistical analyses of IDW and LPI compared to ground-based rainfall data.

Year
IDW LPI

RMSE MAE R2 RMSE MAE R2

2011 1.64 1.16 0.65 1.55 1.12 0.69

2012 1.51 1.08 0.49 1.44 1.04 0.53

2013 1.57 1.11 0.58 1.50 1.06 0.61

2014 1.66 1.13 0.54 1.58 1.09 0.57

2015 1.31 0.91 0.35 1.25 0.88 0.39

2016 1.09 0.79 0.59 1.07 0.75 0.61

2017 1.64 1.13 0.64 1.60 1.09 0.65

2018 1.32 0.96 0.48 1.26 0.93 0.52

2019 1.40 1.06 0.47 1.33 0.99 0.52

2020 1.33 1.00 0.51 1.32 0.98 0.52

 
(a) 

Figure 1. Cont.
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(b) 

 
(c) 

Figure 1. Cont.
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(d) 

Figure 1. (a) Comparison of Annual Rainfall Intensity in mm using IDW and LPI methods with the
ArcGIS Map during 2011–2013. (b) Comparison of Annual Rainfall Intensity in mm using IDW and
LPI methods with the ArcGIS Map during 2014–2016. (c) Comparison of Annual Rainfall Intensity in
mm using IDW and LPI methods with the ArcGIS Map during 2017–2019. (d) Comparison of Annual
Rainfall Intensity in mm using IDW and LPI methods with the ArcGIS Map in 2020.

4. Conclusions

The maps of rain data were generated for each year from the year 2011 to 2020.
The statistical analyses, including R2, MAE, and RMSE, were implemented to test the
performance of IDW and LPI as interpolation methods. In conclusion, the statistical
analyses showed that the LPI method exhibited better performance than the IDW method
as it had lower MAE and RMSE values but high R2. In future research, the study duration
can be expanded to 10 or 15 years to obtain more reliable data and reduce performance
errors. In addition, a variety of widely used methodologies, such as triple collocation
analysis, which does not require real values, could be proposed for more accurate study.
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Abstract: Currently, the number of manufacturers in the natural gas energy industry in several
regions is stagnant. However, to improve operating efficiency, it is necessary to review the current
optimum number of public gas fuel utilities. Therefore, using the manufacturers of Taiwan’s natural
gas energy industry and the number of natural gas energy users as a network variable from 1995
to 1999 as panel data, the consideration of network effects of the translog cost function model is
incorporated in this study in order to understand the difference from the previous research.
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efficiency; optimal scale

1. Introduction

Compared with coal and oil, natural gas is a low-carbon and clean energy source,
causing less air pollution. With the growing awareness of the importance of environmental
protection, the world’s energy policies are gradually changing to increase the proportion of
low-polluting energy sources. At present, natural gas energy in Taiwan only accounts for
5% of total domestic energy, so there is still considerable room for flexibility in promoting
the expansion of natural gas use. The natural gas energy utilization rate in the northern
region is higher than that in the southern region. This is because population concentration
and urbanization in the northern region are higher than those in the southern region, as
pipeline erection cost is lower, gas supply price is lower, and public acceptance is also
higher in the northern region. All natural gas use areas are located in the western part of
Taiwan. Due to geography, there is currently no public gas manufacturer in the eastern part.

Since the industry requires a considerable amount of capital to be invested, it must
endure more losses at the beginning of its operation. According to the survey data of
this research, most natural gas energy manufacturers in Taiwan are currently making
profits but not to a reasonable level. Given that manufacturers are unable to introduce
new technologies, this limits the effective improvement of the quality of production and
service. In addition, given that the number of natural gas energy companies in several
regions is stagnating, it is necessary to review the current optimal number of public gas
fuel companies to improve operational efficiency, and the discussion of the optimal scale is
particularly critical.

There is no relevant empirical research on the optimal operating scale of this industry
in Taiwan. There are few foreign studies on this industry [1–3]. Only Ref. [2] has tested
the economic scale of this industry. It was found that, besides technological changes,
the factor with the most significant contribution to the productivity increase in the U.S.
natural gas energy industry is the economy of scale. Network industries such as aviation,
transportation, hydropower, electricity, and telecommunications, were also found to affect
the economies of scale of the industry [4–7]. Therefore, in this study, the panel data of the
manufacturers of Taiwan’s natural gas energy industry from 1995 to 1999 were constructed.
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Using the translog cost function model, the economies of scale, density, and scope of
industries were investigated.

2. Research Methodology

In the literature, MES is mainly discussed in terms of engineering and cost analy-
sis [8–10]. In Ref. [11], the MES was estimated and compared with the cost analysis method
and the engineering method, and it was found that the MES estimated by the engineering
method was overestimated. In natural gas energy, product quality is uniform, which
increases the applicability of the cost analysis method. Therefore, in the natural gas energy
industry [1–3], the translog cost function is used as a model for empirical analysis. There-
fore, the research framework of the cost analysis method was referred to from the literature,
and the translog cost function was constructed as an empirical model for exploring the
natural gas energy industry in this study.

2.1. Definition of Variables

The data of 24 manufacturers from 1995 to 1999 for 5 years were obtained without
unsuitable samples. Therefore, the data of 21 natural gas energy manufacturers from 1995
to 1999 for 5 years were used to construct the manufacturer-specific panel data for this
empirical study.

Short-term variable cost (VC) was obtained by adding the cost of intermediate inputs
to the cost of labor. The intermediate input price (P1) was calculated by the annual cost
of raw gas purchased by natural gas energy manufacturers and then deducted from the
amount of raw gas purchased. The labor price (P2) was calculated using the average
price method, and the annual personnel cost of each natural gas energy manufacturer was
divided by the total number of employees. Gas output (Q1) was measured based on the
annual gas sale volume of each natural gas energy manufacturer, installation output (Q2) is
the annual installation sales volume of natural gas energy manufacturers, and real capital
(K) is the fixed assets of natural gas energy manufacturers. In terms of network variables in
the model, the number of the manufacturer’s natural gas energy users (N) in the current
year was represented. The above basic statistics were arranged as shown in Table 1. Time
trends (T) were dummy variables (dummy variable T = 1,2, . . . ,5 for 1995−1999). The
other variables were deflated by the relevant price index of 1995 as the base period.

Table 1. Results of short-term translog cost function estimation (1995–1999).

Explanatory Parameter Explanatory Parameter

Constant −6.983 (−1.92) c ln P1 ln N −0.094 (−4.35) a

ln P1 0.411 (6.14) a ln P1·T 0.018 (4.52) a

ln P2 0.590 (8.81) a ln P2 ln Q1 −0.640 (−2.01) b

ln Q1 3.961 (1.87) c ln P2 ln Q2 0.064 (0.70)
ln Q2 −0.466 (−0.77) ln P2 ln K 0.266 (2.76) a

ln K −1.156 (−1.81) c ln P2 ln N 0.241 (0.70)
ln N 0.777 (0.31) ln P2 · T 0.026 (0.66)

T 0.056 (0.25) ln Q1 ln Q2 0.511 (4.11) a

ln P1 ln P1 −0.266 (−15.60) a ln Q1 ln K −0.303 (−1.71) c

ln P2 ln P2 −0.253 (−12.75) a ln Q1 ln N −0.079 (−0.20)
ln Q1 ln Q1 0.171 (0.36) ln Q1 · T 0.170 (2.69) a

ln Q2 ln Q2 0.033 (0.43) ln Q2 ln K −0.087 (−1.78) c

ln K ln K 0.190 (2.89) a ln Q2 ln N −0.408 (−3.37) a

ln N ln N 0.112 (0.30) ln Q2 · T 0.030 (1.73) c

T · T −0.084 (−5.05) a ln K ln N 0.071 (0.32) a

ln P1 ln P2 −0.262 (−16.30) a ln K · T −0.025 (−1.70) c

ln P1 ln Q1 0.165 (7.36) a ln N · T −0.147 (−2.37) b

ln P1 ln Q2 0.012 (1.75) c
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Table 1. Cont.

Explanatory Parameter Explanatory Parameter

R2
Cost function 0.958
Intermediate input share function 0.858

Note: 1. Values in parentheses are T values. 2. a, b, and c represent significance at the 1%, 5%, and 10% statistical
test levels, respectively.

2.2. Empirical Model

In empirical research, it is not suitable for industries with a large number of fixed
factors to use the long-term cost function to directly analyze since the production technology
is not in the optimal equilibrium state. It is appropriate to use the short-term cost function
that considers fixed factors to measure [12,13]. According to the setting of the translog
cost function by Ref. [14], the second-order approximation equation of the cost function is
expressed as follows.

ln VC = β0 +
2
∑

i=1
βPi ln Pi +

2
∑

i=1
βQi ln Qi + βK ln K + βN ln N + βTT

+ 1
2

2
∑

i=1

2
∑

j=1
βPi Pj

(
ln Pi ln Pj

)
+ 1

2

2
∑

i=1

2
∑

j=1
βQiQj

(
ln Qi ln Qj

)
+ 1

2 βKK(ln K)2 + 1
2 βNN(ln N)2 + 1

2 βTT(T)
2

+
2
∑

i=1

2
∑

j=1
βPiQj ln Pi ln Qj +

2
∑

i=1
βPiK ln Pi ln K

+
2
∑

i=1
βPi N ln Pi ln N +

2
∑

i=1
βPiT ln PiT +

2
∑

i=1
βQiK ln Qm ln K

+
2
∑

i=1
βQi N ln Qi ln N +

2
∑

i=1
βQiT ln QiT + βKN ln K ln N

+βKTT ln K + βNTT ln N + ε

(1)

Adopting the concept of the augmented scale of economies (ASCE) [15], the augmented
and estimated annual short-run cost function was used for total regional consolidated firms
after merging ASCE to expand the number of users at a given price (the average price of
consolidated manufacturers in each region).

∑
i

VCi = ∑
i

fi(P1, P2, Q1i, Q2i, Ki, Ni, T), i = 1, . . . , n (2)

3. Results

The parameter estimation of the short-term translog cost function is shown in Table 2.
The results show that the R2 of the short-term translog cost function and the intermediate
input share function are 0.96 and 0.86, respectively, and the explanatory power is more than
85%. The results indicate that the regression model in this study had an ideal adaptation
state. Therefore, in this study, the estimated parameters were used to measure the short-
term economies of scale, density economies, category economies, and the Allen partial
substitution elasticity of the natural gas energy industry. The estimated results are shown
in Table 2.

The estimated value of short-term economies of scale in Taiwan’s natural gas energy
industry during 1995−1999 is greater than 1, indicating that Taiwan’s natural gas energy
industry does have the characteristics of economies of scale when considering the network
effect. When faced with a given market factor price and real capital volume, increasing
output and network density at the same time can reduce costs. The estimated value of
density economics is 3.230, which is greater than 1. This means that, under the given
input price, real capital volume, the number of users, and the output of Taiwan’s natural
gas energy industry increase, and the effect of cost reduction is extremely significant. In
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addition, the category economy was 15.247, indicating that Taiwan’s natural gas energy
industry produces two outputs of gas and equipment at the same time, which showed the
advantages of the scope economy or diversification economy compared with the mode of
only producing a single output.

Table 2. Short-term economies of scale, density, scope and Allen partial substitution elasticity.

Estimates Standard Deviation

Economies of scale (SE). 1.127 0.944
Economies of density (DE). 3.230 2.585

Category economy (SCOPE). 15.247 9.668
Intermediate input-labor (σ12). −0.423 0.367

Intermediate input-Intermediate input (σ11). −1.503 1.128
Labor-labor (σ22). −7.178 5.243

Note: Values are the average of sample estimates.

In addition, Allen’s estimation of the elasticity of substitution showed complementarity
between intermediate inputs and labor. That is, when the price of intermediate inputs
rises, natural gas energy manufacturers cannot use labor to replace intermediate inputs
to save costs. Thus, when the prices of intermediate inputs rise, they cannot slow down
the rise in variable costs by increasing labor input. Therefore, with soaring raw material
prices, manufacturers need to consider increasing the network effect or expanding the scale
to reduce the pressure and risk of costs. The optimal production scale of the natural gas
energy industry is discussed in this article later.

The comparison of the augmented scale economy coefficient form before and after
M&A is shown in Table 3. The ASCE values of all regions after M&A, except for Northern
Region III, were significantly higher than those of the manufacturers before the merger, in-
dicating that the manufacturers in all regions after the merger had the benefits of expanded
economies of scale. Among them, the northern region II had the most significant benefit
after M&A. While the estimated value of ASCE after the merger in the southern region is
less than 1, it is also close to the level of expanding fixed economies of scale. Therefore,
the results of the ex-ante M&A imply that when the manufacturer faces scale expansion
and market expansion after M&A, it does not harm the cost side, but increases the output
and improves the user network through M&A to achieve the goal of reducing costs and
pursuing optimal scale.

Table 3. Comparison of augmented economies of scale coefficients before and after M&A.

Augmented Economies of Scale

Regional Markets Before M&A After M&A

Northern Region I. 0.698
(0.1435)

1.877
(1.1732)

Northern Region II 0.4291
(0.399)

1.811
(0.032)

Northern Region III. 1.218
(0.677)

1.242
(1.427)

Central region 0.445
(0.282)

1.027
(0.693)

Southern region 0.448
(0.475)

0.955
(0.734)

Note: Estimates are the mean of the sample, and values in parentheses are standard deviations.

4. Conclusions

The results of this study show that the industry has the characteristics of scale economy,
density economy, and category economy effect in the mode of simultaneously selling gas
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and equipment. Allen’s estimates of partial elasticity of substitution show that there is
complementarity between intermediate inputs and labor. This implies that when the price
of intermediate inputs rises, natural gas energy manufacturers cannot use labor to replace
intermediate inputs to save costs. According to the minimum effective scale output and the
actual demand for natural gas energy, it is estimated that the optimal number of natural
gas energy manufacturers is three in the north, one in the middle, and one in the south.
Finally, the expanded economies of scale coefficients were compared before and after the
merger, showing that the merged regional firms had the benefit of expanding economies of
scale. Through the merger, they increased output and improved user networks, reducing
costs and pursuing optimal scale.

Due to the limitation of the research sample investigated, only 5 years of panel data
were used empirically. Whether structurally competitive utilities need to be merged, MES
may not be the only consideration. It is necessary to continue to collect and construct more
complete sample data to provide more detailed economic and policy implications. In this
study, the annual data were used as the observation value, and the gas output varied due to
different seasons and time points. The change in the cost structure at these time points could
not be represented in the model of this paper. In addition, Ref. [16] proposed the AGEM
(additive general error model) model, pointing out that, compared with the estimation
of the translog cost function and the share equation, the AGEM model uses the demand
function instead of the cost share function for estimation. The more informative the model,
the more the error term can be explained by the input quantity. Empirical research results
also showed that the AGEM model outperformed the translog cost function and cost share
estimation models [17]. There authors of [18] also used the AGEM model [16] for empirical
analysis in their research on technological changes, learning effects, and structures in the
production of machinery and equipment in the United States. The above-mentioned parts
were not included in the model, though they are important research directions. Thus, they
will be further considered and adjusted in the future.
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Abstract: In central Taiwan, due to the complex urban regions and the distribution of industrial
and agricultural areas, there are high potential risks of irrigation water pollution caused by urban
drainage or industrial wastewater. Heavy metal pollution from industrial wastewater significantly
impacts water and soil. In this study, time-lapse ion exchange resin capsules were used to investigate
heavy metal water pollution in the Taichung irrigation area of central Taiwan. The resin capsules
were put in pollution canals for a few days and retaken. X-ray fluorescence analysis was conducted
to detect the amount of heavy metal absorption and investigate the degree of heavy metal pollution
in the irrigation water. The investigation was performed from 2018 to 2021, and during which, 48,
140, 620, and 217 resin capsules were placed to investigate the pollution of the irrigation area. The
results show that the Babao irrigation area in the Dajia River basin and the Dali irrigation area in
the Wu River basin were significantly polluted with Ni and Cr. Ion exchange resin capsules were
recommended as being a valuable tool for a quick test to investigate heavy metal pollution.

Keywords: resin capsule; water pollution; heavy metal

1. Introduction

In the early days of Taiwanese history, agriculture was the primary economic source.
In the 1960s, product exports increased, and economic emphasis was placed on industry
and trade [1], with many factories established. Due to a lack of land planning in Taiwan,
the arable area was mixed with industrial and urban areas. If industrial and urban drained
water is treated properly, the irrigation system is polluted. The direct or indirect inflow
of domestic sewage and industrial wastewater containing heavy metals causes various
degrees of deterioration of irrigation water quality and soil pollution, crop pollution, and
food safety concerns [2]. In contaminated land sites, data represent diverse soil pollution,
depending on types of land use (including factories, gas stations, illegal disposal, storage
tanks, military sites, and other types of sites).

In Taiwan, agricultural land accounts for 79.39%, factories account for 18.63%, others
account for 0.89%, gas stations account for 0.69%, and military sites account for 0.40% of the
total land use [3]. There were 7287 heavy-metal-contaminated agricultural land sites (about
1149 ha) in Taiwan by the end of 2021. The remediation of agricultural land pollution is
expensive, and the total expenditure for 2020 was NTD 1.313 billion. A total of 95.85% of
the pollution remediation has been completed. With the efforts of environmental protection
agencies, 7174 farmland sites of about 1127 ha have been remedied and released from
control. On the other hand, 113 farmland sites of about 22 ha are still under control [3]. By
analyzing the contaminated land site distribution [4], it was found that most of the sites
are distributed in Changhua (3293 sites), Taoyuan (2825 sites), and Taichung (738 sites).
Among them, the irrigation area of Taichung was about 25,691 ha and about 84.8 ha in
the Dali area was remedied by the end of 2021, where the most polluted areas were found
(Figure 1 and Table 1).
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Figure 1. Contaminated land sites.

Table 1. Controlled contaminated land sites in the Taichung irrigation area.

Irrigation Area Sites Area (ha)

Zhuolan 1 0.2
Yuanli 19 1.5
Rinan 33 5.2

Tunzijiao 16 3.2
Ciyao 2 1.0
Dajia 16 4.7
Babao 4 0.3

Fengyuan 14 0.2
Tanzi 2 0.4
Xitun 23 7.1

Nantun 23 58.6
Dalio 578 0.3
Dadu 7 2.3

Summary 738 84.8

As the characteristics of pollution sources are irregular, short-lasting, highly concen-
trated, and wide-ranging [5], traditional water sampling may not be an effective way
to determine long-term water pollution. Thus, the ion exchange resin capsule invented
by Chang [6] is used for water pollution source investigation. The capsule absorbs and
exchanges heavy metal elements in the water, and the analysis result is used to record
the water pollution degree [5]. The resin capsule was applied to the pollution potential
investigation in the Dayuan and Dazhu areas (Nankan River and Puxin River) in Taoyuan
City in 2016, in which Cu and Zn pollution was reported [7]. The resin capsule was used to
determine and monitor potential heavy metal water pollution by the electroplating indus-
try in the Dongxier canal in the Changhua irrigation area. After 2 months of continuous
monitoring, the specific factories were located and charged for discharging wastewater
illegally in 2015. In addition, the resin capsule was also used to investigate the potential
pollution in Taoyuan, Hsinchu, and Tainan in 2016 [8].
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2. Study Area and Method

2.1. Study Area

The Taichung Irrigation Area is located in central Taiwan. The area stretches across
3 river basins of the Daan River, Dajia River, and Wu River, from north to south. The
irrigation area of the Daan River, Dajia River, and Wu River is 10,575 ha, 12,222 ha, and
2894 ha, respectively [9,10]. According to the data from the soil and groundwater pollution
remediation fund management board [4], there are 738 contaminated land sites (84.8 ha)
under control, whereby most of which are in the Dali area (578 sites) and regarded as
seriously contaminated areas (Figure 1 and Table 1). Through the efforts of the related
bureau, none of the 738 contaminated land sites in Taichung have been under control yet.
In this research, 2 potential pollution irrigation areas (Yuanli and Rinan) in the Daan River
basin, 5 areas (Babao, Xitun, Nantun, Shalu, and Tunzijiao) in the Dajia River basin, and
3 areas (Dali, Wangtian, and Dadu) in the Wu River basin were chosen for investigation
(Figure 2).

 

Figure 2. Study area.

2.2. Properties of Ion Exchange Resin Capsules

Chang tested the adsorption capacity of the ion exchange resin capsules using the
bottle-cup test (JAR-TEST) [6]. The results showed that it took 20 min to reach the resin’s
adsorption rate of above 35% for Pb, Ni, Ca, Mn, and Zn, and 30 min to reach the resin’s
adsorption rate of above 40% for Cu, Ni, and Ti. In an open environment, the ion exchange
resin adsorbs heavy metals. The resin capsule is a yellow-brown granule (Figure 3) similar
to an agent for hard water softening or the demineralization of water. It is made of gel
polystyrene with a polymer structure, a functional group characterized by sulfonic acid,
and sodium-form (Na+) ion exchange. The cation exchange capacity is 2.0 eq/L at a water
content of about 44−48%. A single particle size is about 300−1200 μm, with a particle
density of about 1.29 g/cm3 and an enduring temperature of up to 120 ◦C [7].

607



Eng. Proc. 2023, 38, 67

 

Figure 3. The resin capsules.

Before the resin capsule was placed, a site survey was needed to confirm the exact
location of a suspicious pollution source. To avoid loss by flushing or human destroying,
it needed to be placed in a hidden place such as under waterweed shade or on the canal
side and be fixed with steel nails or iron wires. It is suggested that it be placed for 3–7 days
for insufficient absorption to occur. Biofilm may be formed on its surface and decrease the
absorption if placed for longer than 7 days [6]. After heavy metal absorption, the resin
capsule was retaken and cleaned to remove the surface biofilm and other material on the
surface. Then, X-ray fluorescence (XRF) was used to detect the content of different heavy
metals adsorbed by the ion exchange resin [7,11].

First, the Ca concentration of the resin capsule was determined. If the Ca concentration
was between 40,000 and 50,000 mg/kg, the absorption time needed to be shortened. If
the Ca concentration was less than 3000 mg/kg, data were considered to be invalid as
this represents a low water flow rate. Equation (1) was used to calculate the ratio of
different metals’ concentrations and Sr concentration (Sr is the environmental background
element and was used to represent the flux of the background element). Then, whether the
concentrations exceeded the standard was determined using Equation (2) [7].

X =
Cx

CSr
(1)

X ≥ X + 2σ (2)

where X is the ratio of a heavy metal concentration to Sr concentration, Cx is the concentra-
tion of a heavy metal detected via XRF, CSr is the concentration of Sr detected via XRF, X
is the average of the ratio of a heavy metal concentration to Sr concentration, and σ is the
standard deviation. When the ratio of a metal concentration to that of Sr was more than
the average ratio plus 2 standard deviations, the sample was regarded as being polluted
with the metal. The resin capsule was suitable for finding pollution sources. However, the
resin capsules had inconveniences, such as easy loss and recovery failure. The placement,
arrangement, and concealment of the capsule need to be improved. The resin capsules
need to use the relative Sr ratio of the upstream and downstream to judge whether there
is pollution. When the result was not obvious, it was difficult to decide on water quality
monitoring, and traditional water quality sampling and laboratory testing are required.

3. Results

In 2018, the resin capsule was used to be implemented to determine the high or possible
pollution potential of canals. The recovery ratio was about 85.4%. The investigation was
continued in 2019. A total of 140 resin capsules were planted, of which 8 were lost, and
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132 were successfully recovered with a recovery ratio of 94.3%. In 2020, 620 capsules were
planted with 19 capsules lost and 601 capsules recovered, and the recovery ratio was 96.9%.
In 2021, 217 capsules were planted. Briefly, 24 were lost and 193 were recovered with a
recovery ratio of 88.9%. In total, 1025 resin capsules were planted with a recovery ratio
of 94.3%. The calculation result of the ratios of heavy metals to the concentration of Sr
is shown in Table 2. The concentration of Ca and Sr in the resin capsules is displayed in
Figure 4. The correlation between Sr and Ca was 0.835. The Sr/Ca ratio in Taoyuan was
0.017, which was slightly lower than in the Taichung area.

Table 2. The criteria of the resin capsule in different heavy metals.

Ratio of Metal to Sr Average σ Criteria

Cu/Sr 0.007 0.053 0.114
Pb/Sr 0.013 0.189 0.392
Zn/Sr 0.095 0.295 0.684
Cr/Sr 0.026 0.452 0.929
Ni/Sr 0.011 0.069 0.149

Figure 4. The relationship between Ca and Sr in resin capsules.

In 2018, a survey was conducted in the polluted potential irrigation area in Taichung.
The results showed that Pb and Zn were high near the rainwater outlet in the drainage
system of the industrial park in the Yuanli irrigation area. The Dali area was slightly
polluted by heavy metals such as Zn. The results in 2019 showed that the Dali irrigation
area was slightly polluted by Zn and Cr. In the Niuchou branch canal of the Babao
irrigation area and the Shenpi branch canal of the Xitun irrigation area, Cu and Ni polluted
the downstream of the specific suspected factory. In 2020, it was found that the industrial
drainage system of the Rinan and Yuanli irrigation areas was polluted by wastewater
containing a high concentration of Cu and Zn. The Tunzijiao irrigation area was investigated
too, and the result showed Cu and Zn pollution in the downstream area of the steel plant
neighboring a rice paddy. An investigation in the Niuchou branch canal in the Babao
irrigation area and the Shenpi branch canal in the Xitun irrigation area showed high
concentrations of Cu and Zn in the wastewater from factories near the irrigation areas. The
Amili canal in the Dali area showed Zn pollution. The survey results in 2021 showed Cu
pollution in the Niuchou branch canal of the Babao irrigation area and Zn pollution in the
Dali area. Other irrigation areas such as Nantun, Shalu, Wangtian, and Dadu did not show
any pollution.

In terms of pollution source, when the industrial zone is located nearby, discharged
wastewater may contain heavy metals of high concentrations. If the downstream agri-
cultural area is irrigated, heavy metal pollution may be observed. The pollution in the
Tunzijiao area originated from nearby steel factories, but the degree of pollution was
relatively low. The Xitun and Babao areas were affected by metal surface treatment facto-
ries. The Dali area was heavily polluted since the upstream water contained the regional
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drainage and the wastewater of factories. In the Dali irrigation area, the wastewater from
factories seems to contaminate water and soil.

4. Conclusions

The resin capsule was used to investigate water pollution in the Taichung area. The
research was conducted for 4 years from 2018 to 2021. The results showed that the Babao,
Xitun, and Dali areas were seriously polluted by heavy metals. The pollutants in the
Babao area were Cu and Ni, while Zn and Cr pollution was found in the Dali area. Other
areas such as the Yuanli and Rinan areas were also affected by water pollution. The Shalu,
Nantun, Wangtian, and Dadu areas showed a lower degree of pollution. The resin capsule
is convenient for the investigation of pollution sources and can be a useful tool to replace
time- and resource-consuming operations of traditional water quality monitoring and
conduct long-term water quality monitoring.
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Abstract: With relatively high temperatures and evenly distributed precipitation throughout the
year, outdoor thermal comfort is important in Taiwan. Thus, we discuss thermal comfort in different
density areas with A: a low density (average buildings height/Street width ratio: 1.3, SVF: 0.28), B: a
mid density (H/W: 2.75, SVF: 0.14), and C: a high density (H/W: 6.88, SVF: 0.11). Data were acquired
through field meteorological measurements from the three sites on typical summer days from 15 to
17 July 2022. Around the Wanhua district of Taipei City, thermal comfort was obtained through the
calculation of thermal comfort indices: physiological equivalent temperature (PET) and Universal
Thermal Climate Index (UTCI). Results showed that different urban density areas had different
thermal comforts; streets in A were more exposed to sunlight, causing the mean radiant temperature
to be the highest; C had lower solar radiation and stronger wind with the highest comfort level; and
B had higher air temperature but lower radiation than A. PET contributed to uncomfortableness
in A. Thermal sensation vote results showed that B had the most “uncomfortable” votes because
wind speed in B was the lowest. Medium-density urban areas had enough solar exposure on the
pedestrian level, but not enough wind to dissipate the heat. PET was more sensitive to mean radiant
temperature. These findings provide a guideline and technical reference for urban designers to
mitigate the high temperatures of summer in urban areas and improve thermal comfort to create a
healthy environment and encourage people to utilize outdoor environments.

Keywords: outdoor thermal comfort; urban density; questionnaire survey; thermal comfort indices;
urban outdoor environment; environmental engineering; climate change

1. Introduction

Urban outdoor spaces accommodate pedestrian passage and provide space for out-
door activities; thus, they are important components of urban life. Encouraging urban
residents to visit outdoor spaces and streets benefits the city economically, physically,
environmentally, and socially [1–4]. Taiwan entered the era of an aged society with more
than 14% of the population being 65 years old and above. A study in Japan [5] concluded
that walkable urban spaces improved the lives of senior citizens. Outdoor spaces can also
provide health benefits and offer a feeling of social support. However, global warming
and the rapid urbanization process of big cities have caused tremendous changes to the
climate, especially in urban areas, intensifying the urban heat island (UHI) effect and affect-
ing outdoor thermal comfort. The UHI effect is a phenomenon where heat accumulates
in urban areas caused by urban development and activities [6]. In the past decade, the
urban temperature has been continuously rising and has caused a serious impact on urban
residents. Exposure to extremely high temperatures leads to fatigue and dizziness, and is
even life threatening [7,8]. According to the Central Weather Bureau, Taiwan is located in a
humid–subtropical region with relatively high temperatures and heavy precipitation with
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204 rainy days per year. The summer of 2020 was recorded as the hottest season ever in
Taiwan, with the highest temperature of 40.2 ◦C in Taitung and 39.7 ◦C in Taipei. According
to Taiwan Climate Change Projection Information and the Adaptation Knowledge Platform,
by the end of this century, there is a high possibility that summer will be lengthened by
up to 210 days per year, with winter shortened by less than 50 days if global warming
continues to escalate.

To encourage citizens to utilize urban outdoor spaces, thermal comfort is a neces-
sary factor to be considered. Thermal comfort depends on the satisfaction of the human
body in relation to the thermal environment. Global climate change has made people
pay more attention to outdoor thermal comfort. Outdoor thermal comfort is affected by
meteorological factors (air temperature, humidity, wind, sun, and exposure) and personal
factors (gender, age, clothing insulation, and metabolism). Thermal comfort can be as-
sessed through thermal indices and subjective questionnaires. Thermal indices can be
calculated through meteorological data acquired from field monitoring while conducting
questionnaire surveys around the monitoring area.

Physiological equivalent temperature (PET) and Universal Thermal Climate Index
(UTCI) are the most commonly used thermal comfort indices. PET was developed in the
1990s by Hoppe, and UTCI was developed by the International Society for Biometeorology
(ISB) [9]. Both PET and UTCI include factors affecting thermal comfort in the calculation:
meteorological parameters and personal parameters. UTCI has the advantage of presenting
different climates, weather, and locations [10]. Reference [11] indicated that PET was more
sensitive in the heat of summer; thus, both PET and UTCI were considered suitable thermal
indices to be utilized in this research. Several studies on urban planning showed that
different urban densities had different impacts on the wind ventilation and microclimate
of the area. Reference [12] concluded that stronger wind had the effect of dispersing and
diluting both pollutants and heat. Urban densities have significant impacts on the urban
climate, where good ventilation can improve thermal comfort. Studies in the past have
shown that urban densities are affected by factors such as sky view factor (SVF) and height-
to-width ratio (H/W), which is the ratio of building heights to street width [13]. Lower
density urban areas are proven to have more wind [14]. In urban areas with taller buildings,
the wind is accelerated around the corners [15]. During the daytime, air temperature and
SVF have a positive correlation, where lower SVF and H/W areas can block direct solar
exposure, thus resulting in cooler temperatures [16–18]. Studies in Canada showed [14]
that SVF between 0.3 and 0.85 caused a 1.5 K temperature difference. However, compared
to high-density areas, low-density areas can lose more heat and have lower temperatures
in the absence of solar radiation. Mean radiant temperature (Tmrt) is also proven to be
lower in narrow streets, where Tmrt increased with SVF value [19]. Research in Tainan [18]
studied the thermal environment of a school area and found that PET was lower in low
SVF areas. SVF and wind speed directly affect outdoor thermal comfort [20]. In a humid–
subtropical climate, lowering radiation and air temperature can result in higher thermal
comfort, and accelerating wind speed can improve urban ventilation and thermal comfort.
Therefore, overall thermal comfort can be evaluated through PET and UTCI with relevant
climate factors in the calculations.

This study aims to explore the relationship between urban density and the influences
on pedestrian thermal comfort in Taiwan through field monitoring and questionnaire
surveys. Thermal comfort in areas is compared with different urban densities in the
Wanhua district of Taipei on hot summer days. The effect of various urban densities on
human thermal comfort is investigated to determine urban density with the highest thermal
comfort level in summer, and to provide a guideline for urban planners to optimize the
thermal comfort of outdoor spaces in Taiwan.
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2. Methodology

2.1. Experiment Site

Taiwan has a humid–subtropical climate with high temperatures, especially in the
summer season, and a high level of humidity. Urban areas selected for this study are located
in Ximen, a part of the northeast side of the Wanhua district, which is located in the west
of Taipei City, the northern part of Taiwan (Figure 1). The pedestrian area in Ximen was
the first to be built in Taipei, and the largest in Taiwan. Ximen was selected as the location
of this study due to the variety of age groups and a large number of pedestrians, making
this place ideal for an outdoor human thermal comfort study. Three different locations
were selected as experimental sites for meteorological measurement and questionnaire
surveys in all three sites (A-C) were located in the same district to minimize the climate
difference (Figure 2). The H/W ratio and SVF value were used to determine the urban
density of this study. Fisheye images were taken and SVF was calculated using RayMan Pro
software [21–25]. Three types of urban densities (low, medium, and high) were compared
in this study. Site A was located in a low-density area that has an H/W ratio of 1.3 with an
SVF value of 0.28. Site B was in a medium-density area with an H/W of 2.75 and an SVF
value of 0.14. Site C had the highest density of all three, with an H/W of 6.88 and an SVF
value of 0.11. Taking solar angle into account, all three sites were north–south oriented to
minimize differentiation between sites (Table 1).

Figure 1. Location of Wanhua District.

 
Figure 2. Location of the three experiment sites in Ximen.
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Table 1. SVF and H/W Ratio of three different sites.

Site A
(Low Density)

Site B
(Medium Density)

Site C
(High Density)

  
SVF = 0.287 SVF = 0.140 SVF = 0.114
H/W = 1.3 H/W = 2.75 H/W = 6.88

2.2. Meteorological Measurement

Site monitoring and meteorological data measurements of this study were conducted
during the summer season from the 15th to the 17th of July 2022. The dates chosen were the
196th to 198th days of the year, which were the typical hottest summer days in the Wanhua
district. The majority of the shops in Ximen opened around 10 AM; thus, this study was
conducted from 10:00 to 18:00 when the typical daytime activity occurred in Ximen to
ensure the number of questionnaire surveys in this study. Meteorological factors such as
air temperature (Ta), relative humidity (RH), wind speed (v), and black globe temperature
(Tg) were measured using the testo-480 measuring equipment. The equipment and probes
were placed at a height of 1.5 m, and thermal data were collected every 1 min.

2.3. Questionnaire Survey

A questionnaire survey was conducted simultaneously with field data measurement,
within a radius of 5m of the measuring equipment. Interviewees were randomly selected.
Taking thermal adaptation into account, interviewees stayed outdoors (preferably in the
same area) for at least 10 min to be eligible to fill out the questionnaire. The interview
method was used for the questionnaire, in which interviewees were asked questions in
the questionnaire. The questionnaire comprised three sections. The first section included
questions for information about the interview, such as date, time, and location. The second
section was for basic information on the interviewees, such as gender, age group, upper
and lower body clothing, and activities. The third section was for the thermal sensation
vote. This section included 6 questions. The first question was to determine the thermal
sensation of the interviewees according to their sensation at the moment of the interview
with a 5-point scale (−2, hot; −1, warm; 0, neutral; +1, cool; +2, cold). The second through
fifth questions were for the preference vote towards the climate parameters, including
air temperature, relative humidity, wind speed, and radiation with a 3-point scale (−1,
0, +1). Interviewees were asked about their expectations of the parameters. The last
question was about the overall thermal comfort of the interviewee using a 3-point scale
(−1, uncomfortable; 0, neutral; +1, comfortable). A total of 1177 valid questionnaires were
completed. Personal parameters such as age, clothing, and activities were collected to
calculate thermal comfort with PET and UTCI.

2.4. Thermal Comfort Indices

UTCI and PET are two of the most commonly used thermal comfort indices to assess
outdoor thermal comfort. Both indices were considered with every parameter influencing
thermal comfort: meteorological parameters (air temperature, relative humidity, wind
speed, and radiation), and personal parameters (clothing and metabolic rate) [9]. PET was
developed by Hoppe using the Munich Personal Energy Balance Model or MEMI, defined
as an environment where human skin and body temperature reach the typical indoor
environment where Tmrt = Ta, vp = 12 hPa, and v = 0.1 m/s. UTCI was developed by ISB,
using equivalent temperature where RH = 50%, Tmrt = Ta, v < 0.15 m/s, and vp < 20 hPa.
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With meteorological data obtained through field measurement and personal data obtained
through questionnaire surveys, outdoor thermal comfort was calculated through PET and
UTCI. Both indices were calculated with RayMan software, an applied meteorology and
climatology software developed by Andreas and Rutz [21–25]. The time, date, longitude,
and latitude of the experiment sites, meteorological data, and personal data were input into
the software to calculate thermal indices. Fisheye images were used to calculate the SVF
value for mean radiant temperature calculations. The average metabolic rates and clothing
insulation of interviewees were used in this study.

3. Results and Discussions

3.1. Meteorological Measurement

Among the three sites, the maximum mean air temperature of sites A and B were both
39.5 ◦C (Table 2). Site B had a slightly higher mean air temperature than A. Site B showed
the highest mean air temperature. The main reason was that the medium-density area
had enough sun exposure and solar radiation to the pedestrian level, but did not have a
high enough wind speed to disperse the heat. The mean air temperature and maximum air
temperature of site C were the lowest of all three. Site C also had the lowest black globe
temperature because C had the highest H/W ratio and lowest SVF value. Site A, with the
lowest H/W ratio and highest SVF value, showed the highest black globe temperature.
Although site A was more exposed to solar radiation, the openness allowed stronger wind
than B to lower the air temperature. Wind speed was the strongest in site C, but relative
humidity in site C was the highest. Humidity was defined as the concentration of water
vapor in the air. Higher-density areas could cause wind speed to be stronger around tall
buildings, but could also cause humid air to take longer to evaporate. In conclusion, site
C had the lowest mean air temperature and lowest black globe temperature. There was a
positive correlation between air temperature and wind speed, and between urban density
and black globe temperature. The higher the H/W ratio, the lower the radiation. The wind
speed in site B was the weakest, and the mean air temperature was the highest.

Table 2. Meteorological measurement results.

Site SVF
Tg (◦C) Ta (◦C) RH (%) v (m/s)

Mean Max. Min. Mean Max. Min. Mean Max. Min. Mean Max. Min.

A 0.287 37.9 42.3 34.4 36.5 39.5 33.0 47.1 56.1 40.9 0.9 3.8 0.1

B 0.14 37.2 40.0 33.8 36.7 39.5 34.4 45.7 53.0 39.9 0.7 2.6 0.1

C 0.114 36.1 43.1 32.5 35.7 38.2 33.1 47.7 57.1 41.1 1.5 5.8 0.2

3.2. Questionnaire Result

A total of 1177 valid questionnaires were collected: 457 in site A (208 males, 249 females),
384 in site B (178 males, 206 females), and 336 in site C (155 males, 181 females). Average
clothing insulation slightly differed from sites, which ranged from 0.28 to 0.29. Activity level
was also typical, which ranged from 2.03 met to 2.11 met. The majority of the interviewees
belonged to the 19−30 age group, with the 13−18 age group being the second largest, and
the 31−40 age group being the third. Tables 3 and 4 summarize the data of the interviewees.
Most of the interviewees voted “hot = −2” on the thermal sensation vote, and most pre-
ferred a lower temperature. More than half of the interviewees voted “lower = +1” on the
relative humidity vote. Stronger wind speed was preferred on sites A and B, but remained
unchanged in site C. Regarding solar radiation, most voted for “lower = +1”. Sites A and B
had a majority vote of “uncomfortable = −1”, while site C had a majority of “neutral = 0”.
The air temperature preference vote result showed that the thermal environment in Ximen
was extreme. The result showed that wind speed had a direct correlation with the thermal
sensation vote of the interviewees.
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Table 3. Summary of the interview data.

Site Gender
No. of

Subjects
Avg.

Clothing (clo)

Avg.
Metabolism

(met)

A
M 208

457 0.28 2.03
F 249

B
M 178

384 0.28 2.11
F 206

C
M 155

336 0.29 2.06
F 181

Table 4. Age groups of interviewees.

Age Range <12 13–18 19–30 31–40 41–50 51–60 61–65 65< Total

No. of Subjects 33 163 539 123 111 100 41 67 1177

Percentage (%) 2.8 13.8 45.8 10.5 9.4 8.5 3.5 5.7 100.0

3.3. Relationship between Urban Densities and Pedestrian Thermal Comfort
3.3.1. Thermal Sensation Vote (TSV)

The thermal sensation vote (Figure 3) showed that the majority of pedestrians felt
“hot = −2”, as the summer thermal environment of Ximen was extremely hot. In site
B, the highest percentage of 82% was obtained, and in site C, the lowest percentage of
61% was recorded. This result proved that high-density areas (H/W = 6.88, SVF = 0.11)
had significantly better thermal sensation in the summer season. The medium-density
areas of site B (H/W = 2.75, SVF = 0.14) had the worst thermal comfort of all three sites.
Low-density areas (H/W = 1.3, SVF = 0.28) had 75% of the vote for “hot = −2”. Comparing
the percentages of thermal sensation votes, different urban densities showed different
thermal comfort, with thermal comfort ranking as site C > site A > site B.

Figure 3. TSV (left) and OTC (right) on three different sites.

3.3.2. Meteorological Preferences Vote

Table 5 and Figure 4 show a majority of “lower = +1” on all sites, ranked as site
C (78.9%) < site B (91.9%) < site A (92.3%). Site A had the highest vote of pedestrians
who preferred the temperature to be “lower = +1”. While sites A and B had different
results with a difference of 0.4%, site C had 78.9% votes for lower temperatures, and
20.8% votes for “unchanged = 0”, which were significantly higher than the other two sites.
The relationship between Ta preference and TSV was similar, but the ranking was not
similar. The v has a direct relation to thermal sensation vote, where the stronger wind
was preferred on lower TSV sites. The v preference of “stronger = +1” was ranked as
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site C (46.1%) < site A (56%) < site B (63.5%). Solar radiation preference of “lower = +1”
was ranked as site A (75.1%) > site B (72.4%) > site C (63.1%), which was similar to the
measurement results. RH preference between sites was slightly different, as the human
body was not sensitive to changes in humidity.

Table 5. Summary of interview responses.

No. Question Variable Option
Statistics and Percentage

A B C

1 How do you feel? TSV

Hot = −2 344 75.3% 315 82.0% 204 60.7%

Warm = −1 55 12.0% 30 7.8% 53 15.8%

Neutral = 0 49 10.7% 34 8.9% 53 15.8%

Cool = +1 9 2.0% 5 1.3% 26 7.7%

Cold = +2 0 0.0% 0 0.0% 0 0.0%

2
How would you prefer

the air temperature to be?
Ta

preference

Higher = −1 2 0.4% 0 0.0% 1 0.3%

Unchanged = 0 33 7.2% 31 8.1% 70 20.8%

Lower = +1 422 92.3% 353 91.9% 265 78.9%

3
How would you prefer

the relative humidity to be?
RH

preference

Higher = −1 25 5.5% 27 7.0% 9 2.7%

Unchanged = 0 199 43.5% 146 38.0% 131 39.0%

Lower = +1 233 51.0% 211 55.0% 196 58.3%

4
How would you prefer
the wind speed to be?

v
preference

Weaker = −1 30 6.6% 14 3.7% 12 3.6%

Unchanged = 0 171 37.4% 126 32.8% 169 50.3%

Stronger = +1 256 56.0% 244 63.5% 155 46.1%

5 How would you prefer
the solar radiation to be?

Sun
exposure

preference

Higher = −1 11 2.4% 7 1.8% 3 0.9%

Unchanged = 0 103 22.5% 99 25.8% 121 36.0%

Lower = +1 343 75.1% 278 72.4% 212 63.1%

6 How is your overall
thermal comfort?

Thermal
Comfort

Uncomfortable = −1 259 56.7% 236 61.5% 130 38.7%

Neutral = 0 178 38.9% 135 35.1% 149 44.3%

Comfortable = +1 20 4.4% 13 3.4% 57 17.0%

In conclusion, both Ta and solar radiation of Ximen in summer were extreme. Site C
had the highest percentage of “unchanged = 0” in Ta, solar radiation, and v preferences
compared to the other three sites. RH showed no significant correlation to thermal comfort.
Lower solar radiation and Ta improved thermal comfort, but in a situation where Ta
and radiation were slightly different, wind speed showed a more direct correlation to
thermal comfort.

3.3.3. Overall Thermal Comfort (OTC)

OTC was used to evaluate TSV and the meteorological preference votes’ correlation
to thermal comfort. The majority of votes in sites A and B were “uncomfortable = −1”
(A = 56.7%, B = 61.5%). Site C had the highest thermal comfort, where the majority of
pedestrians voted “neutral = 0” (44.3%). OTC was ranked as site C > site A > site B. The
result correlated with TSV results, which was also consistent with wind speed preferences.

3.4. Thermal Comfort Indices
3.4.1. PET and UTCI Assessments

Meteorological data combined with average clothing insulation and metabolic rates
on each site were used to calculate PET and UTCI. Thermal indices calculations were
conducted in three periods to analyze the meteorological data and its impact on thermal
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indices (Table 6). Tmrt was the highest on every period at site A, because A had the
largest street area and the most sun exposure. In the period “10:00–12:30”, both PET and
UTCI in site B presented the most uncomfortable site. The ranking of PET and UTCI
was site B < site A < site C, with C being the most comfortable site. As can be seen in
Figure 5, during “13:00–15:30” and “15:30–18:00”, site C remained the most comfortable,
and site A was the most uncomfortable site. The difference between PET and UTCI during
“15:30–18:00” was small. During “13:00–15:30”, site A was significantly more uncomfortable
than B due to the direct sun exposure and high Tmrt. PET was more sensitive to heat when
the Tmrt level was high, and PET had a narrow range compared to UTCI. On average, PET
was higher than expected from UTCI. Sites A and B were “very hot” from 10:00 to 15:30,
and “hot” from 15:30 to 18:00. The result was consistent with TSV and OTC, where C was
the most comfortable site, being “hot” from 10:00–15:30, and “warm” from 15:30–18:00. The
TSV and OTC showed that site B had the most votes of “uncomfortable”. This proved that
air temperature and mean radiant temperature had a bigger influence on thermal indices,
but subjective thermal comfort in this study was affected by wind speed.

 
(a) (b) 

 
(c) (d) 

Figure 4. Preference votes on three different sites: (a) Ta, (b) RH, (c) v, (d) Solar radiation.

Table 6. Summary of Tmrt, PET, and UTCI.

Site
10:00−12:30 13:00−15:30 15:30−18:00 Average

Tmrt PET UTCI Tmrt PET UTCI Tmrt PET UTCI Tmrt PET UTCI

A 47.9 42.4 39.9 50.7 45.6 42.4 39.7 38.8 38.5 46.1 42.2 40.3
B 46.8 42.9 40.6 45.2 42.3 40.6 38.8 38.1 38.1 43.6 41.1 39.8
C 44.7 39.7 38.3 44.0 40.3 39.1 38.0 36.9 36.8 42.3 38.9 38.0

In summary, the result showed that PET was more sensitive to thermal and radiation
changes than UTCI. In this study, PET was defined to be at three levels; “warm”, “hot”,
and “very hot”, while UTCI had two levels of “strong heat stress” and “very strong heat
stress”. PET and UTCI showed that the thermal environment in the Ximen area in summer
was extreme.
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Figure 5. Comparison of PET (left) and UTCI (right) throughout the day.

3.4.2. Linear Regression Analysis

The relationship between thermal indices and questionnaire results was calculated
and analyzed using the linear regression analysis method to identify which thermal index
has more impact on subjective thermal sensation. Mean thermal sensation votes on each
site were obtained through TSV data from the questionnaire, ranging from −2 (hot) to +2
(cold), which were defined as the dependent variable of the analysis. To achieve higher
accuracy in the analysis, data from three days of surveys were calculated separately, with
each day consisting of three different times of day on each site, resulting in 27 cases of data.
PET and UTCI values of each site at the same time of day were calculated and defined as
the independent variable (see Figure 6).

Figure 6. Correlation between TSV and PET (left) and UTCI (right).

The coefficient of determination (defined as R-squared) is used to determine which of
the thermal indices fit the subjective TSV data. Linear regression of PET and MTSV has an
R-squared value of 0.307, while that of UTCI and MTSV has an R-squared value of 0.486.
Thus, by comparing the relationship between TSV and thermal indices, UTCI has a higher
significance of linear regression, which was shown by a higher R-squared value of 0.486,
which determines UTCI to be more suitable for outdoor thermal comfort evaluation in
this study.

4. Conclusions

Three different urban density areas were investigated to explore the relationship be-
tween urban density and outdoor thermal comfort. The H/W ratio and SVF were used to
determine different urban densities. Through meteorological measurement and question-
naire surveys, PET and UTCI were calculated, and questionnaire data were analyzed to
determine which site has the highest comfort level.

Urban densities affected the pedestrian thermal environment. Different H/W ra-
tios and SVFs had different impacts on pedestrian thermal comfort. In this study, site
C (H/W = 6.88, SVF = 0.11) showed the best thermal comfort in summer. The ques-
tionnaire survey result showed that the thermal comfort ranking of the three sites was
site C > site A > site B, with B being the most uncomfortable site. Thermal comfort ranking
was dependent on wind speed, as wind speed had a bigger influence on subjective thermal
comfort in this study, while relative humidity had the least influence on thermal comfort.
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PET and UTCI showed that the thermal environment in Ximen during the summer season
was extreme. Mean radiant temperature had a higher influence on both PET and UTCI than
wind speed. PET was more sensitive in extreme heat, and UTCI had a wider range than PET.
Both PET and UTCI showed that site C had the highest thermal comfort level. UTCI had a
higher significance towards the subjective thermal sensation vote result. Considering the
calculation result of PET and UTCI, further study is required to understand the difference
between the two.

Although site A had the highest solar radiation and Tmrt, site B had the highest mean
air temperature. This was because site A had a wider street width and lower buildings,
which caused sun exposure to be the highest, but stronger wind ventilated the pedestrian.
Site B had a higher average building height, but was not tall enough that sun could
penetrate the street. On the other hand, wind speed in site B was the lowest of all three
sites, causing the mean air temperature to be the hottest. Site C showed the highest thermal
comfort because tall buildings provided shading and stronger wind around the corners.
Urban ventilation was an important factor for outdoor thermal comfort. The findings of
this study provide a technical benchmark for urban planners, especially in hot summer
areas, such as Taiwan, to mitigate the effects of climate change and global warming that
cause extreme outdoor thermal environments for urban residents, and to create a healthier
outdoor environment.
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Abstract: We analyze the recent media reports related to food and agriculture education (FAE) in
Taiwan and present the main aspects of the FAE in different ways such as historical society and
ethics, food and agriculture industry and responsibility, food and agriculture culture preservation,
and education and health promotion. The reports are classified into seven categories: culture, life,
agriculture, campus, society, environment, and industry. The results point out the enhancement of
the sustained development of the FAE in the post-legislative era due to the increased consolidated
relationships among the sustainable development goals (SDGs) and FAE in the food (production and
marketing certification), agriculture (commercializing organic agriculture certification), and travel
(friendly conservation tourism). Further research needs to focus on the main evaluated aspects of
FAE that appear more frequently in the related research for the promotion of education and health,
and historical and ethical justice. FAE seems to be preferred in the metropolitan area while teaching
in the cultural field is more important in the non-metropolitan area than in the metropolitan area,
which needs further study.

Keywords: food and agriculture education (FAE); developed sustainability; sustainable development
goals (SDGs)

1. Introduction

The global environment has been affected by human and non-human factors such as
climate change, the COVID-19 epidemic, and the war between Russia and Ukraine. Thus,
issues related to food and agriculture education (FAE) have been important in human
life. The public has paid extra attention to the security of food and agriculture, the self-
sufficiency rate of food, and agricultural sustainability through social media reports, videos,
and articles. People consider food an important source of nutrition and energy and the
production, quality, supply, and distribution of food are critical. Countries emphasize
FAE to ensure the stability of production and sales of foods and confirm safe food sources
and origins such as organic farming, soil optimization, farming method, and others. The
ultimate goal of the sustainable development of agriculture cannot be achieved with food
safety problems and polluted agricultural production [1].

FAE has dealt with complexities in the economy, society, politics, culture, and com-
munication as food and diet is important for human beings. Food helps humans avoid
sickness and weakness and affects human relationships and even the management of
political power. Food and diet influence a person’s attitude and define human identity, as
what people eat has affected cultural development. Food culture has transformed history
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and civilization as it is related to botany, physics and chemistry, agriculture, animal science,
agronomy, ecology, anthropology, sociology, geopolitics, political economy, trade, technol-
ogy, cooking, physiology, medicine, and philosophy. Food and diet impact various social,
environmental, and economic phenomena as they are combined with culture, tradition,
and community sustainability [2].

Therefore, sustainable development goals (SDGs) have been proposed to solve those
problems. As a result, FAE-related initiatives have been promoted among governments,
industries, academia, and civil societies all over the world. Societal innovation and integra-
tion are integrated into the SDGs to propose the “sociSDGs”. The consolidation of the SDGs
and FAE covers the issues of a diversified economy, environment, and social dimensions,
including hunger, malnutrition, desertification, water resource use, loss of biodiversity,
overconsumption, obesity, and public health. A new FAE, then, is proposed to achieve the
first, second, third, fourth, fifth, eighth, tenth, eleventh, and twelfth goals of the SDGs [3–9].
To connect SDGs and FAE, the United Nations Committee on World Food Security estab-
lished the International Agri-Food Network in which FAE is combined with the seventeen
goals of the SDGs from multiple perspectives of sustainable development [10–13].

Recently, international communities and Taiwan have set up social enterprises to ad-
vocate eco-friendly agriculture and organic farming integrating educational, industrial, and
social entities for sustainable development in a new research mainstream. Empirically, each
government has an obligated responsibility to establish the comprehensive development of
the FAE system by constructing a certification system for food (production and marketing
certification), agriculture (commercializing organic agriculture certification), and travel
(conservation-friendly tourism) [14–16]. Frequent food safety incidents over the past ten
years have allowed widespread attention and support for FAE from the public, especially
the melamine-tainted milk powder incident that occurred in September 2008 that affected
mainland China and Taiwan and raised awareness of food safety in the entire Taiwanese
society. Other infamous food safety-related incidents occurred including the poisoned oil
mixed with low-cost sunflower and cottonseed oils in 2011, the copper chlorophyll added
coloring in 2013, and waste oil blended into edible oils in 2014.

FAE has been adopted and developed in many countries without educational con-
sideration for many years but food and agriculture environment education (FAEE) is still
necessary to create sustainability based on the original FAE that has educational functions
and social movements. Innovation is required in “unsustainable solutions” to solve the
unsustainability of FAE. The most significant reason is that FAE has been only a duty of
the government but in fact, is an obligation of the public. Thus, the Taiwanese Food and
Drug Administration (FDA) of the Ministry of Health and Welfare has taken practical
action to promote the importance of food hygiene and safety through websites, social
media, and exhibitions. At the same time, each educational institution has strengthened
activities regarding FAE. In addition, the Taiwanese National Health Administration of
the Ministry of Health and Welfare has supervised the catering industry and schools to
reduce chronic diseases caused by diet through multiple channels including regulations,
rules, and policies.

To effectively allay the deep doubts about food safety, governments have increased
their concerns and the supervision of the agriculture and food industries. In Taiwan, the
Food Safety Office is in charge of food safety based on the “Eight Food Strengthening
Measures” and the “Food Safety Five Rings” legislated in 2014 and 2016. Since food and
agricultural issues are related to health and the environment and food safety is related to
the welfare of people, the Ministry of Health and Welfare, the Environmental Protection
Agency (EPA), the Ministry of the Interior, and the Ministry of Education are involved in
the “education” of food and agriculture. Since 2007, the Council of Agriculture, which
is closely related to the FAE has been planning and promoting the “do-it-yourself” ap-
proach and the “four health” system in the framework of FAE. Therefore, the responsibility
of manufacturers and farmers has increased with the increase in people’s awareness of
food safety.
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Non-governmental organizations (NGOs) pay more attention to FAE issues for eco-
friendly agriculture, the fair trade of food and agricultural products, and a low-carbon
diet. The “Four Health Association of the Republic of China” has implemented “Food
Education in Primary School” through the “Seed Teacher Camp” for mentor training of FAE
from 2013 [17–19]. According to the demand for sustainable development, the Ministry
of Education has revised the “School Health Law” to add an article of “health-related
courses” in Article 16: “The first health-related courses should include healthy eating
education to establish correct eating habits to develop respect for life and nature and
to enhance awareness of environmental protection, deepen understanding of the source
of food materials, and understand the food culture of the country and region. Schools
should encourage students to participate in the school meal preparation process” [20]. In
2015, the article was stipulated in the law, providing a legal foundation for schools at all
levels to promote FAE [21]. The government, academia, and civil society are trying to
execute FAE and conduct all the related legislative processes, as the “Food and Agriculture
Education Law” (FAEL) has passed and taken effect as of 2022 under the request of the
society. Thus, FAE promotes a complete legislative foundation that gives accountability,
rights, and responsibilities to all relevant competent authorities and the implementation
procedures. The FAEL combines educational concepts for sustainability.

This research explores the concepts related to FAE in the world and investigates
how sustainable development can be developed in the “educational concepts” of the
Taiwanese food and agriculture environment and education (TFAEE). TFAEE is defined as
a framework to construct food and agriculture education to help sustainable development.
Based on the above review, the elements of food (production and marketing certification),
agriculture (commercializing organic agriculture certification), and travel (eco-friendly
conservation and tourism) are determined to discuss the sustained development in FAE
under the research framework shown in Figure 1 [22].

 

Figure 1. Research framework.

2. Research Concept

The SDGs were set by the United Nations to replace the Millennium Development
Goals. SDGs are being implemented from 2016 to 2030 with 17 goals and 169 sub-
targets [23,24]. The 17 goals of the SDGs are as follows:

(1) No poverty: eradicating poverty in all its forms everywhere;
(2) Zero hunger: ensuring food security, eradicating hunger, and promoting sustain-

able agriculture;
(3) Good health and well-being: ensuring and promoting healthy living and well-being

at all ages;
(4) Quality education: ensuring access to education without discrimination, fairness, and

high-quality education, and promoting lifelong learning;
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(5) Gender equality: achieving gender equality and empowering women;
(6) Clean water and sanitation: ensuring access to water, sanitation, and its sustainable

management for all;
(7) Affordable and clean energy: ensuring access to affordable, reliable, sustainable, and

modern energy for all;
(8) Decent work and economic growth: promoting inclusive and sustainable economic

growth with good jobs for everyone;
(9) Industry, innovation, and infrastructure: building resilient infrastructure, promoting

inclusive and sustainable industries, and accelerating innovation;
(10) Reduced inequalities: reducing inequality within and between countries;
(11) Sustainable cities and communities: building cities and villages that are inclusive,

safe, resilient, and sustainable;
(12) Responsible consumption and production: promoting a green economy and ensuring

sustainable consumption and production patterns;
(13) Climate action: completing mitigation and adaptation actions to address climate

change and its impacts;
(14) Life below water: executing conservation and sustainable use of marine ecosystems

to ensure biodiversity and prevent degradation of the marine environment;
(15) Life on land: implementing conservation and sustainable use of terrestrial ecosystems,

ensuring biodiversity, and preventing land degradation;
(16) Peace, justice, and strong institutions: promoting peaceful and pluralistic societies,

ensuring judicial equality, and building credible and inclusive systems;
(17) Partnerships for the goals: establishing multiple partnerships and working together

to promote a sustainable vision.

3. Conclusions and Future Direction

We review the media reports related to the FAE in Taiwan and present the main aspects
of FAE in historical and societal ethics, the food and agriculture industry and responsibility,
food and agriculture culture preservation, and education and health promotion. Seven
categories are defined as culture, life, agriculture, campus, society, environment, and
industry. The enhancement of the sustained development in FAE with legislation is found
according to the increasingly consolidated relationship between SDGs and FAE. Further
research is needed to focus on the issues that appear more frequently in the current food
and agriculture education and research. FAE may be preferred in the metropolitan area
while teaching cultural subjects is more acceptable in the non-metropolitan area. Therefore,
the cross-analysis of teaching and training is also necessary.

Author Contributions: Conceptualization, J.-C.M.L. and M.-Y.H.; methodology, M.-Y.H.; valida-
tion, J.-C.M.L.; formal analysis, M.-Y.H.; investigation, J.-C.M.L.; resources, J.-C.M.L. and C.-L.W.;
writing—original draft preparation, M.-Y.H. and C.-L.W.; writing—review and editing, M.-Y.H.;
visualization, J.-C.M.L.; supervision, M.-Y.H.; project administration, M.-Y.H.; funding acquisition,
C.-L.W. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by the research projects (MOST 110-2420-H-002-003-MY3-
Y11209) of the Ministry of Science and Technology and (NTCU111103) and the National Taichung
University of Education.

Institutional Review Board Statement: This research did not execute the questionnaires and inter-
view and hence, this research did not require ethical approval.

Informed Consent Statement: Not applicable because this research did not involve any humans.

Data Availability Statement: No new data were created.

Conflicts of Interest: There are no conflict of interest in this research.

625



Eng. Proc. 2023, 38, 83

References

1. FAO. Available online: http://www.fao.org/documents/card/en/c/ca8996en (accessed on 23 March 2023).
2. FAO. Available online: http://www.fao.org/3/y4671e/y4671e06.htm (accessed on 11 January 2023).
3. Ashraf, S.A.; Siddiqui, A.J.; Elkhalifa, A.E.O.; Khan, M.I.; Patel, M.; Alreshidi, M. Innovations in nanoscience for the sustainable

development of food and agriculture with implications on health and environment. Sci. Total Environ. 2021, 768, 144990.
[CrossRef] [PubMed]

4. Bryngelsson, D.; Wirsenius, S.; Hedenus, F.; Sonesson, U. How can the EU climate targets be met? A combined analysis of
technological and demand-side changes in food and agriculture. Food Policy 2016, 59, 152. [CrossRef]

5. OECD/FAO. Available online: https://doi.org/10.1787/19991142 (accessed on 23 March 2023).
6. Baig, I.A.; Chandio, A.A.; Ozturk, I.; Kumar, P.; Khan, Z.A.; Salam, M. Assessing the long-and short-run asymmetrical effects of

climate change on rice production: Empirical evidence from India. Environ. Sci. Pollut. Res. 2022, 29, 34209. [CrossRef] [PubMed]
7. Gupta, R.; Mishra, A. Climate change induced impact and uncertainty of rice yield of agro-ecological zones of India. Agric. Syst.

2019, 173, 1–11. [CrossRef]
8. Hossain, M.; Islam, M.; Sujan, M.; Khan, H.; Tuhin, M.; Bekun, F.V. Towards a clean production by exploring the nexus between

agricultural ecosystem and environmental degradation using novel dynamic ARDL simulations approach. Environ. Sci. Pollut.
Res. 2022, 29, 53768–53784. [CrossRef] [PubMed]

9. Praveen, B.; Sharma, P. Climate change and its impacts on Indian agriculture: An econometric analysis. J. Public Aff. 2020,
20, e1972. [CrossRef]

10. Hsieh, Y.M. Interdisciplinarily Exploring the Most Potential IoT Technology Determinants in the Omnichannel E-Commerce
Purchasing Decision-Making Processes. Appl. Sci. 2020, 10, 603. [CrossRef]

11. Hsieh, Y.M. The most sustainable niche principles of social-media education in a higher education contracting era. Sustainability
2020, 12, 339. [CrossRef]

12. Huang, Y.-M.; Hsieh, Y.M.; Usak, M. A Multi-Criteria Study of Decision-Making Proficiency in Student’s Employability for
Multidisciplinary Curriculums. Mathematics 2020, 8, 897. [CrossRef]

13. Chan, Y.-K.; Hsieh, M.-Y.; Usak, M. A Concrete Study on Social-Media Connection of Global Literacy Abilities in MOOCs under
the Dual Impacts of Lower Birth-Rate and COVID-19. Sustainability 2021, 13, 2203. [CrossRef]

14. Usak, M.; Hsieh, M.-Y.; Chan, Y.-K. A Concertizing Research on Making Higher Education Sustainability Count. Sustainability
2021, 13, 2724. [CrossRef]

15. Duran, M.; Usak, M.; Hsieh, M.-Y.; Uygun, H. A New Perspective on Pedagogical Content Knowledge: Intellectual and Emotional
Characteristics of Science Teachers. RCIS 2021, 72, 9. [CrossRef]

16. Wu, T.-L.; Hsieh, M.-Y.; Min, K.-W.; Yu, M.-T.; Ho, C.-T. Use of Sensor Technologies in Online Courses in Post-COVID-19 Era.
Sens. Mater. 2021, 33, 2045–2062. [CrossRef]

17. Huang, C.C.; Chan, Y.-K.; Hsieh, M.Y. The Determinants of ESG for Community LOHASism Sustainable Development Strategy.
Sustainability 2022, 14, 11429. [CrossRef]

18. Chan, Y.-K.; Hsieh, M.Y. An Empirical Study on Higher Education C-ESG Sustainable Development Strategy in Lower-Birth-Rate
Era. Sustainability 2022, 14, 12629. [CrossRef]

19. Hsieh, Y.-M. Online learning era: Exploring the most decisive determinants of MOOCs in Taiwanese higher education. Eurasia J.
Math. Sci. Technol. Educ. 2016, 12, 1163. [CrossRef]

20. Hsieh, Y.-M. Employing MCDM methodology to verify correlationship between social media and service quality in the dynamic
m-commerce era. J. Internet Technol. 2018, 19, 225.

21. Hsieh, Y.-M.; Usak, M. High Education Radical Transformation Era: How Teachers’ Competency can Enhance the Students’
Employability. RCIS 2020, 68, 95. [CrossRef]

22. Huang, Y.-M.; Hsieh, Y.M. An Interdisciplinary Research on Students’ Employability in Technology Education to Advance Higher
Education Enrollment Sustainability. Sustainability 2020, 12, 1806. [CrossRef]

23. Hsieh, M.Y. The Sustainable Development and Strategic Approaches for Contemporary Higher Education. Sustainability 2022,
14, 12925. [CrossRef]

24. Huang, C.-C.; Chan, Y.-K.; Hsieh, M.-Y. Preliminary Research on the Sustainable Determinants of Taiwanese Ecotourism with the
International Standards. Int. J. Environ. Res. Public Health 2022, 19, 14489. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

626



MDPI AG
Grosspeteranlage 5

4052 Basel
Switzerland

Tel.: +41 61 683 77 34

Engineering Proceedings Editorial Office
E-mail: engproc@mdpi.com

www.mdpi.com/journal/engproc

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are

solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s).

MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from

any ideas, methods, instructions or products referred to in the content.





Academic Open 

Access Publishing

mdpi.com ISBN 978-3-7258-1448-0


