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Preface

The Internet of Things represents one of the most significant technological advancements of our

era. It interconnects a multitude of devices and systems, thereby transforming how we interact with

the world around us. The breadth and depth of its applications span various domains, offering

innovative solutions and posing new challenges. This reprint explores these dimensions through

a curated selection of research studies and reviews that address the multifaceted nature of IoT

technologies. We are grateful to all the contributing authors for their valuable insights and pioneering

research.

The opening chapter, ”Generic IoT for Smart Buildings and Field-Level

Automation—Challenges, Threats, Approaches, and Solutions,” delves into the complexities of

implementing IoT in smart buildings. Following, ”Classifying the Main Technology Clusters and

Assignees of Home Automation Networks Using Patent Classifications” provides a meticulous

analysis of home automation networks. The reprint then transitions to industrial applications with

”QoS-Aware and Energy Data Management in Industrial IoT.” This chapter focuses on the critical

aspects of Quality of Service (QoS) and energy management, which are essential for optimizing

industrial IoT operations. Further advancing the discussion on IoT efficiency, ”Rendezvous Based

Adaptive Path Construction for Mobile Sink in WSNs Using Fuzzy Logic” introduces an innovative

approach utilizing fuzzy logic. ”Energy-Efficient Cluster Head Selection in Wireless Sensor Networks

Using an Improved Grey Wolf Optimization Algorithm” presents a novel algorithm designed to

improve energy efficiency in WSNs. The integration of blockchain technology with IoT is examined

in ”Blockchain-Based Internet of Things: Review, Current Trends, Applications, and Future

Challenges.” Environmental sustainability is addressed in ”Energy Efficiency of IoT Networks for

Environmental Parameters of Bulgarian Cities.” This chapter evaluates the energy efficiency of IoT

networks in monitoring and managing environmental parameters, using Bulgarian cities as case

studies. Security, a paramount concern in IoT, is the focus of ”IoT Security Mechanisms in the

Example of BLE.” This chapter discusses security mechanisms specific to Bluetooth Low Energy

(BLE), providing insights into protecting IoT ecosystems from emerging threats. ”Enhancing Robots

Navigation in Internet of Things Indoor Systems” explores robots’ navigation capabilities within

IoT-enabled indoor systems. The chapter presents advancements in robotic navigation facilitated by

IoT technologies, which enhance the functionality and reliability of indoor systems. Lastly, ”Affecting

Young Children’s Knowledge, Attitudes, and Behaviors for Ultraviolet Radiation Protection through

the Internet of Things: A Quasi-Experimental Study” investigates the educational impact of IoT on

health.

Sergio Correia

Editor
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Generic IoT for Smart Buildings and Field-Level
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Computer Science and Biomedical Engineering, AGH University of Krakow, al. Mickiewicza 30,
30-059 Krakow, Poland; ozadow@agh.edu.pl; Tel.: +48-12-617-50-11

Abstract: Smart home and building systems are popular solutions that support maintaining comfort
and safety and improve energy efficiency in buildings. However, dynamically developing distributed
network technologies, in particular the Internet of Things (IoT), are increasingly entering the above-
mentioned application areas of building automation, offering new functional possibilities. The
result of these processes is the emergence of many different solutions that combine field-level
and information and communications technology (ICT) networks in various configurations and
architectures. New paradigms are also emerging, such as edge and fog computing, providing
support for local monitoring and control networks in the implementation of advanced functions and
algorithms, including machine learning and artificial intelligence mechanisms. This paper collects
state-of-the-art information in these areas, providing a systematic review of the literature and case
studies with an analysis of selected development trends. The author systematized this information in
the context of the potential development of building automation systems. Based on the conclusions
of this analysis and discussion, a framework for the development of the Generic IoT paradigm
in smart home and building applications has been proposed, along with a strengths, weaknesses,
opportunities, and threats (SWOT) analysis of its usability. Future works are proposed as well.

Keywords: building automation; Internet of Things; generic IoT; fieldbus; edge computing; fog
computing; blockchain; machine learning; artificial intelligence; IoT assessment

1. Introduction

The rapid development of Internet-of-Things (IoT) technology over the last dozen or
so years has contributed to a significant increase in the diversity and heterogeneity of data-
transmission networks, as well as the emergence of numerous standards, communication
protocols, and approaches in network organization. However, technological progress and
development in this area are inevitable, and the IoT paradigm is constantly gaining new
application areas, in particular in the field of smart solutions, both industrial, commercial,
and utility, dedicated directly to customers [1,2]. This diversity of applications generates the
need to consider the various requirements and expectations of users and applications. For
example, the implementation of IoT devices (smart nodes) in the control and monitoring
network of a production line with industrial robots poses completely different challenges to
network installers and integrators than in the case of identifying products and a purchasing
application based on smart IoT labels or operating IoT modules with a smartphone in
smart-home or smart-city installations [2–4]. Therefore, it is a difficult task to define and
sanction a uniform universal generic IoT framework for all its potential application areas,
although many research and engineering teams are making efforts. This paper focuses on
the applications of smart-home technologies and smart-building systems, considering their
inclusion in larger system structures such as local energy microgrids and smart cities [5–7].

Computers 2024, 13, 45. https://doi.org/10.3390/computers13020045 https://www.mdpi.com/journal/computers1
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1.1. Fieldbus Networks in Smart Homes and Buildings

Over the last thirty years, network-communication technologies and protocols for
building and industrial automation systems, as well as information and communications
technology (ICT) networks, have been developing independently of each other. In particu-
lar, to support various sensor and actuator modules characteristic for building automation
and control systems (BACS) and building management systems (BMS) dedicated commu-
nication technologies have been developed to transmit short data packets in channels with
relatively low bandwidth that are sufficient for this type of use. Physically, communication
was and is implemented in most such systems through data buses with various types of
communication media, most often a twisted pair and less often a power line, optical fiber,
or radio channels. Three open, international standards, namely KNX [8], LonWorks [9], and
BACnet [10], have been developed for BACS, dedicated to the implementation of fieldbus
networks in buildings [11–14]. In addition, many manufacturers of building automation
modules have developed and introduced their own, proprietary communication protocols,
reserved to support the modules and devices they offer. Most of them are based on the
seven-layer open systems interconnection model from the International Organization for
Standardization (ISO/OSI model) providing a common basis for the purpose of systems
interconnection [15–17]. Based on these technologies and protocols, distributed automation
networks are built, operating in the event-based regime [18–21].

In turn, over the last ten to fifteen years, distributed systems with wireless commu-
nication of various technologies (Bluetooth, ZigBee, Z-Wave, and Wi-Fi) have become
increasingly popular in the smart-home and smart-building market, especially for solutions
dedicated to commercial and individual customers. In most cases, the organizational
concept of such networks is based on a simplified configuration of network devices and
control functions, using a smartphone, mobile devices, or Web services [22–26]. However,
it should be noted that this integration in the physical and communication layer is mostly
based on wireless Wi-Fi channels and the TCP/IP protocol. This is primarily due to the
rapid increase in the popularity of Wi-Fi access points in private, public, commercial, and
industrial buildings as an element of ensuring continuous, mobile, and remote commu-
nication with the buildings’ infrastructure as well as their users/occupants. Moreover,
people have used to almost constant use of smartphones and applications dedicated to
them, including smart-home control and monitoring with Wi-Fi communication.

The mentioned wireless-communication technologies, such as Bluetooth Low Energy
(BLE), ZigBee, or Z-Wave, tend to be used locally at the field level in home and building
automation systems. This is mainly due to their short signal range and low power con-
sumption. Therefore, they are implemented in various types of sensors (local measurement
of temperature, pressure, CO2 concentration, or light intensity) [26–31] and modules for
location, user-activity tracking (beacons), and presence verification. In these applications,
their short-range characteristics increase the precision of operation and can support the im-
plementation of some building automation functions related to thermal comfort, adaptive
control of heating, ventilation, and air conditioning (HVAC) systems, or dynamic regulation
of room lighting [32–37]. Therefore, in relation to the generic IoT concept, they should
only be considered as supporting technologies that cooperate with active nodes of KNX,
LonWorks, BACnet, and ICT networks with TCP/IP protocol dedicated to IoT solutions.

These trends have opened the way to the expansion of IoT concepts and technologies
as a solution not only for remote access to distributed BACS and BMS networks but also
for communicating distributed modules with the TCP/IP protocol interface within such
systems, at the field level as well. At the same time, however, the prospect of integrating
ICT network technologies with fieldbus network technologies created the need to solve
several technological and application problems [3,5,13,19,23,38,39]:

• Field-level IP protocol implementation with real-time requirements;
• Development of IoT structures for fieldbus networks;
• Assumptions for implementation of edge and fog services;
• Big-data processing within the edge and cloud computing for BACS and BMS;
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• Cybersecurity and data privacy;
• Energy efficiency and energy consumption reduction for wireless modules, sensors,

and actuators.

1.2. Edge and Fog Computing within Advanced Home and Building Automation Systems

The network and functional structures of modern BACS are characterized by the two
most important features: (i) distribution—the possibility of installing universal microcon-
trollers performing simple control, monitoring, and communication functions directly in
network nodes at the field level and (ii) integration—striving for mutual connection in
one exchange network data control and monitoring functions for as many devices and
building infrastructure subsystems as possible. Advances in digital technologies, as well
as embedded systems based on System-on-a-Chip (SoC) architectures, have enabled the
development of many control and monitoring devices (network nodes) that are powerful
for support control and data communication functions directly at the field level, near the
building infrastructure (for example, temperature and occupancy sensors, various actua-
tors, such as valves, motors, etc.) [3,5,40]. In previous and some of the existing solutions,
most of the functions of control modules, along with the data exchange between them,
were implemented at the field level. However, with this approach, the desire to include
an increasing number of new building infrastructure elements and devices in the network
resulted in an increase in the resource load of these modules (memory, processor) and the
use of communication bus bandwidth. Moreover, the prospect of developing BACS and
BMS with the functions of dynamic response to changes in parameters and decision mak-
ing in the implementation of energy-efficiency improvement mechanisms and transactive
energy (for example, demand side management—DSM and demand side response—DSR)
requires maintaining high time determinism and working in real-time mode (with minimal,
deterministic data communication delays) [41–44].

To improve the responsiveness and correctness of the BACS and BMS, edge intelli-
gence and devices have been proposed. They push processing for data-intensive, advanced
control and monitoring functions away from the field-level nodes to a new edge network
level, effectively handle local workloads, and make faster, more precise service decisions.
Therefore, in the concept of smart home and smart building, one of the solutions turned
out to be the expansion of BACS and BMS network structures with new SoC edge mod-
ules. They communicate with field-level nodes to collect data from sensors or provide
signals to actuators, and, at the same time, they are responsible for handling higher-level
data communication and local processing of advanced algorithms for monitoring, data
acquisition, and control functions. Moreover, these edge modules, thanks to routing sup-
port and the inclusion in the TCP/IP network, also allow communication of smart-home
and smart-building modules with external cloud services (databases, data analytics and
visualization, cooperation with machine learning—ML, artificial intelligence—AI tools,
and advanced algorithms). In this way, the IoT potential increases and introduces other
development possibilities for BACS and BMS. Since the IoT edge nodes can increase com-
putation near the source of the data, various IoT and cloud services can be deployed on
local systems. This paradigm is known as ‘edge computing’ and integrates IoT technologies
and cloud computing systems [45,46]. What is very important in smart home and building
applications is that it reduces the communication bandwidth needed between sensors,
actuators, and the external data center. Moreover, it allows for easier integration of different
subsystems (energy, climate control, security, comfort, user services, maintenance, and
energy management) controlled and monitored in modern, fully integrated intelligent
facilities [3,39,47]. Therefore, this is one of the most important elements that should be
included in the concept of a generic IoT framework for smart-building solutions.

A natural consequence of including edge modules from the IoT in BACS network
structures, along with the computing and memory resources available in them (edge com-
puting), is the emergence of a larger data exchange and processing structure called fog
computing [45,46]. In [5], Taghizad-Tavana et al. explain that fog computing aims to
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optimize data transfer and communication between smart-building zones and smart homes
and to develop lightweight algorithms to process local data and reduce the number of
transmissions that are needed between devices. Moreover, according to [48,49] the fog
computing paradigm is an alternative to smart modules with limited computational re-
sources, typical for smart home and building systems. The authors explain that it extends
the computational resources available in the cloud services to the network edge level, pro-
viding mobility, scalability, low latency, and robustness for the end BACS and BMS users.
Additionally, what is very important is that edge computing enables real-time information
analyses through the distribution of the decision-making process directly in the edge-level
network at facilities (buildings, homes, local microgrids, etc.) [45]. Finally, Nasir et al. [39]
add and explain that fog computing principally extends the cloud-computing architecture
to the edge-level network. This approach enables an innovative variety of silent services
and applications for end-users. Lightweight algorithms running on the edge-level network
directly on IoT devices can conserve less bandwidth and provide computed, analyzed data
to the end user without using the cloud every time. Moreover, the edge/fog modules can be
equipped with AI mechanisms, providing more advanced computing and analyzing data
in real time, thereby reducing the cloud service need and bandwidth. This approach and its
features are very important considering the perspective of the development of advanced,
dynamic control and monitoring functions for tactile internet, transactive energy manage-
ment, generic IoT–fog–cloud BACS and BMS architectures as well as smart communities
and cities [5,6,50,51].

1.3. Methodology of the Review

The wealth of conceptual and technical issues associated with the development of
modern distributed smart home and building automation systems prompted the author
to conduct a comprehensive review of the scientific literature of the last dozen years,
particularly on the topic of integrating ICT networks and TCP/IP protocol transmission
channels into these systems. The review is based on publication databases recognized in
the electrical engineering, electronics, information technology and network control systems
industry, namely ScienceDirect, Springer, IEEE Xplore, MDPI, and, occasionally, ACM
Digital Library, Taylor and Francis, and Wiley Online Library. Moreover, in the selection of
the main topics of the review, the results of analyses of the citations of publications in the
Web of Science and Scopus databases and the population of selected keywords in patent
databases (Google Patents search engine) were used.

Keywords were an important element in the guide to the literature review and in
selecting specific publications for further discussion in this paper. They were divided into
several thematic groups: (i) distributed control systems (e.g., building automation, fieldbus,
smart home, smart building, BACS, and BMS); (ii) Internet of Things (e.g., smart nodes,
edge computing, fog computing, cloud computing, TCP/IP for smart applications, and
IoT maturity); (iii) communication networks (e.g., wired and wireless communication,
remote access, local communication, and communication protocols); (iv) cybersecurity (e.g.,
privacy, data security, blockchain, access control, and encryption), and emerging trends
(e.g., machine learning, artificial intelligence, tactile internet, and digital twin).

In many cases, combinations of several keywords led to the finding of other review
texts, particularly those relating to IoT technologies and the areas of smart home and
building applications. By analyzing these texts, the author identified potential thematic
gaps and, based on them, formulated original contributions for this publication.

1.4. Original Contributions and the Paper Structure

According to the information presented in the previous subsections, IoT technologies
have a very wide scope of applications. This review focuses on the specific smart home and
building systems industries, considering the functionalities of advanced BACS and BMS.
Moreover, several technical aspects of interactive energy management with DSM and DSR
functions are discussed for smart home and building operations within local microgrids
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and smart-city infrastructures. In particular, the literature, research results, and case studies
are analyzed in the context of developing the generic IoT concept for building automation
systems in the framework of fieldbus–edge–fog–cloud architecture. The main contributions
of this review are as follows.

• It provides a comprehensive review of the state-of-the-art IoT techniques and solutions
related to smart homes and buildings with distributed control systems. This review is
important because it collects knowledge about adapting and using IoT technologies in
a segment that is rapidly developing but has so far been based on its own solutions
for communication and data processing, in particular at the field level;

• As opposed to other IoT technology reviews, this one analyzes and discusses the
suitability of various IoT concepts and tools for smart homes and buildings. Moreover,
it sheds light on trends and innovative solutions emerging from this field that could
be motivating for interested researchers and engineers;

• Providing a new perspective on various IoT applications (e.g., edge and fog computing
and big-data processing) supported by recent research studies. To this end, the review
provides some of the IoT design practices, considering the unique properties of smart
homes and buildings, that finally will lead to more effective data processing, control
and monitoring functions execution and better integration;

• It presents the major challenges and trends and pinpoints new, open research issues
that need attention from researchers, domain experts, and engineers. In particular,
this review provides information on the future scope of research on the integration of
AI and ML capabilities, tactile internet developments, and IoT technology maturity
assessment in building applications;

• It proposes general assumptions for the generic IoT framework concept with SWOT
analysis as well as a discussion of pros and cons.

The remaining sections of this article are organized as follows. Section 2 presents a
general view of network solutions, in particular distributed networks, used in home and
building automation. Then, Section 3 describes the technological issues and main challenges
related to the implementation of emerging edge and fog computing in BACS, BMS, and
smart home and building systems. Section 4 selects and discusses several important trends
and concepts for the development of functionally advanced BACS and BMS platforms with
IoT technologies, in particular aspects of the implementation of ML and AI techniques.
Section 5 introduces the generic IoT framework proposed by the author for applications
in home and building automation systems, along with a SWOT analysis of its usability.
Finally, in Section 6, the paper is concluded, providing future work information as well.

2. Control Networks and Smart Technologies in Buildings

In the classic engineering approach, technical solutions of smart home and building
systems are based essentially on two organizational structures, (i) centralized systems,
with one programmable logic controller (PLC) or server unit, cooperating with external
modules supporting sensors and/or actuator modules and (ii) distributed systems, without
a central unit but with sensor and actuator modules equipped with microcontrollers and
communication interfaces. The second approach enables the execution of control and
monitoring functions directly next to the elements of the house or building infrastructure,
as well as data transfer between such modules, to implement more advanced functions
within an integrated structure [52,53]. It should be noted that distributed solutions are
the result of technological progress, development, and miniaturization of electronics,
and they represent a significant achievement over the last several dozen years, enabling
the implementation of more universal, advanced, and reliable system structures in the
industrial and building automation industry. Obviously, centralized systems are still
available and implemented in practice, but usually in very small installations (e.g., control
of heating, ventilation, and air-conditioning systems in houses and small buildings), where
they work well and are attractively priced. However, distributed systems are also becoming
more and more popular in this sector. They are usually based on simple SoC modules
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with radio communication (Wi-Fi, Bluetooth, Z-Wave, ZigBee, and others), with dedicated
applications for mobile devices or with support from dedicated server applications and
websites [2,23,26,54,55]. Therefore, this study focuses on the analysis of the development of
distributed automation networks, the architecture of which naturally fits into the concept
of IoT technology applications and the cloud, with distributed tools and services for data
processing.

2.1. Distributed Control Approach

The idea of distributed control systems in industrial and building automation de-
veloped in the 1990s and was a direct result of the appearance of microcontrollers that
had sufficient computing power and memory resources to implement algorithms for the
control and monitoring functions of industrial and building infrastructure devices. First,
modules of various types of sensors and actuators were developed and equipped with
microcontrollers and communication interfaces, necessary to exchange data (network vari-
ables and data points) between such modules. In the next stage of the development process,
with the increase in the computing power and operating speed of microcontrollers (in
the 2000s), universal programmable input–output modules appeared. Then, automation
servers and other system modules have been introduced that support the processing of
growing amounts of data at the object level [56–58]. As a result, especially in larger commer-
cial and public buildings (e.g., hotels, shopping centers, offices, and university campuses),
it became possible to build extensive automation and building management systems (BACS
and BMS) with a fully distributed architecture. However, at the same time, the growing
number of modules creating BACS and BMS forced the systematization of this architecture
as well as the communication protocols. In [55,58,59], the authors describe and explain
their most important elements, pointing to the progressive hierarchization of the BACS
network architecture. According to the main assumptions, the overall architecture for a
typical BACS can be organized into three layers/levels depending upon the functional
hierarchy of the specific application:

• Field layer, the lowest one, where the interaction with field devices (sensors and
actuators) happens, environmental data are collected, and parameters of the environ-
ment are physically controlled in response to commands from the system. Additional
modules of sensors, stationary and mobile beacons with BLE, Z-Wave, and ZigBee
wireless-communication technologies, are often used on this layer as well. They sup-
port mechanisms for the precise location of people and equipment in rooms and for
monitoring environmental parameters;

• Automation layer, the middle layer, where data are processed, control loops are exe-
cuted, and alarms are activated. It is also where processing entities also communicate
values of more global interest to each other, and values for vertical access by the next
management level are prepared (possibly aggregated);

• Management layer, the top layer, is where information from throughout the entire
system is accessible, as well as where activities like system-data presentation, forward-
ing, trending, logging, and archiving take place. Moreover, vertical access to all BACS
values is provided, including the modification of parameters such as schedules and
long-term historical data storage. The possibility to generate reports and statistics is
implemented as well.

With this concept, the progressive growth of data-processing tasks and services carried
out at the highest Management Layer is clearly visible. However, the next stage of develop-
ment of distributed BACS systems is not associated with progress in electronics, but with
the rapid expansion of ICT networks, which over the last dozen years have been gradually
reaching the management level and even lower levels in the architecture of BACS networks.
Therefore, the key question is: how far this inclusion should go, whether TCP/IP protocols
of ICT networks should dominate or perhaps completely take over communication and
data handling in field-level networks? Are the protocols dedicated to field-level networks
(ISO/OSI model), developed over many years and still strongly present in industrial and
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building automation and to be replaced by the expansion of TCP/IP, or should they exist
together in a kind of symbiosis [20,60]?

In response, a broad, multiaspect analysis of the currently developed generic IoT
concept is necessary, considering specific application requirements, security, privacy, and
operational reliability of smart home and smart building systems.

2.2. IoT Structures and Technologies for Building Automation

The possibility of including TCP/IP communication channels in field-level networks
has generated a multitude of application concepts at various levels of the existing archi-
tecture of BACS and BMS systems that address this topic by several engineering and
scientific teams, along with additional marketing chaos. For example, the KNX Associ-
ation and LonMark International, recognized organizations in the building automation
industry, responsible for international open building automation standards, have launched
information and advertising campaigns that the KNX [8] and LonWorks [9] standards are
“IoT ready”. Similar information still appears in the materials of many manufacturers of
modules for BACS, BMS, and smart-home systems [61–63]. Therefore, in the first years of
this process, research, engineering, and methodological works were already carried out
aimed at verifying the technical capabilities of TCP/IP transmission channels and the IoT
paradigm based on them in the effective implementation and support of the efficiency of
BACS, BMS, and smart-home systems.

Scientific studies from the first two decades of the 2000s indicated potential areas of
IoT applications and attempted to define possible development concepts for distributed
networks. Kortuem et al. [64] propose a concept of smart objects as independent nodes with
awareness (ability to sense, interpret, and react to events occurring in the physical world)
and interaction (ability to converse with devices, other nodes, and the user in terms of input,
output, control, and feedback). They discuss a general approach to such a concept, without
specification of application areas (e.g., smart home or building), analyzing the possibilities
of building peer-to-peer (P2P) data-exchange networks based on such smart objects to
implement more advanced control and monitoring functions as well as data acquisition
from sensors, actuators, etc. It is very important to note the reaction of smart objects to
events, which is a key element of smart home and building systems, defined as event-based
systems. In turn, in [65,66], the authors already point to the potential possibilities of IoT
integration in the structures of BACS and BMS systems. However, the proposed appli-
cations concern only the use of IoT gateway modules and integration servers to support
the operation of distributed BACS network nodes (integrated within field-level networks)
in the implementation of remote access, data acquisition, and visualization in external
services and object-linking and embedding for process control (OPC) databases. Therefore,
IoT technologies in this approach constitute an addition, without significant interference in
the structures of existing and planned BACS and BMS field-level networks. For example,
the IoT with a TCP/IP protocol is considered a crucial element of a standardization process
of building automation protocols.

However, the second decade of the 2000s brings more and more analyses and technical
developments of the BACS architecture concept using IoT technology in system integration
and development trends for modern smart home and building systems. In conference
proceedings [67], Jung et al. discuss the new version of the IPv6 protocol and its most
important features, such as the larger address space, self configuration, quality of service
mechanisms, and security, qualifying it for applications in BACS and BMS, and promising
a better integration of building automation technology in the IoT. Moreover, they conclude
that the transition towards IPv6 from IPv4 at the Automation and Management Layers opens
new opportunities for several previously not realizable use case scenarios in BACS and
BMS like (i) home and/or building infrastructure device maintenance, (ii) smart grids
and energy efficiency with interconnected devices, renewable energy sources (RES) and
dynamic load shifting, the energy pricing ready for transactive energy concept, and, finally,
(iii) buildings integrated into business processes with advanced occupants monitoring,
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access control, and HAVC operation and lighting control. In this context, several technical
aspects of IoT integration with different BACS standards (KNX, LonWorks, BACnet, and
OPC) are shortly discussed with a use case study.

Going one step further, Lilis et al. [68] proposed a transitional design for BACS
networks that integrate IoT technologies. Based on the BACS architecture with field-level
modules with communication in open standards (BACnet, KNX, and LonWorks), the use of
the Internet backbone, and the developments in the embedded electronics at a higher level
of the network structure, the authors point out the possibility and necessity of successive
implementation of the embedded web services, sometimes referred to as Web of Things
(WoT). In this way, the control and monitoring functions of BACS systems become services
implemented in the form of applications in IoT devices at the automation or management
layer, with communication of signals from and to field-level modules. Moreover, the authors
analyze the practical possibilities of implementing openBMS-class platforms by providing
a palette of semantic web services with the wide adoption of IoT-based management
systems. For this purpose, they propose the implementation of universal distributed
embedded electronics modules at the automation layer. According to this concept, each of
those modules is an always-listening participant of the sensor and actuator networks and
provides gateway-like capabilities towards the computer network [69,70].

Bearing in mind all development aspects of the concept of integrating IoT technology in
BACS and BMS networks, Figure 1 presents their most important elements and differences
visible, especially in the middle layer—the automation layer.

 

Figure 1. Schematic diagrams for two basic concepts of IoT development and application within
the BACS and BMS architectures: (a) field-level devices connected by universal gateways to the
higher network level using TCP/IP protocol and providing remote access [66]; (b) field-level devices
connected by dedicated modules (automation servers, IP gateways) providing both remote access
and data tunneling (IP channel integrated within the BACS and BMS architecture) [56,67]; and
(c) additional distributed embedded electronics modules implemented at the automation level [68,69].
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3. The IoT with Edge and Fog Computing in Buildings—Main Challenges

The turn of the second and third decades of the 2000s and until now is a period of
rapid development of ICT network and cloud services. During this period, the widespread
use of server resources (cloud) for storing and processing large amounts of data has been
developing, basically, in all areas of industry, science, and social life. In the building automa-
tion industry, there are subsequent years of progressive integration of field-level networks
with ICT networks and a trend toward implementing advanced control, monitoring, and
management functions of an increasing number of elements of the building infrastructure.
Moreover, the progressive implementation of energy-management algorithms, energy
media, and the operation of local microgrids with RES and smart-grid services.

3.1. Service-Orientated IoT and Edge and Fog Computing in BACS and BMS

Such a significant development of functional concepts indicates new development
trends in BACS systems in smart home and building applications. Simultaneously, the
continuous development of IoT techniques and microcontrollers determines the need for
organizational changes in BACS networks. In particular, this concerns the expansion of
the ability to perform most of the analyzing and data-processing functions for monitor-
ing and controlling the building infrastructure directly in the local network (within the
building, campus of buildings, etc.). This is made possible by the computing power and
memory resources of many modern distributed embedded electronics modules (automa-
tion servers, advanced routers, and gateways), integrated in the automation level of the
IoT network. These modules, usually located at the junction of the field and automation
(middle) layers, create the so-called edge computing in the modern BACS with IoT-network
nomenclature [46]. Edge computing can be defined as a computing approach that uses
resources in the periphery of a network. In this way, it brings the computation closer to the
nodes of the BACS at the network’s edge to provide a minimal delay and lower latency
period between the moments that the data are acquired by sensors and then sent as control
signals for actuators within the BACS [40,71,72]. The ongoing development of this layer
of the BACS network, in particular the exchange of data in the TCP/IP channels between
distributed embedded electronics modules and their performance of local, advanced an-
alytical and data-processing functions at the automation level, has led to the creation of
a new paradigm and term, fog computing, in the modern BACS with IoT networks. Fog
computing is a distributed network resource that performs functions using local network re-
sources but is also open to external services outside the local network—in the cloud [45,46].
Fog computing, therefore, operates at the automation and management levels, which are
still supported by the local network and external resources. Hence, the fog element in
the name indicates a kind of blurring of the integrated network layers [48,49,51,71]. The
technical and organizational aspects of IoT networks presented in this subsection have
significantly influenced the architecture of modern BACS and BMS systems in applications
for smart homes and buildings. The general structure of such a network, highlighting the
most important elements and levels, is shown in Figure 2.

In addition, BACS and BMS networks with such a structure, using distributed mod-
ules with TCP/IP communication in the edge and fog computing structure, create an
environment for a service-oriented IoT [47] and a new Building as a Service (BaaS) [73]
strategy. The first one is more general in nature; in the literature, it is referred also as Fog of
Everything (FoE) and Internet of Everything (IoE) and focuses on the ability to use IoT tech-
nology in the implementation of services for four main areas: processes, data, people, and
things. Formally, this approach refers to an ecosystem of edge modules that autonomously
share and self-manage their limited resources in order to achieve the system goal (e.g.,
implementation of dynamic control, monitoring, management functions, etc.) [74].
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Figure 2. Structure and data flow in the network with field-level local networks, fog level, and
cloud level [51].

The second one is more detailed and refers directly to the development concepts of
BACS and BMS systems, in particular in smart-building applications. According to [75,76],
buildings, in particular nonresidential ones equipped with BACS and IoT distributed net-
works integrated with fog and cloud computing, can be perceived in the BaaS convention,
defined as the demand-oriented deployment of resources and assets, respectively. With this
approach, buildings become platforms of information for providers and consumers. The fo-
cus moves from functions and services available in a building with BACS and BMS to view
the building as a service-dominant logic-based asset. In this way, facility management (FM)
is, in practice, a process of dynamic data management and data mining in order to adjust
the operating conditions of building infrastructure devices to the current needs of users and
changing environmental parameters (e.g., temperature, daylight level, energy tariffs, etc.).
Moreover, it opens the way to building a framework of open data-processing platforms to
provide specific services to users and infrastructure elements based on measurement data
and device operating parameters.

Wildenauer et al. [75] also point to the inclusion of the BaaS and IoE approaches for
enabling a digital twin (DT) tool based on building information modeling (BIM), which is
becoming mandatory in several European states. In this context, it should be emphasized
that the latest Energy Performance of Buildings Directive (EPBD 2018) [77] and the related
technical report [78] define the smart readiness indicator (SRI) along with guidelines for
verifying this readiness based on the services offered and possible to implement in the
building. The first verification analyses of the usability of this indicator and related services
in buildings are carried out as part of research and engineering works in order to develop
mechanisms for applying the indicator’s guidelines in real applications of buildings as well
as energy microgrids with RES and energy storages [44,79–81].

3.2. Big-Data Processing and Cloud Computing

An aforementioned approach to BACS with IoT as a framework of an open data-
processing platform requires the integration of numerous sensor and actuator modules as
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well as automation servers at the field and automation layers. Moreover, it is necessary
to organize network connections of edge modules and computing infrastructure with
external resources in the cloud. This entails the need to ensure efficient transmission and
processing of large data resources while maintaining the time regime (real time) so that the
implementation of BACS and BMS functions and services takes place essentially unnoticed
by the building users. At the same time, in recent years, there has been a rapid increase
in the popularity of data collection and processing services in the cloud—external servers
usually operated by external entities or at the disposal of suppliers of smart home and
smart building systems. This situation also affects designers and integrators of BACS
systems with IoT, who often decide to implement cloud-centric systems, where there are
basically only two levels of network structure, field and management (cloud) layers, and
all more advanced functions and services in system are implemented in external cloud
resources [82,83]. At the same time, they rely largely on data processing and protection
tools offered by external administrators of such cloud services. However, this is not al-
ways beneficial, especially considering that many advanced services can be provided by
modern BACS and IoT modules directly at the automation layer, close to the field layer
modules. This solution naturally increases data security and reduces the load on network-
communication channels. Therefore, in concept research and application case studies of
modern BACS and BMS with IoT, solutions based on more advanced multilevel structures
of system networks are considered and developed. The key element of these analyses
is the development of guidelines regarding the areas of implementation of BACS and
BMS functions and services in the network structure (what levels, between levels) and the
methodology for the effective organization of network variables and data objects binding
(interoperability, integration) to provide control and monitoring services. Considering the
possibility of moving away from a cloud-centric organizational strategy, Chen et al. [84]
propose an original cloud–fog computing architecture for information-centric IoT applica-
tions providing a classification of IoT applications and scheduling computing resources.
Moreover, a developed scheduling mechanism optimizes the dispatch of cloud and fog
resources regarding minimum cost in a cloud–fog computing environment. In turn, Sahil
and Sood [85] discuss cloud–fog architecture implemented in a specific application, the
panic-oriented disaster evacuation system in smart cities, with a particular analysis of the
effectiveness of the proposed system-data-processing algorithms for various functional
priorities (e.g., accuracy and sensitivity) in a very demanding time regime.

Research and development work is also carried out from a second perspective focused
on the lowest levels of the network structure. In paper [4], the authors proposed a model
and algorithms for handling modules with video cameras distributed at the field layer,
with identification and classification services of recognized objects implemented at the
automation layer in edge modules and a local workstation with the Microsoft Azure IoT
Platform. Research focused on the functional capabilities of this solution and measurements
of the system’s effectiveness were carried out with the results discussion. In other studies,
Huang et al. [47] propose an edge intelligence framework to build smart IoT applications.
The project they developed is based on an extensive automation layer, with many edge
modules cooperating to support local groups of field devices. A characteristic element of
the concept is virtualized IoT services, which enable hardware-independent application
design and simplify IoT services composition using different field-layer (physical) devices
without redefining applications. This is an element of the ongoing strategy of organizing fog
computing at the automation layer, within the local system network. Further development
of the concept is proposed by Nasir et al. [39] by employing edge devices as a computational
platform in terms of reducing energy costs and providing security, as well as remote control
of all field devices and appliances behind a secure gateway. Moreover, in the automation
layer, in addition to edge modules (nodes), they define fog nodes based on the powerful
Jetson Nano device [86]. The platform is open for integration with external cloud services
but is considered only as an additional tool to perform the most advanced processing, data
analysis, and machine-learning services.
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In turn, in paper [40], Lacatusu et al. analyze several design variants of the monitoring
and control system for the infrastructure of a smart-buildings complex, based on edge
computing and containers with additional cloud-computing services. Importantly, the
authors conducted a comprehensive performance evaluation of design concepts using
testing environments with two architectural options, (i) centralized (a cluster hosted in
a public cloud) and (ii) decentralized (a similar cluster deployed in a local datacenter).
They executed tests considering different numbers of edge nodes, corresponding to real
application cases, namely a small apartment, a house, a small residential building, an office
building, and a complex of smart buildings.

Finally, the research and engineering work of the last few years has focused on the
development of various comprehensive concepts for the organization of smart home and
building systems with the IoT–edge–fog–cloud architecture. For instance, in [3,51,87], the
authors propose similar structures and frameworks for BACS and BMS networks with IoT,
using in particular the new capabilities of edge and fog computing modules. In all cases,
regardless of the application area, the structures of the automation layer are expanded,
where operations are carried out by providing services such as data aggregation and
analytics, security, access control, self healing, and self managing. The general diagram of
such a network layer structure is shown in Figure 3.

 

Figure 3. Advanced layer structure of BACS, BMS with IoT network, including big-data processing
and cloud services [3,51,87].

For these solutions, the use of various communication technologies and the possibility
of building network nodes based on universal modules with microcontrollers (e.g., Arduino
and ESP) or a class of microcomputers (e.g., Raspberry Pi and Beagle Bone) are analyzed.
Using the results of these analyses, engineering teams carry out tests aimed primarily at
improving efficiency and reliability while rationalizing costs and resources used.

With this approach and the clear development trends of edge and fog computing in
BACS and BMS systems, the issues of selecting communication protocol techniques and
implementing data-security mechanisms, certainty, and unambiguity of communication
become very important. In the context of the variety of available communication protocols,
both wired and wireless, a comprehensive analysis of their usefulness and application
potential was carried out in [71]. Furthermore, a broader analysis of security issues and
data-transmission reliability was carried out in BACS and IoT edge computing networks in
smart-city applications in [7].

3.3. Cybersecurity, Privacy, and Blockchain Solutions for Distributed IoT in Buildings

It should be noted that the aforementioned developments of new structural concepts
of BACS and BMS networks in smart home and building applications, in particular the
progressive distribution of IoT nodes and edge modules at the automation layer cooperating
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with external cloud services, resulted in a greater “openness” of the BACS network structure
for new threats related to their inclusion and progressive integration into commonly used
TCP/IP networks. Moreover, new structures of communication and access to data in
the fog computing networks have been created, generating completely new categories
of threats. According to [88], traditional conventional security mechanisms will not be
designed or developed to secure technology such as the IoT. Therefore, it is necessary to
develop and introduce innovative solutions in the field of data security and reliable trusted
communication in the organized structures of a smart home and building network. These
issues are the subjects of numerous research and technical analyses.

One of the most generalized analyses is presented in [38], where the authors indicate
the most important issues related to the security and privacy of IoT networks. They discuss
(i) confidentiality (data secrecy which guarantees the reliable transfer of data); (ii) data
integrity (prevents corruption or alteration of data during transmission); (iii) availabil-
ity/disposeability (ability to provide sufficient network and data processing resources when
necessary), and (iv) authenticity (unique identification of users and resources authorized
to operate on a given network). Moreover, they indicate significant challenges resulting
from the development of IoT networks affecting security and safety issues. According to
the authors, there are five main ones [38].

• Heterogeneity of devices and communication, resulting from the coexistence of various
modules/nodes in one network structure (from small sensors and relays to large
modules of automation servers and data servers), and the fact that they are produced
by various manufacturers, often with different hardware architectures, supporting
various types of software tools;

• Integration of physical devices; the result of the aforementioned ‘openness’ is that an
attacker is potentially able to communicate with more devices than before. If he breaks
the home/building/local network protection, he is able to manipulate the lighting
system, lock doors, control HVAC, etc.;

• Constrained devices, the feature of many IoT devices resulting from a tendency to
reduce the cost of their production. As a consequence, IoT devices have limited
resources, memory space, low bandwidth, etc., and these considerably reduce the
possibility to implement conventional security techniques;

• Large scale, since, currently, there are more computers and other IoT devices connected
to the Internet than the number of humans on the globe, and the management of
so large number of smart devices is a very demanding task and inevitably raises
security risks;

• Privacy, IoT devices by their nature operate in a distributed structure, allowing com-
munication for various wired and wireless technologies. This approach allows for
interaction everywhere and data communication with many other BACS network
nodes and edge modules in order to provide various services with different scopes
and resource uses. The openness and flexibility of this structure generate additional
privacy risks.

This is, of course, a very general summary. More threads emerge in detailed analyses.
Particularly noteworthy is paper [89], where Parikh et al. consider security and privacy
risks for all three of the most important levels of IoT networks, namely cloud computing,
fog computing, and edge computing. The result of the analyses is a classification of the
complexity of problems and preliminary proposals for solutions but without any technical
or technological indications. In turn, paper [45] contains an overview of proposed solutions
that increase the level of security and privacy in edge and fog computing structures.
Laroui et al. provide a synthetic summary of the literature devoted to efforts to improve
security and privacy in IoT networks, along with a brief discussion of the proposed models,
mechanisms, and tools. Moreover, they discuss future research directions in this area
considering the balance between openness and ease of use of the IoT networks and the
need for a high level of their security and reliability.
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From the point of view of BACS and BMS systems with the IoT, the most important
are countermeasures dedicated to fog and edge computing integrated at the automation
layer, usually within a local subnet. Such countermeasures are described by a detailed
literature review by Alwakeel A. in [90]; in particular:

• For fog computing

a. Encryption techniques;
b. Decoy technique for authentication of data;
c. Intrusion detection system for denial-of-service attack (DoS attack) [91] as well

as port scanning attacks;
d. Authentication schemes, where the fog computing network enables users to

access the fog services from the fog infrastructure if they are well authenticated
from the system;

e. Blockchain strategy, it can prevent various malicious attacks in the fog network,
including man-in-the-middle attack, DoS attack, and data tampering.

• For edge computing

a. Edge node security;
b. Full-time monitoring of edge nodes;
c. Encryption with secret keys and attribute based [92];
d. Intrusion detection system;
e. User behavior profiling;
f. Cryptographic techniques with smart secret keys;
g. Data Confidentiality, for example with a privacy-preserving QueryGuard

mechanism [93].

One of the most frequently discussed and analyzed solutions that is intended to sup-
port the implementation of the most advanced security and privacy elements is blockchain
ledger technology [45,90]. In relation to the IoT paradigm, it is explained in [94] that
blockchains, by definition, rely on a public directory acting as a common transaction infor-
mation database for devices (nodes), edge modules, and automation servers. Furthermore,
in [95], Moniruzzaman et al. discuss the blockchain-based smart-home ecosystem, with
the framework presented in Figure 4. According to them, it is a four-layer conceptual
framework consisting of four layers, namely the (i) IoT data sources layer, (ii) blockchain
network layer, (iii) smart-home applications layer, and (iv) clients layer.

 

Figure 4. A four-layer application framework of a blockchain-based smart-home ecosystem proposed
and discussed in [95].

Sensors and actuators located in the first one generate and/or use data consolidated
and stored in edge modules (servers) or a decentralized platform such as the second one—a
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blockchain. All of the events and acts of the sensors and actuators became smart transactions
used to realize services. What is characteristic is that time is an indestructible database
that is placed in a new transaction and divided into a block hash chain. In this way, many
copies of blocks are made and saved in the extracted node protocol. Moreover, hash values
cryptographically connect blocks, and edge modules (servers) may be considered miners,
which are responsible for verifying and adding new transactions to new blocks while
smart contracts follow predefined rules and facilitate the decentralized transactions [94,96].
This organization of data processing as a transaction with a trace in the block structure
fits naturally into the framework of distributed BACS and BMS with IoT networks [95].
Additionally, it opens the way to easier and more reliable integration with external services,
for instance in the community microgrid frameworks suggested in [97].

Importantly, the more distributed the network nodes in such a structure, the higher the
security level due to blocking verification procedures in the nodes. Therefore, the distribu-
tion factor, previously identified as reducing data security, becomes an advantage with this
approach. The pros and cons related to the implementation of blockchain technology in IoT
networks in various application areas, including smart homes and buildings, are discussed
in [98,99], considering security and privacy aspects as well, and indicating the added value of
such an approach. A detailed analysis of the transaction workflow along with the accompany-
ing tools and methods of data protection in the fog and edge computing network structure, is
presented in [100]. In the conclusion section, the authors also provide a comprehensive review
of research work focused on the possibility of increasing the level of security and privacy in
IoT networks, along with an indication of various limitations. Some of the latest research
suggests innovations in the integration of blockchain technology in IoT networks, allowing for
overcoming the limitations of the classic approach, such as scalability, storage and bandwidth,
transaction charges (checking by miners), data privacy (sharing every node), and network size
(all nodes within the network). In [88], Alshaikhli et al. introduce an IoT application (IOTA)
distributed ledger technology that can provide unlimited scalability specifically suitable for
the IoT with fog and edge computing. In particular, this technology provides fully distributed
data transactions without a central authority unit, microtransactions in real time with zero
fees, a new scalable distributed ledger mechanism, and masked authentication messaging
with advanced encryption of data.

4. New Ideas, Concepts and Trends

The generic IoT concept for smart buildings and field-level automation should be
considered first of all in the context of needs and facilitations in organizing and integrating
increasingly distributed network nodes as well as new ideas and development trends
of smart building systems with IoT. Since IoT technologies and application areas are
still undergoing rapid development in many areas, this study selects several of the most
important aspects that seem to be important in relation to smart home and building systems.

4.1. Machine Learning and Artificial Intelligence

The development of modern techniques for collecting and processing big data has
allowed for the effective implementation and use of ML and AI mechanisms, in particular
supporting the organization and functioning operation of automation systems. According
to Djenouri et al. [101], in the context of BACS and BMS, ML techniques could be used to
solve fundamental problems, such as predicting occupant behavior and preferences and
forecasting energy demand and peak periods, which are difficult to solve with traditional
programming, but potential solutions can be achieved from advanced and fast data anal-
yses. They reviewed several research and studies and discussed potential areas for ML
applications in two aforementioned categories:

• Occupant-centric solutions

a. Occupancy detection, prediction, and estimation providing essential information
for advanced control of several subsystems like HVAC;
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b. Activity recognition to provide better control scenarios, tailored to increased or
limited user activity, e.g., in different zones of the building;

c. User preferences and behavior to provide well-tailored thermal and lighting
comfort, considering individual or group user preferences, as well as operating
scenarios for home devices and building infrastructure tailored to the most
common recurring user behaviors;

d. Authentication schemes, where a fog computing network enables users to ac-
cess the fog services from the fog infrastructure if they are well authenticated
in the system;

e. Blockchain strategy, it can prevent various malicious attacks in a fog network,
including man-in-the-middle attack, DoS attack, and data tampering.

• Energy/device-centric solutions

a. Energy profiling and demand estimation in the context of using BACS and BMS
monitoring and control functions to improve the energy efficiency of buildings,
in particular, those incorporated into the structures of local energy microgrids
and prosumer installations [12,102];

b. Appliance profiling and fault detection to track and identify different buildings’
appliances, as well as detect anomalies/failures in the different components of
the energy management system. Moreover, this approach allows support of the
DSM and DSR mechanisms of transactive energy [103,104].

These two categories are mostly discussed in the context of ML applications within
smart homes and buildings. In [105], the authors analyze in detail various technical and
functional aspects of human activity recognition in smart homes using algorithms for
IoT sensor networks, considering the pros and cons of different ML methods and tools
dedicated for various smart home and building applications. However, in [106], Suman
et al. point out that, in turn, advanced IoT and BACS devices may impact the behaviors of
people in buildings. Based on human and various thermal and environmental models, the
authors analyze their possible mutual impact, in particular, changes in human behavior
depending on changes in building infrastructure control scenarios and comfort parameters.

In turn, in [107] Machorro-Cano et al. present a HEMS-IoT, a big data and machine
learning-based smart-home energy-management system to provide home comfort, safety,
and energy savings. ML techniques and big-data processing technologies are important in
this solution since they help to analyze and classify energy consumption efficiency, identify
user behavior patterns, and offer increased comfort at home with rational energy usage.
Additionally, in [108], the authors identify the most essential BACS with IoT-enabled factors
that sanction a need for ML, as well as AI integration with smart homes and buildings
to provide energy-efficiency improvements and facilitate energy management. Research,
analyses, and case studies are carried out in this area using advanced functionalities and
communication techniques [41,80,109–111].

Another issue is the possibility of using ML mechanisms with AI elements to recognize,
classify, and service BACS and IoT modules and network nodes. Cvitic et al. [112] propose
an original approach and an ML-based IoT device classification model considering various
sets of data and different data traffic models. Furthermore, considering the growing use of
BACS with IoT solutions, especially with edge and fog computing, Huang et al. [47] note
that real-time detection of unexpected, emerging, or spontaneous situations is important
for increasing the reliability of the network and improving its maintenance. This approach
makes recent data more valuable than historical data for the learning models, which also
determines the need to develop ML mechanisms with a shorter time window for analyzing
data sets. All these issues indicate the growing importance and even indispensability of ML
technologies and methods in BACS, BMS, and IoT systems in the coming years. Moreover,
research is already being conducted to develop new trends in ML development. Due to the
increasing computing power of edge and fog-level network nodes, a federated learning (FL)
approach is proposed [50,113,114]. In this concept, the nodes within the IoT network get
involved in the training and inferring process, keeping the raw data within themselves and
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sending only the results of local training processes performed on these network nodes, to
maintain privacy and reduce communication overhead. Importantly, FL mechanisms based
on the dispersion of network nodes and their computing power are indicated as important
elements of the development of blockchain technology in the field of more advanced data
security and privacy mechanisms in BACS networks with IoT [115–117].

However, the AI functions and solutions are particularly considered in the context of
support in the integration processes of extensive BACS system networks with IoT, supporting
very diverse functional and infrastructure subsystems of buildings and homes. First of all, AI
integration is important since, in classic BACS and IoT networks, the design and architecture
development of each control function, and the rule only works in one subsystem (e.g., HVAC,
lighting, security, etc.); there is no interoperability between these subsystems (or it is very
limited). Furthermore, as previously stated in Sections 1.1 and 1.2, the monitoring and control
functions of these systems are often aided by other modules such as sensors and beacons with
wireless-communication interfaces that do not support the TCP/IP protocol directly. This
requires the use of additional gateways or data concentrators.

Considering this, the model proposed in [3] facilitates and allows the integration of
new digital services based on BACS and IoT nodes, providing deeper interoperability of
the different subsystems and introducing new services based on ML and AI techniques to
homes and buildings. The authors have implemented the model and verified it in tests.
Moreover, in [118], Panchalingam et al. describe several smart-building domains that
should be considered for integration with AI techniques in relation to those techniques.
They suggest and discuss what research on AI techniques should be conducted to improve
safety, BACS and IoT systems design, control logic, and energy efficiency in buildings as
well. The similar aspects are analyzed in [119,120], considering not only functional and
organizational aspects, but technical and architectural as well.

The synthetic summary in graphical form in Figure 5 indicates the areas in which the
use of ML, FL, and AI techniques is observed and suggested.

 

Figure 5. The BACS with IoT systems areas for implementation of ML, FL, and AI techniques,
methods, and tools (based on [101]).
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4.2. Tactile Internet and Digital Twins with Distributed Automation Networks

All these methods and technologies, namely ML, FL, and AI, become the basis for the
implementation of new functional possibilities and the development of emerging trends of
BACS and BMS systems with IoT. The author has selected two, namely Tactile Internet and
Digital Twins, which are, in his opinion, currently the most important trends that are both
part of the development of a new philosophy of using smart home and building systems
and as operational maintenance support techniques, especially for large BMS with IoT
systems in smart buildings. The importance of the emergence of these development trends
is indicated by the increase in the number of scientific publications observed since the mid-
second decade of the 2000s, in particular those resulting from research and development
projects. In the publication databases of ScienceDirect (Elsevier), Springer, and IEEE Xplore,
80% of publications on the topic of “tactile internet in smart applications” are in the years
2017–2023. Of which, the years 2020–2023 amount to almost 300 publications per year.
A similar proportion applies to the recognized bibliometric services Web of Science and
Scopus. In turn, in relation to the second emerging trend, Digital Twins in smart buildings,
the analysis of the number of scientific publications in the ScienceDirect, Springer, and IEEE
Xplore databases indicates an even narrower time spectrum, 2019–2023, with a rapidly
growing number of publications (for example in ScienceDirect in 2020: 462, in 2021: 714,
but in 2022: 1094, in 2023: 1463). In the Web of Science and Scopus bibliometric services,
the first single publications on this topic were recorded in 2017–2018, and in 2020–2023
there are already almost 200 publications per year.

The first of the discussed emerging trends is the Tactile Internet or Tactile Internet of
Things (TIoT), considered the second generation of the IoT to support the transfer of haptic
data (what is sensed by the skin) and kinesthetic data (muscle movement), in addition to
audio, video, and images as tools for the human–smart home system interface [50,121]. In
its most basic approach, TIoT involves wireless communication (5G and Wi-Fi) and classic
wired channels to control real and virtual objects (actuators) by humans in real time. By
enabling the control of the IoT nodes in real time, it also provides haptic sensations to create a
new extent for human–machine interaction in homes, buildings, and industry [122,123]. The
assumptions of the technical organization and architecture of TIoT systems are currently the
subject of research and development work, but, as Fanibhare et al. [122] point out, crucial
design goals can be achieved by placing TIoT nodes close to each other, which is possible with
a distributed and decentralized architecture dependent on recent technological advancements,
such as edge and fog computing. Therefore, modern, fully distributed, BACS and BMS
installations with elements of fog and cloud computing services are becoming a natural
implementation environment for TIoT. In particular, the development of user interfaces based
on virtual reality (VR) and advanced applications for monitoring the activity, behavior, and
health parameters of occupants is expected [122,124]. However, the implementation of user
interfaces and functions in the haptic and immersive real-time interaction regime introduces
new requirements for the data communication network, both in terms of its speed and
throughput. In TIoT applications, a response time to events of 1 ms is required, much shorter
than in the case of audio (100 ms) or video (10 ms) interfaces. That is why fog computing
and FL technologies are becoming so important for the effective implementation of the TIoT
concept, supporting mechanisms of local processing of larger data volumes and transmission
of the results of analytical tools [50,121–123].

The second selected emerging trend is the Digital Twin (DT) environment, the concept
of which is being developed for many industries and the building industry. It is usually
discussed in relation to BIM techniques, which are based on technical data and operational
parameters of the building for the purpose of modeling its architectural, installation,
and utility structure. According to [125,126], BIM is used in architecture, construction,
engineering, and facility management to facilitate the planning and analysis of various
scenarios and building organization concepts as well as clash detection, lean construction,
cost, and time estimation. However, the BIM concept does not include the element of data
dynamics and the related predictive capabilities. In [125] the authors point out the two
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most important differences between DT and BIM, namely (i) the BIM was designed to
improve the efficiency of design and construction, and still is used in these processes, but
the DT is designed to monitor physical assets and improve their operational efficiency and
provide predictive maintenance and (ii) the BIM was not designed to work with real-time
data; therefore, it is used for design and construction facility management, whereas the
DT is a dynamic environment, with support for real-time data and ML and AI. Moreover,
in [127], Hadjidemetriou et al. describe building DT architecture separating four phases:

1. Collection of data and information regarding the geometry, materials, and equipment
characteristics of the specific building of interest. This information is necessary for
modeling the building;

2. Collection of live measurements from sensors and electrical meters installed in the
building to monitor its real-time operating conditions. In this context, modules with
wireless-communication protocols, such as BLE, Z-Wave, and ZigBee, can be used
at the field level, along with the required infrastructure for integration into the IoT
TCP/IP network [128–131]. Additionally, live weather data could also be collected.
These live data are directly incorporated as inputs into simulation tools to replicate
the building’s operating conditions in real time;

3. Simulation tools with model-based modeling are incorporated to simulate building
control and monitoring systems. Intelligent algorithms can also be used to calibrate the
building parameters in order to achieve better comfort and/or improve energy efficiency;

4. Development of a software platform to integrate the three previous phases. That
platform is responsible for the proper data exchange and the successful real-time
execution of the simulation tools as well as for integrating monitoring and control
applications and investigating different what-if scenarios.

This architecture is presented in the graphical form in Figure 6, published and de-
scribed in detail in paper [132]. Moreover, the dependencies between the BIM and DT
techniques, in terms of their use in distributed systems with IoT, are analyzed in paper [133].

 

Figure 6. Essential components of building DT architecture [133].

From the analysis of the DT concept for buildings, it can be clearly stated that this is an
environment requiring the involvement of all existing technologies and development tools of
distributed BACS and BMS networks with edge, fog, and cloud computing elements. Thanks
to them, it is possible to collect information about the operating status of the building’s infras-
tructure, users’ behavior and activity, and conduct active energy-management mechanisms,
demand and load prediction, and provide control and monitoring functions [125,126].

4.3. IoT Technology and Maturity Assessment

The multitude of technical solutions and potential frameworks of modern network-
automation systems with IoT technologies add complexity and raise questions concerning
facility management strategies, organizational structures, and technological capabilities in
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the implementation of basic or advanced functions of monitoring, control, management of
buildings, home infrastructure, etc. Additionally, many existing and operated buildings are
equipped with very diverse IT systems, field-level networks, proprietary control systems,
and other platforms supporting building management and BMS tools. In such a situation,
the transition to modern IoT technologies and practices in order to streamline and improve
the capabilities of effective building management is difficult and, above all, requires pre-
liminary sorting and assessment of BACS, BMS, IoT technologies, and tools available to the
user or building manager.

Therefore, in recent years, efforts have been made to develop IoT readiness assessment
methods and tools. They focus, in particular, on the evaluation of two areas, namely
the technical and organizational conditions of network systems in buildings, in terms of
the possibility of their use in the development of infrastructure for comprehensive smart
home and building systems with IoT. In [134], Arsenijevic et al. describe four possible
methods for assessing the technological maturity of the IoT with varying levels of detail.
The most important verification factors were analyzed, in particular, those related to
the network structure (centralized or distributed), available computing power and data
analytics tools, diversity of standards, and data-transmission protocols in the system, and
also the readiness of the IT team to support new networks with edge and fog elements
and cloud computing. In turn, in paper [135], Metwally et al. analyze these methods in
detail, along with additional technical and organizational aspects relating directly to IoT
applications in BACS and BMS. As a result, they proposed their own scale and indicator
for assessing IoT readiness, with five levels of advancement:

1. Low IoT level, larger manual, low automatic control at the building level
(local automation);

2. Mid-IoT level, automatic control at the building level (centralized automation), firstly
emerging of DALI controls for lighting as well as field-level sensors for some
control functions;

3. High IoT Level, automatic control at the building level (distributed automation), with
networked sensors and modules and nodes to control most systems’ functions with
the performance analysis;

4. Fully IoT level, automatic control across all buildings/site levels (distributed net-
worked automation) with networked sensors, all modules and nodes to control
most systems’ functions with the performance analysis also perform a predictive
decision making.

The authors of paper [1] where, after a comprehensive analysis of existing methods
to verify technological maturity and readiness for IoT solutions, proposed a four-level
IoT assessment model, but with an additional level of zero. This model, however, relates
mainly to organizational issues of preparation of staff and teams operating the network
infrastructure and their awareness of system transformation, and to a lesser extent to
technical and technological issues; although, of course, it does not ignore them.

In the context of the development of BACS and BMS platforms with IoT, it should
be emphasized that the mentioned models and indicators complement the standards and
studies regarding the selection of basic and advanced functions of home and building
automation—standards EN 15232 and ISO EN 52120 [136,137]—and the assessment of the
readiness of buildings for intelligent solutions and smart grid networks with the Smart
Readiness Indicator (SRI)—EPBD directive [77]—and technical report [78].

5. Generic IoT Framework—Concept, Development, and Discussion

Bearing in mind all the technical and organizational aspects analyzed in Sections 2–4
of this review, the author proposes systematizing the most important elements relating to
the technical, organizational, and conceptual issues, from the perspective of developing the
concept and implementing the so-called generic IoT [138–140]. Wang W. et al. in [138,139]
discuss for the first time the general concept of generic IoT, focusing on optimization
issues and essentially reducing the size of data necessary for transmission between IoT
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network nodes. The approach they have developed and tested allows for more effective
data handling by devices with limited resources and computing power. Moreover, they
indicate that achieving integration both on a device and semantic (data) level for physical
objects and services is possible thanks to the virtualization of middleware environment
objects (edge and fog computing). With this approach, the handled data objects and
integrated network nodes become universal, increasing the freedom of their connection and
processing. A similar strategy for developing generic IoT is undertaken by Ali Z. et al. [140]
who developed the thread of implementation of a number of data-processing services and
information about network modules in the middleware environment (data acquisition,
device heterogeneity, service management, security and privacy, interoperability, scalability,
flexibility, data processing, and visualization). Considering the rapid technological progress
and the increase in the possibilities of local data processing of edge and fog network nodes,
they discuss for the first time the possibilities of implementing advanced data-processing
mechanisms, including AI functions, in the middleware environment. They verify their
proposals by analyzing the results of implementing the proposed mechanism in a smart-city
application. However, all the publications discussed above indicate the dependence of
the concept of generic IoT on many different factors, including policy, standardization,
and development of innovative technologies (research and development), conditions, and
requirements of specific applications, as well as the technological possibilities of supporting
increasingly advanced mechanisms and algorithms for data handling at the middleware
and object level.

Therefore, since designing an advanced framework for generic IoT systems in the
context of building automation and smart-home systems involves careful consideration of
various elements to ensure seamless integration and optimal functionality, the author of
this paper decided to review and consider them, proposing holistic generic IoT framework
dedicated for this type of applications. In the next subsections, there is a structured
framework proposed, outlining both the mandatory and optional elements, as well as
considering specific requirements for smart home and building applications, including
edge, fog, and cloud computing. Moreover, the main fields of potential research and
development work are suggested as well.

5.1. Mandatory Elements of the Framework

The elements collected in this group are crucial for the generic IoT framework due to
their fundamental roles in ensuring the effectiveness, reliability, and security of the entire
system with BACS and IoT nodes. They are divided into six levels.

Device layer: sensors and actuators form the foundation of the field level within
the network, enabling data collection and control, which are essential for smart decision-
making both in building automation and smart homes. All international BACS standards,
other standardized protocols (e.g., message queuing telemetry transport—MQTT, con-
strained application protocol—CoAP), and wireless-communication technologies discussed
in Sections 1–3 should be considered for implementation at this layer.

Communication layer: standardized protocols and gateways facilitate seamless com-
munication between diverse devices, providing interoperability and efficient data exchange.
They should be considered for all network layers discussed in Section 2, implementing
again the MQTT, CoAP, and additional real-time technologies and protocols.

Data-processing layer: Edge computing enhances real-time data processing near the
device level within a local network, reducing latency and ensuring timely responses, while
data filtering and aggregation optimize network resources. Considering fog computing
and even integration with cloud computing, it is recommended to conduct research and
development work with Amazon Web Services (AWS) IoT Greengrass, Google Cloud IoT
Edge, and Azure IoT Edge.

Integration layer: BIM and DT based on the TCP/IP protocol and middleware enable
the harmonious integration of IoT devices with building structures and diverse systems,
promoting a cohesive and interoperable environment. It is suggested to conduct research
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and development work considering RESTful Application programming interfaces (APIs),
MQTT, CoAP, etc., tools and protocols to develop standardized APIs and middleware
to enable communication and data exchange between different IoT devices and systems,
ensuring interoperability. An exploration of new service discovery algorithms should be
mentioned as well. Their development and implementation would support the dynamic
discovery and registration of IoT services and resources, facilitating the integration of new
devices without manual configuration.

Security layer: end-to-end encryption and access controls are paramount for safe-
guarding sensitive data, ensuring the integrity and confidentiality of information in the
BACS and BMS IoT ecosystem. Considering the openness of the IoT networks, develop-
ments of this layer should be considered first of all Intrusion Detection Systems (IDS) and
Intrusion Prevention Systems (IPS) aimed to identify and respond to potential security
threats, enhancing the resilience of the IoT ecosystem. Moreover, implementation of end-to-
end encryption with, for example, Transport Layer Security (TLS) and Datagram Transport
Layer Security (DTLS), should be examined, to secure data communication between IoT
devices and the cloud, preventing unauthorized access and ensuring data confidentiality.

Cloud-computing layer: leveraging cloud storage and ensuring scalability supports
the archiving of historical data and large-scale analytics and accommodates the evolving
nature of generic IoT systems. There are many cloud services and tools that could be
developed for this type of application, for example, AWS Lambda, Microsoft Azure Virtual
Machines, Google Cloud Firestore, etc., with the aim to host applications and services that
require computing resources, facilitate data processing, and application deployment.

It should be noted that these mandatory elements collectively establish a solid founda-
tion for a reliable, secure, and integrated generic IoT framework. They address the core
aspects of device communication, data processing, integration, and security, providing
solutions for the successful implementation of advanced features and technologies in smart
home and building applications with integrated IoT technologies.

5.2. Optional Elements of the Framework

The elements collected in this group enhance the generic IoT framework by introducing
advanced capabilities that address the specific requirements of smart home and building
applications and the overall performance of the generic IoT network. Considering that,
they are presented in two subgroups, related to the smart home and the smart building.

5.2.1. Smart-Home Applications

Remote access and control: the development of mobile applications to provide home-
owners and users with remote access to monitor and control smart-home devices; the
implementation and integration of voice commands for convenient hands-free control. This
application area is important for low-energy wireless-communication technologies such as
BLE, ZigBee, and Z-Wave.

User interface: dashboards and control panels enable intuitive interfaces for home-
owners to monitor and control smart-home devices effortlessly; moreover, customization of
the user interfaces allows them to personalize automation rules based on their preferences,
enhancing the user experience. In this field, several technical concepts could be considered
for research and development, like voice command integration, with, for example, Amazon
Alexa Skills Kit, Google Actions, etc. Moreover, web and mobile app development frame-
works should be utilized to build responsive and interactive user interfaces for smart-home
applications accessible through web browsers and mobile devices. Augmented reality will
probably also be a new and emerging trend in organizing modern user interfaces.

Energy efficiency: integration of energy monitoring devices to empower homeowners
with insights into energy consumption, promoting energy-efficient practices; smart grid
integration explores connections with smart grids for optimized energy management within
the smart-home environment, using DSM and DSR functions and tools. The most important
directions of technological and systemic development seem to be (i) smart energy meters
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and IoT-enabled power outlets, allowing for the integration of energy monitoring devices
to track and analyze the energy consumption of individual devices and appliances within
the smart home; (ii) integration with local smart grids in relation to RES and energy storage
use to optimize energy consumption, leveraging real-time data to make informed decisions
about energy usage; and, last but not least, (iii) integration with dynamic pricing platforms
(transactive energy mechanisms) implementing systems that adjust energy consumption
based on dynamic pricing models, allowing users to optimize energy usage during periods
of lower electricity costs.

5.2.2. Smart-Building Applications

Fog computing: local data-processing nodes deploying fog computing for smart-
building applications, supporting local data processing for reduced latency and enhanced
responsiveness in large-scale systems. Considering the fog computing layer/element,
various tools and solutions can be employed to enhance real-time processing capabilities at
the edge of the network. However, research and development are primarily suggested in
the areas like leverage edge computing platforms (e.g., AWS IoT Greengrass, Azure IoT
Edge, and Google Cloud IoT Edge) to extend cloud capabilities to edge devices, enabling
local computation, data storage, and execution of IoT applications as well as the develop-
ment of lightweight algorithms optimized for edge computing that are resource-efficient
and well-suited for edge devices to enable real-time processing without compromising
performance. Containerization is also an important emerging element that appears in the
analyzed concepts for the development of fog computing for smart buildings. It provides
tools to package and deploy applications consistently across edge devices, facilitating
efficient deployment and management of fog computing resources.

ML and AI: utilizing ML for predictive analytics in smart-building management,
optimizing resource allocation and improving overall efficiency and implementing of
AI-based anomaly detection for proactive identification of faults and irregularities in
building automation systems. Currently, it is a very dynamically developing field. The
suggested main directions of research and development of ML and AI applications in
smart building applications are (i) predictive maintenance models with ML algorithms that
predict when building equipment and systems require maintenance, minimizing downtime
and reducing operational costs; (ii) energy-consumption forecasting employing AI models
to forecast building energy consumption, enabling proactive energy management and cost
optimization with DSM and DSR mechanisms; and (iii) exploring of reinforcement learning
techniques for building automation, allowing BACS and BMS systems to adapt and learn
optimal control strategies over time.

Regulatory Compliance: ensure robust data-privacy measures to comply with reg-
ulations, addressing the unique challenges associated with handling sensitive data in
smart-building applications and compliance with energy-efficiency standards where spe-
cific energy-efficiency standards applicable to commercial and large-scale buildings must
be complied with. This area depends largely on institutions and nontechnical conditions.
But, first of all, new regulations are expected in the field of data privacy, with a focus on
protecting the personal information collected by smart-building systems, and updates to
cybersecurity standards for IoT and smart buildings to address evolving threats and vulner-
abilities. Moreover, establishing interoperability standards for smart buildings, ensuring
compatibility and seamless integration of diverse devices and systems should be consid-
ered as well. In this context, regulations and standards for new smart-city platforms and
frameworks are expected to promote the cohesive development of smart homes, buildings,
and microgrids and the deployment of IoT technologies in these applications.

It should be noted that all elements from both subgroups can be mixed, being used in
both smart home and building applications. However, he points out that some of them are
dedicated only to specific applications, for example, regulatory compliance is specific to
larger buildings.
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5.3. SWOT Analysis and Discussion—Main Challenges, Opportunities, Pros, and Cons

The usefulness of the presented generic IoT framework requires an analysis of the pos-
sibilities and challenges arising from its potential implementation and possible difficulties
as well as threats in its practical implementation in a smart home and BACS and BMS with
IoT installations. Therefore, the author decided to present the SWOT analysis, along with a
short discussion.

S—Strengths:

• Comprehensive integration: the incorporation of mandatory elements from the
framework ensures a solid foundation for seamless device communication, data
processing, and security;

• Flexibility and scalability: the inclusion of optional elements allows for customiza-
tion based on specific applications, catering to the unique needs of both smart
homes and buildings;

• Advanced capabilities: optional elements such as fog computing, machine learn-
ing, and AI enhance the framework’s capabilities, providing predictive analytics,
anomaly detection, and efficient resource management.

W—Weaknesses:

• Complex implementation: the inclusion of various optional elements may in-
troduce complexity in the implementation phase, requiring careful planning
and expertise;

• Resource intensiveness: certain advanced features, such as ML and AI, may de-
mand substantial computing resources, potentially affecting system performance;

• Potential security risks: the complexity of the framework may introduce vulnera-
bilities, necessitating robust cybersecurity measures to mitigate potential risks.

O—Opportunities:

• Market growth: the rising demand for smart home and building solutions, as well
as IoT and TIoT, presents a significant market opportunity, with the framework
well-positioned to capitalize on this trend;

• Technological advancements: ongoing advancements in IoT technologies, in-
cluding edge, fog computing, ML and AI offer opportunities for continuous
improvement and innovation within the framework;

• Regulatory support: compliance with emerging data-privacy and energy-efficiency
regulations can enhance the credibility of the framework and market acceptance.

T—Threats:

• Cybersecurity concerns: as IoT systems become more interconnected, the framework
faces potential threats from cyberattacks, necessitating robust security measures;

• Integration challenges: compatibility issues with existing systems in buildings or
homes may pose challenges during implementation, requiring seamless integra-
tion strategies;

• Market, research, and technical competition: rapid technological advancements
may lead to increased competition, requiring continuous updates to maintain the
framework’s competitiveness.

The generic IoT framework for smart home and building applications proposed in this
paper is a comprehensive solution with strengths in integration, flexibility, and advanced
functional capabilities. The latter, in particular, requires consideration when implemented
in smart-home applications. The underlying integration of BACS and BMS techniques
with the IoT poses challenges, including the potential complexity of implementation, the
intensity of use of resources available in the network node modules, and data security
threats. Therefore, the successful implementation of the generic IoT platform based on the
presented framework depends on the effective management of system complexity, tracking
technological trends, and solving security and compatibility issues in order to meet the
changing needs of the smart home and building industry.
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What is very important and significant is to address the weaknesses and threats
identified in the SWOT analysis for generic IoT in smart home and building applications;
the following research and development directions can be proposed:

Reducing weaknesses

1. Simplify implementation processes by developing automated deployment tools
and standardized templates to simplify the installation and configuration of IoT
devices in smart homes and buildings. Automation and standardization can
minimize the complexity of implementation, making it more user-friendly and
reducing the potential for errors;

2. Resource optimization for advanced functions by exploring lightweight algorithms
and edge computing strategies to optimize resource-intensive functions, such as ma-
chine learning and AI, to ensure efficient operation in resource-constrained environ-
ments. Optimizing resources reduces the load on devices and networks, improving
overall system performance;

3. Enhance cybersecurity measures by exploring blockchain-based security frame-
works, decentralized identity management, and real-time threat detection to
strengthen the security posture of smart home and building IoT systems. Im-
plementing advanced cybersecurity measures will strengthen defenses against
evolving threats, protect sensitive data, and ensure the integrity of the system.

Mitigating threats

1. Enhance cybersecurity awareness and education by conducting research on ef-
fective cybersecurity awareness and education programs for both users and de-
velopers involved in IoT applications for smart homes and buildings. Increased
awareness and education can empower users to adopt secure practices, reducing
the risk of cyber threats such as unauthorized access or data breaches;

2. Standardize security protocols by working with industry stakeholders to establish
and promote standardized security protocols for IoT devices and communications
in smart home and building ecosystems. Standardization ensures a consistent and
robust security framework, making it harder for attackers to exploit vulnerabilities;

3. Continuous monitoring and updating by researching dynamic monitoring solutions
and automated update mechanisms to ensure continuous monitoring of IoT systems
and rapid deployment of security patches. Proactive monitoring and timely updates
reduce the vulnerability window, mitigating potential threats to the IoT ecosystem;

4. Interoperability testing by developing comprehensive interoperability testing frame-
works to verify the compatibility of IoT devices with different platforms and proto-
cols. Ensuring interoperability reduces the likelihood of integration challenges and
enhances the overall reliability of smart home and building IoT systems.

6. Conclusions

IoT technologies set the direction for the development of many industries related to IT
and automation. In particular, in line with the concept of distributed system architecture,
they are increasingly entering the structures of BACS networks in smart home and building
applications. Along with this process, the technological and functional complexity of
these types of systems increases. This paper provides a systematic literature review of the
state-of-the-art development of several aspects related to the development of modern smart
home and building platforms. The author traced the path of changes in the architecture
of distributed automation systems, with an analysis of new edge and fog computing
paradigms, implemented at the level of local BACS networks, BMS with IoT modules,
and TCP/IP communication channels. Then, application areas for big-data-processing
technologies and the implementation of advanced ML and AI techniques supporting
the implementation of control functions and effective management of the infrastructure
of houses and buildings were identified and discussed. Finally, there is proposed the
framework structure for a generic IoT dedicated to applications in building automation
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in elements of Internet services and local automation servers. A SWOT analysis was
performed for the proposed framework in the context of the potential use of BACS network
systems with IoT elements in smart home and building applications.

Future research and development work in the generic IoT concept for smart home
and building applications could explore enhancing interoperability through standard-
ized communication protocols for seamless integration with a diverse range of devices,
for example within platforms like Home Assistant. Moreover, investigating ML appli-
cations within Home Assistant and other similar tools can further optimize automation
rules, offering personalized and context-aware user experiences. Additionally, exploring
energy-efficient algorithms and predictive analytics within the proposed framework could
contribute to resource-management efforts and improve overall sustainability in smart
homes and buildings.
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Abbreviations

The following abbreviations are used in this manuscript:

AI Artificial Intelligence
API Application Programming Interface
AWS Amazon Web Services
BaaS Building as a Service
BACS Building Automation and Control Systems
BIM Building Information Modeling
BLE Bluetooth Low Energy
BMS Building Management Systems
CoAP Constrained Application Protocol
DoS Denial-of-Service
DSM Demand Side Management
DSR Demand Side Response
DT Digital Twin
DTLS Datagram Transport Layer Security
EPBD Energy Performance of Buildings Directive
FL Federated Learning
FM Facility Management
FoE Fog of Everything
HVAC Heating, Ventilation, Air Conditioning
ICT- Information and Communications Technology
IDS Intrusion Detection Systems
IoE Internet of Everything
IoT Internet of Things
IOTA Internet of Things Application
IPS Intrusion Prevention Systems (IPS)
ML Machine Learning
MQTT Message Queuing Telemetry Transport protocol
OPC OLE for Process Control (OLE—Object Linking and Embedding)
P2P Peer-to-Peer
PLC- Programmable Logic Controller
RES- Renewable Energy Sources
SoC- System-on-a-Chip
SRI- Smart Readiness Indicator
TIoT Tactile Internet of Things
TLS Transport Layer Security
WoT Web of Things
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Abstract: Home automation technologies are a vital part of humanity, as they provide convenience in
otherwise mundane and repetitive tasks. In recent years, given the development of the Internet of
Things (IoT) and artificial intelligence (AI) sectors, these technologies have seen a tremendous rise,
both in the methodologies utilized and in their industrial impact. Hence, many organizations and
companies are securing commercial rights by patenting such technologies. In this study, we employ
an analysis of 8482 home automation patents from the United States Patent and Trademark Office
(USPTO) to extract thematic clusters and distinguish those that drive the market and those that have
declined over the course of time. Moreover, we identify prevalent competitors per cluster and analyze
the results under the spectrum of their market impact and objectives. The key findings indicate
that home automation networks encompass a variety of technological areas and organizations with
diverse interests.

Keywords: patent analysis; home automation networks; patent classifications; cluster analysis;
technology forecasting; competitor analysis

1. Introduction

Home automation systems and networks aim to facilitate communication between
devices by integrating technologies that accommodate automated procedures. The many
applications of home automation networks leverage network technologies, sensors, con-
trollers and devices to establish systems of interconnected devices and networks, e.g.,
security systems, home appliances, energy management systems and multiple similar
architectures [1]. According to Sovacool and Del [2], home automation technologies offer
many benefits that are related to finance, healthcare, security, education and entertainment,
thus affecting several aspects of both daily life and industrial services. From the user
perspective, the main perceptible and important benefits of home automation networks are
related to (i) comfort (smart kitchen, TV), (ii) monitoring (sensors), (iii) therapy (automated
delivery of treatments) (iv) support (robotic devices, mobility devices) and (v) consultancy
(sensors) [3]. This fact, combined with the impressive rise of IoT and AI in the last decade,
renders these technologies as catalysts in the progress and development of humanity, hence
offering practical services and applications.

In order to provide novel solutions and produce competitive products, both researchers
and industries are seeking to solve important problems and optimize the current ap-
proaches for innovative home automation technologies by employing a variety of scientific
approaches and models, e.g., deep learning, statistics, graph theory, cryptography, heuristic
algorithms [4]. These innovations, which can potentially lead to commercially exploitable
outcomes, are usually covered by patent documents that protect the valuable legal and
practical assets of individuals and organizations against competitors.
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Regarding the industrial involvement, patented technologies can be used as a basis
upon which to assess emerging technologies and key individuals, organizations and coun-
tries as they contain significant information and details on both trending and essential
technologies and methodologies [5]. The process of analyzing and extracting knowledge
from patent data constitutes the field of patent analysis and is used as a tool to cover
multiple research goals related to trending and competitor analysis, technology forecasting
and strategic planning. Evidently, the corresponding approaches leverage several data and
text mining techniques for the completion of defined research goals [6], including natural
language processing, cluster analysis and citation networks/graph theory.

In this study, we focus on exploring and assessing the main technologies and assignees
of home automation networking by collecting and analyzing relevant patent data in order
to provide sufficient insights into emerging and dominant technologies as well as leading
assignees. Thus, we first collect the appropriate patent information from the USPTO
(https://www.uspto.gov/, accessed on 16 October 2023) and then deploy a patent analysis
framework that combines cluster analysis with multiple patent properties to address these
objectives. Our framework is inspired by existing patent analysis methodologies that make
use of patent classification schemas [7,8], in our case the Cooperative Patent Classification
(CPC (https://www.uspto.gov/web/patents/classification/cpc/html/cpc.html), accessed
on 16 October 2023), and the Compound Annual Growth (CAGR) [9], to detect dominant
or declining clusters. In brief, we firstly establish a CPC subclass to a patent matrix (CPM)
and further employe the non-negative matrix factorization (NMF) algorithm [10,11] to
detect the main technology clusters of home automation patents. Additionally, we leverage
additional information from the patent data to firstly calculate the CAGR of the extracted
clusters and to evaluate the status and the representative organizations of each cluster.

Overall, our analysis demystifies the underlying relationships between patent clas-
sifications which leads to a determination of the general technology clusters of home
automation networking patents. The corresponding findings, which are complemented
by the evaluation of the CAGR, and the leading assignees of each cluster can provide
guidelines for multiple patent analysis scopes such as trending and competitor analysis as
well as technology forecasting.

The rest of this paper is organized as follows: in Section 2, we provide a comprehensive
review of the related literature both in home automation networks and in patent analysis,
hence profiling the progress in the field. In Section 3 we present the utilized methodology
along with the key concepts and definitions. In Section 4, the results of our analysis are
presented and visualized while Section 5 includes a contained discussion of our main
findings. Finally, Sections 6–8 provide the limitations of our study, conclusions and some
interesting future work directions.

2. Literature Review

2.1. Home Automation Networks

Home automation networks have recently grown rapidly and are now widely applied
to improve different systems and appliances. Shuhaiber and Mashal [12] and Sin et al. [13]
have revealed that the perceived usefulness and risks as well as the ease of use of these
technologies are some of the most important factors towards accepting and using home
automation networks. However, the efficiency and quality of home automation networks
is measured by different indicators. According to Toschi et al. [14], home automation
technologies should be evaluated based on their characteristics, such as communication
and data type; their performance, such as complexity, rate, and processing power; as well
as their various expenses, such as cost, energy consumption.

Zielonka et al. [4] focus their review on research reports and patents in order to identify
the research trends of home automation applications. According to their findings, the
popular and trending technologies aim to improve healthcare, e.g., eldercare; information
security, e.g., cryptography and the blockchain; and energy systems, e.g., management
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of energy consumption. Other areas of interest include remote devices, communication
systems and sensors.

The recent advances of machine learning and deep learning architectures have brought
to the surface some new technologies and frameworks that employ such techniques in
home automation services. Yu et al. [15] discuss the potential usage of deep learning
in multiple applications and objectives that are relevant to home automation networks,
indicating that these techniques improve existing machine learning approaches, e.g., naive
Bayes and support vector machines. Their analysis shows that these applications are related
to activity recognition and prediction, security as well as energy management while the
utilized data structures are associated with sensors, images, videos and audio.

2.2. Patent Analaysis

Researchers and organizations have acknowledged the value of patent analysis as the
information included in patent documents represents an overview of the technologies that are
developed for different domains and objectives. The existing research, i.e., patent analysis
studies, covers a widespread area and different fields of interest, including electrical vehi-
cles [16], artificial intelligence [17], security [18], software development [19], etc. In general,
a patent record contains information concerning patent assignees, usually large companies;
inventors; citations; descriptions, i.e., titles and abstracts; and patent classifications, i.e., specific
categories and identifiers describing relevant technological fields.

In particular, patent classifications have been effectively used to extract comprehensive
knowledge from domain specific datasets. Jee et al. [20] have leveraged the available patent
classifications, which are assigned to each patent, in order to identify promising technolo-
gies by six different perspectives, indicating their role in a technology area expressed by
a representative patent dataset. In a different context, Park and Geum [21] assessed the
relationships of the different technology areas using patent data and classifications, with a
further goal of identifying potential opportunities from convergence networks. Similarly,
Geum and Kim [22] have combined the information from patent classifications to establish
a graph network to uncover core technologies and technological chances through cluster
analysis. In addition, clustering applications that are based on patent classifications have
been previously proposed as effective approaches in forecasting and evaluating promising
and emerging technologies [7,8].

Regarding patent assignees, analyzing the patents and assets of a specific company
can lead to the evaluation of its overall knowledge status, immediate competitors and
relative strategic positioning. Suominen et al. [23] have explored the technologies of
telecommunication industries through patent analysis in order to profile the different
involved organizations and assess the potential connections between them. Likewise, by
analyzing patent citations and the main properties of patent data, Daim et al. [24] evaluated
the overall technology knowledge status of the different organizations, thus distinguishing
those that hold significant inventions in the field of IoT, cybersecurity and blockchain.
Additionally, Wang and Hsu [25] have established a topic strategy matrix and a topic–firm
network to assess the activity and associations between topics and firms and to discover
the core assignees and significant topics of smart manufacturing technologies.

3. Methodology

The outline of the proposed approach is presented in Figure 1 and consists of distinct
phases which are described as (i) data collection, (ii) identification of technology clusters,
(iii) evaluation of technology clusters, and (iv) assessment of leading assignees. In addition,
we provide an additional figure (Figure 2) presenting the data exchanges between these
phases, with the displayed data structures described later in this section. Overall, through
the techniques that are described in this section we aim to provide answers to the following
research questions (RQs):

RQ1: What are the core technology clusters of home automation networks?
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Figure 1. Main outline of the proposed approach.

Figure 2. Data exchanges between the phases of the proposed approach.

Purpose: Given that patent data correspond to multifaceted and innovative products
that are patented by large companies, it is expected that the technological objectives will be
varied and different. Hence, the purpose of RQ1 is to aggregate the patent data and detect
primary clusters of co-occurring technologies that describe the status of home automation
networks. These clusters represent groups of CPC subclasses that have similar objectives
and are hence related in terms of technological convergence.

RQ2: How are the different technology clusters classified with respect to patent activity trends
and growth?
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Purpose: The identified technology clusters are composed of patents that cover a
wide time period. Thus, it is of high research interest to examine which clusters evolve
and dominate the market over time, as this indicates essential technologies. It is also
of interest to examine which clusters present a downward trend, indicating declining or
niche domains of home automation networks that require more careful planning and more
thorough methodologies.

RQ3: Who are the leading assignees/competitors of the different technology clusters of home
automation networking?

Purpose: Patent data contain a multitude of information, with one of the most impor-
tant fields being the patent assignee, i.e., the company, organization or individual, that has
the ownership of the patent. By utilizing the technology clusters identified in RQ1 and the
growth of each cluster from RQ2,, in RQ3 we are able to pinpoint the leading companies of
home automation networking that participate in dominating and emerging clusters while,
at the same time, we discuss companies that operate in less popular or niche fields.

The purpose of the first phase of our approach was to identify an appropriate source
of patent data, from an acclaimed patent office. Given that USPTO is hailed in similar
literature as a potent repository of patent grants, we turned our attention to this specific
patent office to accumulate patent data about home automation networks. In addition, as
the usage of a manually formulated search string could potentially lead to data omission or
the retrieval of irrelevant patents, we decided to leverage one of the existing classification
schemas of USPTO, i.e., the CPC schema, and identify all of the CPC subgroups that are
relevant to the area of interest of this study, i.e., home automation networks. As a result, we
manually searched the CPC schema and identified 27 subgroups, summarized into 9 CPC
prefixes, which are presented in more detail in our prior work [26]. Instead of analyzing
a sample, which was the objective of our previous work, in this study we analyze the
complete dataset that is formed by the 8482 patents.

The CPC schema, used by the USPTO for patent classification, follows a tree structure
and is divided into upper levels that correspond to more general and inclusive classes, these
are then dispersed into secondary and tertiary levels that reflect more specific technological
objectives and domains. In general, a single USPTO patent is assigned, by applicants
or examiners, to multiple CPC subgroups that are used to describe the concepts of the
respective patent and cover a very specific technological area. As the goal of this study is
to identify the general technology clusters of home automation networking patents, we
used an upper level of the CPC schema, i.e., the subclasses, instead of the lowest level
(subgroups) to achieve our goals. In Figure 3, we present the meaning of the different
encodings that form a single CPC subgroup.

Figure 3. Classification of a CPC subgroup.
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After collecting all the necessary patent information, we then proceed to constructing
the CPC-to-patent matrix (CPM)

CPMi,j =

⎧⎨
⎩

1 when the j − th patent is assigned to the i − th
CPC subclass at least once

0 otherwise

⎫⎬
⎭ ,

for i = 1, 2, . . . , n and j = 1, 2, . . . , m

(1)

where m is the number of patents and n is the number of the detected CPC subclasses
(210 overall in our dataset).

The CPM will be used to establish cohesive technology clusters, reduce the dimen-
sionality of the CPC schema and identify the potential interconnections between the CPC
subclasses, and possibly subgroups, which fall under different encodings. To identify and
assess the general technology clusters associated with home automation networking, we
employ a variation of the standard NMF [10,11], proposed by Debruine et al. [27],

Vn×m = wn×rdr×rhr×m (2)

where an initial matrix V (from visible), the CPM in our case, is decomposed into two
lower-rank non-negative matrices entitled w and h, for a predefined number of features,
which is referred to as rank (r). These two outcoming matrices (w and h) help us relate the
CPC subclasses and the patents with their respective semantic features. In this variation,
d is a diagonal matrix that scales the two aforementioned matrices to sum to one, i.e., the
elementwise column sums of w and the elementwise row sums of h are equal to one and
indicate the overall prevalence of each feature in the data.

In general, each column of w defines the vector of a latent/basis feature of V, while a
column of h stores the weight coefficients that connect an initial observation with these basis
features [28]. Lee and Seung [10] describe how, for the initial matrix Vn×m, with n words
and m documents, wi,j indicates the frequency of the ith word in the jth semantic feature,
while hi,j denotes the weight that is given to the ith semantic feature for the jth document.
In our case, where words are replaced by CPC subclasses and documents by patents, w
will help us address the core concepts of the basis features, expressing technology clusters,
while h will help us assess the overall presence of these features in each patent.

Although NMF is quite an old algorithm, it is considered an effective and widespread
methodology as it is still employed in multiple areas of interest, such as sound event
detection [29], speech recognition [30], text mining [31–33], image analysis [34,35], security
and privacy [36] and community detection [37]. In many of these applications, NMF is used
as a tool for classification, filtering, dimensionality reduction as well as data clustering,
which is the core concept of this study. In addition, the advantage of NMF against the
standard clustering approaches is that this algorithm produces weight coefficients instead
of an evaluation that relates each data point/observation to a single cluster.

To pick the ‘optimal’ rank, we employ normalized pointwise mutual information [38]
for the ten CPC subclasses with the highest frequencies in each feature, which is a typical
selection to measure the coherence of clusters and topic models. NPMI is a measure, ranging
from −1 to 1, for pairwise associations where higher values indicate positive degrees of
co-occurrence/association while lower values indicate positive degrees of independence.
After finalizing the model for the ‘best’ number of features, we make use of the most
frequent CPC subclasses to interpret each feature into a general technology cluster.

Moreover, we follow the methodology proposed by Choi and Song [9] to classify each
cluster as emerging, dominant, declining or saturated by evaluating the compound annual
growth (CAGR), given a period of ten years (2013–2023) and the patent share (PS) of the
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clusters in the collected patents. In this study, we denote the PS as the overall prevalence of
each factor/cluster in the patents and l as the patents belonging to a selected patent subset.

PS f ,l =
∑iεl d f , f h f ,i

∑r
k=1 ∑jεl dk,khk,j

, for f= 1, 2, . . . , r (3)

CAGRi =

(
PSi,Until−2023

PSi,Until−2013

) 1
2023−2013 − 1 (4)

To characterize the clusters into the four classes, we plot the overall PS with the CAGR
evaluations, where the characteristics of each class are the following:

• Emerging: Low PS, high CAGR
• Dominant: High PS, high CAGR
• Declining: Low PS, low CAGR
• Saturated: High PS, low CAGR

As one of the goals of this study is to identify the leading assignees of the various
technologies that are relevant to home automation networking, we further assess the overall
investment of each assignee in a technology cluster using the h matrix

ACi,j = ∑pεPi
dj,jhj,p, for i = 1, 2, . . . , s and j = 1, 2, . . . , r (5)

where ACi,j (assignee–cluster matrix) denotes the overall investment of the ith assignee in
the jth cluster, s is the number of assignees and Pi is the set of patents which are assigned to
the ith assignee. The assignees with the highest AC values in a cluster are declared as the
leading assignees.

4. Results

In this section, we present the main results of this study, with which we aim to pro-
vide answers to the three posed research questions. To answer RQ1, we first present the
main technology clusters as extracted using the NMF, complemented by representative
descriptions, which in turn are based on the most frequent CPC subclasses of each cluster
(Section 4.1). Furthermore, in Section 4.2, we discuss the findings concerning the classifica-
tion of each technology cluster based on CAGR and PS. Finally, in Section 4.3 we present
the leading assignees (organizations) of each technology cluster and also evaluate their
investment in home automation networking technologies.

4.1. RQ1: What Are the Core Technology Clusters of Home Automation Networks?

Initially, we evaluated 19 NMF models, using the NPMI, ranging from 2 to 20 fea-
tures/clusters. The evaluations of these models are presented in Figure 4, where we observe
that the NPMI is maximized under 11 features/clusters. Thus, we proceed to the following
phases using the properties of the respective model.

An initial step towards the interpretation of the derived results is to inspect the most
frequent CPC subclasses of each cluster to provide a representative description for each one.
These subclasses, along with their relative frequency are presented in Table 1, where we
should note that the frequencies of all detected subclasses, not only the top 10, are scaled
and are summed to one for each cluster.
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Figure 4. Evaluation of different ranks in NMF.

Table 1. Most frequent CPC subclasses of each cluster.

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6

H04L 0.86453 G06F 0.53989 H04B 0.13629 H04W 0.72243 Y02B 0.24044 H04N 0.59306
H04B 0.02576 H04L 0.28227 G08C 0.12658 H04L 0.1347 Y04S 0.1797 H04L 0.20418
H05B 0.01968 G10L 0.06546 Y02D 0.06945 Y02D 0.05499 H02J 0.12335 G08C 0.02632
G06N 0.00734 H04R 0.02227 H04Q 0.06724 G06K 0.01669 H05B 0.09401 H04H 0.02269
E06B 0.00647 G09G 0.00912 Y10S 0.05167 A63F 0.00776 Y02D 0.05959 G09G 0.02036
H04R 0.00504 G06N 0.00851 H04J 0.049 G09B 0.00709 Y02E 0.0357 G11B 0.01854
F21V 0.00448 G06K 0.00827 Y02P 0.04794 B64C 0.00618 G05F 0.0313 H04R 0.01583
D06F 0.00439 Y02D 0.0081 G07C 0.04747 A63H 0.00583 G01D 0.02347 G06V 0.01493
H04H 0.00374 G11B 0.0079 B25J 0.04634 H04S 0.00516 Y02P 0.02121 H04B 0.01037
F25D 0.00357 H04S 0.0059 G02B 0.04425 H01R 0.00415 G01R 0.01822 G06T 0.00843

Cluster 7 Cluster 8 Cluster 9 Cluster 10 Cluster 11

G05B 0.56155 G08B 0.4918 G06Q 0.5009 G06N 0.0753 H04M 0.62993
F24F 0.1505 G06V 0.08672 G05F 0.03718 G05D 0.07495 G08C 0.07596

H04L 0.06813 H05B 0.0621 Y10S 0.03583 G07C 0.07014 H05B 0.03656
G05D 0.04276 G01J 0.04156 Y04S 0.02804 G01S 0.06307 F24F 0.03047
G05F 0.01886 G06T 0.03866 Y02P 0.02741 Y02A 0.06028 G06T 0.02794
Y02P 0.01715 G01V 0.03786 G10L 0.02708 G01C 0.06024 G01V 0.02359
G08C 0.01564 G01N 0.03641 G05D 0.02077 B60R 0.05902 G01N 0.02292
G09B 0.00981 Y02A 0.02922 G06V 0.0206 G08G 0.05879 Y02A 0.02124
H04Q 0.00851 F24F 0.01718 H05K 0.02042 B60W 0.05702 G01J 0.02111
E06B 0.00788 E03B 0.01292 G16H 0.01528 B60L 0.05654 H04Q 0.01876

By inspecting the above table, we are able to detect that there are several clusters that
are mostly formed by a single CPC subclass. However, we can also observe that three
clusters are formed by multiple subclasses, e.g., Cluster 10, meaning that our approach
indeed discovered associations between different CPC encodings. It is also evident that
while the prevalent subclasses correspond to the primary subclass for home automation,
other subclasses that comprise the clusters relate to more distinct objectives. For example,
Cluster 1 contains subclasses related to lightbulbs (F21V), refrigerators (F25D) and launder-
ing (D06F), indicating that home automation networking expands across various domains.
The different CPC subclasses, shown in Table 1, along with the descriptions of the represen-
tative CPC groups and subgroups of each cluster, finally help us provide a descriptive title
for each cluster (Table 2). The reason behind the inspection and presentation of the most
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frequent CPC groups and subgroups of each cluster is because each patent is assigned to
multiple identifiers of this level rather than to CPC subclasses directly.

Table 2. Cluster titles and prevalence.

Cluster Title
Representative CPC Groups and

Subgroups
Overall Prevalence

(Diagonal Values of d)

(1) Transmission of digital information H04L12/2803 (2743 patents) 6650.377

(2) Electric digital data processing,
e.g., interaction techniques based on
graphical user interfaces

G06F3/0482 (304 patents)
G06F3/167 (274 patents)

G06F3/04847 (218 patents)
G06F3/04842 (195 patents)
G06F3/04817 (168 patents)
G06F3/0484 (154 patents)

4497.858

(3) Transmission systems, i.e.,
transmission of electrical, optical, and
radio signals, between computers and
devices

G08C17/02 (444 patents)
G08C2201/93 (161 patents)

H04B3/54 (119 patents)
H04B3/542 (93 patents)

H04B2203/5445 (79 patents)

3760.012

(4) Wireless communication networks,
e.g., specially adapted devices,
communication services, discovery of
network devices, access security

H04W4/80 (694 patents)
H04W84/12 (410 patents)
H04W4/70 (330 patents)
H04W8/005 (241 patents)
H04W12/08 (229 patents)

3567.315

(5) Efficient supplying and
distributing of electric power, e.g., for
mitigation of climate change

Y04S20/20 (294 patents)
Y02B70/30 (332 patents)
Y02B20/40 (242 patents)
Y04S20/222 (131 patents)

H02J2310/00 (119 patents)

3205.856

(6) Selective content distribution via
interactive pictorial communication,
e.g., interfacing home networks or
client devices specifically adapted for
the reception of or interaction with
content

H04N21/43615 (845 patents)
H04N21/43637 (251 patents)
H04N21/41265 (233 patents)
H04N21/42204 (219 patents)
H04N21/482 (187 patents)

3044.548

(7) Domestic control or regulating
systems, e.g., air conditioning

G05B15/02 (1155 patents)
G05B2219/2642 (644 patents)

F24F11/30 (387 patents)
F24F11/58 (288 patents)
F24F11/62 (249 patents)

2816.888

(8) Signaling or calling systems, e.g.,
alarm systems

G08B25/008 (163 patents)
G08B25/08 (145 patents)
G08B17/10 (131 patents)
G08B25/10 (131 patents)

1705.421

(9) ICT, methods or systems specially
adapted for administrative,
commercial, financial, managerial or
supervisory purposes

G06Q10/20 (141 patents)
G06Q50/06 (140 patents)
G06Q10/06 (119 patents)

1696.417

(10) Computing arrangements based
on computational and learning
models (especially in autonomous
vehicles), e.g., temperature control,
vehicle maintenance indicators,
distance or positioning measurement,
length or thickness measurement, and
traffic control.

G06N20/00 (164 patents)
G05D23/1917 (85 patents)
G07C5/008 (110 patents)

1516.787

(11) Telephonic communication, e.g.,
remote control of appliances,
combination with other
systems/computers

H04M1/72415 (245 patents)
H04M11/062 (86 patents) 1463.462

The most representative CPC subclasses and cluster titles indicate that the general
clusters of home automation networking patents are related to both technical content,
such as the transmission of digital information and electric digital data processing, and
to relevant applications, such as alarm systems, air conditioning, and pictorial commu-
nication. In addition, we should mention that the first cluster is the most relevant to our
dataset as the retrieved patent records belong to the CPC subgroups that fall under the
H04L12/2803 CPC encoding. Of course, clusters with reduced prevalence present more
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interesting characteristics and refer to specific technologies and patent objectives such as
home automation networking targeted at finance and management (Cluster 9), general-
purpose alarm systems (Cluster 8), air conditioning and regulation systems (Cluster 7) or
autonomous systems that utilize computation methods for multi-purpose usage in vehicles,
e.g., temperature control or traffic monitoring (Cluster 10). Finally, an interesting indicator
of the rise of IoT technologies is the dedicated cluster for remote appliance control and
communication via sensors and other computer systems (Cluster 11).

Remarkably, by reviewing the patent abstracts of the retrieved patents, we noticed
several common control units of smart home networks, including microcontrollers (Cluster
3, Cluster 7, Cluster 11), programmable logic controllers (Cluster 3, Cluster 5), tablets
(Cluster 5, Cluster 7, Cluster 11) and phones/smartphones (Cluster 11). At the same time,
we also observed multiple communication protocols such as Wi-Fi (Cluster 4), Ethernet
(Cluster 3, Cluster 6, Cluster 11), ZigBee (Cluster 4, Cluster 5), Bluetooth (Cluster 2, Cluster 4,
Cluster 9, Cluster 11), IEEE (Cluster 6, Cluster 9) and X10 (Cluster 1, Cluster 4). Our research
shows that the different control units and communication protocols are not employed in
similar technologies as they are not gathered around distinct clusters, meaning that they
have advantages and disadvantages against each other in the various communication
networks. To detect the aforementioned technologies, we traced patent abstracts that
contained them and then analyzed the weight coefficients of each patent (matrix h) in order
to denote the representative clusters that included these technologies.

4.2. RQ2: How Are the Different Technology Clusters Classified with Respect to Patent Activity
Trends and Growth?

According to Choi and Song [9], the four classes that are used to characterize each
cluster are formed using two critical thresholds. The first threshold is the median cluster
PS (x axis) while the second is the 0 CAGR (y axis). Thus, by using these two thresholds,
we are able to create a two-dimensional space with 4 quartiles representing analogous
classifications, as presented in Figure 5. More specifically, each quartile corresponds to
combinations of PS and CAGR, with PS receiving only positive values and the CAGR
receiving positive and negative values. Hence, clusters are represented as points in the two-
dimensional space, falling into different quartiles which are interpreted as either dominant,
emerging, declining or saturated. Evidently, dominant and emerging clusters are more
important as they indicate technologies that are either the primary focus of patent objectives
and assignees or have prospects for further investment. On the other hand, declining and
saturated clusters can be traced to technologies that are rendered obsolete or that have
been overshadowed by other technologies i.e., technologies that are present in dominant or
emerging clusters.

 

Figure 5. Classification of technology clusters.
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Based on the aforementioned classifications, Figure 5 shows that Cluster 10 (computa-
tional systems for vehicle control) is the most emergent technology cluster (green quartile),
having a relatively high CAGR and low PS. Hence, we can conclude that the recent trends
of home automation networking technologies are related to computational models which
are used for various purposes, with autonomous vehicles being the primary focus. This is a
prime example of an emerging technology, as autonomous vehicles are indeed a field that
has seen a rise in investments from high-profile companies and is in dire need of automated
networking systems. Other clusters that represent emerging technologies are those that
represent air conditioning and regulation systems (Cluster 7), multi-purpose alarm systems
(Cluster 8) and automation technologies for financial and managerial services. Based on
Table 2, these clusters, while having a low prevalence overall in our patent data, are not
necessarily sectors that have no industrial interest but rather, they represent niche and
domain-specific markets that are met with a rise in investments. In addition, Cluster 2 (elec-
tric digital data processing) should be considered as the most dominant technology cluster
(blue quartile), meaning that a relatively high proportion of home automation networking
patents process digital data and interface interactions, in turn meaning that there is also an
increasing interest rate in these technologies. In general, in the dominant clusters category,
we can discern technological clusters that, while not necessarily groundbreaking, represent
standard practices in home automation networking that dominate the market due to the
fact that most patents utilize them in their methodologies. This is further validated by the
other dominant clusters, which are both essential parts of automation networking and refer
to wireless communications (Cluster 4) and energy/power supply (Cluster 5).

At the same time, the declining clusters (red quartile) are mostly associated with
telephonic and pictorial communications (Cluster 11). This observation shows that these
two technological areas were trending prior to 2013, particularly during the rise of smart-
phones, but not in the more recent innovations, where other more innovative concepts
have overtaken them. Finally, the saturated clusters (grey quartile) contain Cluster 3 (trans-
mission systems) and Cluster 1 (digital information transmission). This is not a surprising
fact, as traditional or analogue transmission systems can be considered a saturated field,
one which, though an essential part of home automation networking, contains multiple
solutions that perform different functions and have been complemented by developments
in dominant and emerging fields (e.g., IoT, wireless communications). Additionally, as
every patent of our dataset is assigned to the H04L subclass, the classification of Cluster 1
indicates that the recent home automation networking patents have an increased number
of assigned technology areas, expressed by CPC subclasses and subgroups. A final finding
is associated with the classification of Cluster 6 (interaction with content and pictorial
communications) which balances between the declining and saturated categories, hence
determining a technology field that, while not entirely uncompetitive, has been rendered
moderately innovative and overshadowed by other relevant clusters (e.g., Cluster 2).

Overall, our analysis can be used as a knowledge basis in profiling the recent activity
of home automation networking patents and assessing technology scouting directions for
future inventions. For example, the distinguished emerging and dominant technology
clusters should be considered as the primary options in forming a single home automation
networking patent, focusing on prevalent sectors and technologies that provide a competi-
tive advantage to companies that will invest in relevant patents. Similarly, the declining
and saturated fields, while not necessarily obsolete, should be approached carefully when
patenting products relevant to them.

4.3. RQ3: Who Are the Leading Assignees/Competitors of the Different Technology Clusters of
Home Automation Networking?

Our first assumption is that the most prevalent investors of the retrieved patents
are expected to also be heavily involved in the different technology clusters. In Table 3,
we present the 10 most involved assignees in the retrieved home automation networking
patents. The main activities of these assignees are related to the manufacturing of electronic
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equipment, e.g., software and hardware for smartphones, televisions, and the develop-
ment of semiconductors. Among these, we can see well known technological companies
that have established footholds in technological areas such as hardware and electronics
(AT&T, Samsung, Panasonic, LG), semiconductors (Broadcom Corporation) and software
or computing (Google, Intel). This is another indicator that home automation networking
is a multidisciplinary field that attracts the interest of high-profile investors, who strive to
patent their products and exploit them commercially.

Table 3. The top 10 assignees of home automation networking patents.

Assignee No Patents

Samsung Electronics Co., Ltd. 582
SONY Corporation 371

Google LLC 316
LG Electronics Inc. 250

AT&T Intellectual Property I, L.P. 182
Broadcom Corporation 175
SONY Electronics Inc. 147

Sonos, Inc. 139
Intel Corporation 110

Panasonic Intellectual Property Corporation of America 108

Furthermore, the established AC matrix shows that some technology clusters are mostly
associated with a single assignee, while others are related to multiple. For example, the
weight coefficients of the patents (matrix h) indicate that Cluster 10 (Computational systems
for Vehicle control) is formed by patents that are mostly owned by the State Farm Mutual
Automobile Insurance Company (40%). At the same time, similar evaluations are inspected
for Cluster 3, which is related to transmission systems, (Intel Corporation—18%) and Cluster 8,
which is related to alarm systems, (Google LLC—21%). The remaining clusters are distributed
to several assignees in a more balanced way, but we can also distinguish some that are more
prevalent. In Figure 6, we present the most prevalent assignees of each technology cluster
with respect to the classification of the clusters (see Figure 5).

Figure 6. Most prevalent assignees per technology cluster.

The results from our analysis show that the primary competitors of the different
technology clusters are indeed the major investors of the whole patent dataset. In particular,
we observe that Google LLC and Samsung Electronics Co., Ltd. are among the main
competitors in seven and six technology clusters, respectively. Likewise, these two assignees
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hold a significant stake in the dominant technology clusters, while Google LLC is also
apparent in three out of the four emerging clusters as well. This proves that, where
dominant and emerging technologies of home automation networking are concerned,
software solutions and innovative hardware play a crucial role and are considered the top
choices for patenting and protecting intellectual property.

Furthermore, we should emphasize that State Farm Mutual Automobile Insurance
Company, despite its overall low involvement (89 patents) when compared with the major
investors, holds a large proportion of patents that are relevant to three out of the four
emerging clusters. The findings indicate that this company brought to the surface some
new technologies that are related to home automation networking, as they own patents
with a cumulative weight coefficient that exceeds forty percent in the most emergent cluster,
Cluster 10. In addition, the fact that this assignee is present in the emerging clusters
category is an encouraging sign of a company that provides innovative solutions, not only
for autonomous vehicles but also for regulation systems, pictorial communications and data
management. The declining and saturated clusters also present some interesting findings,
with Broadcom Corporation being present in one declining cluster, related to content
interaction (Cluster 6), while having a notable presence in granted patents, according to
Table 3. In addition, Sony, while being one of the top ten assignees, is also present only in the
declining and saturated clusters. This does not necessarily mean that these companies do
not have robust patenting strategies but rather that the dominant and emerging categories
are populated with companies more akin to software development and hardware. Finally,
in the dominant clusters, several known hardware companies are present (Whirlpool
Corporation, LG Electronics Inc.) while the presence of Sonos Inc., a company that sells
sound-related products, reveals interesting technological avenues of dominant patents.

Therefore, we believe that researchers and companies should study the technologies,
strategies and business models of the companies that are present in the dominant and
emerging clusters, in order to create new or to expand existing clusters and direct their
patenting objectives towards these technologies, due to their contribution and general
involvement in home automation networking patents.

In summary, in this subsection we have provided information concerning a primary
task related to patent analysis—competitor analysis—as we identified the main competitors
of each technology cluster. Therefore, inventors and organizations may leverage our
outcomes to assess their immediate competitors and to further gain insights into their
strategies, tactics and products. Through this process, an organization can detect misplaced
or misdirected actions in its strategies while also pinpointing some potential technological
gaps that would offer a significant advantage against these competitors.

5. Discussion

Overall, in this study we have explored the main technologies which are relevant and
which contribute to home automation networking inventions. Through our analysis, we
have shown that the different technology clusters encompass various areas of interest that
are relevant to both technical content, e.g., transmission systems and data processing, and
to specific appliances, e.g., alarm systems, air conditioning or financial systems (RQ1).

Moreover, we have classified the main technology clusters by evaluating their overall
development across the past decade (2013–2023). In short, the respective outcomes have re-
vealed that home automation networking patents are associated with an increased number
of relevant technologies in this period. The detailed mapping distinguishes computational
models and data processing techniques as the most emergent and dominant clusters, re-
spectively, along with several upcoming concepts in home automation networking, such as
wireless technologies and more efficient energy/power supply methodologies (RQ2).

In addition, the extracted results indicate that the retrieved patent data also contain
several essential hardware technologies and protocols that are being leveraged in home
automation networking. Among these, we can observe equipment such as tablets and PLCs
and protocols such as Wi-Fi or Ethernet and Bluetooth communication. The existence of
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these systems in patent data proves that home automation networking concerns multiple
interested parties, including software, hardware and firmware companies.

Finally, the available patent data have helped us to assess the leading assignees of each
technology cluster using the portfolio of each assignee and the scores/coefficients linking
each patent with the different clusters. The results point out some major assignees that
invest in many dominant technology areas, e.g., Google LLC and Samsung Electronics Co.,
Ltd., while also some assignees that are more centralized to home automation networking
appliances, e.g., State Farm Mutual Automobile Insurance Company. By leveraging the
available cluster classifications, we conclude that the latter assignee has a strong presence in
the most emerging technologies while the former two assignees should be characterized as
the most dominant. In addition, some well-known hardware companies, such as Whirlpool
and LG, have found secure pathways in patenting and have invested in dominant and
emerging technological clusters, while Broadcom Corporation and Sony were only detected
in the declining and saturated clusters. These findings have helped us ensure that RQ3 is
addressed in detail.

Regarding the practical implications of this study, we believe that the employed
framework and the findings from our experiments contribute to the provision of insights to
both researchers and industrial actors.

In terms of research interest and implications, we have introduced an approach by
which to assess technology clusters from patent data using patent classifications and
NMF, which is indeed an algorithm which has been previously and effectively utilized for
multiple tasks and data types. Compared with other clustering techniques, our approach
assesses the links between each patent and each cluster with scoring mechanisms, instead
of assigning a single cluster to each patent. As each patent is assigned to multiple CPC
subgroups, and by extension to several subclasses, this practice seems a more appropriate
approach than the standard hard clustering techniques. Additionally, the results and
methodological framework of this study can be easily reproduced following our detailed
approach and using various implementations of NMF that are publicly available on multiple
programming languages, e.g., Python, R. Thus, the employed framework can be adapted
to other datasets for similar patent analysis tasks or altered according to the objectives of
each researcher. As many patent offices make use of the CPC or the International Patent
Classification (IPC) schemas, which are similar in terms of structure and identifiers, our
framework can be adapted to other countries and datasets beyond those belonging to the
USPTO. Of course, for such an analysis to be carried out effectively, the structures and
potentially varied patenting and legal procedures of other offices should be taken under
careful consideration. In addition, apart from patent data, our approach could be useful
in regard to different data types that use classification schemas or tagging systems, e.g.,
research papers, Twitter posts, Q&A discussions.

Furthermore, from a business perspective, the outcomes of this study provide insights
concerning the main technologies and assignees of home automation networking patents.
Among the different use cases, our results can be used as a basis when establishing high
quality and valuable inventions, by providing information about emerging and declining
technologies. Additionally, as we evaluated the involvement of the assignees in the different
technology clusters, both researchers and practitioners or industrial actors can study our
outcomes to identify immediate and major competitors to further build business strategies
or to accordingly study groups of assignees. Finally, individuals or organizations which
aim to establish or study home automation networks can leverage our findings and detect
the general and more niche or refined technologies which can be used to establish relevant
systems and networks, as the initial CPC identifiers are numerous compared with the
eleven technology clusters which were assessed by our approach.
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6. Threats to Validity

Although we based our framework on existing approaches and validated data sources,
we identified several threats that can be categorized into the general concepts of internal
and external validity.

In our case, the internal threats concern the employed methodologies, data structures
and assessment methods. First, by exclusively using the CPC subclasses as our knowledge
basis, we may have omitted the valuable information included in the descriptions and
titles of the retrieved patents and the general intricacies of semantic data that may also
contain technological objectives. However, existing studies have also exclusively studied
patent classifications in order to answer research objectives that are similar to the RQs
of our study. In addition, the CPC identifiers provide detailed information on the spec-
ifications of each patent as they are assigned by the experts of the related fields and the
applicants themselves. Hence, we deem the threat of information loss to be mitigated by
the fact that we utilized a well-known classification schema that is assigned after careful
expert judgement.

Moreover, the clustering approach that was followed is currently a less explored one,
as NMF is not commonly used in patent analysis. This fact raises the potential of bias in the
selection of the algorithms, which may also affect the validity of the respective outcomes.
Nevertheless, NMF is a standard approach to the discovery of underlying patterns from
various data types and is also validated as an effective approach in different tasks. Finally,
the assessment methods that were used to find the optimal rank, i.e., number of technology
clusters, the classes of the different clusters, and the prevalence of each assignee, also fall
under this potential for bias. To overcome issues of this nature, we based our analysis on
existing techniques and assessment methods, e.g., NPMI, PS, and CAGR, that are commonly
employed in both similar and in more generic tasks.

The external validity refers to the significance and potential generalization of the
study’s outcomes. First, we believe that the choice of including a single patent office in our
analysis could raise some issues concerning the generalization of our findings. Despite these
vital concerns, the USPTO is considered the primary choice for patent analysis research,
capturing a more global perspective than other patent offices [39], while also using a
respected classification schema for the storage of information. Furthermore, additional
data sources, including business reports and related studies, could help us form a more
inclusive/generic dataset that could also capture the internal and external factors that
formulate technological trends and are not directly relevant to patent grants. However,
patent data indicate the industrial activity of the different firms in a concise and contained
way and thus the employed dataset can be considered a reliable knowledge base.

7. Conclusions

In this section, we present the main conclusions of this study as indicated by the em-
ployed framework and the respective findings. Our analysis has shown that the employed
framework is able to extract coherent and distinct technology clusters that were easily
interpretable. In addition, it has also addressed and uncovered the associations between
different technologies which combine to create a home automation networking invention.
The outcomes of our approach have shown that this field is characterized by a variety
of different technologies and applications which aim to enhance automated procedures,
which in turn ensure safety, comfort and control.

Moreover, by classifying the different clusters into four distinct categories of tech-
nological growth, we have provided information on the technologies that may be either
reduced or replaced in the future, i.e., telephonic communication technologies. At the
same time, we have distinguished both dominant and emerging technologies, i.e., data
processing techniques and computational models, respectively, further providing guide-
lines for future directions. Lastly, we have assessed the leading assignees of the different
technology clusters, hence revealing some popular assignees that invest in many different
fields, e.g., Google LLC, and also some more domain-specific investors that obtained a
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lower involvement but a significant stake in emerging technologies, e.g., State Farm Mutual
Automobile Insurance Company.

In summary, we believe that this study has produced valuable insights on home
automation networking inventions, satisfying some standard patent analysis objectives
such as technology forecasting, trending analysis and competitor analysis. We have further
proposed an approach in the identification of technology clusters from patent data, which
can also serve as a reproducible and valuable tool in future research.

8. Future Work

In this section, we discuss, in brief, some research directions for future work that could
stand as extensions to this study or other existing works. First, we believe that additional
prospects, such as patent descriptions, and data sources, such as literature data, may also
provide significant information and extend or validate the findings of this study. Thus,
researchers could investigate some publicly available and relevant data sources. In addition,
beyond data clustering, there are other approaches that have been previously proposed and
employed in prior work for research objectives similar to our own. Overall, we recommend
co-word analysis and topic modelling as two effective alternatives in analyzing the main
content of patent data.

Apart from the properties that describe the nature of the patents and their respective
assignees, the inventors and the citation information have been previously studied as
important patent characteristics. By analyzing the information of the different inventors
of a patent dataset, researchers can identify the most productive and prolific as well as
establish collaboration networks between their countries. Furthermore, the citation char-
acteristics are usually studied as indicators that correspond to patent value and influence.
Hence, researchers could leverage this information and further assess influential clusters by
investigating patent citation networks or combine this information within the framework
that we employed. This would lead to a more comprehensive and detailed analysis and
forecasting of technologies while also taking into account geographical, interpersonal and
research related trends.
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Abstract: Two crucial challenges in Industry 4.0 involve maintaining critical latency requirements for
data access and ensuring efficient power consumption by field devices. Traditional centralized indus-
trial networks that provide rudimentary data distribution capabilities may not be able to meet such
stringent requirements. These requirements cannot be met later due to connection or node failures or
extreme performance decadence. To address this problem, this paper focuses on resource-constrained
networks of Internet of Things (IoT) systems, exploiting the presence of several more powerful nodes
acting as distributed local data storage proxies for every IoT set. To increase the battery lifetime of the
network, a number of nodes that are not included in data transmission or data storage are turned off.
In this paper, we investigate the issue of maximizing network lifetime, and consider the restrictions
on data access latency. For this purpose, data are cached distributively in proxy nodes, leading
to a reduction in energy consumption and ultimately maximizing network lifetime. To address
this problem, we introduce an energy-aware data management method (EDMM); with the goal of
extending network lifetime, select IoT nodes are designated to save data distributively. Our proposed
approach (1) makes sure that data access latency is underneath a specified threshold and (2) performs
well with respect to network lifetime compared to an offline centralized heuristic algorithm.

Keywords: data access latency; energy-aware data management; Industry 4.0; IoT; maximizing
network lifetime; proxy node

1. Introduction

One of the most important improvements in the recent technological universe is the IoT.
The IoT involves connecting and integrating billions of smart devices and networks, such
as wireless sensor networks (WSNs), to the internet. This creates networks that can share
and interchange data to increase performance and, ultimately, individual interaction. IoT
applications span a wide range of fields, including transportation, smart building control,
energy management through smart meters, healthcare services, and home automation [1].

Industrial automation is currently undergoing a significant transformation, thanks
to the advent of IoT technology in industrial applications. This transformation has be-
come possible due to recent technological advancements that enable extensive and precise
interconnectivity. Efforts to automate processes independently of continuous human in-
tervention rely on the seamless flow of data between sensors, controllers, and actuators
on a large scale. In recent times, the focus has been on developing and optimizing data
interchange and distribution schemes within industrial structures. Data generated in this
context are typically transmitted wirelessly to a central network controller. The controller
then analyzes the received data and, when necessary, adjusts network pathways and
data transfer mechanisms. This process not only optimizes resource allocation but also
influences physical environments through actuator systems.

In industrial networks, topologies and connectivity can vary due to connection or
sensor node defeats. Additionally, highly dynamic situations, where connection efficiency
differs significantly from central scheduling calculations, may result in sub-optimal effi-
ciency and possibly lead to the construction of non-guaranteed application needs. These
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dynamic network topologies can cause several nodes of industrial sensors to fail. The
increase in systems that have batteries causes industrial networks to consume a lot of
energy. Taking advantage of locally distributed computation exceeds what would normally
be required [2].

In order to meet critical requirements, such as latency and network lifetime in indus-
trial applications, data management should be based on a flexible and reliable architecture.
Generating a large number of data was rarely investigated in the past and was less consid-
ered due to the problems that existed in the analysis of large volumes of data. But today,
by using data management methods, this important issue can be addressed, and valuable
information can be obtained in this field. It should be noted that for data management,
data characteristics are investigated based on practical cases.

A large number of sensor nodes use batteries. Therefore, limiting the amount of energy
in each node is one of the important challenges of industrial networks. One straightforward
procedure involves delivering the packet to its destination with minimal power consump-
tion. One popular solution involves using the shortest path with a connection cost that
is the same as the energy required on every link to transmit the packet. Another method
involves the maximization of network lifetime [3]. The definition of the lifetime of a WSN
can vary, but it is often expressed as the elapsed time from when the first node loses power.
The intended meaning of the sentence is to convey that the lifetime of a WSN can be defined
in various ways. One possible definition is based on the time elapsed from the beginning
of data distribution to the moment the first node in the network depletes its energy.

The model that is very common for data transfer in the industrial IoT is pub/sub [4].
The implementation of this model in industrial IoT may not be applicable due to high
energy consumption and data access delay. To adopt the pub/sub industrial IoT, several
papers are available that illustrate distributed methods. To explore the implementation of
pub/sub mechanisms within industrial IoT contexts, numerous papers provide insights
into distributed methodologies. Notable examples include [2,5,6], which collectively ex-
amine the utilization of specialized, high-capacity nodes for data storage. In these studies,
the focus lies on employing select nodes with enhanced capabilities, setting them apart from
standard nodes, to effectively manage and store data. In these works, several nodes that are
more powerful and different from other nodes have been used to store data. Despite the
outstanding works in the mentioned model, there are numerous areas ripe for development
and progress; the research conducted is still in the early stages

The growth of IoT devices is leading to massive amounts of data that require low-
latency access and processing from cloud data centers. This drives the need for effi-
cient resource management and network optimization [7,8]. Battery-powered IoT de-
vices, like sensors, have limited energy; thus, methods to reduce power consumption
through scheduling, duty-cycling, and energy-harvesting are important [8,9]. For networks
with many battery-constrained devices, like sensors, the lifetime is critical and can be
extended through efficient protocols, scheduling, duty-cycling, and energy-harvesting
techniques [7,9]. Energy-efficient distributed mobile data management is a promising
approach that uses local proxies and network optimization to provide low-latency access
while also saving energy [7–9].

This paper addresses strict latency requirements and introduces an energy-aware data
management method (EDMM) that maximizes network lifetime designed to distribute and
cache data at selected proxy nodes near sensors and actuators. This significantly reduces
energy consumption, latency, and overhead, aligning with the principles of environmentally
friendly industrial IoT practices. Dynamic node management strategies are incorporated,
ensuring that nodes that are not actively involved in caching or communication are switched
off to conserve energy resources. These innovations collectively pave the way for more
responsive and efficient data management techniques in industrial IoT networks, aligning
with the real-time demands of industrial applications.

In this article, the industrial IoT system, which consists of sensor and operator nodes,
is considered. In the proposed model, data consumers are introduced as actuators and
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producers as sensors. Some intermediate nodes, which have different capabilities from
other nodes, act as proxy nodes. The primary objective of this paper is to maximize the
network’s lifetime, taking into account certain limitations to enhance the performance
of the proposed strategy. Given the location of the proxy, the initially limited energy
resources, the data request models, and the maximum latency, this goal is achieved. For
better performance, the nodes that are not involved in the process are turned off. Data
are also prioritized and some data are available faster than others; these data are known
as urgent data. In this way, to check the latency requirements, the data are considered in
two categories—urgent and normal data—and each node has its own latency threshold.
We show that the proposed method (1) guarantees data access latency below a specified
threshold and (2) performs well in terms of network lifetime when compared to an offline
centralized heuristic algorithm.

The remainder of this article is as follows: We supply a summary overview of the
literature review in Section 2. The introduction of the model system is presented in Section 3.
We illustrate the proposed approach (EDMM) in Section 4. In Section 5, the performance
evaluation and obtained results are mentioned. Finally, in Section 6, the article is concluded,
and we present some intuitions for future schemes.

2. Literature Review

Related works for the current study are [5,10,11]. In these articles, the authors focus
on how to place the proxy in the network. In these works, the delay of data access is
investigated and analyzed in order to improve the efficiency of the suggested approaches.
Maximizing network lifetime is considered in [5]. A limited number of edge nodes, which
have distinct and more powerful abilities than other nodes, are introduced as proxy nodes.
Among the other objectives in that article, the location of proxies, the limited energy
resources that nodes have, and the maximum delay that can be tolerated by consumer
nodes are looked at. To maximize the lifetime of the network, the authors prove that the
investigated problem is NP-hard and should be investigated by heuristic algorithms. In
their proposed method, the authors show that the access latency is lower than the threshold
and even though the lifetime of the network in their proposed method is lower than the
optimal method, the performance of this method is better. The authors in [5] only consider
the paths that achieve the maximum delay limit; all paths are not considered in this
approach and the number of proxy nodes in the network is fixed.

In [10], the authors focus on energy consumption optimization. They consider the
access latency, cache valency, and different data types in their investigation. In their
proposed approach, energy consumption is considered in two ways, i.e., from the sensor
to the proxy and from the proxy to the sensor. Regarding energy savings, some proxy
nodes that are not involved in the process are turned off. In addition to considering proxies
in the off mode, some data that are available more rapidly than others are designated as
critical (urgent) data, and other data are designated as normal data. According to the data
classification, the limits related to normal and critical data are separately considered; the
limitation discussed in this article pertains to combined aspects of access latency. Moreover,
along with the approach proposed by the authors, an algorithm based on ACS is also
presented, and the meta-heuristic algorithm works like the optimal method in many cases.
It should be noted that the proposed method is proven superior against corresponding
methods based on different criteria, including energy consumption, access latency, and
computing time. In [10], the authors do not consider the issue of maximizing the lifetime of
the network and only focus on the optimization of energy consumption.

In [11], the authors consider a function that consists of the amount of energy con-
sumption and access delay. This function includes the total energy consumption required
to keep the nodes active and the energy consumption for data transfer, involving trans-
missions from the sensor to the proxy and from the proxy to the actuator. This function
also includes data access latency. Their proposed method ensures the mean access latency
remains below a predetermined maximum threshold, corresponding to data volume. The
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proposed strategy in [11] is similar to the strategy in [10], i.e., when increasing the efficiency
of the proposed approach, data that are available faster are introduced as urgent data, and
others are introduced as normal data. In this article, several proxy nodes are considered
as idle (off). Finally, the proposed approach in 3 exhibits superior performance compared
to similar and corresponding methods. The authors of [11] do not address the issue of
maximizing network lifetime; their main goal is to reduce energy consumption.

In [12], the authors proposed new optimization formulas to maximize the network
lifetime. Based on column generation, a method is provided to solve this type of opti-
mization problem. In this article, the machine-to-machine connection is considered. In a
machine-to-machine connection, sensor measurements are conducted within the network
and are dispatched to various destinations through multi-part transmission. Since only
a few configurations are used to maximize network lifetime, their proposed method is
effective in practice. In addition to maximizing network lifetime, the authors provide upper
and lower bands for their proposed formula. The authors do not address the issue of data
access delay and do not pay attention to the role of proxy in the network.

The authors of [9] propose an energy-efficient resource management framework for
software-defined data centers (SDDCs) to handle rapidly growing IoT and big data work-
loads. The consolidated model optimizes VM deployment and network bandwidth alloca-
tion to minimize energy consumption in SDDCs while guaranteeing quality of service. It
uses a priority-aware heuristic approach based on weighted utility functions to select the
best hosts and switches for allocating VMs and bandwidth for both critical and non-critical
applications. The utility functions account for power consumption, resource utilization,
and bandwidth usage. Experiments demonstrate that compared to existing schemes,
the framework reduces the total energy consumption of SDDCs by 27.9%, with negligible
quality of service violations of 0.33. The scheme is shown to be effective at improving
energy efficiency in cloud data center resource management.

The authors of [8] propose an Internet of Things-based industrial data management
framework with five layers: physical, network, middleware, database, and an application
to efficiently collect and leverage massive, heterogeneous manufacturing data from smart
devices on factory floors. The middleware layer collects, pre-processes, and aggregates
real-time data using protocols like OPC-UA and provides modules for resources, events,
data, and recovery management. A distributed database layer offers local storage prior to
cloud transmission to avoid network delays. The application layer analyzes the data to gain
insights into optimizing manufacturing processes, predicting maintenance, and driving
smart factory decision-making. A case study with smart pumps demonstrates the frame-
work’s ability to successfully acquire, manage, and convert real-time industrial big data at
scale into useful information to improve factory operations and productivity.

The authors of [7] explore technological trends that drive the evolution of massive
MIMO into the 6G era, including metasurface-enabled massive MIMO for enhanced beam-
forming and sensing, ultra-massive MIMO at THz frequencies (offering tremendous capac-
ity along with design challenges), cell-free architectures to improve spectral and energy
efficiency, the integration of AI for gains in resource allocation and channel estimation,
adaptations like non-coherent demodulation for high-speed applications, and expanding
the reach to non-terrestrial networks while managing large delays and losses. The survey
examines how these advancements, including intelligent surfaces, new frequency bands,
innovative architectures, AI, and expanding applications, are transforming massive MIMO
capabilities to meet future demands, but also require solutions to new challenges around
factors like beam management, interference, transport, and modeling, to fully unlock their
potential in 6G and beyond.

In [6], the authors specify and select a limited set of proxy nodes to store the data
required by the consumer nodes, striking a balance between threshold data access latency
and choosing a low number of proxies. The selection of proxy nodes should ensure
guaranteed maximum access latency for data delivery to the requesting nodes. Any node
can potentially be selected as a proxy node, and if the selection of proxy nodes is conducted
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correctly, the authors’ goal of reducing access latency will be achieved. By minimizing the
number of proxy nodes, the overall consumption of system resources is reduced. In this
method, the average access latency is considered instead of the access latency of each node,
and the maximization of network lifetime is not considered.

Standard WirelessHART uses graph routing to improve network reliability. The
issue of network lifetime in graph routing is an important topic and has been focused
on by many authors. The maximum lifetime of network WirelessHART under graph
routing is mentioned in [13]; the authors prove that this problem is NP-hard and should
be solved with the help of optimization algorithms. Therefore, in order to maximize
the lifetime of WirelessHART networks, they introduce several algorithms. They show
that the computation time required by greedy heuristics is greatly reduced, especially
for WirelessHART networks, where graph roots may be computed often when network
variations occur in open environments; thus, it is suitable and has good performance.

In [14], the authors develop their work from [5]. Considering the access delay, they
attempt to increase network lifetime in industrial environments that have several hops.
They prove that the problem is computationally complex and unsolvable; in order to solve
the objective function, they design a one-step algorithm. Here, the authors use a fixed
number consisting of proxy nodes and do not consider other modes of the proxy selection,
such as whether the proxy nodes are on or off.

Sensor nodes in the WSN are nodes that have lower costs and less capability. How-
ever, they have the ability to work in environments that cannot be closed but cannot be
transported in an effective manner. In [15], the authors propose a clustering technique
to partition these nodes. In the clustering method, the cluster head must have special
privileges, and the cluster heads are responsible for sending information to other nodes.
In [15], the authors present a model for choosing the cluster head; the chosen method aims
to maximize the lifetime of the network and optimize energy consumption. This method
takes into account limitations, such as lower energy consumption and delay. The authors
compare their proposed method with different algorithms and prove that this method
exhibits superior performance. To achieve the article’s goal, the authors utilize all sensor
nodes, with some nodes not considered to be off.

3. System Modeling

System modeling is a principal issue in studies of this nature and it needs to encompass
various topics for a comprehensive understanding of what we have, what we present,
and the preferences.

In fact, it is a basic concept that we need in order to evaluate past and present methods.
Corresponding models should be presented and, accordingly, other related topics will be
represented around them.

An industrial network can include three kinds of components: sensors, actuators,
and central controllers, which are enumerated as corresponding components for traditional
networks. The ordinary connection method of IIoT involves both pub and sub models.
As an example of data sources, sensors can be defined and transmit data to a central con-
troller; this component can store the data so that they are available to the actuators when
they request it. In smart factories, where industrial network applications are subject to
time constraints, access latency is of considerable importance, in accordance with caching
relative data in the central controller from the consumers of actuators. Therefore, access
latency is very important and requires special attention. On the one hand, the latency
corresponds to data access and is important for numerous reasons, including the extensive
distance between data and the central controller. On the other hand, the overhead sur-
rounding the central controller can be attributed to the burden of highlighting, maintaining,
and processing all network data through the central controller. Both traditional pub and
sub models endure important and critical challenges concerning network lifetime, due
to the vital energy consumption surrounding the central controller in addition to data
path triangularization.
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The elapsed time from the start of data distribution to the earliest node losing its
energy is defined as the lifetime of the network. The purpose of this paper is to maximize
the lifetime of the network. By considering all available and possible paths for the data
if the proxies are certain, a path is chosen that leads to the maximization of the lifetime.
In our proposed method, we also use the off and on properties of nodes and we consider
off nodes that are not used in the path. To achieve the objective of the problem, for each
piece of data, we identify the possible paths and select the paths that meet the maximum
delay restriction. For every one of these paths, we calculate the energy discharge on the
path nodes. Therefore, if that path is active, we determine the node in the path with the
minimum remaining lifetime. Among all possible paths, we finally choose the path that
leads to the maximum remaining lifetime. In particular, for every path, a node is considered
to be the first to die in the network while that path is active; in this way, a path is selected
wherein the nodes have the longest lifespan. In this article, the available data are prioritized
and a group of data is considered urgent data. Urgent data are available to the consumer
faster than other data, and the data access latency is analyzed in two separate groups of
urgent and normal data. Since one of the goals of this plan is to reduce the data access
latency, it is demonstrated that in the case of a semi-determined proxy, the amount of
data access latency is reduced compared to a determined proxy; as a result, it improves
network performance.

The models can be organized as follows. Their corresponding details are expressed
below. In the model of the proposed system, internet devices of industrial objects are
connected with each other, with the help of wireless communication links. We illustrate
this in Figure 1. Some of the nodes in the network are producer nodes (sensors), some are
consumer nodes (operators), and others are proxies.

In order to tackle the challenges mentioned earlier, we propose a system model,
as depicted in Figure 1. In this model, certain components of the IIoT network act as
proxy nodes, which are responsible for caching the data generated by the sensor nodes.
This caching mechanism enables efficient data access. To ensure seamless data retrieval,
each actuator is assigned to a suitable proxy node that holds the relevant cached data. By
intelligently selecting proxy nodes and appropriately designating actuators to them, we
guarantee that the data access latency remains below a predefined maximum threshold.
This optimization not only improves performance but also minimizes the energy consumed
during the data transmission between the sensor nodes and proxy nodes, as well as
between the proxy nodes and actuators. A crucial element within our system model is the
central controller, which assumes a managerial role by executing the EDMM. This scheme
oversees the overall operation, coordination, and management of the network components,
ensuring efficient data handling and resource allocation. Overall, our proposed system
model, with its selection of proxy nodes, actuator assignments, and central controllers with
the EDMM, aims to optimize data access latency and conserve energy in the industrial
IoT environment.

All these nodes are connected to each other by means of communication links.
Suppose that G = (V, E) is as a graph of an industrial IoT network, where V denotes

a set of nodes of a graph G and every node uεV has a limited amount of energy that can be
defined as Eu. The network is able to characterize two kinds of nodes: resource-constrained
sensors and data nodes in addition to potential proxy nodes that are placed in a set P. If P
is the total number of proxy nodes, V is the number of nodes, and Ep is the limited amount
of energy of proxy p, then P ⊂ V, |P| � |V − P|,and Ep � Eu, ∀uεV, pεP. A node uεV
can propagate data utilizing appropriate industrial wireless technologies to nodes that are
in the neighborhood Nu. Nu includes nodes νεV that satisfy γ.ρu ≥ δ(u, ν) so that ρu is the
transportation limit area of node u, δ(u, ν) is the Euclidean interval among u and ν, and γ
is a neighborhood adjustment parameter, where 0 < γ ≤ 1.
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Figure 1. The proposed system model.

One essential aspect of industrial operations involves consumer access to data on
demand (typically in a timely manner). A delivery system must ensure compliance with
certain maximum data access latency constraints. luν is defined as a delay that includes one
hop from u to ν. The latency resulting from multiple hops, achieved from u to p, is defined
by Lup = luν1 + . . . + lνi p + lpνi + . . . + lν1u. It is shown in Figure 2.

(a)

(b)
Figure 2. Data access delay. (a) Data request, (b) Data delivery.

The data access latency in Figure 2 is

Lup = luν1 + lν1ν2 + lν2 p + lpν2 ++lν2ν1 + lν1u.
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Upon a requisition from ci, data piece Di is delivered from p through a (distinct)
multi-hop path; the data access latency of ci can be defined by

Lci = lciu + . . . + lνp + lpν + . . . + luci

Urgent data with high-priority data parts should be sent quickly. Therefore, we
consider Lmax as the maximum tolerable delay for normal data and Lu

max as the maximum
tolerable delay for urgent data, with Lu

max < Lmax.
In some cases, data generation takes place in networks related to industrial processes.

In general, data are divided into two groups: urgent data and normal data. Urgent data
are data that are necessary to exist in the network. The data are introduced by D, where
D = {D1, D2, . . . , Dm}. Any data piece can be defined by Di = (si, ci, ui, ri), where siεV is
the source of Di, ciεV is the consumer of Di, ri represents the data production rate of Di,
where i = 1, 2, · · · , m and m is the number of data.

Given this constraint and the constraints that we will demonstrate in the following,
the main aim for each data source, si, is the proxy recognition p, where the relevant data
should be cached, for the purpose of maximizing the lifetime of the network. For the
following topics, we are going to provide a suitable showcase for our main problem, i.e., the
maximization issue. The purpose of modeling is to progress, and decisions should be
made corresponding to our model representation Decision-making will be given in the
next subsection.

Decision Problem

As mentioned previously, we should deal with the problem of what we can do. Clearly,
our decision should be made and our constraints should be highlighted and explained.
Regarding decision-making, many related issues are better clarified and understood. Mean-
while, there are numerous constraints that must be accepted, and considering such items,
we want to choose the best options. However, the choice must be optimized and have at
least one preference due to the other items. For the following sub-section, we will prove
suitable decision constraints and their related decision-making procedures to achieve our
goal. Further topics and complimentary topics will be presented.

Suppose that there is a set of deployed proxies p for a provided network G = (V, E).
Two situations are considered for each P: active (that is, communicating or caching) and
idle. In the idle mode, P is ON but its internal storage is not in use and refuses to participate
in sending or receiving data. Therefore, eon

p denotes the energy costs of activating node P as
a proxy node. Energy consumption costs can be defined by εuν for every u, ν ε V.

The aim is to maximize network lifetime, which can be challenging in industrial IoT.
Consequently, the time span from the initiation of data distribution to the moment when
the first node in the network depletes its energy is defined as the lifetime of the network.
To construct the objective function that maximizes the lifetime of the network, we present
the decision variables, xi

uν, which keep the essential information about the transport of
the data pieces across the edges of the graph. In particular, xi

uν = 1 when an edge (u, ν) is
activated for the data piece Di. We denote auν = ∑m

i=1 rixi
uν as the sum of the data rate of

(u, ν). All auν is defined by x = [auν]. According to the above statements, the lifetime of
node uεV is given by

T
′
u(X) =

Eu

eon
u ∑νεNu(auνεuν + (∑m

i=1 xi
uν))

(1)

The original objective function for this study, which can be enumerated as network
lifetime, can be formulated as follows:

T
′
(X) = min

uεV
{T

′
u(X)| ∑

νεNu

xi
uν > 0} (2)
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4. Energy-Aware Data Management Method

The first problem is to find suitable objective issues that can be regarded in the decision-
making process and formulation of our constraints. Among the different subjects, energy is
one of the most important, applicable, and interesting topics to deal with. The energy is of
interest in both internal and existing problems. There is an interest in minimizing internal
energy consumption, in direct contrast to maximizing the available external energy. Having
information about energy enables us to design a decision problem that can be useful in
data management, utilizing energy amounts and energy-aware concepts. To address this,
an energy-aware data management strategy, encompassing both theoretical and applied
topics, will be presented. Methods for resolving these concerns are also discussed.

Here, we introduce the EDMM method that chooses proxy nodes from set P. This
strategy simultaneously divides them into data pieces, to maximize network lifetime. In the
same direction, we take into account the access delay and storage capacitance. We propose
an algorithm to solve our problem of maximizing the lifetime in the network.

max : T
′
(X) (3)

s.t.Lci .x
i
pci

≤ (1 − ui)Lmax + uiLu
max ∀diεD, pεP (4)

∑
pεP

xi
pν ≥ 1 ∀i (5)

∑
υεV

(xi
uν − xi

νu) = 0 ∀uεV \ si, ci (6)

∑
υεV

(xi
siν

− xi
νsi
) = 1 ∀siεV (7)

∑
υεV

(xi
ciν

− xi
νci
) = −1 ∀ciεV (8)

∑
νεV

∑
i

εuνrixi
uν ≤ Eu ∀uεV (9)

∑
υεV

xi
uν ≤ 1 ∀uεV, ∀i (10)

xi
uνε{0, 1} (11)

The constraints mentioned are briefly stated. Constraint (4) ensures that neither normal
nor urgent data can exceed the latency thresholds. Constraint (5) ensures that one or more
proxies are involved in the distribution of the data pieces. Data flow conservation is assured
according to constraints (6)–(8) for all nodes. Regarding constraints (9), it is clear that the
total energy consumption related to each node u will not exceed the primary level Eu. In
the following, constraint (10) is able to make sure that any data piece is propagated from u
through just one edge (u, ν). Variables xi

uν (11) are set to be integers that are understood
based on the formulation of the problem.

For better understanding, the procedure algorithm will be presented. According to
this algorithm, the strategy can be completely executed. The input and output can be
clearly found, allowing us to base our intuition on the results Algorithm 1 demonstrates
the procedure for finding our problem, which is obtained using the CPLEX tool.
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Algorithm 1 EDMM.
network graph G(V, E), set of data pieces D, energy of an active node eon, limited energy node Eu,
energy consumption costs εuν, Lmax, and Lu

max For all diεD
For all pεP
D

′ ← Sort D from highest to the lowest ri
T

′
u(X) ← Compute the lifetime by Equation (2)

X ← Proxy for every data piece maximizing the objective function
X

5. Performance Evaluation

In this section, the performances of the presented model are tested and the correspond-
ing results are evaluated. The processes were executed according to software procedures,
and the related steps will be clearly defined. As it seems logical, firstly, we focus on setting
the parameters and assigning their initial values. The analysis topics are then presented
and the corresponding sensitivity analysis is explained. In addition, complementary algo-
rithms, analyses, and comprehensive discussions will be covered. The advantages of our
method will be clearly expressed in both algorithmic and software outputs. MATLAB is
the software utilized in this part, and the corresponding results along with their detailed
discussions can be found in this section.

Considering various network scales, we are going to demonstrate the efficiency of the
proposed method, which we denote as EDMM, via an extensive assessment. Furthermore,
we will compare the given strategy with the presented approach [5]. The analytical behav-
iors of the given model are based on the optimization issues by the CPLEX solver utilizing
a MATLAB simulator.

5.1. Parameter Settings

The first step in evaluating the performance of our algorithm involves establishing
initial values to enable the running of the algorithm. The initial parameters play an
important role in the sensitivity analysis. It is better to choose them appropriately so that
we can evaluate the performances and behaviors of the presented strategy. The choice of
the initial parameter is expressed and further concepts are discussed.

In this part, a real application problem will be discussed. Consider the Inria Lille -
Nord Europe, which hosts an Euratech testbed, consisting of a showroom and 224 nodes,
as arranged below: A total of 2 horizontal forms are placed in a grid constitution of
5 × 19 nodes and 34 nodes are affixed to the wall, 0.60 m away from it. For our current
purpose and to consider a plausible indoor industrial topology, we will consider 18 of
the testbed nodes; this selection results in node distances ranging between 1.2 and 1.7 m.
Assuming different existence power levels, we aim for a transmission power of 3 m,
with γ = 0.6; this results in an average neighborhood consisting of five neighboring nodes,
on average, where νεNu and where d(u.ν) ≤ 2 [5]. The proportion of data varies from 10%
to 50% regarding the number of nodes. For any status, 50% of the data are categorized as
urgent, and the remainder is designated as normal.

For the present examination, we utilize the WSN430 data that are provided in [5].
These data are mote-constructed data featuring a low-power MSP430-based structure
equipped with standard sensors Further information can be found in [16]. It is worth
mentioning that these data also engage with the IEEE 802.15.4 radio interface at 2.4 GHz.
The antenna TX power has been set at −25 dBm, in alignment with the CC2420 antenna
data [16]. We obtain our favorite scope, ρu = 3 m. The corresponding nodes have a
maximum capacity of 830 mAh at 3.7 V and are battery-operated. Further facts and pieces
of information that are based on simulation studies are revealed in Table 1.
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Table 1. Experimental parameters.

Parameter Value

Topology
(2D grid) 2.4 m × 6.0 m

Number of nods 18
|p| different numbers

|s|, and |c| different numbers

Hardware
MCU MSP430

Antenna CC2420
Max. battery capacity 830 mAh, 3.7 V

Eu, and Ep 0–1, 3 Wh
Transmission power −25 dBm

Energy of keeping the active node (eon) 6 mW

Time
One-hope latency (l(h)) 28 ms

(Lmax) for normal 120
(Lmax) for urgent 100

Data
(D) 10–45% of |V|
(u) 50% of (D)

Data piece generation rate ri 1–8 Di/s
Data piece size 9 bytes

5.2. Analysis

The second item that we investigate revolves around performing a comprehensive
analysis of the efficacy of our proposed model We will present three figures to help elucidate
the behaviors of our model.

To improve our evaluation, we compare EDMM with the approach presented in [5],
where the authors introduced an offline centralized heuristic algorithm to assess their PDD.
We compare EDMM and PDD, focusing on various evaluation criteria, such as network
lifetime and access latency.

Network lifetime: We run the proposed approach (EDMM) in the network and consider
ci and ri, as they increase from 1 to 8; the results are compared with an offline centralized
heuristic algorithm (PDD). We illustrate the comparison in Figure 3. It is evident that an
increase in the number of consumers results in a reduction in network lifetime. It is obvious
that the EDMM is more efficient in comparison with PDD and the lifetime of the network
obtained through method EDMM is longer than the PDD method.

Figure 3. Network lifetime.
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Data access delay: Data access delay has been studied and is determined by evalu-
ating all consumers present in a network. The measure can be defined by the individual
demands of the consumers to the related proxies that store their data, and it refers to
asynchronous latency. For both urgent and normal data, EDMM ensures that the access
latency is consistently below their corresponding maximum latency thresholds The EDMM
ensures that, in this case, access latency remains below their corresponding maximum
latency thresholds for both urgent and normal items. In this regard, and for a comparative
illustration, the comparison between latency and urgent data can be found, respectively, in
Figures 4 and 5. These figures show that the amount is divided fifty-fifty between these data.
The urgent access latency and urgent data are compared in Figure 4. Accordingly, access
latency is lower than 100 ms, and it is recognized for urgent data as the maximum latency
threshold. It can be highlighted that our method, named EDMM, consistently remains
below the maximum threshold for urgent data in all cases. Meanwhile, the alternative
strategy, PDD, is unable to achieve the same. Finally, provide a measure combining both
normal and urgent latency, termed as the total data access latency, where their rate of
combination is equal. For a comprehensive and collaborative showcase of this statement,
see Figure 5. The red line for both Figures 4 and 5 is the normal level for comparison
with others.

Figure 4. Urgent data access latency.

Figure 5. Overall data access latency.

6. Conclusions

In this paper, we present an energy-aware data management method (EDMM). In this
method, a set of IoT nodes is chosen to store data in a distributed manner to maximize
network lifetime. In addition, for the purpose of increasing battery lifetime, several nodes
that do not participate in data transmission or storage are considered to be idle or off. The
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data available in the network are divided into two groups: urgent data and normal data.
Accordingly, the access latency will be different for each group. Therefore, the maximum
latency is considered for two groups, and the maximum latency for urgent data and normal
data should not exceed the average latency of data access from these two thresholds.
We illustrate that the proposed approach (1) ensures data access latency remains below
a specified threshold, and (2) exhibits commendable network lifetime performance in
comparison to an offline centralized heuristic algorithm. The maximum lifetime of the
network in both directions, from the producer node to the proxy node and also from the
proxy node to the consumer node, can be explored as future goals. It is also possible to
consider the maximum lifetime of the network and to improve the issue; machine learning
and deep learning mechanisms can also be used.
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Abstract: In this paper, an adaptive path construction approach for Mobile Sink (MS) in wireless
sensor networks (WSNs) for data gathering has been proposed. The path is constructed based on
selecting Rendezvous Points (RPs) in the sensing field where the MS stops in order to collect the data.
Compared with the most existing RP-based schemes, which rely on fixed RPs to construct the path
where these points will stay fixed during the whole network lifetime, we propose an adaptive path
construction where the locations of the RPs are dynamically updated using a Fuzzy Inference System
(FIS). The proposed FIS, which is named Fuzzy_RPs, has three inputs and one output. The inputs are:
the remaining energy of the sensor nodes, the transmission distance between the RPs and the sensor
nodes, and the number of surrounding neighbors of each node. The output of FIS is a weight value
for each sensor node generated based on the previous three parameters and, thus, each RP is updated
to its new location accordingly. Simulation results have shown that the proposed approach extends
the network lifetime compared with another existing approach that uses fixed RPs. For example, in
terms of using the first dead node as a metric for the network lifetime, when the number of deployed
sensor nodes changes from 150 to 300, an improvement that ranges from 48.3% to 83.76% has been
achieved compared with another related approach that uses fixed RPs.

Keywords: WSN; mobile sinks; rendezvous points; fuzzy inference system; IoT; network lifetime

1. Introduction

With the continuous advances in information technology accompanied by the intro-
duction of Internet of Things (IoT) applications, Wireless Sensor Networks (WSNs), which
are the core of the IoT-based systems, are now a main player in our daily lives [1]. In
WSNs, the data that is generated by the sensor nodes is usually collected by a central node
called the sink or the base station (BS). Traditional WSNs with a fixed BS pose a primary
limitation, which is called an energy hole problem, and which results as a consequence of
depleting the energy of the nodes close to the sink rapidly because of the overwhelming
traffic transmitted by other sensor nodes far from the sink. This could result in affecting
the WSN efficiency, such as partitioning the network into unconnected areas. Indeed,
partitioning the network is considered a crucial issue, especially in large-scale networks.

Recently, the widespread use of mobile robots has opened the door to leverage mobile
sinks in WSNs for performing many tasks, such as employing them as data collectors in
WSNs [2]. In fact, using mobile sinks (MS) can significantly increase the balance between
the nodes and thus extend the network lifetime. Furthermore, it can increase the coverage
of the network by reaching isolated uncovered areas. However, in any mobile sink-based
approach, the balance between power consumption and the delay of data collection is still
a real challenge and an active research area [3]. Different schemes of moving sinks have
been proposed by the research community. These schemes can be divided into three cate-
gories: random, controlled, and predefined movement strategies [4]. In random movement
methods, the MS follows a random path in its movement to collect the data. The main
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limitation of using random movement methods is the buffer overflow problem. Moreover,
uncontrolled movements extend the overhead for each node until finding the location of
the new position of the mobile sink and, thus, increase the ratio of dropped packets. In
controlled schemes, the speed and direction of the next MS destination are determined
according to the network situation. For example, the areas where the sensor nodes have
urgent information will be given priority over the other locations. In a predefined move-
ment, the MS moves according to a known fixed or dynamic path, which is generated
dynamically as a function of network parameters such as the energy of the sensor nodes and
their locations. To reduce the energy consumption in predefined movement methods, MS
visits each location near sensor nodes and therefore yields more energy balance. However,
visiting each sensor node will pose delay limitations, such as a long path length as well as
increasing the delay of data delivery.

To address this issue, Rendezvous Points (RPs) schemes have been proposed [5,6]. In
RP-based schemes, specific locations are chosen in order to reduce data gathering delays
and balance energy consumption amongst nodes. The challenging task in such schemes
is how to select the suitable RPs that satisfy both the energy consumption and the delay
requirements. Indeed, RPs influence the path that an MS will follow to gather the data from
the sensor nodes. Typically, the path of the MS is established by applying the traveling
salesman problem (TSP) on the chosen RPs. Hence, the position and the number of RPs
play a major role in constructing a path, which balances energy consumption and delay
requirements. Figure 1 shows an example of a WSN where the RP-based model is used for
data collection by the MS. However, selecting fixed RPs during the whole network operation
results in an imbalance of energy consumption among the nodes that are associated with
the same RP and thus reduce the network lifetime. Therefore, updating the locations of
the RPs dynamically during the network operation will improve the performance of the
network efficiently. In this paper, an adaptive path construction approach is proposed,
where the locations of the RPs are dynamically updated using a Fuzzy Inference System
(FIS). Three inputs are used to determine the updated RPs’ locations. These inputs are: the
remaining energy of the sensor nodes, the transmission distance between the RPs and the
sensor nodes, and the number of surrounding neighbors of each node.

Figure 1. An example of a WSN where RP-based model is used for data collection by MS.

The remainder of the paper is structured as follows. The related work is presented
in Section 2. The system model of the proposed approach is presented in Section 3. The
proposed approach is discussed in Section 4. In Section 5, we present and discuss the
simulation results, and the paper is concluded in Section 6.

2. Related Work

Several studies on random or controlled-based schemes for MSs have been conducted in
WSNs ([7,8] are examples on random movement and [9,10] are examples of controlled-based
movements). However, in this section, we address RP-based solutions that present a tradeoff
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between the random and controlled-based schemes in terms of the buffer flow problem in
random movement schemes and the long delay problem in controlled-based schemes.

Park et al. [11] presented an approach in which the mobile sink moves along a fixed
path and stops at a number of locations for collecting the data. The number of stop
points over the path is selected using the Tabu search algorithm where the objective is
minimizing the number of hop count from the sensor nodes to the mobile sink. Two algo-
rithms called reduced k-means (RkM) and delay bound RkM (DBRkM) were proposed by
Kaswan et al. [12] for generating a set of RPs that will be visited by the MS. The MS will
then move over a fixed path that connects the selected RPs to gather the data from the
sensor nodes. Banimelhem et al. [13] proposed an algorithm to generate a fixed path for
the MS using principal component analysis (PCA), where the data can be gathered using
either direct or multi-hop data transmission modes. A rendezvous-based routing protocol
(RRP) was proposed by Sharma et al. [14] to address the need for energy efficiency and
lower end-to-end latency. In the RRP, a rendezvous region is created in the middle of the
network where the nodes, called backbone nodes, in this region form a tree, and where the
other nodes communicate with the rendezvous region. Gupta et al. [6] proposed a routing
method in WSN that depends on RPs and multiple MSs. At the beginning, the sensor nodes
are distributed into a set of clusters using mean shift clustering (MSC). A cluster head (CH)
for each cluster is then selected using the Bald Eagle Search (BES) algorithm. After that, the
authors used the hybrid seagull optimization and salp swarm (SOSS) algorithm in order to
find the RPs and the travelling route of each mobile sink in the network.

Vajdi et al. [15] proposed an approach that chooses a group of RPs outside the pre-
determined trajectory such that the defined path can accomplish the goals of minimizing
sensor node energy consumption and decreasing network average data delivery time.
Raj et al. [16] proposed an approach that builds a reliable and smart route for the mobile
sink utilizing game theory and improves ACO-based MS route selection and the Data
Gathering (GTAC-DG) algorithm. A set of rendezvous points (RPs) is selected to construct
the path for the MS using an ACO-based algorithm. The GTAC-DG algorithm is used to
create a path for the MS. Boyineni et al. [17] proposed an approach called the ant colony
optimization (ACO)-based mechanism (ACO-RMS) for selecting the RPs and scheduling
the mobile sink in the event-driven WSNs. The load of each sensor in the ACO-RMS
approach is initially identified using a spanning tree. Different factors, such as distance,
remaining energy, and total packets generated by the sensor nodes at a particular time, are
used for the RPs’ selection and path use. Donta et al. [18] proposed an extended ant colony
optimization (ACO)-based MS path construction for event-driven WSNs, where the ACO
algorithm selects the best set of RPs and the path that the MS will travel between these RPs.

Ghaleb et al. [19] proposed an approach where RPs are used to collect the data using
data compression techniques from nearby sources and then send the data to the mobile sink
when it travels over the path connecting these RPs. Furthermore, the authors proposed
an algorithm called a minimal constrained rendezvous point (MCRP), which ensures that
the collected data are relayed to the RPs taking into consideration three constraints: RPs’
locations, bounded relay hop, and number of nearby sources.

3. System Model

In this paper, we propose an adaptive data collection scheme for homogeneous WSNs,
where a set of sensor nodes S are deployed randomly in the sensing area. A single MS will
move in the network area to collect the sensed data. We assume that the MS moves at a
constant speed and it stops at RPs to collect the data. The stopping duration at each RP
is assumed to be fixed and enough to collect the data from all corresponding sensors. For
energy consumption, the energy model proposed in [20] is assumed. Using this model, the
energy consumed (ET) to transmit a kb-bit packet between two sensor nodes s1 at location
(x1, y1) and sensor node s2 at location at (x2, y2) is calculated as:

ET =

{
kbEelec + kbε f sd2, d < d0

kbEelec + kbεampd4, d ≥ d0

}
(1)
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and the energy consumed by sensor node s2 to receive the kb-bit packet (ER) is calculated as:

ER = kb Eelec (2)

where Eelec is the electronics energy; εfs and εamp denote the amplifier energy that depends
on the required receiver sensitivity and the receiver noise figure, respectively; and d is the
distance between sensor nodes s1 and s2 and is given as:

d =

√
(x1 − x2)

2 − (y1 − y2)
2 (3)

The notations that are used in this paper are shown in Table 1.

Table 1. Notations used.

Term Definition

S Set of sensor nodes
si Sensor node i
Sj Set of sensor nodes associated with RP j
P Set of potential RPs
C Set of RPs that are used to build the MS path
SRP(i) Number of sensor nodes associated with RP i

HRP(i) Average hop distance between RP i and the sensor
nodes associated with it

(XRPi, YRPi) Location of RPi
Ei Remaining energy of sensor node i

di→RPi
The distance between sensor node i and its
corresponding RP

NBi The 1-hop neighbors of sensor node i
PL Path length
v MS speed

4. Proposed Approach

In this section, we discuss the proposed approach for building a dynamic path for the
mobile sink to collect the data from the sensor nodes in the network. The path is built based
on selecting a set of RPs that will be used as stopping points where the MS will gather the
data from the sensor nodes. First, we introduce the algorithm that determines the initial
locations of the RPs, and we then discuss the algorithm that is used to update the RPs’
locations in each round of data collection.

4.1. Initial Locations of the RPs

The initial locations of the RPs are obtained as given in Algorithm 1. First, as in [12],
a set of P RPs is obtained by clustering the sensor nodes into |P| clusters using k-means
algorithm [21]. These |P| points represent the set of candidate RPs for building the MS path.
Each RP i, (1 ≤ i ≤ |P|) is then assigned a priority value R(i) using Equation (4):

R(i) =
SRP(i)
HRP(i)

(4)

where SRP(i) is the number of sensor nodes associated with RP i and HRP(i) is the average
hop distance between RP i and the sensor nodes associated with it. Equation (4) gives high
priority for the RP, which has more sensor nodes attached to it, and the average distance
of these nodes to that RP is small compared to the other potential RPs. Assume PL is the
length, in meters, of the path that connects all required RPs to collect the data. Assume the
time that the MS needs to receive the data from the sensor nodes when it stops at each RP
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is Tdata, then the total time for collecting the data from all sensor nodes Ttotal in each round
is given as:

Ttotal = c × Tdata +
PL
v

(5)

where c is the number of RPs obtained using Algorithm 1 (c ≤ |P|) and v is the MS
speed. Some WSN applications require that the sensed data should be collected within a
specific delay limit. Therefore, depending on the WSN application (for example, a real-time
application), the path length should not exceed a threshold value (PLthreshold). Based on
that, in Algorithm 1, after determining the candidate set P as RPs using k-means algorithm,
only c RPs of this set will be selected to build the MS path.

Algorithm 1: Finding the initial locations of the RPs

INPUT: S, PLthreshold
OUTPUT: C, path for MS
1: Begin RPs INITIAL LOCATIONS
2: P = k-means(S); // Cluster the S sensor nodes into P clusters using k-means algorithm [21]
3: for i = 1 to P do
4: Calculate the priority value of RP i using Equation (4)
5: End for

6: Sort the set P of RPs based on their priority values in descending order
7: C = { }; /* Set C contains the RPs that will be used to construct the MS path*/
8: RPx = remove RP from P
9: C = C ∪ {RPx}
10: c = 1
11: While True do

12: RPy = remove RP from P
13: C = C ∪ {RPy}
14 c = c + 1
15: PL = TSP(C);/* Call traveling sales person algorithm to obtain the path between the RPs in C */
16: If PL ≥ PLthreshold then break
17: End While

18:
If (size(P) > 0) then /* if some RPs in P are not used to construct the path */
Redistribute the nodes attached to the RPs in P to the RPs in C

19:
until the path length is equal or larger than the specified
threshold.

20: End if

21: End

Once the initial RPs are selected and the initial path for data collection is constructed,
the MS determines for each sensor a corresponding RP where each sensor node will be
assigned to the closest RP. The MS then broadcasts a rendezvous information packet (RIP)
to the whole network to inform each node about its RP. Therefore, when each sensor
node receives the RIP packet, it obtains its destination RP. Once all sensor nodes know
the destination RPs, the MS starts to accomplish data gathering by going through all RPs.
When the MS becomes close to each destination RP, it sends a polling message with the ID
of the corresponding RP. In this case, the corresponding sensor nodes prepare and transmit
their data to the MS when it reaches the corresponding RP. If a node is within the MS
communication range, it sends its data directly. Otherwise, it forwards the data to the
nearest node of the corresponding RP. This procedure is repeated until all RPs are visited.

If the RPs are kept fixed during the entire operation of the network, it could pose
energy holes around the fixed RPs location and, thus, the MS will no longer be able to
receive data from sensor nodes with two or more hops around the RPs. Therefore, in this
paper, a dynamic approach for updating the RPs locations every predefined number of
rounds is proposed. For this purpose, we assume the MS keeps track of the following
parameters during each round:

1. The current locations of the RPs.
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2. The ID of the corresponding RP for each sensor.
3. The distance between each sensor and the corresponding RP.
4. The energy level of each sensor.
5. The number of surrounding sensor nodes for each sensor node.

Based on this information, the locations of the RPs are appropriately updated to extend
the network lifetime and reduce the overall energy consumption as well. To perform the
dynamic data collection for each new updated RPs’ selection, the MS updates the ID of the
corresponding RP of each sensor and broadcasts new RIP packets to inform the sensors
with the new ID of the destination RP.

4.2. Updating the RPs Locations

In the proposed approach, the locations of the RPs are updated dynamically using
a Fuzzy Inference System (FIS) [22]. An example of using fuzzy logic to control the MS
movement toward cluster heads for improving the LEACH protocol [23] was proposed
in [24]. In this paper, the proposed algorithm is called Fuzzy_RPs. In each round, the
location of each RP is updated based on three factors:

1. The energy of each sensor around the RP. The energy level of each sensor influences
how much the RP should be moved close to the sensor node. To balance the energy
consumption and extend the network lifetime, the sensor with a low energy level has
more impact to change the RP location and bring the RP close to it.

2. The distance between the sensor node and the corresponding RP. As the distance of
transmission influences the amount of energy consumption, the location of RP should
be updated to balance the distance between all sensor nodes and their corresponding
RP. This factor has a significant impact to mitigate the overall energy consumption
during the network lifetime.

3. The number of sensor nodes around each node. The sensor node within the dense
region has more impact compared to the sensor node within the sparse region to
influence the change of the RP location. The idea behind this factor is to attract the
MS towards the dense region in order to be close to as many nodes as possible and
therefore reduce the energy that will be used for transmission by the sensor nodes.
This factor breaks the tie when two or more nodes have the same distance to their
corresponding RP. For example, when two sensors have the same energy level and
the same distance from the current corresponding RP, the sensor node with a high
number of surrounding sensor nodes will attract the MS to update the location of the
current corresponding RP towards it more closely compared with the sensor node in
the sparse region.

The proposed FIS has three Inputs, which represent the three factors discussed above.
For each sensor node i, the inputs of the FIS will be:

1. Ei: the remaining energy of sensor node i.
2. di→RPi: the distance between sensor node i and its corresponding RP.
3. NBi: the 1-hop neighbors of sensor node i.

The output of the FIS determines a weight value wj between 0 and 1. The weight value
increases if the distance is high or the energy of the node is low. The output weight value
influences the change of the RP location. The sensor node with a higher weight value has
more impact to change the location of the RP toward its location. Figure 2 shows the block
diagram of the proposed Fuzzy_RPs. It consists of the basic four stages of FIS: fuzzification,
evaluation of the fuzzy rules, aggregation, and deffuzzyfication of the output fuzzy sets
where the Mamdani model is used for this purpose.
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Figure 2. Block diagram of Fuzzy_RPs FIS.

The membership functions of the inputs and output are shown in Figure 3. The fuzzy
rules are presented in Table 2, where AND operator is used to combine the three inputs.
The shape of the membership functions of the fuzzy sets for the inputs and the output as
well as the fuzzy rules are considered after running a set of simulations. In each run, the
range of each fuzzy set and the fuzzy rules were evaluated, and the system was tuned until
we got the membership functions shown in Figure 3 and the fuzzy rules given in Table 2.

(a) (b) 

 
(c) (d) 

Figure 3. Membership functions of the inputs and output. (a) Membership functions of input
Distance. (b) Membership functions of input Energy. (c) Membership functions of input (NB).
(d) Membership functions gof output w.
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Table 2. FIS Rules.

Rule
Number

Inputs
Output

wDistance Energy
Number of
Neighbors

1 Near Low Low Average
2 Near Low Average Large
3 Near Low High Very Large
4 Middle Low Low Average
5 Middle Low Average Large
6 Middle Low High Very Large
7 Far Low Low Large
8 Far Low Average Very Large
9 Far Low High Very Large
10 Near Average Low Small
11 Near Average Average Average
12 Near Average High Large
13 Middle Average Low Small
14 Middle Average Average Average
15 Middle Average High Very Large
16 Far Average Low Average
17 Far Average Average Large
18 Far Average High Large
19 Near High Low Very Small
20 Near High Average Small
21 Near High High Average
22 Middle High Low Very Small
23 Middle High Average Average
24 Middle High High Small
25 Far High Low Average
26 Far High Average Large
27 Far High High Large

Assume the current position of RP i is (XRPi, YRPi), and the current position of sensor
node j that is associated with RP i is (Xj, Yj). Sensor node j will then attract RP i to its
location and calculate its new position (XRPi→j, YRPi→j) after calculating its weight value wj
using the FIS as follows:

XRPi→j = wj × (Xj − XRPi) + Xj (6)

YRPi→j = wj × (Yj − YRPi) + Yj (7)

The actual new updated position of RP i is based on all sensor nodes that are associated
with RP i, and it is calculated as:

XNew
Rpi =

|Sj |
∑

j=1
XRPi→j

∣∣Sj
∣∣ (8)

YNew
Rpi =

|Sj |
∑

j=1
XRPi→j

∣∣Sj
∣∣ (9)

where |Sj| represents the total number of sensor nodes associated with RP i. After the
locations of the RPs are updated, the MS constructs the adaptive path that passes through
the new RPs set using Traveling Sales Man Problem Algorithm. Based on the new set of
RPs, the mobile sink updates the corresponding RP of each sensor based on the nearest
distance between each sensor with the new corresponding RP. When the mobile sink is
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about to reach an RP, it broadcasts a new polling message to the corresponding sensors
with the ID of the new respective RP. Therefore, the sensors based on the polling message
prepare the data and transmit it to the MS when it stops at the RP. Once the MS finishes
the collection of the data from all corresponding sensor nodes, it moves to the next RP and
repeats the process until it passes the whole set of RPs. Algorithm 2 presents the steps for
updating the RPs’ locations using FIS.

Algorithm 2: Fuzzy-based Adaptive Path Selection

INPUT: S, C, U
/* U is the period value to update the path */
/* C is the set of RPs that are used to build the MS path */
/* S is the set of sensor nodes */
OUTPUT: updated path for MS
1: Begin FUZZY_RPs
2: Round = 1; /* current round of collection data */
3: while there is still active nodes AND (mod(Round, U) = 1) OR Round = 1) do

4: for j = 1 to sizeof(S) do

5: Determine the Nearest Corresponding RP of sensor sj
6: Discover number of the One-Hop nodes of sensor sj
7: End for

8: for i = 1 to sizeof(C) do

9: RPi = Ci
10: for each sensor sj associated with RPi do

11: wj =FIS [energy(sj), dist(sj to RPi), Num of one Hop nodes (sj)
12: Calculate XRPi→j using Equation (6)
13: Calculate YRPi→j using Equation (7)
14: End for

15: New X of RPi = Calculate New XRPi using Equation. (8)
16: New Y of RPi Calculate New YRPi using Equation (9)
17: End for

18: Round = Round + 1
19: End while

20: Use TSP algorithm [25] to construct the path that passes through the RPs in C
21: End

5. Performance Evaluation

In this section, the performance of the proposed approach is evaluated and compared
with the DBRkM approach [12]. The parameters that were used in the simulation experi-
ments are shown in Table 3. Each experiment with the same configuration was repeated
for 10 runs where in each run the same number of sensor nodes is deployed randomly in
the network. The average value is then considered for the experiment. The performance
metrics that were used in the simulation are: the number of active sensor nodes, total
energy consumption, the standard deviation of the remaining energy, and the path length
during the network lifetime.

Figures 4 and 5 show the area of the sensing field and the network conditions using
the DBRkM approach and the proposed FUZZY_RPs approach, respectively. As shown in
Figure 4, the sensor nodes that are associated with RPs 3 and 4 suffer from high hop count
and large distance. On the contrary, Figure 5 shows that the locations of RP 3 and 4 are
updated at round 175 to balance the distance between the sensor nodes towards the RPs
and to reduce the average hop count. These two figures are presented to show that the RPs
are built and changed dynamically in the FUZZY_RPs approach (Figure 5) while the RPs’
locations are fixed in the DBRkM approach.
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Table 3. Parameters used in the simulation.

Parameter Value

Target Area 220 × 220 m2

Number of sensor nodes 150–300
Initial Energy of sensor nodes 2 Joule
Communication Range (Rc) 40 m
Packet Size (Kb) 4000 bits
Speed of mobile sink (v) 2 m/s
Eelect 50 nJ/bit
Mp 0.0013 pJ/bit/m4

Figure 4. DBRkM Run-Time Simulation (average hop count = 1.24, tour length = 1034 m fixed at all rounds.

Figure 5. Fuzzy_RPs Run-Time Simulation at round 175 (average hop count = 1.12, tour length = 1016 m).
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5.1. Network Lifetime

In this section, we compare the performance of the proposed approach with the
DBRkM approach in terms of network lifetime. Three metrics are used for this purpose: the
number of alive nodes, total remaining energy, and standard deviation of the remaining
energy. Figure 6 shows the number of active nodes per round in both algorithms. The
figure shows a significant improvement of the proposed Fuzzy_RPs approach compared to
the DBRkM approach. This improvement is achieved by updating the locations of the RPs
based on the energy of the nodes and therefore avoiding the energy holes around the RP.

Figure 6. Number of alive nodes vs. rounds.

Figure 7 shows the overall amount of energy consumed throughout the first 3000 rounds.
As can be seen in the figure, the proposed approach consumes less energy than the DBRkM
approach. This improvement is achieved by keeping the RPs’ points updated with the fewest
hops and the shortest transmission distance possible. Figure 8 shows the standard deviation
of the total remaining energy for live nodes per round for the proposed approach and the
DBRkM approach. As shown in Figure 8 the standard derivation in the case of DBRkM
approach increases compared to the Fuzzy_RPs approach. This increase comes from the fact
that the RPs in DBRkM approach are fixed and therefore the nodes that are far away from
these RPs will drain their energy fast compared to the nodes close to the RPs. On the contrary,
the Fuzzy_RPs approach always achieves a balance in energy consumption by changing the
RPs’ locations in each round.

Figure 9 shows the network lifetime when the number of sensor nodes is changed from
150 through to 300. The network lifetime in this figure represents the number of rounds
until the first node in the network dies. As shown in the figure, the proposed Fuzzy_RPs
approach always outperforms the DBRkM approach. Table 4 shows the percentage of
improvement that has been achieved by using the Fuzzy_RPs approach compared to
DBEkM approach.
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Figure 7. Total remaining energy vs. rounds.

Figure 8. Standard deviation of the remaining energy vs. rounds.
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Figure 9. Network lifetime vs. number of sensor nodes.

Table 4. Network lifetime improvement with different number of sensor nodes.

Number of Sensor
Nodes

Number of Rounds until First Node Dies

Improvement (%)Fuzzzy_RPs
Approach

DBRkM
Approach

150 1172 655 78.93
200 1044 704 48.30
250 1037 575 80.35
300 928 505 83.76

5.2. Path Length during the Network Life Time

We assume that the MS energy is much more than the sensor node energy. The cost of
energy dissipated as a result of the MS movement is represented by the length of the path
that the MS will use to collect the data. Figure 10 shows the path length in meters in the
DBRkM and FUZZY_RPs approaches. In this experiment, the number of sensor nodes was
150. As shown in the figure, the path length in the DBRkM approach is constant while the
path construction is dynamic during the network lifetime in the FUZZY_RPs approach. As
shown in the figure, the path length exceeds the DBRkM approach only in the last stage
of the network, almost when the remaining energy in the network is low and most of the
nodes are dead. As shown in Table 4, for the case when the number of sensor nodes is 150,
the first dead node in the FUZZY_RPs approach occurs in round 1172 and for the DBRkM
approach in round 655. However, during the lifetime of the network, the path length in the
FUZZY_RPs approach is less than the path length in the DBRkM approach, especially in
the first 2700 rounds.
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Figure 10. Path Length.

6. Conclusions

In this paper, we proposed an adaptive path construction for the mobile sink using FIS
called FUZZY_RPs. After determining the required set of RPs using the k-means algorithm
in the first round, the locations of these RPs are then adapted dynamically in the subsequent
rounds using the FIS, which calculates the new location of each RP based on a weight value
generated by each sensor node in the network. This weight value generated by a certain
node determines how long the current location of the corresponding RP should be moved
towards that node. The fuzzy-based calculation of the weight value for each sensor node
depends on three factors: the remaining energy of the sensor node, the distance between
the sensor node and its corresponding RP, and the 1-hop neighbors of the sensor node.
Simulation results showed that the proposed approach outperforms the DBLkM approach,
which uses fixed RPs over the whole network lifetime. For example, in terms of the network
lifetime, the proposed FUZZY_RPs approach achieved an 83.76% improvement when the
number of sensor nodes is 300. Future work can look into the adaptive path design for the
MS by updating the locations of the RPs in environments with obstacles.
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Abstract: The internet of things (IoT) and industrial IoT (IIoT) play a major role in today’s world
of intelligent networks, and they essentially use a wireless sensor network (WSN) as a perception
layer to collect the intended data. This data is processed as information and send to cloud servers
through a base station, the challenge here is the consumption of minimum energy for processing and
communication. The dynamic formation of cluster heads and energy aware clustering schemes help
in improving the lifetime of WSNs. In recent years, grey wolf optimization (GWO) became the most
popular feature selection optimizing, swarm intelligent, and robust metaheuristics algorithm that
gives competitive results with impressive characteristics. In spite of several studies in the literature
to enhance the performance of the GWO algorithm, there is a need for further improvements in terms
of feature selection, accuracy, and execution time. In this paper, we have proposed an energy-efficient
cluster head selection using an improved version of the GWO (EECHIGWO) algorithm to alleviate
the imbalance between exploitation and exploration, lack of population diversity, and premature
convergence of the basic GWO algorithm. The primary goal of this paper is to enhance the energy
efficiency, average throughput, network stability, and the network lifetime in WSNs with an optimal
selection of cluster heads using the EECHIGWO algorithm. It considers sink distance, residual
energy, cluster head balancing factor, and average intra-cluster distance as the parameters in selecting
the cluster head. The proposed EECHIGWO-based clustering protocol has been tested in terms
of the number of dead nodes, energy consumption, number of operating rounds, and the average
throughput. The simulation results have confirmed the optimal selection of cluster heads with
minimum energy consumption, resolved premature convergence, and enhanced the network lifetime
by using minimum energy levels in WSNs. Using the proposed algorithm, there is an improvement
in network stability of 169.29%, 19.03%, 253.73%, 307.89%, and 333.51% compared to the SSMOECHS,
FGWSTERP, LEACH-PRO, HMGWO, and FIGWO protocols, respectively.

Keywords: IoT; IIoT; wireless sensor network; grey wolf optimizer; energy-efficient; improved grey
wolf optimizer

1. Introduction

WSNs became the backbone of all the smart IoT applications, and their reliable de-
ployment is very important for diverse real-time applications like the military, industry,
wide-area surveillance, environmental monitoring factors, and health monitoring. WSNs
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play an important role in the Industry 4.0 revolution and they are essential in the percep-
tion/sensing layer of IoT systems for sensing the physical environment and collecting the
data using SNs. Due to the short span of battery life in the SNs of WSNs, optimal energy
consumption has been always a challenge. The energy efficiency of sensor nodes plays a
major role due to their constrained resources in terms of processing and communication.
Therefore, it is essential to propose efficient energy consumption algorithms to extend
the lifetime and stability of WSNs. Clustering is a prominent mechanism to achieve en-
ergy efficiency in WSNs. Clustering-based architecture in WSNs reduces the number of
data transmissions using intra-cluster and inter-cluster communications [1]. However, the
performance of clustering depends on the process of CH selection and the formation of
optimal number of clusters. In a cluster-based architecture, a random selection of CHs
causes poor connectivity, unexpected node failures, and reduces network lifetime. On the
other hand, optimal selection of CHs enhances the performance and lifetime in WSNs.
An optimized routing algorithm through an efficient CH selection process is essential for
larger-scale WSNs. Clustering-based routing supports load balancing, reliable communi-
cation, and fault tolerance to prolong the life time of a WSN. CH selection based on node
position, centrality of nodes, residual energy, number of neighbors, and node rank (rank is
assigned depends on number of links, link cost) overcomes the drawbacks of the LEACH
protocol [2]. Dynamic and on-demand CH selection based on the occurrence of events
minimizes the message and computational overhead, and also ensures energy balancing
among CHs [3]. Optimal clustering replaces one-hop communication between the CHs and
sink node by an optimal multi-hop distance in order to mitigate energy consumption and
enhance the network lifetime by 35% in WSNs [4]. Adaptive CH selection in heterogeneous
WSNs, based on residual energy and node location, ensures that the node which has higher
residual energy and is close to the BS becomes the CH with the highest probability [5].

In recent years, GWO became the most popular feature selection optimization, swarm
intelligent, and robust metaheuristics algorithm that gives competitive results in solving en-
gineering problems. In spite of several studies in the literature to enhance the performance
of the GWO algorithm, there is a need for further improvements in terms of the balance
between exploitation and exploration, lack of population diversity, and premature conver-
gence of the basic GWO algorithm. In this paper, we have proposed an energy-efficient
CH selection using an improved version of the GWO (EECHIGWO) algorithm to enhance
the energy efficiency, average throughput, network stability, and the network lifetime in
WSNs with an optimal selection of CHs. It considers sink distance, residual energy, CH
balancing factor, and average intra-cluster distance as the parameters in selecting the CH.
The simulation results have confirmed the optimal selection of the CH with minimum
energy consumption, resolved premature convergence, and enhanced the network lifetime
by using minimum energy levels in WSNs.

The definition of fitness functions plays a key role in selecting optimal CHs in WSNs.
In the existing literature, the fitness functions are defined with equal or random weight
values irrespective of the SN’s position and its available energy. The novelty towards the
proposed work include the computation of optimal fitness value for a given SN based on
the residual energy and its distance to BS. For optimal clustering and routing, objective
functions are considered where routing fitness is computed based on the minimum number
of hops, mean load, and distance between gateways and BS. In this paper, the minimum
value of all fitness functions of gateways is considered as clustering fitness function.

The remainder paper is organized as follows: the main contributions and literature
survey of this work are described in Sections 2 and 3, respectively. The clustering based
on the proposed EECHIGWO algorithm is explained in Section 4. Section 5 explains the
results and discussions of the proposed method and comparison with the recently proposed
GWO-based CH selection methods. Finally, the conclusions and future scope are made in
Section 6.
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2. Contributions

Motivation

Due to the limited resources of SNs in WSNs and applications where recharging or
replacing the battery is not a feasible solution, it is essential to design and implement energy-
efficient schemes to improve the key performance parameters. Even though clustering is
considered to be the most prominent technique to prolong the lifetime expectancy in WSNs,
the process of CH selection in order to enhance the network lifetime is still a challenge. The
conventional clustering-based routing algorithms support fault tolerance, load balancing,
and reliable communications at the cost of decreased lifetime of the CH. To overcome this,
there has been a continuous research on designing efficient CH selection techniques, data
acquisition, and routing optimization algorithms.

In this article, an improved version of the GWO algorithm is applied for an optimal CH
selection in WSNs to minimize the energy levels used for computation and communication.
The performance of the proposed protocol is evaluated in terms of the number of dead
nodes, energy consumption levels, the number of operating rounds, and the average
throughput. A rigorous statistical analysis and simulations are carried out by taking the
average of fifteen readings for each result to prove the proposed algorithm’s efficiency. In
addition, a comparative analysis is performed with the recently proposed GWO-based
algorithms. The simulation results prove that the proposed algorithm outperforms in terms
of energy preservation and an enhanced network lifetime.

The main contributions of this article are as follows:

(a) Rigorous literature study of algorithms and protocols are conducted that enhances
the WSN lifetime with an optimal CH selection and energy-efficient techniques.

(b) Study of the futuristic algorithms proposed based on the GWO algorithm for CH
selection and optimal energy utilization in WSNs.

(c) Proposed a novel method based on an improved GWO algorithm, distance between
BS and SN for CH selection, and efficient energy utilization.

(d) Defined the fitness function based on the IGWO algorithm that considers residual
energy at SN to avoid randomness in CH selection for energy-efficient data deliveries.

(e) Compared the performance of the proposed algorithm with existing GWO-based
algorithms in terms of the number of dead nodes, number of operating rounds, energy
consumption, and the average throughput.

(f) Proved that the proposed EECHIGWO algorithm outperforms the existing GWO-
based algorithms in WSNs.

3. Literature Survey

Efficient energy utilization is one of the primary goals to maximize the network
lifetime in WSNs. Clustering is known to be one of the efficient techniques in WSNs to
enhance energy efficiency by designing an energy-efficient protocol in CHs selection. There
are various techniques present in the literature for electing CHs in WSNs to enhance the
network lifetime, but this still remains a major challenge in WSNs.

3.1. Energy Efficient Techniques for WSNs

The energy efficiency is a critical parameter to be addressed in WSNs, as the individual
SNs operate with limited energy sources and optimizing the energy consumption of SNs
has been a challenging design issue in WSNs. Energy-efficient WSNs compromise with
network stability as a crucial factor in ensuring long lasting and reliable network cover-
age. Clustering and routing are essential aspects to be considered for the efficient energy
consumption of SNs in WSNs [6]. An adaptive hierarchical routing and hybrid clustering
based on the fuzzy C-means method, residual energy, BS location, and Euclidean dis-
tance improves coverage and lifetime of the network [7]. Fuzzy-based clustering provides
energy-efficient routing capabilities that enhances the network lifetime [8].

Equalized CH election routing ensures the energy conservation in a balanced fashion
and enhances the network lifetime [9]. A neuro-fuzzy-based energy-aware clustering
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is proposed in WSNs that consist of neural networks and a fuzzy subsystem to achieve
energy-efficient clusters and CHs. The performance of these systems are measured based
on residual energy, transmission range, and trust factor (for security) [10]. Multi-level route-
aware clustering minimizes routing control packets and moderates the energy consumption
at relay nodes present near the BS [11]. Formation of clusters in WSNs based on the Voronoi
diagram minimizes the energy consumption for communication. This method can enhance
the FND by 14.5% compared to SEP [12].

3.2. Energy Aware Clustering and Performance Optimization Using Metahueristic Approach

In this section, the importance of metaheuristic algorithms to solve the engineering
problems and the role of GWO in enhancing the performance of WSNs are highlighted.
The energy constraints in measuring network lifetime pose a challenge in a widely spread
applications of WSNs. Network stability and energy efficiency are two typical trade-off
parameters in WSNs. There have been continuous efforts by researchers in achieving the
energy efficiency in WSNs that includes state-of-the-art metaheuristic algorithms [13].

In recent years, swarm intelligence metaheuristic optimization techniques have proved
the outstanding performers in solving a wide range of engineering and science problems.
GWO is one such technique, and it became popular due to the involvement of only few
parameters and no derivation information. It provides right balance between exploita-
tion and exploration that leads to favorable convergence. It has applications in the fields
of networking, image processing, machine learning, bioinformatics, global optimization,
environmental applications, etc. [14]. For enhancing the efficient usage of computational re-
sources, an adaptive GWO tunes the exploitation and exploration parameters automatically
based on fitness function, and this reduces the number of iterations needed [15].

There have been many energy-efficient clustering protocols based on the GWO algo-
rithm proposed in the recent times towards optimal CH selection [16,17]. GWO-based meth-
ods are proposed for energy optimizations in WSNs by finding the optimal positions of SNs
to achieve maximum connectivity and coverage. It has been shown that the GWO-based
CH selection algorithm performs better than PSO, GA, and Greedy approaches [18,19].
Precision improvement of the SN positions improves the data transmission among SNs in
the network, saves the node’s energy, and also enhances the network lifetime [20].

The GWO algorithm is used to define a connected dominating set based on distance
and it is used to achieve energy efficiency and stability in cluster-based WSNs [21]. A
GWO algorithm-based approach enhances the energy efficiency compared to ABC and
AFS algorithms [22]. The GWO-based game theoretical approach gives better solutions
in selecting optimal aggregation points to improve the SN’s battery lifetime [23]. The
SMO algorithm is proposed based on the sampling population for energy efficient CH
selection [24]. Multi-object-based SMO is an energy efficient clustering and routing algo-
rithm that balances the load at gateways for an improved network lifetime compared to
PSO and GWO algorithms [25]. A combination of using GWO and whale optimization
algorithms for clustering and dynamic CH selection increases the capabilities in terms of
exploitation and exploration [26]. A whale optimization-based algorithm improves the
rate of utilization of SNs and coverage in heterogeneous WSNs [27]. To reduce the energy
consumption in CH selection, an objective function in GWO is defined based on residual
energy, intra-cluster distance, CH balancing factor, and sink distance [28]. Topology control
based on binary GWO introduces a fitness function that reduces the number of active nodes
and enhances the network lifetime [29].

In the literature, the state-of-the-art metaheuristic algorithms like ACO, BA, GA,
PSO, WOA, MFO, etc., are proposed to solve the optimization problems in engineering
applications. COA integrated with a dimension learning-based hunting strategy maintains
diversity and enhances the balance between exploration and exploitation. It effectively
provides the optimization of energy constraints in WSNs [30]. CSA is used to select
the optimal CHs in heterogeneous WSNs in order to improve the energy efficiency and
network lifetime compared to PSO, GA, and LEACH algorithms [31]. A BSO swarm-based
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algorithm helps in selecting best possible CHs for enhancing the coverage, data rate, and
energy efficiency in WSNs [32]. An ARSH-FATI-based CH selection dynamically (at run-
time) switches between exploitation and exploration of the search process. It enhances the
network lifetime by 25% compared to a PSO algorithm [33]. Network coverage optimization
in heterogeneous WSNs using a sine-cosine-based WOA balances the local and global search
capabilities, speeds up the search process, and enhances the optimization accuracy. It also
maximizes the utilization rate of nodes, thereby mitigating the network cost.

Out of all the existing well-known metaheuristic algorithms (such as PSO, GSA, DE,
EP, and ES), GWO has proved to be a powerful swarm-intelligent algorithm introduced to
handle continuous and discrete optimization problems in the field of engineering. It is a
unique metaheuristic algorithm that mimics the leadership hierarchy and attacking strategy
of grey wolves. It is used for solving classic, real engineering design problems in unknown
search spaces [34]. It improves the deterministic approach of a stochastic optimization for
multi-robot exploration in the given space [35].

The GWO algorithm can be applied effectively in various fields of engineering and
has many applications. It is applied in the image processing domain that includes image
segmentation, image compression, image classification, and medical imaging to enhance
efficiency and robustness [36]. GWO is used to enhance the accuracy of the IDS by 81%
in detecting anomalous traffic in the network [37–39]. It improves the task allocation
process and minimizes runtimes of the serverless frameworks for cloud applications at
varied load conditions [40]. It is used for the secure transfer of data in IoT applications
in which the GWO-based security algorithms offer lower memory and time for encryp-
tion/decryption [41]. GWO is useful for text clustering in text mining application to
improve convergence rate and avoid trapping into local minima. The combination of
GWO and GO algorithms give 87.6% efficiency in terms of precision, accuracy, recall, and
sensitivity compared to individual algorithms [42].

3.3. Role of GWO Algorithm in Optimal CH Selection

The optimal CH selection using GWO greatly enhances network performance in
terms of coverage, throughput, energy consumption, and network lifetime in WSNs [43].
It formulates the objective function and its weights based on intra-cluster distance, CH
balancing factor, residual energy, and sink distance [44–46]. GWO addresses clustering
and routing issues by formulating an optimal fitness function so that the number of hops
and overall distance traversed are minimized, and also load balancing is achieved. The
fitness functions for routing and clustering give higher values compared to GA and PSO
algorithms [47]. A hybrid approach of GWO and WOA provides effective cluster formation,
dynamic CH selection, and an optimal number of CHs in WSNs. It has better exploration
and exploitation capabilities than the individual optimization approaches. CH selection
based on the combination of GWO and CSO algorithms avoids premature convergence in
exploring the search space. It gives a trade-off between the exploration and exploitation in
CH selection to enhance the network lifetime expectancy more than FFO, ABCO, FGGWO
algorithms [48].

Distance-based stable CDS along with GWO provides an enhanced performance of
70.5% over the GA-based algorithms in terms of energy efficiency and network stability. A
three-level hybrid clustering is proposed for WSNs using the GWO algorithm. At level 1,
BS selects the CHs; in level 2, there is GWO-based optimal data routing; and in level 3, dis-
tributed clustering takes place. This hybrid clustering enhances the network performance
in terms of residual energy, stability, and lifetime [49]. The network coverage optimization
using a minimal distribution of redundant nodes can enhance the stability and lifetime in
WSNs. The GWO algorithm embedded with SA can achieve better coverage optimization
than PSO in terms of optimization speed, energy consumption, and network lifetime [50].
The coverage optimization in WSNs using a Virtual Force Levy-embedded GWO algorithm
performs better than CSA and Chaotic PSO techniques in terms of scalability, adaptability,
uniformity, and coverage rate [51].
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GWO is used to compute the threshold levels of sensor decision rules at the fusion
center without depending on initial values and provides lower complexity in WSNs [52]. It
is used to localize the SNs with minimal position errors, and with a quicker convergence
than PSO and MBA algorithms [53]. The quantum computing with a clone operation in the
GWO algorithm avoids falling it into a local optimal solution. The optimal design of the
sensor duty cycle in industrial WSNs using the quantum clone GWO improves convergence
speed and network lifetime compared to GA and SA algorithms [54].

3.4. Enhanced Versions of GWO Algorithms for WSNs

The conventional GWO algorithm may give sub-optimal/local optimal solutions
because of its minimal exploration at early stages. An improved GWO aims to enhance the
optimization accuracy, accelerating the convergence of the GWO algorithm, and balancing
between exploration and exploitation. There are various attempts that have been made to
address the limitations of the GWO algorithm in terms of convergence speed, convergence
accuracy, and instability [55]. The improved versions of the GWO algorithm are applied to
WSNs for enhancing the convergence speed and precision. The features of these algorithms
are presented in Table 1, and they attempted to overcome the issues of slow convergence,
falling into local minima, and low search precision of the GWO algorithm [56].

Dimension-based learning in GWO addresses the drawbacks of the conventional GWO
algorithm, i.e., a lack of population diversity, premature convergence, and the imbalance
between exploration and exploitation. It demonstrates applicability and efficiency in
solving engineering design problems in a superior way compared to the conventional GWO
algorithm [57]. Weighted GWO enhances the convergence rate with higher exploration
and exploitation in the searching space. A weighted GWO algorithm with an MLP neural
network further enhances the classification accuracy with optimal weights [58]. Binary
GWO with SVM is used to improve the intrusion detection rate and accuracy in WSNs.
It improves the intrusion detection rate and detection accuracy, and at the same time it
minimizes the processing time, number of features, and false alarm rates [59]. “Differential
evolution” is introduced to update the wolf pack at each iteration based on the fitness
value. ‘R’ wolves with the least fitness values are eliminated and new set of (randomly
generated) wolves are introduced. It gives better optimization accuracy and convergence
speed than CSA, PSO, and ABCO algorithms [60]. An improved version of the GWO
algorithm supports an energy-efficient, balanced CH structure in WSNs based on fitness
values, and it extends the network stability period and throughput by 31.5% compared to
the SEP algorithm. Behavior-based GWO performs better in terms of population diversity
and convergence. The objective function for this algorithm is defined by considering the
connectivity rate, coverage rate, and total energy consumption in WSNs [61]. A fuzzy-
extended, GWO algorithm-based, threshold-sensitive, energy-efficient clustering protocol
enhances the network stability. A modified GWO algorithm for heterogeneous WSNs
selects the initial clusters depending on the values of the fitness functions for energy nodes.
The fitness values are considered as initial weights in GWO and these weights are updated
dynamically based on the distance between the wolves and their prey. It ensures the
selection of optimal CHs and enhances the network lifetime by 55.7% and 31.9%, compared
to SEP and the distributed energy-efficient clustering algorithm, respectively [62].

Table 1. Comparison of the relevant algorithms and their features.

Protocol Nodes Type
Inter-Cluster

Topology
Need of Energy

Awareness
CH

Selection
Heuristic
Approach

SSMOECHS [24] Homogeneous Single-hop No Probabilistic No

GWO-C [43] Homogeneous Single-hop No Probabilistic Yes

GWO-based
clustering [44] Homogeneous Dual-hop No Probabilistic Yes
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Table 1. Cont.

Protocol Nodes Type
Inter-Cluster

Topology
Need of Energy

Awareness
CH

Selection
Heuristic
Approach

GWO [47] Heterogeneous Multi-hop Yes Probabilistic Yes

HGWCSOA [48] Homogeneous Single-hop Yes Probabilistic Yes

QCGWO [54] Homogeneous Not applicable No Not
applicable Yes

BGWO [61] Homogeneous Single-hop No Probabilistic Yes

FGWSTERP [62] Homogeneous Single-hop Yes Fuzzy based Yes

LEACH-PRO
[63] Homogeneous Single-hop Yes Probabilistic No

HMGWO [64] Heterogeneous Single-hop Yes Probabilistic Yes

FIGWO [65] Homogeneous Single-hop Yes Deterministic Yes

4. Methodology

In this section, the proposed EECHIGWO algorithm is presented with details to
enhance the network lifetime using an optimal CH selection process. This network model
is meant mainly for industrial applications where the different manufacturing segments of
a plant are located at different geographical places and the assumptions are as follows:

1. The SNs are randomly deployed in a two-dimensional geographical space.
2. The BS is located at the center of the network terrain and there is multi-hop communi-

cation from CHs to the BS.
3. The SNs are divided into approximately equal groups, and they are randomly dis-

tributed within the group.
4. The SNs are homogeneous within the group and their mobility is limited to 0.2 m/s.
5. BS and the nodes who participate in multi-path communication only will have unin-

terrupted power supply.
6. BS executes the algorithm for CH selection and also it collects the aggregated data

from all CHs.

Figure 1 shows the radio energy model of an SN using two different channel models:
free space path loss (d2) model for a single-hop communication and multipath propa-
gation fading (d4) model for the multi-hop path communication. Therefore, the energy
consumption for transmitting an n-bit packet over distance ‘d’ is computed as

ETX(n, d) =
{

nEelec + n e f s d2 d < d0
nEelec + n emp d4 d ≥ d0

(1)

where

efs → energy dissipation coefficient of free-space attenuation model
n → packet length
emp → energy dissipation coefficient of multipath attenuation model
d → distance between sender and receiving node

d0 =
√

e f s /emp → threshold distance

Eelec → energy needed to transmit/receive 1-bit data.
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Figure 1. Radio Energy Model of a Sensor Node [62].

At Rx, the amount of energy consumption for receiving n-bit data packet is com-
puted as

ERX(n) = n × Eelec (2)

There are three parameters that contribute to the energy consumption at CH: number of
data packets received from SNs which are members of a particular cluster, data aggregation
performed by CH, and number of aggregated packets transmitted from CH to BS. Therefore,
the energy consumption at CH is given as

ECH = ERX(n, d)× SNnum + EDF × n × (SNnum + 1) + ETX(n, d) (3)

SNnum→ SN’s number in a particular cluster EDF → data fusion energy/bit.
For all SNs other than CHs, the energy consumption is ETX (n, d).
The total remaining energy during the kth round is computed as:

ER(k) = ER(k − 1)− (
CHnum(l)

∑
l=1

ECH(l) +
SNalive(k)−CHnum(k)

∑
m=1

ESN(m)) (4)

ER(k − 1) → total remaining energy at (k − 1)th round
CHnum(k) → number of CHs in the kth round
SNalive (k) → total number of alive nodes in the kth round
ECH(l) → energy consumed by lth CH
ECH(m) → energy consumed by mth SN

Proposed EECHIGWO Algorithm

To overcome the randomness in CH selection, BS performs CH selection based on the
proposed EECHIGWO algorithm. The information about the selected CHs are broadcasted
to all SNs through the multi-hop communication nodes. The total number of SNs are
divided into four subsets (approximately) based on fitness value and out of which the
location of sixteen SNs are declared as fixed to support multi-hop paths. The SNs are
considered as grey wolves and CH is the prey. The EECHIGWO algorithm is defined in
terms of rounds, and each round consists of CH formation stage and data transmission
stage. The fitness value of an SN is computed based on the residual energy and its distance
to BS.

F =

⎧⎨
⎩

0.8 ×
(

Eresidual
Einitial

)
+ 0.2 ×

(
dmax − d

dmax−dmin

)
, Eresidual < 0

0.2 ×
(

Eresidual
Einitial

)
+ 0.8 ×

(
dmax − d

dmax−dmin

)
, Eresidual ≥ d0

(5)

where

Einital → initial energy of SN,
Eresidual → residual energy at SN after each round,
d → distance between SN and BS,
dmax → maximum distance between SN and BS,
dmin → minimum distance between SN and BS.

87



Computers 2023, 12, 35

The Equation (5) represents the fitness function in which 80% weightage is given to
residual energy at SN and 20% weightage is given to the distance between the SN and BS.

The initial position of BS is computed as

→
XCH =

∣∣∣∣ωα

→
Xα + ωβ

→
Xβ + ωδ

→
Xα

∣∣∣∣ (6)

where ωα, ωβ, ωδ are the initial weights and they are calculated as follows:

ωα =
Fα

Fα + Fβ + Fδ
, ωβ =

Fβ

Fα + Fβ + Fδ
, ωδ =

Fδ

Fα + Fβ + Fδ
(7)

Fα, Fβ, Fδ are the first three optimal fitness values of the SNs.
To enhance the capabilities of global search using the GWO algorithm, the weights

ωα, ωβ, ωδ are dynamically updated using the vectors
→
D,

→
A and at the ith iteration, the

weights are calculated as:

ωi+1
α =

→
Di+1

α ×
→

Ai+1
α

→
Di+1

α ×
→

Ai+1
α +

→
Di+1

β ×
→

Ai+1
β +

→
Di+1

δ ×
→

Ai+1
δ

(8a)

ωi+1
β =

→
Di+1

β ×
→

Ai+1
β

→
Di+1

α ×
→

Ai+1
α +

→
Di+1

β ×
→

Ai+1
β +

→
Di+1

δ ×
→

Ai+1
δ

(8b)

ωi+1
δ =

→
Di+1

δ ×
→

Ai+1
δ→

Di+1
α ×

→
Ai+1

α +
→

Di+1
β ×

→
Ai+1

β +
→

Di+1
δ ×

→
Ai+1

δ

(8c)

During the CH selection process, the location of the CH is computed using α, β, ω
wolves, and the other SNs compute their distances with respect to BS as shown in Figure 2.

The updated position of SN in the (i + 1)th iteration is computed as:

→
Xi+1 =

→
Xi

CH −
→
A ×→

D (9)

where
→
A is the convergence vector and it is given as

→
A = 2

→
α × →

r1 − →
α ,

→
Xi

CH is the CH
position in the previous iteration, i.e., ith iteration.
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Figure 2. Flow diagram of the proposed EECHIGWO Algorithm.

5. Results and Discussions

The performance of the proposed EECHIGWO algorithm is evaluated by conducting
extensive simulations in MATLAB 2022B. Each simulation reading is considered by taking
an average of fifteen simulation runs and the results are compared with the existing state-of-
the-art literature in enhancing the energy efficiency of WSNs using GWO-based techniques.
With the same experimental parameters as shown in Table 2, the EECHIGWO algorithm’s
performance is compared with the SSMOECHS [24], FGWSTERP [62], LEACH-PRO [63],
HMGWO [64], and FIGWO [65] algorithms. For ease of comparison, the number of SNs are
considered as 100 in the network terrain of 100 m2. The metrics considered for analyzing
the performance of the proposed algorithm include average energy consumption, number
of dead nodes to define the network stability, and average throughput which defines the
number of data packets delivered to BS. During the operation of WSNs, the SNs send
the sensed information to their respective CHs and each CH forwards the aggregated
information from various SNs to BS through fixed intermediate nodes.
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Table 2. Initial parameters of EECHIGWO protocol for simulations.

Parameter Value

Network Terrain 100 m2

Network size 100
Initial Energy (E0) 1 J

Probability to become CH (P) 0.1
Number of CHs P × 100
Efs, Eelec, Eamp 10 pJ/bit/m2, 50 nJ/bit, 0.0013 pJ/bit/m4

Dcritical, Dmax 20 m, 100 m
Data Packet size 500-Bytes

BS Position (50, 50)

Network lifetime can be defined based on stable and unstable periods. The stable
period is the time at which network starts operating till the FND. The unstable period
is the time duration between the FND and LND. In Figure 3, the FND, HND, and LND
are observed at 5940th, 6604th, 7908th operating rounds, respectively. The reason for this
enhanced lifetime of the proposed EECHIGWO protocol is that it eliminates the random
selection of CH. The BS selects the CHs based on the optimal fitness values of the SNs,
and the CHs’ selection information is broadcasted to all SNs through only the multi-hop
communication nodes, which are placed in the fixed locations with an uninterrupted power
supply. Therefore, the SNs with lower residual energy levels have a lower probability of
being elected as CH. It enhances the network lifetime by avoiding the sudden death of SNs
who have lower residual energies.

Figure 3. Network lifetime during stable and unstable periods.

The global optimization capabilities of the proposed protocol give balanced energy
consumption among SNs and leads to minimal average energy consumption at each round,
as shown in Figure 4. The energy consumption is minimized due to optimal intra-cluster
communication, uniform distribution of clusters, and multi-hop routing based on the
distance between CH and BS. The multi-hop communication feature of the proposed
algorithm enhances the load balancing capabilities and mitigates the energy consumption
at CHs located far away from BS. From Figure 4, it can be seen that the first SN’s death was
much later than the other protocols. Similarly, in the given network size of 100 SNs, the 50%
SNs death, 100% SNs death was significantly increased compared to other protocols. The
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overall observation is that the proposed EECHIGWO protocol gives superior performance
in terms of network lifetime compared to other protocols shown in Figure 4.

Figure 4. The average energy consumption of EECHIGWO algorithm compared with other protocols.

The throughput is measured in terms of the number of data packets delivered to BS
from the SNs. The proposed EECHIGWO protocol provides higher throughput than other
protocols as shown in Figure 5. This is due to the fact that it adopts an optimal CH selection
and the SNs have the highest survival time. The even distribution of energy consumption
at SNs improves the network throughput as well as prolongs the network life. At the given
number of rounds, the number of alive SNs in the network are higher than that of the other
algorithms; therefore, more data groups are generated, and the number of data packets
delivered at the BS also increases. At a higher number of operating rounds, particularly
after the round number 1600, the throughput using EECHIGWO is much higher than other
protocols where more data packets are generated towards the BS.

Table 3 shows the network stability in terms of FND, HND, and LND of the proposed
protocol and compares with various existing protocols. From the readings shown in
Table 3, the rapid death of SNs is reduced from the round where FND occurs using the
proposed algorithm. This is because of the criteria that the SN with lower residual energies
become CH with very minimal probability. There is an improvement in network stability of
169.29%, 19.03%, 253.73%, 307.89%, and 333.51% compared to the SSMOECHS, FGWSTERP,
LEACH-PRO, HMGWO, and FIGWO protocols, respectively.

Table 3. Network stability comparison in terms of number of rounds.

Algorithm FND
FND

Improvement (%)
HND

HND
Improvement (%)

LND
LND

Improvement (%)
Overall

Improvement (%)

SSMOECHS
[24] 2190 171.23 2600 154 2798 182.63 169.29

FGWSTERP
[62] 5500 8 5807 13.72 5841 35.38 19.03

LEACH-PRO
[63] 1159 412.5 1720 283.95 4800 64.75 253.73

HMGWO [64] 1450 309.65 1675 294.27 1884 319.75 307.89

FIGWO [65] 1248 375.96 1612 309.68 1906 314.9 333.51

EECHIGWO
[Proposed] 5940 —- 6604 —- 7908 —- —-
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Figure 5. Average throughput of EECHIGWO protocol comparison with other protocols.

6. Conclusions

In this paper, an energy-efficient CH selection using an improved version of the GWO
algorithm is proposed which considers sink distance, residual energy, balancing factor,
and average intra-cluster distance as the parameters in selecting the CH. The proposed
EECHIGWO protocol has multi-hop features and provides optimal fitness function values
to improve the WSN’s lifetime. The design of fitness function for CH selection is based on
both the amount of residual energy at SNs and their Euclidean distance to BS. It supports
deterministic and even selection of CHs in each round that leads to balanced energy
consumption and avoids premature deaths of SNs. The performance of the protocol is
tested in terms of number of dead nodes to define the network stability, average energy
consumption, number of operating rounds, average throughput, and network lifetime.
The simulation results have confirmed the optimal selection of CH with minimum energy
consumption. It is proved that the network throughput, stability, and the network lifetime
are enhanced compared to the existing state-of-the-art energy-efficient routing protocols
for WSNs such as FGWSTERP [62], FIGWO [65], LEACH-PRO [63], SSMOECHS [24],
and HMGWO [64], which are single-hop protocols with higher energy consumption and
provide lower network lifetime. Using the proposed algorithm, there is an improvement
in network stability of 169.29%, 19.03%, 253.73%, 307.89%, and 333.51% compared to the
SSMOECHS, FGWSTERP, LEACH-PRO, HMGWO, and FIGWO protocols, respectively. As
a future scope of the current research, the performance of the proposed algorithm can be
tested for heterogeneous WSNs with larger number of SNs and higher node densities.
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Glossary

ABC artificial bee colony optimization
ACO ant colony optimization
AFS artificial Fish Schooling
BA bat algorithm
BGWO behavior-based grey wolf optimizer
BS base station
CDMA code division multiple access
CDS connected dominating set
CH cluster head
COA chimp optimizer algorithm
CSA cuckoo search algorithm
CSO crow search optimization
DEEC distributed energy efficient clustering
DE differential evolution
DLH dimension learning-based hunting
EP evolutionary programming
ES evolution strategy
FCGWO firefly cyclic grey wolf optimization
FFO firefly optimization
FGWSTERP fuzzy GWO based stable threshold sensitive energy efficient

cluster based routing protocol
FIGWO fitness value based Improved GWO
FND first node death
GA genetic algorithm
GOA grasshopper optimization algorithm
GSA gravitational search algorithm
GWO grey wolf optimization
GWO-C GWO with clustering
HGWCSOA hybrid grey wolf and crow search optimization algorithm
HMGWO modified GWO for heterogeneous WSN
HND half node death
HWGWO hybrid whale and grey wolf optimization
IDS intrusion detection system
IGWO improved grey wolf optimization
IIoT industrial IoT
IoE internet of everything
IoT internet of things
LEACH low-energy adaptive clustering hierarchy
LND last node death
MBA modified bat algorithm
MFO moth-flame optimization
MLHP multilayer hierarchical routing protocol
MLP multi-layer perceptron
PRO probabilistic cluster head selection
PSO particle Swarm Optimization
QCGWO quantum clone grey wolf optimization
SA simulated annealing
SEP stable election protocol
SMO spider Monkey Optimization
SN sensor node
SSMOECHS sampling based spider monkey optimization and

energy efficient cluster head selection
WOA whale optimization algorithm
WSN wireless sensor network
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Abstract: Advances in technology always had an impact on our lives. Several emerging technologies,
most notably the Internet of Things (IoT) and blockchain, present transformative opportunities.
The blockchain is a decentralized, transparent ledger for storing transaction data. By effectively
establishing trust between nodes, it has the remarkable potential to design unique architectures for
most enterprise applications. When it first appeared as a platform for anonymous cryptocurrency
trading, such as Bitcoin, on a public network platform, blockchain piqued the interest of researchers.
The chain is completed when each block connects to the previous block. The Internet of Things (IoT)
is a network of networked devices that can exchange data and be managed and controlled via unique
identifiers. Automation, wireless sensor networks, embedded systems, and control systems are just
a few of the well-known technologies that power the IoT. Converging advancements in real-time
analytics, machine learning, commodity sensors, and embedded systems demonstrate the rapid
expansion of the IoT paradigm. The Internet of Things refers to the global networking of millions
of networked smart gadgets that gather and exchange data. Integrating the IoT and blockchain
technology would be a significant step toward developing a reliable, secure, and comprehensive
method of storing data collected by smart devices. Internet-enabled devices in the IoT can send data
to private blockchain networks, creating immutable records of all transaction history. As a result,
these networks produce unchangeable logs of all transactions. This research looks at how blockchain
technology and the Internet of Things interact to understand better how devices can communicate
with one another. The blockchain-enabled Internet of Things architecture proposed in this article
is a useful framework for integrating blockchain technology and the Internet of Things using the
most cutting-edge tools and methods currently available. This article discusses the principles of
blockchain-based IoT, consensus methods, reviews, difficulties, prospects, applications, trends, and
communication between IoT nodes in an integrated framework.

Keywords: blockchain; smart contract; Internet of Things; security and privacy; proof of work

1. Introduction

Stuart Haber and W Scott Stornetta discovered blockchain in the early 1990s [1].
Blockchain, the major Bitcoin cryptocurrency, was initially recognized in 2009. The
blockchain evolved into a cryptocurrency platform. Commercial banks are the primary
institutions they regard as a new price platform. However, since 2009, the blockchain
aroused tremendous interest in various businesses. Consider the power of cutting in chain
management, consumer procurement restrictions, and other areas to produce income with
blockchain. Blockchain is a broad term for an open, unstable, public realm that allows
anyone to securely transmit data using public key authentication and proof of work (PoW)
because of its power-sharing traits, resilience, confidentiality, and book research abilities.
Throughout the testing, the blockchain’s usage was focused on its usability and speed
difficulties. The authors assumed that five scientific arches were heavily used for the exper-
iment: IEEEXplore, Springer, ACM digital library, and Scopus. After the first round was
accomplished, only 150 articles were selected. After the first round, unusual papers were
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deleted, and 100 papers were selected. In the third round of paper selection, only 81 papers
were selected. Blockchains, by definition, rely on a public directory. The public directory
acts as a common transaction information database for many sites. The ledge was released
in phases, and blocks were noted in the ledger. Blockchain is made up of blocks. Blockchain
time is an indestructible database that is placed in a new time transaction and divided into
a block hash chain. It details many copies of such blocks that were made and saved in the
extracted device’s protocol. The primary purpose is to locate a donor population known as
miners. Blockchain technology Minors are linked to the current blockchain generation [2].
The technique argues that a few miners can amend a risky or inaccurate transaction at
any time stamp. Various blockchain frameworks are now accessible, including public,
non-public, licensing, and no blockchain authorization. Thanks to the social blockchain
standard, anyone can subscribe to the series. Public blockchains are often authoritative,
especially when all users have equal access rights and proportions. A personal blockchain
ensures anonymity. On a personal blockchain, each player’s tool is predetermined. Cus-
tomers do not currently have equal access and equitable rights in the community as a
result of these licenses. Bitcoin is a significant and still commonly used blockchain protocol.
There may be a time constraint of up to 5 min, similar to how a new miner is normally
unbiased and wants the best one to contribute or install a new blockchain device. The
primary question in this circumstance is who will add the transactions and how. The same
gain can be reached using two methods: send proof and process verification. Consider a
case in which you want to pay. The foundation explains why signing transactions validates
the use of cryptographic keys. In this scenario, community service providers or miners
validate the legitimacy of digital signatures and ensure asset access. When these tasks
are complete, the blockchain system delivers new enhancements [3]. Each block has its
hash code, which includes the hash of the previous blocks in the series. It is also used to
connect blocks in a specified manner. To build network leadership, everyone involved in
mining must work hard and rapidly. Internal computing solves the problem of highlighting
contradicting size computations for permanent length recordings. A leader can be elected
in any situation. This leader enables several miners to attempt to rectify the problems with
the person who solved the problem first and offer evidence of completion to the group.
Furthermore, multiple miners must guarantee that the completed designs are ready. In
contrast, confirming and picking that hole. Every node uses a blockchain verification
mechanism before placing something in a blockchain device. If the nodes are authenticated
blocks, they receive a pow. Every new node that joins a shared blockchain device receives a
copy of the blockchain. When creating a new block, send it to all blockchain nodes remotely.
Each node also validates the blocking process and ensures that the data displayed are
correct. If the block is validated, it is posted to the nearby blockchain. Pos has another
alternative. This is another approach. This approach selects the most useful person in the
network. The Pos defines the value of the pole in the network dependent on the amount of
money the miner has. This presupposes that a miner with several poles is very popular in
the network [4]. All nodes eagerly greet this leader by including his block in the mining
block. Only the inclusion of new in-network devices should keep the blockchain current.
The research question is “what are the prospects and obstacles for a blockchain-based
IoT network?”.

There are various survey papers accessible on the blockchain. This study investigates
opportunities, demands, and trends resulting from blockchain systems’ complete function-
ing and behaviour. A few exam papers focus on specific features of the blockchain, such as
framework, smart contracts, privacy, security, compliance agreements, applications, and
IoT–blockchain integration. Few studies investigate the privacy and security challenges
raised by specific blockchain topologies, such as Ethereum or Bitcoin. Table 1 displays
similar studies from the same study area. The author specifies the role of blockchain
in IoT, challenges in communication between blockchain and IoT, and the applications.
The authors examine the characteristics of the current and future blockchain generation,
significant performance difficulties, and open challenges for the future.
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Table 1. Related Studies.

Reference(s) Topics Year Area

[5] Peer-to-Peer Electronic Cash System 2008 Bitcoin

[6] Blockchain as a Service for IoT 2016 Blockchain and IoT

[7] Blockchain Technology 2016 Blockchain

[8] Blockchain for the Internet of Things 2016 Blockchain and IoT

[9] Blockchain for the Internet of Things 2017 Blockchain and IoT

[10] Internet of things and Blockchain 2016 Blockchain and IoT

[11] Security of Blockchain 2017 Blockchain Security

[12] Analysis of Established Blockchain Systems 2017 Blockchain

[13] Consensus algorithms of Blockchain 2017 Blockchain

[14] blockchain research framework 2019 Blockchain

[15] Consensus protocols on Blockchain 2017 Blockchain

[16] Blockchain framework 2018 Blockchain

[17] Data processing view of Blockchain systems 2018 Blockchain

[18] Blockchain: trends and future 2018 Blockchain

[19] Blockchain security architecture for the Internet of Things 2018 Blockchain and IoT

[20] Blockchain and IoT integration 2018 Blockchain and IoT

[21] Use of Blockchain for the Internet of Things 2018 Blockchain and IoT

[22] Blockchain meets IoT 2018 Blockchain and IoT

[23] Blockchain technologies for the Internet of things 2018 Blockchain and IoT

[24] The blockchain-empowered software system 2018 Blockchain

[25] Distributed ledger technologies 2018 Blockchain

[26] Blockchain Transactions 2018 Blockchain

[27] Blockchain: Challenges and applications 2018 Blockchain

[28] Blockchain applications in different domains 2020 Blockchain

[29] Blockchain in developing countries 2018 Blockchain

[30] Blockchain and its Role in the Internet of Things 2019 Blockchain and IoT

[31] Blockchain applications in supply chain 2019 Blockchain

[32] Privacy protection in blockchain system 2019 Blockchain

[33] Blockchain in industries 2019 Blockchain

[34] Blockchain for Internet of things 2019 Blockchain and IoT

[35] Evolution of Blockchain 2019 Blockchain

[36] Blockchain-based IoT 2019 Blockchain and IoT

[37] Blockchain Technology 2019 Blockchain

[38] Security Issues in IoT for Blockchain Healthcare 2019 Blockchain and IoT

[39] Security issues and blockchain solutions for IoT 2020 Blockchain and IoT

[40] Scalability of Blockchain Systems 2019 Blockchain

[41] Security and privacy on the Blockchain 2019 Blockchain

[42] Blockchain Applications for Industry 4.0 2019 Blockchain

[43] Transformative effects of IoT, Blockchain and Artificial
Intelligence 2019 Blockchain and IoT
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Table 1. Cont.

Reference(s) Topics Year Area

[44] Efficiency Issues and Solutions in Blockchain 2019 Blockchain

[45] Blockchain-based security aspects in heterogeneous
Internet-of-Things 2018 Blockchain and IoT

[46] Consensus Algorithms in Blockchain Technology 2019 Blockchain

[47] Determining blockchain applicability 2018 Blockchain

[48] Blockchain Applications in IoT Systems 2019 Blockchain and IoT

[49] Aspects of Blockchain and IoT 2019 Blockchain and IoT

[50] Blockchain characteristics and consensus 2019 Blockchain

[51] Survey of Blockchain-Enabled Cyber-Physical Systems 2020 Cyber-Physical Systems

[52] IoT Applications in Blockchain Systems 2020 Blockchain and IoT

[53] Blockchain, Fog and IoT Integrated Framework 2020 Blockchain and IoT

[54] Blockchain consensus algorithms performance evaluation 2020 Blockchain

[55] Blockchain for 5G-enabled IoT 2020 Blockchain and IoT

[56] Blockchain smart contracts formalization 2020 Blockchain

[57] Blockchain for Cybersecurity in IoT 2021 Blockchain and IoT

[58] Integration of Blockchain and Internet of Things:
challenges and solutions. 2021 Blockchain and IoT

[59]
A Comprehensive Survey on Blockchain in Industrial

Internet of Things: Motivations, Research Progresses, and
Future Challenges

2022 Blockchain and IoT

The authors also described blockchain policy terms and changes to blockchain-related
organizations. A scientific study is intended to reveal a target audience’s range of be-
haviours and attitudes about important issues and concerns. The outcomes of qualitative
research are explanatory rather than predictive. All information gathered consists of words
written and uttered by people and their observed behaviours. In-depth interviews are a
qualitative research approach used by researchers to collect data to acquire a more pro-
found knowledge of the interviewee’s perspective and situation. Such an interview strategy
involves asking participants open-ended and screening questions to receive information
that the researcher finds worthwhile. This article carefully explores how BC can benefit
from the Internet of Things. The primary goal of this research is to analyze recent trends
in BC-related approaches and tool usage analysis in an IoT environment. Compared to
previous studies, this paper explores the novel roles of BC in IoT, finds new opportunities
in various areas, for example, in the COVID-19 situation, and explores the challenges.
Additionally, it shows the reader how far along numerous proposed solutions are in their
advancement. We also discuss the main open questions, future research directions in
the field, and the challenges the research community must overcome to integrate BC
and IoT successfully.

This paper describes how blockchain technology can be applied to Internet of Things
contexts to solve problems that arise. The following are some of the key contributions made
by this study:

1. The paper begins with a brief introduction to the Internet of Things and blockchain. On
the other side, this study reveals the numerous challenges experienced by researchers
while exploring the Internet of Things.

2. This study highlights the importance of smart contracts in the Internet of
Things environment.
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3. Method of data storage and management, big data, cloud computing, and network
security management technique are the three primary groups into which we categorize
and investigate the available solutions in depth.

4. In the form of a table, we compare the categories of the offered solutions in terms of
used technology, potential solutions, and implementation notes.

5. This paper covers unanswered research topics and our findings that may be applicable
to the development of blockchain-based IoT systems, based on a review.

The following is how the rest of the article is organized. The authors present the
broad structure and growing technology components of blockchain, including a distributed
ledger, cryptography, consensus protocols, smart contracts, and standards, in Section 2.
Section 3 depicts the consensus algorithms, Section 4 depicts the blockchain layered ar-
chitecture, Section 5 defines current blockchain development trends, Section 6 depicts
the role of blockchain in the IoT, Section 7 depicts communication among IoT nodes
in the IoT–blockchain framework, Section 8 depicts challenges, and Section 9 depicts
blockchain applications.

2. Blockchain

The blockchain is a public digital ledger constructed on a peer-to-peer network that
may be openly distributed across varied users to generate an immutable history of times-
tamped and connected transactions [60]. When a group of transactions is appended, the
data creates a new block in the chain. Simply put, a blockchain is a timestamped set of
unchangeable data records attempted by a group of machines that a single party does not
control. Each data block is encrypted and linked to the next in a chain using cryptography
standards. Without relying on a centralized system, untrustworthy entities with common
interests can utilize blockchain to construct a reliable, unchangeable, and open history of
trading and distribution [61,62]. The numerous elements of blockchain and its reliance on
encryption and distributed systems may allow for a more complex understanding.

Furthermore, each part may be clearly defined and used as a building brick to com-
prehend the greater complex structure. Blockchain technology can be characterized as
public or private [63]. Anyone can connect to the blockchain network using the public
blockchain. By confirming transactions and delivering correct services, all users contribute
to the public blockchain. Public blockchains are the most extensively utilized cryptocurren-
cies today. Only authorized users have access to the private blockchain. The owner of the
private blockchain can modify or remove entities from the blockchain network. A variety
of corporate paradigms recommended the use of private blockchains. The blockchain is
a distributed electronic database of digitally signed transactions that are clustered into
chain blocks [13]. Each block is cryptographically connected to the preceding records after
verification and consensus. When a new block is installed, reconfiguring earlier blocks
is much more challenging. The new blocks are duplicated across all system copies of
the ledger, and any conflicts are addressed instantly using current rules. The blockchain
methods utilized to transmit data between devices are depicted in Figure 1.
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Figure 1. Blockchain process to send data between devices.

2.1. Components of Blockchain

The following are blockchain add-ons.

2.1.1. Block

A block is an information structure used to deceive a transaction group sent to all
public nodes.

2.1.2. Nodes

Nodes for devices or users in the blockchain community.

2.1.3. Transactions

Transactions are the tiniest components of the blockchain framework design.

2.1.4. Miners

A miner is a particular node that executes a block authentication method on a
blockchain network.

2.1.5. Chain

A chain is a sequence of blocks.

2.1.6. Consistency

Consistency refers to highly complex and fast rules that can be used to carry out
blockchain operations when processing transactions. The blockchain can be represented as
a collection of linked blocks. Before Bitcoin, it was known as digital ledgers in general. The
blockchain is an actively distributed system that prioritizes data integrity, transparency,
security, shareability and other features. To distribute processes across various locations,
blockchain uses a distributed platform, often a peer-to-peer (P2P) system [64]. A consensus
approach could be utilized to synchronize the saved and data gathered from each node [65].
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Two prominent communication protocols are Gossip and Kademlia. Messages are sent over
many endpoints to support these protocols. Gossip is the most widely used protocol in
Bitcoin, and it is used to send data to the whole network, with each node only talking with
its neighbours. Kademlia, on the other hand, defines the network structure using a shared
hash table, and the peer list includes each node interaction.

2.2. Blockchain Versions

Table 2 depicts the evolution and versioning of blockchain technology from 1.0 to 4.0.
With its first use (Bitcoin), blockchain 1.0 was introduced for distributed ledger technologies.
Blockchain 2.0 introduced smart contracts, short computer programs that run automatically
with verifications. Decentralized storage communication on peer-to-peer networks is
possible with blockchain 3.0. Blockchain 4.0 enabled enterprises to access blockchain
technology, allowing them to be employed in Industry 4.0. The current blockchain versions
are listed in Table 2.

Table 2. Blockchain versions.

Year Version Application Algorithms Chaining
Execution

Framework
Other Features

2008 1.0 Currency PoW Metachain Bitcoin
Transparency,

authentication, zminimize
cost.

2013 2.0 Smart Contracts PoW, PoS Metachain Ethereum
Distributed computations,

Exchange the digital
currencies

2015 3.0 Decentralized Apps PoW, PoS, PoET,
PBFT, etc.

A directed graph,
Metachain, and

sidechain.

Ethereum
Swarm

Decentralized storage and
communication

2018 4.0 Industry 4.0 Apps
Artificial

intelligence-based
Consensus

Connected chain,
Divided chain

unibright.io
framework

Approved workflows,
financial transactions, IoT
data gathering, e-health

management system, etc.

2.3. Blockchain Terminologies

Blockchain terminologies vary from execution to execution—generic phrases
would be utilized to communicate about the present invention. Some terminologies are
defined below.

2.3.1. Blockchain

It is a distributed digital ledger.

2.3.2. Blockchain Technology

This term describes the innovation in the most generic version.

2.3.3. Blockchain Network

This term describes the network where a blockchain will be applied. It demonstrates
blockchain implementation.

2.3.4. Blockchain Network User

This term describes an organization, individual, company, administration, and many
others using the blockchain network system.

2.3.5. Node

A node is an individual device in the blockchain system.
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2.4. Blocks in a Blockchain

Blockchain network users send transactions to the blockchain system through com-
puter apps, smart device apps, digital wallets, web services, and other means. The apps
route such transactions to a node or nodes within the blockchain system. These entire nodes
could be published or unpublished. A submitted transaction would then be disseminated
to other nodes in the network. However, they cannot find the transaction in the blockchain
community. Because of the nature of many blockchain systems, non-time transactions must
wait in a queue until a publishing node sends them to the blockchain network. Figure 2
illustrates the blockchain’s blocks.

Figure 2. Blocks in blockchain.

A blockchain block might include both a header and information. This header con-
sists of the metadata for the block. The data consists of a list of correct and confirmed
transactions published in the blockchain system. Accuracy and validity are ensured by en-
suring that the transaction is accurately configured and that the distributed ledger services
cryptographically signed each transaction. In the blockchain implementation, there are no
standard data fields for a block. They can describe their data fields in a block. However,
data fields are used in a variety of blockchain implementations.

2.4.1. Block Header

In some blockchain networks, a block number is also referred to as a block height.

2.4.2. Hash Code

The hash code of the previous block pass. A hash description of the block information
(this might be accomplished using a variety of approaches, such as creating a Merkle tree,
processing the root hash, or utilizing a hash of all the combination block information).

2.4.3. Timestamp

A method for authenticating data and associating electronic files or events with
a particular instant in time is known as timestamping, which is based on blockchain
technology. A timestamp is a string of letters that serves as a unique identifier for the
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document or event in consideration and the time it was formed. In the most basic form, the
timestamp is a string of letters.

2.4.4. Block Size

A nonce is something that is utilized for mining and is controlled by the publishing
node to solve the hash puzzle.

Figure 3 depicts the process of connecting one block to two others, a previous and
the following one, which validates the chain architecture of a blockchain. However, the
question is, where does that chain begin, and where does it end? The solution is that the
initial block, known as the genesis block, is hardcoded into the source code. This has a
hash reference with only zeros and is the first block in the chain. It also contains certain
arbitrary information that can be identified within its coin base transaction. The following
is the block information:

Figure 3. Blockchain structure.

2.4.5. Data

The information in the block.

2.4.6. The Ledger Transactions and Events

This section may include further information.

2.5. Transactions

A transaction is an activity that occurs between nodes. It depicts the exchange of digital
currency between blockchain network nodes. In business-to-business contexts, it could be
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a method of recording activities involving digital or physical assets. In a blockchain, each
block may contain zero or more transactions.

2.6. Digital Signature

A digital signature is a computational procedure that is used to authenticate digital
information, such as a code. The accurate digital signature ensures the receiver that
the data were unquestionably generated by a known entity and was not changed during
transmission (un-repudiation) [66]. The digital signature technique is based on an algorithm
that generates a private key with a secure, consistent distribution from a big enough pool of
possible private keys so that multiple copies are not obtained. It enables different identities
to be assigned to each individual. Then it employs an asymmetric cryptographic approach
to determine the appropriate public key. Each component is an algorithm that generates a
digital signature and a relevant message from a private key. The digital signature operations
are depicted in Figure 4.

Figure 4. Digital signature process.

2.7. Sharding

The practice of splitting files in the blockchain storage process is known as sharding.
Every shard is replicated to prevent data loss in the event of a communication problem.
These files are encrypted with a key, making it hard for other nodes in the network to
access them. These shards are globally shared via dispersed networks [67]. Nodes must
be registered in the blockchain ledger in order for the blockchain network to validate and
transport transactions across networks. The blockchain storage is designed to save these
links forever and cannot be altered.

2.8. Smart Contracts

The smart contract is a method that is stored on the public ledger and dynamically
executed while defined terms of service are met. These services carry out the develop-
ers’ instructions at the most basic level. Its benefits are evident in corporate partner-
ships, where they are typically used to handle contracts, and all parties can be satisfied
with the conclusion with the help of an intermediary [68]. The smart contract method is
depicted in Figure 5.
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Figure 5. Smart contract.

2.9. Merkle Tree

The Merkle tree is extremely important since it was designed for blockchain. This
binary hashing tree uses the SHA-256 cryptographic algorithm to encrypt the transactions
and provide a list of all the transactions in the block. For instance, consider a case where
the hashing value starts with “000000”.

The hashing starts with “000000” in SHA-256(“blockchain” + nonce).
The nonce and hashing can be combined in blockchain. A nonce can only be a numeric

value. Here are some examples of measurements:

1. SHA-256(“blockchain0”) = 0xjhh323hhg4h43434hg4hg444j4j4j4j4ko4o4p4mh4g4hh4
d6t5l7of0g9e1

2. SHA-256(“blockchain1”) = 0x2hkjhfg987gjh5j3hgf98h7g5f0j0k0401hei9h0j0j6g4c4b4n
4n1m1m2f5k6a0 . . .

3. SHA-256(“blockchain70346529”) = 0x000000j4k3ls8n9m0h0j1k29l4hj7k9e0u0j0a0a
0387a0r8h0k4l1k3b5tt

Examples 1 and 2 are unsolvable. However, example 3 is solvable because the hashing
starts with “000000”.

A Merkle tree can be used to construct transaction blocks. It will, however, reduce
node involvement with low computing power.

Assume A and B are two separate transactions. The hashing can be calculated using
the formula below.

SHA-256(SHA-256(A)) = Hash (A).

SHA-256(SHA-256 Hash(A) + Hash(B)) = Hash (A B).

The Merkle tree is constructed from the ground up. Initially, the transactions within
the leaves are hashed. The related leaf nodes are hashed into a parental node, and so
forward until only one hashing remains, known as the Merkle root.

2.10. Hashing

Hashing is a mechanism for converting letter and digit data into a fixed-length en-
crypted response. The hashing is produced by an algorithm and is required for cryptocur-
rency chain operations.

3. Consensus Algorithms

The consensus algorithms are intended to offer redundancy for the device’s many
unstable constituents. The next block in a blockchain will almost certainly be the most
accurate version of the truth. It keeps fair events from undermining the community,
while also efficiently developing the chain. The most common consensus algorithms
are proof of work (PoW), proof of stake (PoS), delegated proof of stake (DPoS), ripple,
practical byzantine fault tolerance (PBFT), and delegated byzantine fault tolerance (DBFT).
Based on numerous scenarios, Table 2 describes the operation and functionality of the
consensus algorithms.
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3.1. Proof of Work (PoW)

PoW is the most common mechanism used for cryptocurrencies such as Bitcoin and
Ethereum. Before proceeding, for non-technical users, the hashing method would be a way
that may be used to assign random-sized material to fixed-size content. Whether a hash
function is secure or not, its performance is random.

3.2. Proof of Stake (PoS)

Because the PoS does not allow devices to perform repeated processing, it is more
environmentally sustainable. It replaces miners with verifiers, who can keep a portion of
the Bitcoins as a stake. The team of verifiers takes turns suggesting and participating in
the next block, and the stakes’ quality determines the strength of each validator’s voting.
When the validators discover a block that they believe can be added to the blockchain, they
can verify it by placing a bet on it as well. That validator would be given credit for their
stakes. Everyone who maintains a cryptocurrency blockchain foundation can become a
validator by submitting a specific type of operation to safeguard it. The following are some
of the benefits of PoS.

(1) Altitude: allows for faster transactions.
(2) Efficiency: uses less power.
(3) Less equipment: no need for a supercomputer.

Its downside is vulnerability: anyone with enough money to invest exclusively in the
destruction of this device might accomplish it by spending only money, as opposed to PoW,
where they would have to spend money, time, skills, and so on.

3.3. Delegated Proof of Stake (DPoS)

Because delegated proof of stake (DPoS) and conventional PoS differ slightly, the gap
between direct democracy and representative democracy can be compared. Any account
containing Bitcoins is eligible to stake in a standard PoS system. People can vote on
verifying activities, reach a shared consensus, and receive coins in exchange. Each wallet
containing tokens is eligible to vote for representatives throughout the DPoS scheme [69].

3.4. Leased Proof of Stake (LPoS)

This method is an upgraded version of the stake consensus algorithm, which seeks
to generate a decentralized consensus to secure the blockchain platform. This approach
enabled regular people with no technical skills to contribute to the security of the Waves sys-
tem by leasing Waves to complete peers without losing ownership of the keys. Meanwhile,
the Waves blockchain enabled performance with access to 100 TPS, which is a completely
different scenario than other blockchain technologies. Expenses are modest, and there is no
need to provide miners with node incentives to compensate for high energy expenses and
expensive equipment.

3.5. Proof of Elapsed Time (PoET)

Every participant will be given a network-authorized timing entity that will wait
for the time provided by the timestamp. Instead, each participant obtains and sends a
certification proving that the system stopped the remainder of the system. This network
tests how frequently the participant is a member in order to determine the members. Every
member of the blockchain system will delay for a set amount of time. The first member to
complete the time restriction will become a participant in the newly created block. Each
new member must gain access to the blockchain joining system; once activated, the policy
will produce a new key pair, which the member will present to the entire network as part
of a request to participate.
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3.6. Practical Byzantine Fault Tolerance (PBFT)

This algorithm vastly improves aspects of Byzantine fault tolerance (in several terms,
security towards Byzantine faults). It was already implemented in some significant decen-
tralized computer networks and certain blockchain networks. The PoET stochastic selects a
specific peer group to perform demands at a given moment. Typical observers must test a
uniformly distributing random function and wait for the experiment’s specified period. Its
shortest test peers outperform it. Deception is avoided by using a secure implementation
system, identification authentication, blocklisting centred on asymmetric key encryption,
and a comprehensive set of laws.

3.7. Delegated Byzantine Fault Tolerance (DBFT)

This algorithm is utilized to get a consensus, which disappoints some blockchain and
cryptocurrency developers. Delegated Byzantine fault tolerance is more efficient than most
other methods in dealing with unstable or insecure blockchain participants.

3.8. Direct Acyclic Graph (DAG)

This is a topologically organized directed graph data model. Its series could only
occur before and after. It is also used for data analysis, organization, choosing the best
routing technique, and information decoding.

3.9. Proof of Activity (PoA)

This is referred to as a blockchain consensus algorithm that verifies that transactions
are valid and that miners achieve an agreement. The PoA mixes PoW and PoS and attempts
to bring the most powerful of either. Throughout POA, the refining process begins as a
standard PoW mechanism, with multiple miners competing with a great computational
capacity to surpass one another to find a new element. When a new (extracted) block is
recognized, the device switches to POS, with the newly identified block consisting of the
head and data.

3.10. Proof of Importance (PoI)

This became one of the most significant breakthroughs in blockchain-based businesses.
This innovative approach employs system theory to assign a value to the channel for each
consideration. Several additional blockchains assign incentives using proof of work (POW)
or proof of stake (POS). Anyone who can maintain the most reliable connection arrays has
an advantage over many other customers when it comes to POW. Such POW buildings
frequently generate excessive amounts of power, harm the environment, and burden
mining firms with high electricity bills. This gives card hoarders an unfair advantage. The
more coins they use in transactions, the more money they receive.

3.11. Proof of Capacity (PoC)

Blockchain miners employ software backups rather than the more common power-
efficient proof of work (PoW) technique, which combines continuous computer activity.
The transaction system is protected throughout the proof of work method by performing
an absurd amount of processing per moment to verify every block. That is why you
must employ hardware. It usually results in negatives, such as increased electricity usage,
temperature, loud noises, the requirement for modern semi-reusable equipment, and huge
enterprises’ centralization of the refining process.

3.12. Proof of Burn (PoB)

This algorithm is more attainable than others. It reduces energy consumption. There is
no need to mine the hardware equipment in this algorithm. The coin burns are essentially
virtual mining equipment. The PoB algorithm allows miner nodes to make long-term
commitments with other nodes in the network. In this algorithm, the supply or extraction
of coins looks to grow less centralized.
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3.13. Proof of Weight (PoWeight)

This blockchain consensus mechanism assigns them a ‘weight’ based on the amount of
digital currency they own. Consumers of PoWeight play an important role in the consensus
mechanism. Each consumer is assigned a “weight” based on the relevance chosen to serve
the customer’s commitment to the system. It safeguards against double spending and other
wrongdoing on the blockchain. The high proportion of the weighted portion must pose a
risk to fair customers. The number of coins determines the likelihood of PoS at risk linked
to the rest of the system. PoWeight, on the other hand, might employ different weighted
standards to evaluate the possibilities.

4. Blockchain–IoT Layered Architecture

The blockchain comprises numerous components that perform various functions, such
as processing transactions, propagating blocks, mining, finding approval, and storing the
ledger for its related coins. The blockchain contains several levels similar to the well-known
TCP/IP infrastructure. These elements could be classified based on their characteristics.
There are still various concepts for creating a blockchain network with a tiered design. The
blockchain layered architecture is depicted in Figure 6.

Figure 6. Blockchain layered architecture.

4.1. Application Layer

This layer includes smart contracts, chain code, and blockchain applications. This
layer is divided into two sections: application and execution. In the blockchain system,
end users use the applications to communicate and share information. Software, Web
applications, user interfaces, and protocols are all included. For such applications, the
blockchain system serves as the back-end infrastructure. These apps, however, frequently
interact with the blockchain system via interfaces. The second tier is the implementation
level, which includes smart contracts, basic rules, and a hybrid ledger. It follows strict
coding and execution standards [70,71]. The smart contract was created in Solidity and will
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be executed on Ethereum’s runtime platform. To show that coding requires the use of a
compiler. The bytecode becomes shorter as it is compiled. As a result, it outperforms on
Ethereum. The Ethereum software is isolated from the network and file system.

4.2. Blockchain Layer

Consensus is the most fundamental and necessary level of any blockchain. A con-
sensus mechanism creates a proven collection of entity commitments in a decentralized
P2P system. According to the consensus, most of the nodes are precisely aligned. The
consensus mechanisms vary depending on the type of blockchain. The consensus mecha-
nism is defined as deterministic if preceded by an unregulated blockchain network, such as
Ethereum, Bitcoin, and so on. Although there is a danger that different parties may have
different viewpoints on a block in the blockchains, consensus ensures the accuracy of the
ledger. Deterministic approaches are used by permitted blockchains, such as Hyperledger.
Unique nodes, known as ordered endpoints, exist on specific blockchain platforms.

4.3. Network Layer

This layer is accountable for transaction discovery and block distribution in the IoT
environment. This means that nodes will discover each other and will be able to con-
nect, share, and transfer data to better the blockchain system’s existing position. The P2P
platform is a network in which devices are shared and system loads are redistributed.
Endpoints execute blockchain transactions. Full nodes and light nodes are the two types of
nodes. Full nodes provide exchange verification, authentication, processing, and compli-
ance with consensus laws. These nodes are in charge of ensuring the system’s trust. The
light node can convey the blockchain’s header and submit operations.

4.4. Data Link Layer

The data structure of the blockchain could be regarded as a link list of blocks where
transactions are structured. Merkle’s tree is a hash code binary tree. All blocks contain a
hash of Merkle’s root and information, such as the hashing of the previous block, timestamp,
nonce, block versions, and the most recent complexity level. Merkle trees, cryptography,
and consensus mechanisms are the foundation for distributed ledger technology. The root
hashing might be applied to the entire tree network. Every block lists multiple transactions
that occurred since the previous transaction, and when those transactions are submitted,
the root hashing indicates the current state of the blockchain.

4.5. Hardware Layer

Blockchains could be used to structurally measure, verify, and store transactions in
a distributed database. This database contains all important information, transactions,
and facts. A P2P system considers every computer to be an endpoint. Endpoints confirm
transactions, organize them into blocks, upload them to the blockchain system, and so on.
Nodes add blocks to the blockchain system and upgrade the public ledger replica after
reaching an agreement. A virtualized layer is used to create such a layer. Substantially,
the nodes are at the centre of this layer. A computer is referred to as a node when it is
connected to a blockchain system. These nodes are part of a decentralized and distributed
blockchain system.

5. Roles of Blockchain in IoT

Privacy and security in IoT device communication gained much attention between
2018 and 2022. Many papers will be published between 2018 and 2022 [72–76]. In 1990,
Stuart The authors published an essay on sharing a record with privacy without storing any
information on timestamping services. The blockchain concept originated with, although
Satoshi Nakamoto provided the first blockchains in 2008. The author gave a document in
which the blocks were joined to construct a blockchain in a certain order. The IoT chain is
proposed by for data authentication between two nodes in IoT networks. In addition, they
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developed a set of guidelines for altering records in IoT and blockchain technology. The
authors’ goal is to secure the authorization component of the IoT chain device. The item
researched the cloud and manet infrastructure to connect intelligent gadgets in the IoT and
provide security and authentication during verbal transmission. It represents a suitable
framework known as the net cloud framework, which could be useful for facilitating
communication with IoT-based intelligent devices. It proposes a cloud-manet middleware
system for accessing various IoT node records. The project also suggests ways to combine
blockchains and the IoT. They also provide security within the blockchain–IoT to construct
IoT apps using blockchain capability. The IoT enables connected physiological things in a
heterogeneous system to modify their records. The Internet of Things would be divided
into the following components.

5.1. Physical Things

The Internet of Things provides a unique identity for each related thing within the
network device. IoT devices can exchange data with one another.

5.2. Gateways

Gateways are devices that function between physical objects and the cloud to guaran-
tee the connection is secure and the network device is protected.

5.3. Networking

This is used to control the glide of statistics and determine the shortest path for various
IoT devices.

5.4. Cloud

The cloud is used to store and compute records.

5.5. Storage

Blockchain is a collection of demonstrated and encrypted blocks of transactions stored
on a network device. The records of blocks are recorded in a virtual ledger that is pub-
licly shared, distributed, and open. Blockchain enables secure communication within
the IoT community device. With extraordinary qualities, blockchain might be personal,
public, or consortia.

5.6. Blockchain Ledgers

A decentralized trust model, excessive protection, extremely publicly accessible, pri-
vacy ranging from low to high, and transferable identities are all properties of blockchain
ledgers [77,78]. The properties are centralized versions with low trust and public access.
Privateness is an excessive and non-transferable acknowledgement. As a result, blockchain
is more advanced than centralized storage systems.

5.7. Blockchains

Blockchains are a technological development that secures transactions between IoT
devices. It enables decentralization, dissemination, and public peer-to-peer storage of
sections of data stored or validated in an IoT network. The information recorded in the
blockchain is quickly handled in a peer-to-peer setting. Blockchains are a technology that
allows IoT devices to alter transactions in the blockchain device. The following summarizes
blockchain’s function in IoT.

5.8. Smart-Route Control Algorithm (s-RCA)

The s-RCA finds the optimal route for data traffic between a source and a destination,
minimizing the total number of hops and the total amount of time it takes to transfer that
data. This reliable connection can be used in medical procedures to guarantee that all
instructions are received promptly and carried out without delay. This idea can enhance
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m-QoS for surgical procedures performed at a distance with the help of trusted paths. The
new s-RCA can be integrated into an existing routing protocol to keep tabs on the primary
path and track emergency packets stored in node buffers for immediate forwarding via the
demand path [79].

5.9. Decentralized Framework

Both IoT and blockchain will be utilized in this framework. A structure such as this
eliminates the need for a centralized approach and even allows for a decentralized design.
It increases the likelihood of the cumulative control unit failing or performing poorly.
The use of blockchain firmly established decentralization. A data offloading algorithm is
also being developed to distribute various processing and computing tasks to OpenFlow
switches based on their current load. A traffic model is also recommended for modelling
and analyzing traffic in different network nodes. The proposed algorithm is evaluated
using both a testbed and a simulation. The experimental results show that the proposed
framework performs better regarding latency and resource consumption.

5.10. Exchanges between Nodes in Blockchains

Exchanges between nodes in blockchains are always secure. It is a novel way to
achieve relationship security. Blockchains allow IoT devices to connect with one another
more efficiently.

5.11. Identification

In the IoT, all connected devices are uniquely recognized using a cryptographic hash.
Each block is also clearly labelled. As a result, blockchain is a powerful innovation that
gives known facts that can be processed across the database.

5.12. Consistency

The blockchain database of nodes effectively acquired information scattered across
the database. The data were correct when the miners double-checked it before entering it
into the blockchain. Only validated blocks may enter the blockchain.

5.13. Autonomous

Every IoT device can communicate with any other device in a network via a
distributed architecture.

5.14. Optimistic

IoT devices could interact with high availability, a decentralized intelligent network
communicating with the target device in real-time, or transaction data.

6. Communication among IoT Nodes in an IoT Blockchain Framework

IoT blockchains evolved into a new ledger incorporating IoT users’ utilized, used,
public, and real-time performance. The blockchain is organized in blocks, and each block
is linked to the blocks that came before it to form a chain. Every block contains a crypto-
graphically secure token, a front hash block, and metadata. Blockchain transactions are
basic gadgets used to send data between IoT-based devices. Nodes are various kinds of
physical objects.

On the other hand, smart gadgets have embedded sensors, actuators, and packaging,
and can interface with other IoT devices. Its role in the IoT is to offer secure system
records to IoT devices. It is a luxury that may be publicly utilized and accepted by the
public. The IoT requires this time to facilitate secure communication between IoT nodes
in a heterogeneous machine. Anyone with authenticated communication within the IoT
platform can track and monitor blockchain transactions. The IoT blockchain can increase
chat security and authentication. Throughout this work, the author investigated this
technique, its possibilities and situations that require assistance, and its thoughts.
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6.1. Peer-to-Peer Network

Peers are computer systems linked to one another via the internet network in the peer-
to-peer (P2P) ecosystem. Without a central system, documents could be shared instantly
among devices on the platform. Any device connected to the P2P platform will function as
a storage server and computer. The primary goal of P2P systems would be to communicate
information and assist linked devices in interacting efficiently and effectively, gaining access
to critical services, or performing specified duties. P2P is a network resource exchange
protocol used to trade network resources, such as compute power, networking capacity,
and data storage capacity. However, the most common use case for P2P networking is
file sharing via a network. Peer-to-peer networks are ideal for file sharing because they
allow connected devices to receive and transmit files simultaneously. Sensor nodes with
P2P networking could play an essential role in the IoT system. A lightweight encryption
technique is required for IoT sensor nodes.

Blockchains offer an efficient solution to a P2P communication network problem.
This technology enables the creation of a shared electronic transaction ledger distributed
among device peers rather than centralized. Users are linked to blockchains to track
activity. This system employs cryptography to verify and recognize the participants’
peers, allowing them to attach actions to the database cryptographically. Transactions are
vetted and checked by specific nodes in the process, eliminating the need for a central
system. This approach might be easily applied to IoT platforms to overcome the scale issue,
allowing millions of devices to use the same infrastructure without requiring professional
help. Blockchains also address the issue of authority conflicts among manufacturers by
establishing a standard in which everyone has equal rights and privileges.

6.2. IoT-Blockchain Integration

Each IoT tool acts as a blockchain node, capable of generating transactions, sharing
them to form a block as a miner, and acting as a more straightforward transaction validation
node to establish a blockchain subgroup and confirm exchanges to apply a simplified
change validation approach. In spite of the limited resources available, the integration of
blockchain protocols into IoT devices is being carried out. Keeping and validating a large
volume of blockchain data is especially useful when limited resources require sufficient
recent memories or processing. As a result, the idea is that not all of the data collected by
IoT devices should be kept and stored in the blockchain network. Almost all blockchain
offerings, including IoT distribution networks, are open to the public. However, if the
personal blockchain is used as much as feasible, scalability will no longer be as much of
an issue as it is now [80]. Because the information is of the quickest subject, the private
blockchain will no longer include that many performers. Its transmission is critical for
the export company, the importer, and maybe other parties in the manufacturing process.
Except for performers associated with the blockchain, most cannot participate in and verify
the emergence.

6.3. IoT Blockchain Communication

The Internet of Things is rapidly expanding, with applications such as smart homes
and cities, e-fitness, distributed intelligence, and so on. However, it creates difficult privacy
and security conditions. To connect IoT devices, decentralized networking is used. As a
result, employing the same old security approaches in spoken communication among IoT
devices became significantly more complicated. Blockchain is a technology that provides
security in transactions between different IoT nodes. Blockchain is a distributed, decentral-
ized, and publicly accessible shared ledger that keeps track of the blocks processed and
demonstrated in an IoT network. The public ledger’s information is handled automatically
via a peer-to-peer network. Blockchain is a generation in which IoT device transactions are
recorded as a block in the blockchain. Blocks are linked, and each tool has a tool reference
that comes before it. The approaches to blockchain and IoT integration work within IoT and
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cloud integration techniques. Blockchain has the potential to alter future IoT conversations.
The visions of blockchain and IoT integration are outlined below.

1. The decentralized method is quite similar to IoT and blockchain technologies. This
removes the centralized device and provided the power of a decentralized method.
This reduces the likelihood of failure and enhances the overall performance of
the framework.

2. Security: Blockchain enables secure transactions between nodes. This is a revolution-
ary communication strategy. The Blockchain enables IoT devices to communicate
with one another in a safe environment.

3. Identifications: IoT assists all associated gadgets that are uniquely recognized with a
unique id variation. Every block in a blockchain is also uniquely identified.

4. However, blockchain is a trusted era that gives uniquely recognized information kept
in a shared public ledger.

5. Reliability: The IoT nodes in blockchain can authenticate the information passed over
the networks. Facts are reliable because miners validate them before entering the
blockchain system. However, only the most useful proved blocks can be included in
the blockchain device.

6. Autonomous: The blockchain enables all IoT nodes to connect with any node in the
network without relying on a centralized approach.

7. Scalability: Blockchain enables IoT devices to communicate in a distributed
intelligence network. It also communicates with real-time destination tools and
alternate facts.

6.4. Platforms

Several systems are used to create IoT packages using blockchain.

1. IoTa: IoTa is the new platform for blockchain and IoT, also known as next-generation
blockchain. By utilizing fewer assets within the device, the platform contributes to
high information integrity, overall transaction performance, and block validity. This
also resolves the blockchain restrictions.

2. IoTify: this provides a web-based IoT approach to reduce the constraints of blockchain
in the form of customized applications.

3. Iexec: this open-source blockchain-based device is used to assist your apps and the
blockchain’s decentralized cloud benefits.

4. Xage: this versatile blockchain platform for IoT allows for increased automation and
more relaxed data in the machine.

5. SONM is a decentralized blockchain-based fog computing platform that simplifies
cloud offerings for users.

The IoT and blockchain are extending company potential and introducing new market-
places in which anybody or everything can connect in real-time in a decentralized device
with authenticity, privacy, and security. Incorporating these revolutionary technologies will
revolutionize the current world on numerous levels, with gadgets communicating without
people. The framework’s goal is to provide safe data at the right place, in a suitable format,
and real-time on a device. Blockchain will fine-tune billions of IoT-connected concerns,
coordinate this stuff, facilitate transaction processing, resolve or eliminate crises, and build
a flexible environment for running physical things. Blockchain develops data privacy for
clients connected to the framework by utilizing hashing procedures in information blocks.

7. Current Trends in BC-IoT Development

Due to the security method of sending transactions between numerous entities without
a trusted third and monitoring information veracity, blockchain gained a lot of attention.
Even though many analysts feel that blockchain is the solution to many problems in today’s
fundamentally insecure internet because of its privacy and security capabilities, there may
not be a systematic study to examine and evaluate blockchain from various angles [81].
Blockchain made its debut in 2009, less than a decade earlier. Because of this extraordinary
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innovation, the globe underwent a rapid transition. Blockchain is making inroads into
various professional industries, including retail, medical care, and science.

7.1. Federated Blockchain

Federated blockchain is one of the most significant and successful recent blockchain
innovations. This is an upgraded method of the basic blockchain framework, making it
perfect for various relevant applications. According to experts, federated blockchain could
grow in popularity since it provides a more customizable perspective for private blockchain.
Federated blockchains are comparable to private blockchains in most ways, with some
small advantages. These blockchains are speedier (higher scalability) and provide greater
transaction privacy. Federated blockchain examples include R3 (banks), EWF (energy), B3i
(insurance), Corda, and more.

7.2. Blockchain as a Service (BaaS)

BaaS is the creation and maintenance by third parties of cloud-based systems used
by industries to run blockchain-based apps. Another trend that Microsoft and Amazon
are utilizing is BaaS. This recent blockchain trend is currently integrated with various
startups and businesses. However, such future blockchain trends may not be viable while
building, sustaining, and monitoring a new blockchain technique. It is a cloud-based
system that uses blockchain technology to enable users to develop online services. Such
digital products could be smart contracts, apps, or other services that operate independently
of the blockchain-based network.

7.3. Ricardian Contracts

The Ricardian contract was designed to identify a legally valid document that was
electronically linked to an important aspect. The Ricardian contract organizes all of the
legal agreement facts into a layout that the program can execute. As a result, it is both a
legal contract and a mechanism that electronically integrates the agreement into digital
infrastructure while providing a secure network because of cryptographic verification. It
is distinct from the smart contract. Smart contracts are a type of digital agreement that
was previously agreed upon and is automatically executable. On the other hand, the
Ricardian contract is an agreement paradigm for recording an agreement’s objectives and
any behavior related to that agreement prior to the agreement being performed. Ricardian
contracts could likewise be simply applied to software by utilizing hashes that describe
external documentation.

7.4. Blockchain Interoperability

Interoperability refers to exchanging information and other content across many
blockchain networks and infrastructures. The public could easily access information that
was held on a number of different blockchains because of this function [82,83]. It enables
subscribers to transfer funds easily and quickly from one blockchain to another. This
functionality also adds additional functions, such as cross-chain transactions. It can also
improve multi-token transactions by constructing multi-token wallet services.

7.5. Social Networking

Blockchain in social networks would be capable of resolving difficulties such as
prominent debates, privacy violations, information manipulation, and the significance of
the material. As a result, blockchain is a new technology trend that is being integrated
into social media architecture. Tokens are used by social networks. As a result, media
companies are given financial incentives to generate content and increase network produc-
tivity. Token exchanges, such as the blockchain, are finished and practically instantaneous,
with no charges.
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7.6. Hybrid Blockchains

The future scope of blockchain technology, which could be simplified as the blockchain,
proposes using a more appropriate fraction of public and private blockchain technologies.
The exchange rate is slightly lower because the network’s popular nodes make validating
processes simple and quick. The hybrid blockchain operates in a closed ecosystem, so
all evidence on the network improves security. This also avoids more than half of all
attacks, since thieves cannot gain access to the blockchain system. The user can update the
rules whenever it is necessary. It also helps to keep a task secret when engaging with the
outside world.

8. Opportunities within the Integrated Technique

Several excellent potentials for blockchain–IoT integration were discovered.
Blockchain–IoT together opens new opportunities in several regions. Figure 7 depicts
the blockchain–IoT potential. However, some of the options are listed here.

Figure 7. Blockchain–IoT opportunities.

8.1. Create Trust among Gadgets

Because of its security, blockchain-IoT technology will instill trust in some of the nu-
merous connected devices. However, only the most basic verified devices can communicate
within the community, and the miners must first validate each transaction block before it
can enter the blockchain [84].

8.2. Reduce the Expenses

It will save money because it communicates instantly using an online platform. This
removes all third-party nodes. It also allows direct communication among IoT nodes.

8.3. Reduce Time

It may drastically shorten the time. Blockchain-IoT cuts transaction time from days
to seconds.
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8.4. Security and Privacy

Blockchain-IoT provides devices with security and anonymity, and data are exchanged
between devices [85].

8.5. Social Services

Blockchain-IoT provides public and social services to connected nodes. Each connected
gadget can communicate and exchange data [86].

8.6. Financial Services

It can safely transfer payments without the involvement of other parties. Blockchain-
IoT enables a quick, secure, and private financial services system. It also decreases transfer
costs and time, among other things [87].

8.7. Risk Management

It played a critical role in analyzing and mitigating the risk of system resources and
transactions failing [88].

9. Challenges

Many difficulties, including measurement, storage, services, and discovery, could be
addressed by blockchain–IoT. The blockchain–IoT challenges are depicted in Figure 8. The
integrated strategy faces the following challenges.

Figure 8. Blockchain–IoT challenges.

9.1. Scalability

Because of its high transaction volume, blockchain can become blocked. On 10 July
2022, Bitcoin had more than 406 GB of storage space [89]. Weight can be considerably more
significant than the best blockchain when IoT joins blockchain.

9.2. Storage

All IoT devices will store the given ledger. However, it will increase with its storage
size in the form of being challenging to work with and a significant weight on every
connected tool.
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9.3. Inadequate Abilities

Most researchers are unaware of the blockchain phenomenon, which is increasingly
mainstream. It is also an initiative to teach people nearly every technology.

9.4. Exploration and Integration

Blockchain is not intended for IoT applications. It is quite tricky for associated devices
to locate another tool within the blockchain and IoT systems. As a result, IoT nodes can
access all other nodes while detecting and integrating blockchain and other nodes.

9.5. Confidentiality

The shared ledger is broadcast to all connected devices. These gadgets are capable of
viewing ledger transactions in real-time. As a result, maintaining privacy in an embedded
system is a difficult task [90].

9.6. Interaction

Blockchain might be public, private, or in the form of a consortium. As a result, the
interaction between public and private blockchains is also a blockchain IoT agreement.

9.7. Rules and Regulations

Because the IoT blockchain will function internationally, numerous norms and laws
will be enforced globally.

This research looks on a novel approach known as blockchain-IoT. The article [91]
discusses numerous possibilities and challenges. Similarly, this article lists the platforms
that are available to implement Blockchain-IoT technique. Blockchain-IoT has the potential
to lead the internet by redesigning and replacing it with a new internet service in which
each smart device connects to other peer-to-peer devices. This can save both money and
time while providing precise data to the relevant device. As a result, it has the potential to
be a very useful strategy in the future.

10. Applications

The modern internet is concerned with the availability and security of connected
resources. These resources might be encrypted on a network-to-network chain known
as the blockchain or ledger, where each user knows with whom they transact. Because
it simplifies the business, speeds up the process, eliminates failures, and saves it, it may
safeguard commercial connections and avoid fraud. The distributed blockchain technology
will transform people’s life by allowing them to execute trades or control money via phones,
vote, rent a car, and even prove their identity.

10.1. Smart Devices

A smart device connects wirelessly and gives users more excellent knowledge and
control than ever before. For instance, if your washing machine stops working, a code
associated with your device can connect to the internet and warn you. Such alerts keep
the devices in good working order, saving them money on energy efficiency and allowing
you to monitor the gadgets while on the road to work. Accessing such gadgets via the
blockchain would safeguard the assets while allowing for information flow.

10.2. Sensors for the Supply Chain

A sensor is a device that detects and responds to a specific sort of input derived
from physical infrastructure. Light, wind, movement, humidity, strain, or any other
environmental changes may provide critical information. Sensors in the supply chain aid in
the location of vehicle temperatures, pressures, and so on. When supply chain executives
need to watch product or vehicle situations and determine precisely where they are and
where they are heading, such inputs are used. The value of sensors in the supply chain is
based on their ability to provide real-time activity information.
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10.3. The Smart Contract

The smart contract evolved into a digital machine designed to electronically encourage,
test, or execute the arrangement and execution of an agreement. Smart contracts allow for
the performance of trustworthy exchanges without the use of third-party providers.

10.4. Keeping Track of Prescription Medications

Blockchains could improve the patient experience by allowing them to scan a barcode
and instantaneously determine whether a prescription is counterfeit, according to the
release. Its innovation could also determine when pharmaceuticals were gathered and
transferred across the production process at the required temperature changes.

10.5. Voting through Electronic Means

In any country, the security of a vote is a matter of national security. Computer security
is investigating the prospect of using an online voting system to lower the cost of hosting
a federal election while meeting and increasing security criteria. Since the inception of
democratic politicians, the voting mechanism was based on paper and pen. It is critical to
replace the current pen-and-paper procedure with modern election technology to reduce
fraud and make voting verifiable and trackable. Blockchains enable a wide range of
applications that profit from the exchange. Blockchain has the potential to play a significant
role in implementing shared electronic voting systems as a service. However, establishing
electronic voting systems and using blockchain to implement these structures is fraught
with difficulties.

10.6. Healthcare on the Blockchain

The blockchain can revolutionize healthcare data, place the patient at the centre of
health infrastructure, and improve healthcare security, privacy, transparency, and connec-
tivity. Such innovation has the potential to create a new architecture for health information
sharing by making electronic records more influential, without an intermediary, and secure.
This modern, continuously changing environment is ideal for innovation, research, and
proof of concept testing.

10.7. Blockchain Music

In some cases, blockchain technology may be advantageous in music. It could increase
availability or incentivize and share revenue with viewers through special edition electronic
releases. However, employing it for a music service is unjust, and claiming it is a solution
to any of the most pressing issues musicians confront is false.

10.8. Blockchain Identification

Identity verification is now an important aspect of our daily life. Visiting another
nation, purchasing a new automobile, and enrolling in a university necessitate identifica-
tion checks. Creating a new social media account also necessitates mobile authorization.
Bringing personal belongings may not always be practical or even possible. That is where
the blockchain’s effective confidentiality control comes into play.

10.9. Passports

The idea behind a blockchain-based passport is that citizens can control electronic
transport identification using provable information, such as biometrics, travel history, or
any other related information gathered at checkpoints by trusted public authorities and
other contact points. Instead of keeping the details to themselves, each authority or agency
decides to rely on each other’s data. Blockchain passport enables partnership members
to obtain verifiable traveller-identifying information claims to assess validity, streamline
passenger processing, and reduce risks. People can also use blockchain passport to retain
their identification and acquire personal information, and digital attestations choose which
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data to transmit. The more attestations a traveller possesses, the more alliance members,
governments, and other parties may be able to guarantee smooth and secure travel.

10.10. Certificates of Birth, Marriage, and Death

Some things are more significant than showing the paperwork, such as birth certifi-
cates, marriage certificates, and expiry certificates that give you access to various ben-
efits (such as elections, employment, and residency), but ineptitude is becoming more
widespread. According to UNICEF, more than one-third of children under five do not have
a birth certificate. The Blockchain can make records more secure by obtaining birth and
death certificates and allowing users to access this vital information.

10.11. Processing of Insurance Claims

Smart contracts on the blockchain network might be used to handle insurance claims.
In this case, all parties to an insurance policy may have access to the shared insurance
ledger to view policy details. When a claim is applied, a claimant can submit evidence
such as insurance papers, claim documents, and supporting claims proof to the distributed
ledger. For statements, policyholders must interact directly with distributors. This ac-
tivity is recorded on a private blockchain, with smart contracts enabling a workflow
claim. Blockchain financial services and tariff plans need to be scrutinized. The active
policy and smart contracts will be placed on the blockchain for policyholders with preset
claim requirements.

10.12. Data Exchange

Blockchain is primarily concerned with improving the efficiency of data exchange
across the supply chain, including producers, shipping providers, distributors, govern-
ments, suppliers, fulfilment centres, and consumers. Blockchains will allow the corporation
to track the source of degradation much more quickly, reducing the impact of tainted prod-
ucts. Regarding customer refunds, blockchains can give end-to-end information traceability,
the best right to examine the product’s background, and real-time position and condition.

10.13. Copyright and Royalties Are Protected

Blockchains could be game changers for copyright holders looking to defend their
rights electronically. Without question, it began to make its presence known to copyright
holders. It remains to be seen whether the compliance procedures recommended for such
networks will be implemented. However, the outlook remains positive. It is difficult to
imagine blockchain being utilized to secure copyright in the coming months. This technique
must first be broadly adopted before it can be widely used to defend copyright.

10.14. Property Registration, Real Estate, and Land Registration

Blockchains can profoundly alter the real estate market, from property acquisition to
title management. It can transform the relationship between taxpayers and tax authorities
and change how tax returns are submitted, taxes are paid, and data are handled. Blockchain
technology can disrupt and restructure finance and streamline transaction, exchange, and
property registration processes.

10.15. In a Catastrophic Situation (COVID-19)

The COVID-19 pandemic emphasizes global interconnectedness. This also highlights
a complex reality: vast amounts of critical information stay trapped in fortified information
storage facilities and reputation mechanisms when we require swift, collective action or
cooperation. The blockchain–IoT integrated solutions aid in the resolution of the most
difficult issues confronting us between 2019 and 22.

121



Computers 2023, 12, 6

11. Conclusions

A critical component of this decentralization strategy was the blockchain design, which
included hash-based proof of work, shared key encryption, and peer-to-peer networks.
Complexity, limited compatibility, resource constraints, privacy and security concerns,
and vulnerabilities hamper current IoT solutions. The rapid advancement of blockchain
technology provides solutions to problems such as increased connectivity, privacy, security,
transparency, and stability. Academics investigate the intersection of blockchain and the IoT
throughout this post. They also discussed and presented literature on blockchain and the
IoT. The issues and applications for developing a stable and interoperable communication
infrastructure for blockchain and the IoT are discussed. This article examines current
blockchain trends. The integration of blockchain and IoT architecture is investigated, as are
the advantages and disadvantages of the combined strategy.
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Abbreviations

IoT Internet of Things
P2P Peer-to-peer
PoS Proof of stake
PoW Proof of work
R3 An enterprise blockchain technology company
EWF Energy web foundation
B3i The blockchain insurance industry initiative
Corda Open-source blockchain platform for business
Chain A sequence of blocks
DPoS Delegated proof of stake
PBFT Practical Byzantine fault tolerance
dBFT Delegated Byzantine fault tolerance
LPoS Leased proof of stake
PoET Proof of elapsed time
DBFT Delegated Byzantine fault tolerance
DAG Direct acyclic graph
POA Proof of activity
PoI Proof of importance
PoC Proof of capacity
PoB Proof of burn
PoWeight Proof of weight
IOTA The next generation of distributed ledger technology
IoTIFY Online cloud-based MQTT/HTTP network simulator
iExec Blockchain-based decentralized cloud computing
Xage Blockchain cybersecurity system
SONM Decentralized fog computing platform
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Abstract: Building modern Internet of Things (IoT) systems is associated with a number of challenges.
One of the most significant among them is the need for wireless technology, which will serve to build
connectivity between the individual components of this technology. In the larger cities of Bulgaria,
measures to ensure low levels of harmful emissions, reduce noise levels, and ensure comfort in urban
environments have been taken. LoRa technology shows more advantages in transmission distance
and low energy consumption compared to other technologies. That is why this technology was
chosen for the design of wireless sensor networks (WSN) for six cities in Bulgaria. These networks
have the potential to be used in IoT configurations. Appropriate modules and devices for building
WSN for cities in Bulgaria have been selected. It has been found that the greater number of nodes in
the WSN leads to an increase in the average power consumed in the network. On the other hand,
depending on the location of these nodes, the energy consumed may decrease. The performance of
wireless sensor networks can be optimized by applying appropriate routing protocols, which are
proposed in the available literature. The methodology for energy efficiency analysis of WSN can be
used in the design of wireless sensor networks to determine the parameters of the environment, with
the possibility of application in IoT.

Keywords: wireless sensor networks; node localization; security; energy efficiency; IoT analysis; LoRa

1. Introduction

The need for networking of non-complex sensor devices is increasing worldwide [1]
in connection with the application of the Internet of Things, which is based on technologies
designed for networking, low-cost, low-power consumption, and low data transfer capacity.

When creating a WSN to monitor the parameters of the urban environment, we are
not looking for direct profit, but to improve people’s living conditions. Using sensor data,
it is possible to assess what needs to be changed and where, for example by regulating
and controlling car traffic so that we can breathe cleaner air. Funding comes from the state
(represented by municipal authorities). One of their duties is to take care of people’s health.
In the same way, funds from European environmental programs and projects can be used.

In automating the processes of measuring, transmitting, storing and processing data on
the state of the environment in urban conditions, IoT technology is used in [2]: monitoring
of environmental pollutants such as vehicles, industrial enterprises; climate change; disaster
and accident warnings; assistance to people with disabilities; detection of aging and defects
in machinery and equipment; advertising and media; evaluation of products and services;
public safety in the city.

As a result of the measurements and analysis of the data received from the measuring
stations, the governing bodies in the city organize activities to improve the health of the
environment in cities. Such activities include a change in the organization of road transport
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in the city in order to reduce noise and the amount of harmful substances. In the same way,
recommendations can be generated for production enterprises in the city to reduce harmful
emissions and waste products resulting from the production they perform. The ultimate
goal to be achieved is to create healthy living conditions for the population and protect
the environment by developing and implementing an integrated approach and measures
to avoid air and water pollutants and high noise levels by preventing or reducing these
harmful effects.

In recent years, measures have been adopted in Bulgaria to measure the levels of
harmful emissions, noise and pollutants from transport and industrial enterprises in urban
environments. These measures are in line with the requirements of the European Union to
ensure a healthy living environment in cities. The potential applications of IoT in this regard
are diverse. The European Commission’s IoT documents include the so-called smart city,
defined as “a place where traditional networks and services become more efficient by using
digital and telecommunications technologies for the benefit of residents and businesses” [3].

Updating the map for noise in settlements in Bulgaria is related to the fulfillment of the
requirements of the Environmental Noise Protection Act (EPAA) (Promulgated, SG No. 74
of 13 September 2005) and Directive 2002/49/EC for the assessment and management of
environmental noise. According to these requirements, it is the duty of every agglomeration
with a population of over 100,000 inhabitants to update its noise map.

In the larger cities of the Republic of Bulgaria such measures to ensure low levels of
harmful emissions, reduce noise levels, and ensure comfort in urban environments have
been taken [4]. The measures are also supported by companies offering mobile services [5,6].
The following are provided [5]: intelligent parking systems, which show drivers the nearest
free parking space and navigate them to it; intelligent lighting, providing greater security
for citizens as well as saving on electricity costs for municipalities; air quality control;
effective management of garbage containers; remote and intelligent metering of water
meters, electricity meters and other measuring devices for households.

Measurements are based on automatic specialized stations, as well as by measuring
with portable measuring instruments. The trend is to expand networks for automatic
measurement and storage. For this purpose, it is necessary to select the appropriate
technology for the wireless transmission of sensor data.

A review of the available literature sources [1,4,6] shows that in Bulgaria there is
a need to create new and expand existing wireless sensor networks to measure the levels of
pollutants in the environment. There is little research on the energy efficiency of this type
of network.

Building modern systems based on IoT is associated with a number of challenges.
One of the most important among them is the need for wireless technology, which will
serve to build connectivity between the individual components of a new technology. There
are various standards for wireless communication. Several of them are widely used and
applicable to objects and devices with extremely low power. They can be IP-compatible
or non-IP-compliant. Most of the wireless standards applicable to low-power devices are
characterized by having a short range [7,8]. These standards are suitable for use in the
construction of WSN, of course, taking into account their advantages and limitations.

The simulation analyses presented in some of the available literature [9,10] sources are
related to “hypothetical” WSNs, which have a certain radius of availability and operating
parameters. It is necessary to make studies which take into account the working conditions,
geographical location, and number of nodes in the WSN.

Table 1 provides a comparative analysis of the performance of four commonly used
wireless communication technologies that are suitable for use in sensor networks. The
difference in bandwidth between the compared wireless communication technologies is
not large. Baker [9] points out that the ZigBee over 802.15.4 protocol has more application
capabilities than Bluetooth due to its long battery life, greater usable range, dimensional
flexibility, and reliability of the network architecture. According to Lee et al. [10], the
effective use of network protocols depends to a large extent on specific practical applications,
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as well as network reliability, roaming capability, recovery mechanism, hardware cost and
network installation and maintenance costs. LoRa technology shows more advantages in
transmission distance and a lower power consumption than other technologies. Due to
the potentially complex environment in which the sensor devices will operate, problems
also arise when using LoRa technology. In an urban environment, these are the presence
of buildings, trees, and features of the terrain that prevent the transmission of signals in
wireless networks [11].

Table 1. Standards for wireless data transmission.

Standard Range Topology Frequency Speed
Energy

Consumption
Practical

Implementation

IEEE 802.15.1
WPAN

(Bluetooth)
100 m Star, Mesh 2.4 GHz 1–24 Mb/s Low Sensor data

transfer

IEEE 802.15.4
LRWPAN
(ZigBee)

100 m Star, Tree, Mesh 2.4 GHz 250 Kb/s Low Sensor data
transfer

2G/3G 10 km Star Cellular network 10 Mb/s High Mobile, Data
transfer

4G/5G 10 km Star 5G–28 GHz;
4G-700- 2500 MHz Up to 10 Gb/s High Mobile, IoT

Sigfox (0G) 10 km Star 868–869 MHz,
902–928 MHz Up to 0.6 Kbit/s Medium Sensor data

transfer

IEEE 802.11
WLAN (WiFi) 1.5 km Star 2.4, 3.6, 4.9, 5 GHz 11 Mb/s–1

Gb/s Medium Mobile, Data
transfer

LoRa 15 km Star 433, 868, 915 MHz 27 Kb/s Very low Sensor data
transfer, IoT

The LoRaWAN protocol (https://www.thethingsnetwork.org, accessed on 1 April 2022)
is built on LoRa technology. LoRa provides the physical layer that allows for long-distance
bonding. LoRaWAN defines the communication protocol and system architecture. Protocol
and network architecture have the greatest impact on battery life at a node, network
capacity, quality of service, security, and the variety of applications served by the network.
If the sensors need to be used as portable devices, this requires a communication protocol
for dynamic LoRa sensor networks. This protocol is “multi-hop”. An advantage of this
transmission method is that restrictions on the maximum distances at which WSN data
are received/transmitted can be avoided. The limitations of multi-hop are that it has high
latency and low reliability.

When setting up communication in a LoRa network, the following key characteristics
need to be taken into account [12]: Transmission Power (TP), which varies in the range
[−4, 20 dBm], but due to some restrictions can be used in the range 2–20 dBm; Carrier
Frequency (CF), which changes in steps of 61 Hz, in the range 137–1020 MHz, for which
the scope depends on the scheme used and the region in which it is used; Spreading Factor
(SF), which represents the ratio between the symbol rate and the chip rate and varies in the
range of 6–12. High levels of this factor increase the signal-to-noise ratio (SNR), as well as
increase the rate of transmission and time to transfer data packets; Bandwidth (BW), which
represents the bandwidth of the transmission band. At higher BW values, more data are
transmitted simultaneously, but at the expense of lower sensitivity and noise overlay in
the signal. It is commonly used at frequencies of 125, 250 and 500 kHz; Code Rate (CR),
which is a method of error correction. Higher CR levels allow for better noise reduction but
reduce data rates. The default is 4/8, but it can have values of 4/5, 4/6, 4/7, or 4/8.

The aim of this paper is to clarify the technical challenges related to the energy
efficiency of using LoRa networks in six cities in Bulgaria.
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The main contributions that can be summarized are: a comparative analysis of WSN
for six cities in Bulgaria; when designing a WSN, it is necessary to take into account the
number of nodes, their location and the size of the network as a whole; the performance
of wireless sensor networks can be optimized by applying appropriate routing protocols,
which are proposed in the available literature; the proposed analyses of wireless sensor
networks can be used for IoT scenarios to determine environmental parameters.

The article is structured as follows: An analysis of available literature sources has been
made (Section 2). Six cities in Bulgaria have been selected (Section 3). WSN topologies have
been created, depending on the regulations for each city. A numerical analysis of wireless
sensor networks in terms of their energy efficiency was performed, and the obtained results
are compared with those of the available literature (Section 4). Summaries and conclusions
have been made (Section 5).

2. Related Works

The parameters BW, SF, different loads and modulation methods in LoRa were used
by Aref et al. [13]. The authors study the influence of the data obtained from environ-
mental parameters on the indicated characteristics of the wireless network. According to
Rida et al. [14], the communication setup parameters in LoRa have a significant impact
on the performance of the wireless sensor network. Such is the power of the transmitter,
BW, SF, and the number of measuring points. The choice of an appropriate method of
communication depends on its application and requirements. The way data are transmitted
is also an important factor in communication, as Kim et al. [15] described. These authors
offer a LoRa-based network with 3000 end devices. A real test for LoRa was performed
and experiments were performed to find a simplified model that reduces data loss in LoRa.
The authors found that the radio signal can reach distances above 1344 m with different
values of SF in a combined indoor and outdoor communication environment.

Mikhaylov [16] points out that the European 868 MHz Industrial, Scientific and Medi-
cal (ISM) band is an appropriate frequency band due to the use of low frequencies for data
transmission over LoRa wireless networks in European countries. The study in this article
was carried out in Bulgaria and such a permitted frequency range was used.

Lukas et al. [17] offer a system for monitoring the parameters of the environment. It is
based on IoT and LoRa. The main purpose of this system is to determine the characteristics
of water. When using wireless sensor networks, it is necessary to take into account exactly
which environmental parameters will be measured. For example, the measurement of
water characteristics differs, for example, from that of air or noise in an urban environment.

Energy consumption is of great importance when using LoRa in IoT applications.
According to Liang et al. [2], the closer they are to the gateway, the less energy the wireless
sensor devices consume. The sensor devices are designed to use a battery or solar panels.
Reducing the energy consumed will increase the life of the device and the frequency of
transmission of measurement data.

The topology of the network also needs to be taken into account [18]. The “star” topol-
ogy used in LoRa, in addition to its advantages, also has some limitations related to the high
load on the central node, especially in networks with multiple wireless measuring stations.

According to Fernandez-Prieto et al. [19], a complete wireless sensor data collection
system covers the design of the network topology, the hardware and software of the
sensor nodes, the protocols and the cloud web server platform. The authors propose
a comprehensive project of the IoT network for the assessment of environmental parameters
in urban conditions. The stages of network design and performance evaluation can be used
in the present work.

The design of a sensor network using LoRa technology is proposed by Hristov et al. [20].
The authors design the network on three levels and offer a sensor measurement system, as
well as a methodology for designing wireless sensor networks in IoT. A disadvantage of this
project is that the proposed methods and tools have not been tested in a real environment.
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From the review of the available literature, it can be concluded that the simulation
studies of LoRa wireless sensor networks are carried out “in principle”, without taking
into account the influence of the environment in which they are used and the exact location
of sensor devices. The evaluation of actually created networks is performed after their
installation. This leads to inefficient use and detection of deficiencies once the network
is installed. For this reason, the shortcomings of creating a wireless sensor network are
difficult to overcome. Further research is needed on the simulation analysis of wireless
sensor networks suitable for use in IoT. This analysis must take into account both the char-
acteristics and setup of the devices with network communication and the environmental
factors of the space in which they will operate.

3. Material and Methods

Data for six cities in the Republic of Bulgaria were used. The data for the location of
the measuring points were provided by the municipal administration of the respective city.
Table 2 shows data on cities with their geographical coordinates and the number of points
for measuring environmental parameters. The geographical coordinates are those of the
administrative building of the respective city, which is assumed to be the location of the
base station in the wireless sensor network. The cities of Shumen and Yambol have the
lowest number of measuring points, and the most are in the city of Plovdiv. The distances
between nodes and base station were calculated by the Euclidean distance method. The
maximum distance of nodes or the radius of the wireless sensor network is specified. The
shortest distance is in Burgas, and the longest distances are in Varna and Plovdiv. The
average distances to the nodes are indicated. The largest is for T6 (Plowdiv) and the smallest
in T1 (Burgas). The number of nodes that are close to the base station is also important.
Most are in T1 (9), while in other cities there are only 1. Nearby nodes communicate more
often with the base station and therefore their energy consumption is higher than that of
others in the network. This increases the overall consumption of the network as a whole.

Table 2. Data for cities in Bulgaria.

Designation City

Geographical Coordinates
in WGS84 Number

of Nodes

Maximum
Distance, km

Average
Distance, km

Nodes at
d ≤ 2 kmoN oE

T1 Burgas 42.501981 27.467896 39 8 3 9

T2 Varna 43.207884 27.906593 59 12 8 1

T3 Shumen 43.270546 26.935378 15 10 8 1

T4 Yambol 42.484188 26.508795 15 11 9 1

T5 Plovdiv 42.144543 24.744737 65 12 8 1

T6 Pleven 43.408031 24.619381 36 11 10 1

Figure 1 shows maps in scale 1:75,000 and scale of 1 km of the cities in Bulgaria and
the location of the measuring points (in blue). Open Street Map maps (https://www.
openstreetmap.org, accessed on 1 April 2022) were used. Cities with a population of
over 100,000 people were selected—Varna, Burgas, andPleven. In these cities, there are
measuring networks with up to 5 points, and the other measurements were performed
manually or by calculation. The smaller cities in terms of population are Shumen and
Yambol. In them, the measurement of the environmental parameters was performed by
manual measuring means or by calculation.

It is typical for the cities in Bulgaria to have established measuring points, regardless
of the method by which the measurement data are obtained. These measurement points
were used in the present work as a basis for the simulation of wireless sensor networks,
with possibilities for application in IoT.
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Figure 1. Location of measuring points by cities in Bulgaria. (a) T1 Burgas; (b) T2 Varna; (c) T3
Shumen; (d) T4 Yambol; (e) T5 Plovdiv; (f) T6 Pleven.

The distance for transmitting measurement data is described by the following mathe-
matical dependence [21]:

Pr =
PtGtGrλ2

(4π)2d2
(1)

where Pt is the transmitted power; Pr is the received power; Gt is the gain of the transmitting
antenna; Gr is the gain of the receiving antenna; λ is the wavelength; d is the distance
between the receiving and transmitting parties. Euclidean distance is taken into account.
This model assumes that the power received is a function of the distance to transmit and
receive wireless signals. When designing a WSN for a specific city, it is necessary to take
into account factors such as geographical location, the presence of buildings, trees, and the
capabilities of the sensor devices used.

The average energy consumption (EA) is determined on the basis of the arithmetic
mean of the energies required for transmission, reception, sleep, and idle modes. It can be
defined by the following formula:

EA =
1
N

N

∑
i=1

Ei (2)

where Ei is the energies required for transmission, reception, sleep, and idle modes of
operation of the WSN; N is the number of reports for which this averaging is performed. In
the present work, N is assumed to be 50 times as many as the number of rounds.

The consumed energy for 50 rounds is determined. During the operation of the sensor
network, each sensor node periodically sends data to the base station. One round of the
transmitted data represents the length of time it takes to send a unit of data (4000 bits) to
the base station.

There is no description of all the functions of the used software product. Therefore,
they are represented in the form y = f(x). The presented results of the work should be
accepted within the described conditions and in those of the used software product.
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Another factor that can increase the life of the network is the residual energy in each
sensor node. It is calculated by a coefficient representing the current energy level of the
individual sensor nodes. This remaining energy is calculated by the formula:

ER = f (E0, Em) (3)

where E0 is the initial energies of each node; Em is the energies required for the operation of
the nodes in the WSN.

The energy consumption of the whole network (E) through all rounds is determined.

E = f (R) (4)

where R is the number of rounds.
The number of received packets (Np) for all rounds is determined.

Np = f (R) (5)

where R is the number of rounds.
Data for the LoRa Wan module operating at 868 MHz were used. The data for the

base station corresponds to LoRa WAN Gateway, 868 MHz (Shenzhen Dragino technology
development Co., Ltd., Shenzhen, China). Table 3 shows the main characteristics of the
LoRa WAN devices.

Table 3. Data on LoRa WAN devices.

Characteristic LoRa WAN Gateway LoRa Wan Module

Max Output Power, dBm 27 20

Sensitivity, dBm −140 −148

Power Input, V 12 5

bit rate up to, kbps 300 300

Transmitting power, mW 100 100

Antenna gain (Transmit), dBm 168 168

Antenna gain (Receive), dBm 27 27

Frequency, MHz 868 868

The simulation study of the wireless sensor network was performed in the Matlab
2017 b software system (MathWorks Inc., Natick, MA, USA).

A software tool was used to evaluate the energy efficiency of wireless sensor net-
works [22]. The performance of the six WSNs was evaluated under the following condi-
tions: All sensor nodes have the same initial energy (E0). The location of the nodes is in
accordance with the measurement points provided in the normative documents for each
city. Each node transmits/receives packets when it has enough energy to do so. Receiving
packets from all nodes to the base station is considered one round.

A summary analysis of the obtained results was made with the method “Principal
component analysis” (PCA) [23]. This is a method of reducing the amount of input data.
The aim is to find and interpret the fundamental interdependencies between the charac-
teristics in the data set. Features that are similar are combined and transformed into new
features called principal components. Before being processed by this method, the data were
normalized in the range [0, 1], depending on their minimum and maximum values.

4. Results and Discussion

Figure 2 shows simulation diagrams of the WSN’s access to the measuring points for
the six cities in Bulgaria. A star topology was used. Most nodes that are close to the base
station (up to 2 km) are in cities T1, T2, T4 and T5. The nodes are presented with blue points
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and green lines show the two-way communication with the base station. Some of the green
lines are not visualized by the used software, but there are calculations for the nodes.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 2. Simulation schemes for cities in Bulgaria. (a) T1 Burgas; (b) T2 Varna; (c) T3 Shumen; (d) T4
Yambol; (e) T5 Plovdiv; (f) T6 Pleven.

Figure 3 shows a graph of maximum energy consumption in wireless sensor networks
for different cities in Bulgaria. The maximum energy consumption for the entire WSN
in every city is presented. The highest energy consumption is observed in the cities
T1 and T3. In T1, this is due to the many nodes that are located near the base station.
In T3, the characteristics of the geographical location of the sensor nodes with network
communication have a significant impact and increase the energy consumption in the
network. Similar conditions are observed for the T6 network. Although T2 and T5 are
significantly larger cities than the others, their average energy consumption is significantly
lower compared to the networks in other cities.

 

Figure 3. Maximum energy consumption for WSN by cities.
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Joules are used as the measurement unit because Watts measure the rate of using
energy, which is not useful for reporting the amount of energy that WSNs use. We must
consider that Watts were used for such a long time, which would give a figure and was
a convenient way to obtain measurements; however, the actual unit for an amount of
consumed energy is the Coulomb, which is a small unit, so for WSN energy consumption
measurement, we need of a bigger unit. That is why Joules is the preferred measurement
unit in WSN.

Figure 4 shows the average level of power consumption in wireless sensor networks,
depending on the number of rounds. The results obtained during the continuous operation
of the network show that in the city of T2, the distribution of nodes has a significant impact
on average energy consumption. With T6, the lowest power consumption is observed,
compared to other networks; this is because the nodes located close to the base station
are significantly fewer and this generally reduces the energy consumption during the
operation of the network. In other cases, for T1, T3, T4 and T5 networks, the average energy
consumption is similar in value. Only in T1, due to the presence of a number of nodes near
the base station, when transmitting more than 30 rounds, there is an increase in energy
consumption. The nodes that are near the base station (less than 1 km) have greater energy
consumption because they communicate more often with the station in comparison with
other notes at greater distances.

 

Figure 4. Average level of energy consumption for WSN by cities.

Figure 5 shows the remaining energy level in the wireless sensor networks, depending
on the number of rounds. The highest levels of residual energy are observed in the T2 and
T5 networks. As can be seen from the previous graphs, in these networks, the maximum
and average levels of energy consumption are maintained during operation of the network.
For this reason, these two networks operate more energy efficiently than the others. The
lowest residual energy levels are observed in T4. Although there are fewer nodes, the
distances in the city are not great (up to 4 km). This makes the location of the nodes close
to the base station and therefore increases the amount of data exchanged between them.
A zoomed example for T1 is given. The changes are in the range near 0.0006 J.

Figure 6 shows the level of power consumption in wireless sensor networks, depend-
ing on the number of rounds. The greater the number of nodes in the network, the greater
the energy consumption. For example, T2 has 59 nodes and, compared to the others, has the
highest values of energy consumption. Although some networks also have a large number
of nodes, their energy consumption is lower due to the shorter transmission distances.

Figure 7 shows the number of packets received (Np) in the wireless sensor networks
in relation to the number of rounds. As can be seen from the graph, the number of packets
received increases as more rounds mean more data are transmitted to the base station. With
the number of rounds, the number of received packets remains high enough. It can be seen
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that different plots are overlapped. The six curves are close to each other, showing that for
the six WSNs, there is no clear trend showing that the number of packet losses on a long
path is higher than that on a short path, otherwise the nodes should receive more packets
with a smaller number of rounds.

 

Figure 5. Remaining energy levels for WSN by cities.

 

Figure 6. Energy consumption levels for WSN by cities.

 

Figure 7. Number received packets of WSN by cities.

An analysis of the principle components has been made. Table 4 shows the normed
values (in the interval [0, 1]) of the WSN characteristics presented above. It can be seen that
the normalized value of Np in all cases is Np = 0. This is because, as the graph shows, the
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six curves for this characteristic are close to each other. The number of columns is 6 and
the number of rows is 5. By rows, the data can be reduced to a maximum of four principal
components, and by columns to a maximum of five principal components.

Table 4. Normed data of WSN characteristics.

City
Characteristic

T1 T2 T3 T4 T5 T6

Np 0.00 0.00 0.00 0.00 0.00 0.00

ECL 0.28 0.75 0.12 0.14 0.20 0.00

Ar 0.37 0.67 0.00 0.00 0.77 0.33

Ea 0.26 0.75 0.11 0.14 0.21 0.00

MEC 0.60 0.00 0.20 0.07 0.00 0.07
Np—number of received packets; ECL—energy consumption level; Ar—remaining energy levels; Ea—average
energy consumption; MEC—maximum energy consumption.

The first three principal components were chosen because they describe a variance in
the data of over 95%. The results are shown in Figure 8. PCA analysis is used to show the
cities, grouped by their specific WSN energy consumption parameters. There is a grouping
of cities, depending on energy consumption in the WSN. The coastal cities T1 and T2 are in
a common group, where the remaining energy level in the network has the highest values.
The smaller cities T3 and T4 are in a common group and their total energy consumption is
the best compared to other cities. Networks with approximately the same radii in cities T5
and T6 are in a common group and their average level of energy consumption has the best
characteristics compared to other cities. The number of received packets remains in the
center of the coordinate system, which shows that it is the same for all cities.

 

Figure 8. Principal component analysis of the WSN. EC-Energy consumption; RECL-Remaining
energy consumption level; ECL-Energy consumption level; AECL-Average energy consumption level;
Np-Number of received packets.

From the analysis of variants for wireless sensor networks for six cities in Bulgaria,
it was found that at distances up to 2 km and a number of nodes over 30, higher values
of energy consumption in the wireless sensor network are obtained. To reduce energy
consumption, it is necessary to apply optimized routing protocols. Shah et al. [24] offer
such a protocol/algorithm called distance-based dynamic duty-cycle allocation (DBDDCA).
Through this protocol, nodes located at great distances from the base station transmit for
shorter periods of time, which reduces the energy consumed in the network as a whole.
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Such a routing protocol would be appropriate in the cities of Burgas (T1) and Varna (T2),
because due to the specifics of the location of cities along the coast. The distances between
nodes and the base stations in T1 and T2 are greater than other cities.

Ivanov’s research [1] has been supplemented. It has been proven that the choice of
communication modules and protocols for data transmission in wireless sensor networks
depends on the specific conditions under which the measurement of environmental pa-
rameters will be performed. This thesis has been proven in six cities in Bulgaria. Machine
Learning and Artificial Intelligence can be applied for that purpose [25]. A WSN data
routing protocol is proposed by Arumugam et al. [26]. It depends on the optimal location
of the base station. A limitation of this method is that multiple delays are available. Delays
in data transmission are caused by a large number of operations in the algorithm. Software
models [27] can be applied to make WSN more cost-effective.

5. Conclusions

As a result of the calculations and analyses of WSNs for six cities in Bulgaria, it was
found that when designing WSNs, it is necessary to take into account the number of nodes,
their location, and the size of the network as a whole.

It has been found that a greater number of nodes in the WSN leads to an increase in
the average power consumed in the network. On the other hand, depending on the location
of these nodes, the energy consumed may decrease.

The methodology proposed in the present paper for analysis of energy efficiency of
WSN can be used in the design of wireless sensor networks for determining environmental
parameters, with the possibility of application in IoT.

It can be stated that the proposed analyses of wireless sensor networks can be used
for IoT scenarios. The use of results in IoT scenarios can be further improved. This
should include the implementation of some security mechanisms for secure communication
between the platform and the sensor nodes. Furthermore, the presented methods and tools
can be used in the training of future specialists in the subject area.

Research can be continued with an analysis of the extent to which environmental
measurement devices can be used in different mobile sensor network applications and how
different types of transmitted data are affected by the location of sensor devices. It is also
necessary to ensure the security of the transmission of measurement data. The performance
of wireless sensor networks can be optimized by applying appropriate routing protocols,
which are proposed in the available literature.
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Abstract: In recent years, a lot of IoT devices, wireless sensors, and smart things contain information
that must be transmitted to the server for further processing. Due to the distance between devices,
battery power, and the possibility of sudden device failure, the network that connects the devices
must be scalable, energy efficient, and flexible. Particular attention must be paid to the protection of
the transmitted data. The Bluetooth mesh was chosen as such a network. This network is built on top
of Bluetooth Low-Energy devices, which are widespread in the market and whose radio modules are
available from several manufacturers. This paper presents an overview of security mechanisms for
the Bluetooth mesh network. This network provides encryption at two layers: network and upper
transport layers, which increases the level of data security. The network uses sequence numbers
for each message to protect against replay attacks. The introduction of devices into the network is
provided with an encryption key, and the out-of-band (OOB) mechanism is also supported. At the
moment, a comparison has been made between attacks and defense mechanisms that overlap these
attacks. The article also suggested ways to improve network resiliency.

Keywords: Bluetooth mesh; BLE; security; IoT

1. Introduction

Mesh network–network topology dynamically establishes the maximum possible
number of connections between devices for efficient and resilient data transmission [1].
Usually, mesh networks are based on several wireless technologies, such as Wi-Fi, Bluetooth,
Thread, and Zigbee [2–5]. However, a mesh network based on Bluetooth Low Energy
(BLE) is a popular solution [3,6] due to its high popularity, low cost, and low power
consumption [3,7].

The main problem of building mesh networks is to ensure the security of data trans-
mission [8]. Since the network can cover a large area [4], it is necessary to provide efficient
protection against unauthorized access by intruders.

The aim of this paper is to compare wireless attacks and defense mechanisms im-
plemented in the Bluetooth mesh standard, which was created by the Bluetooth Special
Interest Group (SIG) and implemented on Bluetooth Low-Energy devices starting with
4.0 [9]. The current version of Mesh Profile 1.0.1 can be implemented on BLE devices from
5.0 and later. [10]. Furthermore, one of the tasks is to search for network vulnerabilities
and provide recommendations for their elimination.

2. Wireless Network Vulnerabilities

Before considering the existing information security mechanisms, its necessary to
introduce a classification of possible network attacks on wireless networks [11–13]:

• Denial of Service. The purpose of this attack is to overload the device with redundant
packets, which make the device unusable [14,15];

• Eavesdropping. An attacker eavesdrops on a data exchange in order to extract useful
information;
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• Man In The Middle, MITM. A malicious device secretly establishes a connection
between two devices and making them think they are exchanging data with each
other;

• Replay Attack. A previously sent valid message captured by an intruder can be used
to exploit the system functionality without an authentication procedure [15].

• Relay Attack. A malicious device establishes communication between two nodes and
transmits unmodified data between them [14].

Thus, in order to ensure the information security of wireless devices, it is necessary
to take these attacks into account when developing security algorithms. However, these
attacks are network attacks and do not include physical interaction attacks on the device,
such as attacks to obtain security parameters [16].

3. Bluetooth Mesh Overview

First of all, we need to define the terms used in the Bluetooth mesh specifications [10].
Devices that can transmit or receive messages are called nodes or provisioned devices.
Devices that are not a part of any mesh network are called unprovisioned devices. The pro-
visioning process [17] is carried out by a provisioner device, which authenticates un-
provisioned devices, assigns an address, and transmits encryption keys [18]. Further
configuration of a node is performed by a configuration client, which can be a part of a
provisioner device or a part of another node. A configuration client transmits an applica-
tion key, additional network keys, and configures subscription and publish address for
each model.

Each mesh node must have at least one element. An element is an addressable entity
that contains models, which defines node functionality. All data exchanges are carried out
using messages, which are defined by the opcode, associated parameters, and behavior.
Messages are operating with states that represent the position of an element.

There are three types of models [19]: The Server model contains one or several states,
divided between one or several elements, as well as messages and behaviors associated with
receiving and sending data; the Client Model contains messages necessary for requesting,
changing, or using corresponding states of the server; the Control model contains the
functionality of both models.

The Bluetooth specification [9] also defines two types of messages: Control Messages
for controlling network operations and Access Messages for data distribution. A data
exchange between nodes is defined by subscription and publication methods [20,21]. Ad-
dresses can be unicast, group, and virtual. Unicast addresses are assigned to each element.

Bluetooth Mesh specification [10] describes the different types of nodes [22]:

• A relay node is a device designed for data transmission within a mesh network. The
message forwarding distance is limited by the TTL value;

• A low-power node is a device that spends most of its time in sleep mode. After waking
up, a low-power device receives data from a friendly host;

• A friend node is a device that stores data for the Low-Profile node;
• A proxy node is a device that can work with BLE devices via GATT;
• A provisioner node is a device designed to register nodes in the mesh network and to

distribute security keys. It also can be a configurator device.

Unlike other protocols (such as Zigbee, Thread, etc.), which are based on the use
of routed networks, Bluetooth Mesh uses managed flooding for data transfer within the
network [19,23,24]. Managed flooding is a node organizing method within the mesh
network, which is a compromise between packets routing and uncontrolled forwarding of
received packets. The essence of the method is that incoming packages have a time-to-live
(TTL) value, which decreases with each packet transmission until the TTL value becomes
zero. Furthermore, all incoming packets are cached to avoid re-forwarding. However, there
is an implementation of routed networks based on BLE technologies [25,26].

Bluetooth Mesh is based on Bluetooth Low-Energy technology [10], which works in
the 2.4 GHz frequency range. The entire frequency range is divided into 40 channels of
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2 MHz each [9,27,28]. Since Bluetooth Mesh usually works without active connections, all
communication happening in advertising channels by sending a special non-scanned type
of advertising message “ADV_NONCONN_IND” [29]. Interaction between nodes occurs
through one of three advertising channels: 37, 38, 39 [14,21].

3.1. Bluetooth Mesh Layers

Bluetooth Mesh has a layered model based on Bluetooth Low Energy. The Bluetooth
mesh architecture consists of the following layers [20,21,28,30]:

• The models layer defines model implementation, its behavior, state;
• The foundation models layers defines network configuration and models manage-

ment;
• The access layers defines application interaction with the upper transport layer to

determine data format, data encryption process, and data verification;
• The upper transport layer defines message encryption and verification methods by

using the application key generated for each device;
• The lower transport layer performs segmentation of transmitted messages and assem-

bly of incoming messages;
• The network layer defines a message format for transfer data across network elements

through a data link layer and message encryption. It also manages messages to be
relayed, accepted, or rejected;

• The bearer layer defines packets handling methods such as transmitting data into
advertising bearer, which is used in scanning and advertising state. Data transmit-
ting through GATT, which allows communication with regular BLE devices using
proxy nodes.

For security reasons, Bluetooth Mesh uses two types of keys for data transmission [28]:
AppKey using for data encryption on the upper transport layer, and NetKey for data
encryption on the network layer. The same NetKey is used for all nodes within the
same network. Key separation allows an intermediate node to verify message integrity
and forward it without exposing content, which protects data from unauthorised access.
In addition, key separation allows you to secure not only from an eavesdropping attack
but also from a relay attack, in which the node that is part of the network can read the
messages that are not intended for it [29].

In addition to using AppKey and NetKey, there is a unique key for each device called
DevKey. This key is known only to the device itself and the configuration client. DevKey is
used for secure communication between the node and the configuration client. Just like the
application key, the device key is used in the upper transport layer.

3.2. Authentication and Encryption

Message exchange is secured using the AES-CCM algorithm [10,31]. On the upper
transport layer used an application key called AppKey for data encryption and authentica-
tion. On the network layer used two security keys: the EncryptionKey for data encryption
and authentication and the Privacy key for obfuscation of the message headers. The En-
cryptionKey and PrivacyKey are divided from NetKey.

Due to the use of the AES-CCM algorithm, all messages have an authentication tag
called the message integrity check (MIC).

A unique number that can only be used once (Nonce) is used to encrypt data. Using
Nonce protects against replay attacks. Bluetooth Mesh defines four types of Nonce: network
nonce (Figure 1), application nonce (Figure 2), device nonce, and proxy nonce.
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Figure 1. Network Nonce.

Figure 2. Application Nonce.

A nonce value contains a field type, sequence number (SEQ), source address (SRC), des-
tination address (DST), an initialization vector (IV Index), flag type, TTL value, and ASZMIC
flag to indicate the segmented message.

Message headers are obfuscated to hide identifying information, such as source
address (SRC), sequence number (SEQ), etc. Header obfuscation provides protection
against eavesdropping attacks. The obfuscation process using the AES algorithm with
PrivacyKey and an encrypted network message.

Figure 3 presents the generation of a secure network message. The generated network
message contains public information about the IVI value, the least significant bit of the
IV Index, and network identifier (NID), which is used to determine the encryption key.
Network identifier derived from NetKey, EncryptionKey, and PrivacyKey.

Transmitted messages can be eavesdropped on and resent later in an unmodified
form. This attack is a Replay attack, in which the same message is transmitted several
times, which has a malicious impact on the network. To secure the network from that kind
of attack, Bluetooth Mesh defines the sequence number value (SEQ). Nodes increments
a sequence value for each message transmission. If a node receives a message with a
sequence number lower than previous messages, it will be rejected.

If the sequence number (SEQ) reaches its maximum value, the IV Index update
procedure will be started. The IV Index is an equal value for all nodes within a network.
The IV Index is updated periodically to avoid reuse, and the update procedure can be
launch by any node. The IV Index must be equal to or greater than the value of the
next message.
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Figure 3. Formation of a secure network message.

3.3. Provisioning Procedure

A mesh network can be created by a provisioner device, which searches for unprovi-
sioned devices and registers them on the network. The provisioner protects the network
against using malicious unprovisioned devices.

The provisioning process begins after the unprovisioned device broadcasts advertising
messages saying that it is available. When the provision finds the message data, it sends a
provision request to the unprovisioned device and information about the supported security
algorithms, public key, etc. After the response, the public key is exchanged between the
provisioner and the unprovisioned device. Using the Elliptic Curve Diffie–Hellman (ECDH)
protocol [32] during the provisioning process, the provisioner sends encrypted security
parameters. To prevent an attack man-in-the-middle (MITM), an optional Out-of-Band
(OOB) mode [33] can be used (for example, passphrase input, use of NFC technology, etc.).
Once a secure connection has been established, the devices exchange provisioning data,
such as NetKey, AppKey, Index IV, TTL value, node address, etc.

Discarded nodes must be disposed of, so keys stored within the device cannot be
used for attacks on the network. In order to protect against such an attack, the provisioner
device adds a disposed-of node to the blacklist, and each node begins the security key
update procedure. The provisioner provides new NetKey and AppKey for each node,
except devices from the blacklist.

4. Experiment

Table 1 shows a summary comparison of network attacks with Bluetooth Mesh pro-
tection methods. As shown, Bluetooth Mesh is vulnerable to denial of service attacks.
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Since communications with nodes within a network happen by using only three channels,
in an environment with high radio frequency interference, it can cause a significant loss of
data. For example, general BLE devices use these channels to notify other devices, and the
same channels are used by beacons to continuously broadcast messages [3,5]. Furthermore,
the same frequency range is used by other technologies, such as WiFi, ZigBee, etc. [8,23].

Table 1. Comparison of network attacks and protection methods.

Attack Type Protection Methods

Denial of Service -
Eavesdropping Message encryption and message header obfuscation

Man In The Middle Authentication during node provisioning process by using OOB
Replay Attack Use of the sequential number (SEQ) and IV Index
Relay Attack Authentication during node provisioning process by using OOB and using two-level key separation

We have experimentally demonstrated the possibility of denying a service attack on a
Bluetooth Mesh network, which continuously transmits sequentially numbered messages
to identify lost packets. For this purpose, our experimental setup includes two developer
boards nRF52840 [34] from Nordic Semiconductor working within the Bluetooth Mesh
network; these devices are also featured in [35] as a low-cost test bed, three SDR ADALM-
PLUTO [36] from Analog Devices, which all generate radio frequency interference on the
same three channels. The first node sends sequence numbers, and the second node receives
them and transmits them to the computer. The ADALM-PLUTO SDR was chosen because
it can generate or acquire RF analog signals in a range from 325 MHz to 3800 MHz, and BLE
work on 2.4 GHz. The ADALM-PLUTO SDR was handled with GNURadio software in
order to control and generate an interference at a specific frequency.

The experiment was carried out in the research laboratory of the Tomsk State Univer-
sity of Control Systems and Radioelectronics. Current research at the time included various
wireless devices, operating at 802.11, and BLE standards at the same 2.4 GHz frequency
band. This is conducted in order to create as realistic an environment as possible with
possible radio interference.

The result is shown in Figure 4, which shows the arrival time of the packet and the
channel on which the packet was received. The experiment consisted of five stages, 10 min
each: in the first stage, the jammers were turned off; in the second stage, channel 37 was
muted; in the third stage, 37 and 38 channels were muted; in the fourth stage, 37, 38, and
39 channels were muted; in the fifth stage 38 and 39 channels were muted. As a result, in the
fourth stage, not all packets were drowned; this is explained by the close location of the
mesh network nodes, as well as the low power of the jammers. The experiment showed that
this network does not have any algorithms for protection against jammer attacks, such as
calculating the location of jammers, which are discussed in the article by Dhivyasri et al. [37].

Figure 4. Received packets for each channel.
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The following figures show the percentage of packet loss: the percentage of packet
loss for each stage is shown in Figure 5, and the dynamics of changes in the percentage of
total packet loss are shown in Figure 6.

Figure 5. The percentage of packet loss for each stage.

Figure 6. The dynamics of changes in the percentage of total packet loss.

The experiment confirms that with a small amount of equipment, it is possible to
disrupt the network. Therefore, packet loss can be critical for systems, such as healthcare
systems used to monitor patients’ vital signs and their location [38]. The solution is to
increase the number of used channels for data transmission, and it is necessary to use all
available 40 channels. This can increase the fault tolerance of the network and make it
difficult to implement such an attack.

5. Conclusions

The cheapening of microchip production has led to the rapid growth of the Internet
of Things and the proliferation of various sensors and sensors. However, due to the large
number of devices, it has become more difficult to deploy a wired network to provide
communication between different devices. The solution to this problem is to build a
wireless network. A wireless network can be deployed without any installation work, and
it can exchange data between multiple devices and span large areas. However, a wireless
network also has disadvantages. Due to the fact that data in a wireless network are
transmitted in a shared radio environment, a collision can occur, an attacker can eavesdrop
or send modified data packets, as well as jam data transmission. As a consequence, it is
necessary to guarantee the protection of the transmitted data at a high level, as well as to
ensure the possibility of data transmission in the presence of interference.

As a result of the work conducted, the main mechanisms of Bluetooth Mesh protection
were considered, possible types of attacks on the wireless network were given, and a sum-
mary table was compiled reflecting weaknesses in network protection. Based on the table,
an attack vector was found. An experiment has been successfully conducted demonstrating
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that despite the protection measures provided in the Bluetooth Mesh standard, it is possible
to carry out a simple attack that paralyzes the operation of the entire distributed network.
To increase the complexity of the attack presented in the experiment, it is necessary for the
network to provide data transmission on all available channels and not only on advertising
channels, which are quite noisy due to the prevalence of BLE devices and can be easily
blocked by three jammers.

In the future, we plan to delve deeper into the security algorithms of the Bluetooth
Mesh, as well as implement protection against the attack demonstrated in the experiment.
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Abstract: In this study, an effective local minima detection and definition algorithm is introduced for
a mobile robot navigating through unknown static environments. Furthermore, five approaches are
presented and compared with the popular approach wall-following to pull the robot out of the local
minima enclosure namely; Random Virtual Target, Reflected Virtual Target, Global Path Backtracking,
Half Path Backtracking, and Local Path Backtracking. The proposed approaches mainly depend
on changing the target location temporarily to avoid the original target’s attraction force effect on
the robot. Moreover, to avoid getting trapped in the same location, a virtual obstacle is placed to
cover the local minima enclosure. To include the most common shapes of deadlock situations, the
proposed approaches were evaluated in four different environments; V-shaped, double U-shaped,
C-shaped, and cluttered environments. The results reveal that the robot, using any of the proposed
approaches, requires fewer steps to reach the destination, ranging from 59 to 73 m on average, as
opposed to the wall-following strategy, which requires an average of 732 m. On average, the robot
with a constant speed and reflected virtual target approach takes 103 s, whereas the identical robot
with a wall-following approach takes 907 s to complete the tasks. Using a fuzzy-speed robot, the
duration for the wall-following approach is greatly reduced to 507 s, while the reflected virtual target
may only need up to 20% of that time. More results and detailed comparisons are embedded in the
subsequent sections.

Keywords: local minima; target switching; trap situation; mobile robot navigation; infinite loop

1. Introduction

The number of robots deployed in the manufacturing industry has increased drasti-
cally in recent times [1]. The Internet of Things (IoT) enables autonomous and mobile robots
to interact with their surroundings, sense obstacles, navigate through defiance patterns,
perform a certain task, and be involved in many autonomous interactions [2]. Robots are
believed to be the key enablers of industry 5.0, especially in manufacturing. When a human
user initiates a task, robots that observe the process using visionary sensor devices, such
as the use of a mounted camera, can then aid the workers within the production space.
Robotic applications are increasingly being adopted in healthcare systems as well. The
COVID-19 pandemic, for instance, has seen the use of Robots for the purpose of collecting
samples from patients. Robots were also used to disinfect common spaces with larger
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traffic, such as in hospital entrances and supermarkets [3]. Robots are envisioned to be the
key enablers for personalized healthcare systems providing assistance to patients and the
elderly [4,5].

Within industrial spaces, in unmanned aerial vehicle (UAV) applications, commonly
known as a drone, cameras play an important role in observing the environment the drone
may encounter—particularly in adverse weather events. Thus, navigational solutions,
such as those proposed in [6,7], rely on the use of automated camera-based systems to
improve the navigation and landing of UAVs. However, in confined spaces, such as in
warehouse settings, collaborative robots should consider the presence of humans, objects,
and manufacturing machines to avoid any potential accidents in the operational space.
Therefore, robots need a plan to travel safely to arrive at the final specified target and
to avoid any incidents within their navigated path. Navigational environments are the
medium in which robots are deployed. Generally, they are different types of robots. Their
characteristics vary, such as their size and shape. They possess different capabilities as
well, such as the obstacles’ avoidance mechanism they use. Given the natural complexity
of the environment they operate in, robots require tailored path planning schemes. For
example, path planning for indoor environments should consider the existence of walls and
narrow channels, such as corridors. Navigating a robot through unknown environments or
within indoor manufacturing traffics is prone to several navigational challenges, including
those relating to local minima. Such encountered challenges may prevent the robot from
reaching its destination or accomplishing its mission. The local minima resulting from
common shapes of obstacles, including U-shaped, E-shaped, or V-shaped, constrains the
robot from moving forward and reaching its target freely by limiting the navigational area
of the robot [8,9]. The problem of local minima emanates when the robot keeps repeating
the same steps infinitely. This navigational problem appears mostly in U-shaped obstacles
and mazes. Since the robot always follows many steps in the navigation algorithm, it could
become stuck in an infinite loop by repeating the steps defined in its algorithm without
being able to reach the target destination. This local minima issue is also referred to in
the literature as “limit cycle” [10],” deadlock” [11], “dead end”, “cyclic dead end”, or
“trap-situation” [12]. To this end, this paper makes the following contributions:

• An improved and novel algorithm is proposed for the detection and avoidance of
local minima.

• The proposed algorithm encompasses five approaches to effectively avoid obstacles,
including V-shaped, double U-shaped, C-shaped, and cluttered environments, without
falling into the local minima. Mainly, the approaches involve changing the target
point temporarily and placing a virtual obstacle covering the local minima region in
order to force the robot out of deadlock.

• Several experimental works were set up to evaluate the performance of the five
proposed approaches. The results indicate that the Local Path Backtracking approach
has the best performance among the five proposed approaches, followed by the
Reflected Virtual Target approach.

• Additionally, the results demonstrated that the proposed approaches are quite re-
liable. For instance, in cluttered environments, the time and distance required to
reach a destination by a robot were reduced by eight times when compared to other
traditional approaches.

• Overall, the simulation results of the proposed system showed an enhancement in the
time required to reach the target in most of the five proposed approaches, especially
in the wall-following approach.

This paper is organized as follows: Section 2 describes the main challenges mobile
robots face during path planning. Section 3 summarizes the related works. Section 4
describes the base system that the proposed approaches rely on and the fuzzy speed
controller employed by the proposed approaches. The proposed approaches to overcome
the local minima problem and simulation results are provided in Section 5. Section 6
concludes the paper, and potential future directions are given in this section.
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2. Challenges in Online Path Planning

This section is devoted to a brief review of the challenges encountered by robots in
path planning. Typically, in online path planning, the robot is expected to overcome several
major and minor challenges, such as those reported in [13]. The main challenges are briefly
summarized below.

2.1. Obstacle Avoidance

A robot must have a kind of sensory system to avoid collisions with obstacles in
the workspace. These systems use various sensors, including ultrasonic sensors, stereo
cameras, infrared transceivers, and laser range finding sensors (LIDAR, Light Detection
and Ranging). A successful navigation system must be aware of obstacles scattered in the
navigation environment at every move; thus, many studies proposed methods to avoid
obstacles. The majority of these studies used common approaches in this field, some
of which include the use of fuzzy systems [14–16], neural networks [17–19], and Virtual
Potential Fields [20–24].

2.2. Goal Seeking, Loops and Speed

Goal seeking is a destination that the robot has to reach at the end. A robot that
terminates in a location other than the target is said to have failed its mission. Cyclic
dead ends or loops are also one of the serious challenges encountered while designing and
implementing a robot navigation system. Controlling the speed of the robot depending
on the surrounding environment is equally important as well. The focus of this paper
is to evaluate solutions to address these challenges. These possible solutions can reduce
the time needed for the robot to reach the target. In real-life applications, such as space
robots, robots employed to help rescue missions in catastrophic conditions, and robots
deployed in military applications, reducing the time that a robot takes to reach a target
point is considered crucial and critical.

3. Literature Review

A recent study discussed the potential and limitations of robots and their connections
to other machines to the progress of Industry 4.0 initiatives. Manufacturing, agriculture,
kitchen and domestic applications, robotics for healthcare practices, automotive sector, and
logistics and warehouse are some of the major potential capabilities of robotics in many
industries. Robots are programmed to have a particular amount of intelligence, which
is growing as sensor technology improves, not only to do different jobs but also to make
decisions, including its adaption in working environments. However, industrial robots
need specialized operation and continuous maintenance and development [25]. Whereas
Industry 4.0 concentrated mostly on quality, flow, and data collecting, Industry 5.0 focuses
more on highly-skilled humans and robots working side-by-side to or even together to
develop personalized goods for the consumer. Robots may perform some routine tasks,
such as heavy lifting, transportation of raw parts and merchandise, etc., while trained
employees focus more on cognitive tasks and creativity. Robots in Industry 5.0 contribute
to the reduction in production cost and to an increase in productivity [26]; however,
navigational issues, such as path planning and avoiding the local-minima problem in indoor
settings, remain amongst the key challenges to their proliferation. On this front, solutions
that aim to improve the indoor navigational systems of robots have been previously
proposed. The aim is to automate the navigation of Mobile Robots with minimal human
intervention. Thus, enabling numerous smart IoT-based applications. For instance, in [27], a
multi-sensor fusion approach has been proposed to improve the aerial navigation of robots
in industrially-restricted environments. Other works, such as those reported in [28,29]
proposed the use of vision-based object recognition solutions to improve the navigation of
mobile robots. However, these solutions are generally considered costly and require the
use of special sensing devices (e.g., mounted camera and image processing capabilities).
Furthermore, ref. [30] proposed a solution to local minima on path planning in unknown

151



Computers 2021, 10, 153

environments. In their work, they analyzed patterns in the readings gathered from sensors,
where the readings of a sensor compromise two pieces of information; the time when the
obstacle is sensed and the location where the robot sensed the obstacle. A similar study
in [31] mainly depends on the analyses of spatio-temporal patterns. These patterns were
classified to ease recognition of a deadlock situation. The classification also used a two
layered-scheme that contains a neural network followed by a fuzzy system. The study
shows good performance measured by the length of the path followed by the robot to
reach the target point. Another methodology to overcome the local minima problem is
proposed in [32]. The local minima situation was defined as a robot following the steps
B−→ C −→ B −→ D −→ B, where each of B, C, and D were places already visited by the
robot. The solution to the local minima problem was divided into three stages; detection,
definition, and avoidance. The environment of navigation was perceived as a grid G, a two-
dimensional array. The grid was composed of n square cells, and each cell is represented as
C(i)(j). To define the local minima location and size, the proposed approach in [32] built a
corresponding map to the grid that showed the explored occupied cells in the grid during
navigation. Each cell was represented by a positive integer that incremented each time
the robot detected an obstacle occupying the cell. After a local minimum was detected
and its enclosure was defined, the robot traveled to a safe destination out of the deadlock
enclosure and then closed the enclosure by a virtual wall placed at the entrance of this
enclosure, which can be identified by a special laser finding sensor on the robot on the next
visit. In addition, some studies [33,34] use the Bug algorithm [35] and its variations to keep
the robot away from falling into traps.

Other studies [9,24,36] tried to solve the local minima problem using the wall following
approach. This is a popular approach used to get the robot out of a maze by following the
walls. This method produced successful results in many environments. However, it suffers
from two major weaknesses; firstly, the method fails to reach a target point outside the
maze if it follows a wall forming a closed shape. Secondly, the robot must stop following
the wall at some point if the target is inside the maze. The success of a method using the
wall following technique depends on its ability to determine the point at which the robot
should stop following the wall appropriately, for example, in [36], the authors propose a
new deadlock detection algorithm that uses the readings of the sensors to determine the
size and place of the deadlock. This algorithm keeps running with every set of new sensors’
readings to determine the point at which the robot must stop following the wall and be set
into target tracing mode again. Although one of its major problems is local minima, many
studies use artificial potential field methods for path planning.

4. The Base Navigation System Used in This Work

Previous work proposed an enhanced path planning for mobile robots [9]. They
developed a navigation system that uses fuzzy logic and reinforcement learning to emulate
a human driver. This section details how the previously proposed path planning system
is used as the base navigation system in this work. It provides details on how the five
proposed approaches, used to address the local minima and the speed controlling system,
were integrated into this base navigation system in the form of separate modules.

The suggested navigation system employs a set of twelve ultrasonic sensors mounted
on the robot and carefully aligned to provide greater coverage. Because the front of the
robot is the most critical and is the first to encounter impediments, it contains five sensors;
the right and left sides each have three sensors, and the backside has only one sensor. Each
of these sensors has an “importance” attribute that shows how important the sensor’s
reading is to the entire robot.
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The straight distance between the sensor and the nearest perceived obstruction, ρ,
as well as the angle difference between the robot and that barrier, α, are calculated from
the sensors’ readings. The values of ρ and α are calculated from the readings of three
consecutive sensors. These three sensors’ values determine the shape of the obstacle. For
example, given three consecutive sensors S1, S2, and S3 report three values r1, r2, and
r3, respectively. If the values satisfy the inequality r1 < r2 > r3, then the obstacle shape is
“channel”, as illustrated in Figure 1, [8].

Figure 1. Channel identified by the readings of three sensors.

The fuzzy system uses the values of ρ and α to estimate the value of the angle (ψf)
at which the robot should travel in the following phase. However, The robot does not
perform a straight movement based on this angle. Instead, at time step t, the distance Dg(t)
between the robot and the new position indicated by the fuzzy system is measured. The
robot then virtually moves to that location and measures the distance Dg(t + 1) at the time
of step t + 1, then the difference between Dg(t) and Dg(t + 1) is fed into a fuzzy system,
which decides the value of (Δ ψf). If the proposed angle leads the robot closer to the next
target, it is rewarded; if it leads the robot away from the target, it is penalized. After that,
the knowledge base, the input of the learner module, is updated. The system considers
four actions the robot needs while navigating through the unknown environment; they are
as follows:

1. Goal-seeking action: which is responsible for taking the robot to the target point. It
includes a fuzzy system that finds the appropriate direction in every step.

2. Obstacle avoidance action: this is responsible for avoiding obstacles. It also depends
on a fuzzy system to determine the intensification degree in the difference between
the current angle and the angle at which the robot must move to avoid a collision. It
depends mainly on how close the robot is to the obstacle. The farther the obstacle is,
the smaller will be the angle that the robot has to turn in will be.

3. U-turn action: this action is only activated in two cases: during the initialization
phase; if the robot front is not facing the target point, then it must make a U-turn by
rotating until it faces the target point. The second case is when the robot gets inside
a narrow corridor with a dead end. In this case, it rotates to avoid hitting the walls
when it tries to get out of the corridor.

4. Getting rid of local minima action: this action is activated when a local minima
situation is detected during navigation. The detection of the local minima situation
is performed by finding the average number of U-turns made within a time; if this
ratio is high enough to activate this action, the wall following method is called to
take the robot out of the trap. The robot follows the nearest wall it detects and keeps
walking close to the wall while overlooking the attraction force of the target point for
some time. After that time, the robot returns to the goal-seeking action and disables
the wall-following action. If the robot finds that it is again trapped in the same local
minima, then the time of wall-following is extended.

As we mentioned before, not only the problem of local minima must be addressed
in path planning systems, but also the robot must navigate with controlled speed; that is
to balance the cost of the robot tasks and the safety of the working environment and the
robot itself. In [8], the problem of speed control is discussed and addressed using a fuzzy
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speed control system. The study suggests a fuzzy controller that controls the speed of the
robot depending on three factors; the turning (heading) angle (θ) in every step taken by
the robot, and ρ in (Equation (1)), which is the distance to the nearest obstacle sensed by
the ith sensor (impi) in (Equation (1)), and the importance of the ith sensor’s reading (Di)
in the same equation. In every step, each of (θ) and ρ is found, and the robot adjusts the
speed accordingly. ρ is calculated using the following formula:

ρ =
impi
Di

(1)

The importance of the sensor’s reading describes how important this reading is
according to the position of the sensor on the robot. For example, the frontier sensors are
more important than the rear sensors as the robot only moves forward. The importance of
each sensor is represented with a value in the range (0–1). After finding the values of θ and
the highest ρ among all of the sensors, they are entered into a fuzzy inference system to
find the final value of the speed for the next move. The final value of the speed is measured
by the length of the step in the next time-step (t + 1).

The fuzzy Inference System (FIS) is built on 25 rules to control the robot speed. The
FIS takes two inputs; θ which is the angle between the robot and the near obstacle, and
ρ which is the distance between the robot and the obstacle. Every one of the inputs has
five possible values (i.e., θ can be Very Small (VS), Small (S), Moderate (M), Large (L), or
Very Large (VL), and ρ can be Very Low (VL), Low (L), Moderate (M), High (H), and Very
High (VH)). The FIS output is the appropriate speed of the robot in meters/second, which
varies between 0 and 1. For more details on rules and membership functions, the reader is
referred to [8].

5. Addressing the Local Minima Problem by Target Switching

This section introduces the novel algorithm proposed in this work. The algorithm
encompasses approaches that aim to detect the local minima and approaches to get the
robot out of the deadlock enclosure. All of the approaches use the same proposed detec-
tion algorithm because of its precision and ability to detect the trap situation effectively.
Moreover, the five approaches with the detection algorithm were compared to the wall-
following approach used in [9]. The same base navigation system proposed in [9] was used
for obstacle avoidance and goal-seeking.

5.1. Environment Perception

The navigation environment was perceived as a grid composed of n cells. One major
problem that should be discussed is the partially occupied cells. This problem arises in
most navigation systems that depend mainly on grids when the robot cannot move to
a partially occupied cell, even when there is not enough space for the robot to traverse
this cell. The problem is illustrated in Figure 2. To avoid this problem, the robot does not
depend on the grid cells to find the next move. Instead, the robot uses an independent
navigation system proposed in [9] to navigate between obstacles. This means that the
grid is only used for local minima detection and avoidance while using the independent
navigation system, the robot keeps tracking and updating location information in terms of
cells. In [9], the action taken by the robot at any time depends on the immediate mapping of
the ultrasonic sensory data. However, the robot has no memory or fuzzy speed mechanism
where our contribution addresses these important features.
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Figure 2. The problem of partially occupied cells.

The number of cells (n) in the grid can be found using Equation (2):

n =

[
A
SR

⌉
(2)

where n is the number of the cells in the grid, A is the rectangular area of the environment,
and SR is the size of the robot. This means that there are L

RL
cells, where L is the length

of the environment, and RL is the length of the robot. The robot in [9] gets its location at
every movement step using the turning angle, and the distance from the starting point.
This location information can be used to find the robot’s location in terms of a cell using
the following formulas:

Cx =

[
x

RL

⌉
(3)

Cy =

[
y

RL

⌉
(4)

where in C_x (Equation (3)) and C_y (Equation (4)), x and y are the x-coordinates and y-
coordinates, respectively, for the robot’s current location. At each location update, the robot
found its current location within the grid and stored the cell’s index in the Vistited_Cells
vector. For example, the visited cells in Figure 3 are given by a vector of spatial data (2,5),
(3, 4), (3,6), (3,7), (4,7). Note that the icon of the robot in Figure 3 becomes a dark square
when the local minima algorithm is activated, and a circle in an independent navigation
system, such as in [9]. When traversing a cell (i), the robot tests three situations:

1. If the cell does not exist in Visited_Cells, then it is added to the vector, and the number
of visits for the current cell NV(i) is increased by 1.

2. If the cell already exists in the vector, and the robot is still traversing the same cell
with multiple steps (i.e., within the same cell’s borders), then do nothing.

3. If the cell already exists in the vector, and the robot traverses it for the ith time, then
the number of visits for the cell is incremented by 1.

In this way, the problem of early and erroneous detection in [32] is solved. The grid
perception of the environment was used for the following reasons:

1. Initially, the robot does not memorize the occupied cells. The robot cannot be precise
in checking whether the place is visited or not depending on point perception (x,y) of
the environment, as shown in Figure 2.

2. If the robot detects deadlock situations, it needs to remember how many times it visits
a region to detect the local minima.
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Figure 3. The difference between the effectiveness in cell perception and point perception.

5.2. Local Minima Detection

The robot used the grid to detect the local minima situation. In every step, the
robot finds the value of two variables; the local minima, or Deadlock chance (D), and the
Threshold (T), using the following equations:

D = Adjacency × Intensity (5)

T =
RT
LD

(6)

Adjacency =
G
cD

(7)

where G is adjacent to the revisited cells and cD is the revisited cells.

Intensity = T × R
V0

(8)

where RT is the total number of revisits events in the grid, R is the total number of cells
with multi-visits, and V0 is the total number of cells with only one visit within the grid. The
Adjacency (Equation (7)) is the factor used to express how close the revisited cells are to each
other, and the Intensity (Equation (8)) measure is used to describe how intense the revisiting
is in the current region. Both Adjacency and Intensity are found using Equations (7) and (8),
respectively. In Equation (6), LD refers to the length of the deadlock, which is the length
of the rectangular area that encompasses all the revisited cells. Note that the cells with
a number of visits greater than 1 and not adjacent to other revisited cells (i.e., clusters
composed of a single cell), are all neglected. As noticed from the above formulas, the
Adjacency is affected by the distance between the clusters and the number of these clusters.
When the distance between clusters increases, their Adjacency decreases. In addition to that,
Intensity increases each time the robot traverses the same groups of cells and when more
cells are revisited. The algorithm of local minima detection uses the previous formulas
to determine whether the robot must activate the mode “get out of trap” or not. Once
the deadlock is detected, the algorithm tries to explore and define the deadlock enclosure.
The process of evaluating whether a robot is in a dead-end situation or not is called a
deadlock detection algorithm. Dead-end situations happen when there is no free obvious
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path between the robot and its target. The method Define_Deadlock is invoked to define the
obstacle(s) that form the deadlock enclosure. While navigating, the robot keeps track of the
occupied cells by storing the occupied cell’s index in the Occupied_Cells vector. The method
Define_Deadlock uses this vector to determine which cells form the deadlock enclosure. The
method first finds the nearest occupied cell in the vector Occupied_Cells to the robot. Then,
starting from that cell, it explores the adjacent cells that are occupied too, until reaching
an End Cell. An End Cell is a cell that is occupied and adjacent to only one occupied cell,
as shown in Figure 4. The two algorithms below demonstrate the process of identifying
and detecting the deadlock, which is the first step in determining the presence of the local
minima problem. Following the detection and identification of the problem, a variety of
strategies are explored in order to solve the problem, which will be presented in this study.
These algorithms were given special attention because they represent the foundation of the
problem and the solutions that are being assessed in this study.

Figure 4. Define_Deadlock Method.

In each step of exploration, Define_Deadlock takes one cell as the center cell and then
explores the eight adjacent cells. If any cell in the adjacent eight is occupied, it is stored in
the Deadlock_Enclosure vector and the Exploration Stack. In the next step of exploration, the
top cell in the Exploration Stack is popped and set as the center cell, then explored. The
method keeps repeating these steps until it reaches the end of the enclosure. In this way,
it can define the deadlock enclosure precisely and determine the cells that form it. The
algorithm of the local minima detection and definition works as follows: considering the
number of navigation steps S, the algorithm of local minima detection and definition has a
linear time complexity of O(S) in its worst case, and that is when the robot detects/defines
a local minima in every step and when all of the discovered occupied cells are pushed into
the stack. After defining the deadlock enclosure, the robot will easily get out of it using
the end cells. An end cell is found by counting its surroundings from the vector deadlock
enclosure; if the number of surroundings equals 1, then it is an end cell.
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Deadlock Detection {
Find Intensity, Adjacency, Threshold, Deadlock Chance
If (Deadlock Chance > Threshold):

Call Define Deadlock
Activate “get out of trap”

}

Define Deadlock
{ Find the nearest occupied cell N to the robot
Center <– N
Stack.Push(Center)
Stack.length <– 1
Repeat until stack.length=0

find adjacent cells coordinates
Adjacent[0]=(Center.x−1,Center.y) // left
Adjacent[1]=(Center.x+1,Center.y) // right
Adjacent[2]=(Center.x−1,Center.y−1) //upper left
Adjacent[3]=(Center.x−1,Center.y+1) //lower left
Adjacent[4]=(Center.x,Center.y−1) //upper
Adjacent[5]=(Center.x,Center.y+1) //lower
Adjacent[6]=(Center.x+1,Center.y−1) //upper right
Adjacent[7]=(Center.x+1,Center.y+1) //lower right
For i = 0 To 7: // adjacent cells indexed from 0 to 7

if Adjacent[i] is in Occupied
Stack.PUSH (cell i)
Stack.Length
Stack.Length+1
Insert cell i into Deadlock-Enclosure

Next i
Center <– stack.POP
Stack.Length <– Stack.Length-1
Loop }

5.3. Addressing the Local Minima

Once the deadlock enclosure is detected and defined, the mode “get out of trap” is
activated. In this paper, there are five different approaches proposed to get out of the trap.
All of these approaches use the same detection algorithm described in the previous section.
Mainly, these approaches depend on two things: 1. Placing a virtual target in appropriate
locations instead of the real one to address the target attraction force effect on the robot.
2. Placing virtual obstacles on the deadlock enclosure. This prevents the robot from falling
into the same trap after getting out of it.

5.3.1. Random Virtual Target

In this approach, a virtual target point is placed in a random location within a limited
area around the farthest end cell from the target. The robot is affected by the new target
attraction force and stops seeking the real goal. As a result, the robot starts heading to
the virtual goal until it reaches it. Once the robot reaches the virtual goal, the real target
point is set back as the target. To avoid the robot being trapped in the same deadlock
enclosure again, a virtual obstacle is placed over the whole deadlock enclosure. Closing
the deadlock enclosure is performed by calling the Close_Deadlock method. This method
first checks whether the robot is still within the area that is to be closed. If so, the virtual
obstacle keeps shrinking in a constant ratio until the robot is out of the closed area. The
virtual obstacle dimensions are within the coordinates XS, YS, XL, and YL, which are the
smallest x-coordinate, the smallest y-coordinate, the largest x-coordinate, and the largest

158



Computers 2021, 10, 153

y-coordinates, respectively, among the coordinates in the Deadlock_Enclosure vector. The
random virtual target selection approach is illustrated in Figure 5.

Figure 5. Random virtual target selection.

To avoid placing the virtual target in a location occupied by an obstacle, the robot first
checks whether the selected location for the virtual target is located on an occupied cell
using the vector Occupied_Cells. If it is found that an obstacle occupies the selected location,
it chooses another random virtual target location.

5.3.2. Reflected Virtual Target

This approach mainly depends on the fact that in most local minima situations, the
deadlock enclosure’s opening faces the robot on its way to the target located behind that
enclosure. In this case, the problem can be solved by placing a virtual target in front of the
obstacle and within the area that precedes the enclosure opening. Once the robot reaches the
virtual target, it switches back to the real target and calls the method Close_Deadlock. This
can be achieved by simply making a reflection of the real target near the enclosure’s exit.
The real target is reflected either horizontally or vertically depending on the enclosure’s
exit direction. The appropriate reflection of the real target is achieved by assuming the
middle of the enclosure as the reflection axis. This approach is illustrated in Figure 6.

Figure 6. Virtual target by reflection of the real target.
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5.3.3. Backtracking

One way that guarantees the escape from the deadlock enclosure is that the robot
follows its steps back to the exit, which is the entrance to the enclosure. Since the visited
cells are all stored in the Visited_Cells vector, the robot can easily backtrack its path. To
disable the real target’s attraction force, a set of virtual targets are placed on the visited
cells that form the backtracking path, starting from the robot’s current location inside the
deadlock enclosure and moving backward until a “stop backtracking” point is reached.
The sequence of virtual targets is a set of virtual targets placed at every constant number of
cells in the Visited_Cells vector. The “stop backtracking” point can be determined using one
of three following:

1. Global Path Backtracking: The stop point is the same as the start point (S) of the
navigation. The robot keeps backtracking until it reaches the starting point. This
approach is effective in the case of small environments. However, it is inefficient in
wide environments because the robot must reach the very distant starting point when
it encounters a deadlock. After the robot escapes from the deadlock, and the mode
“get out of trap” is disabled, the start point is re-initialized and set as the first cell the
robot traverses after closing that deadlock enclosure.

2. Half Path Backtracking: The stop point is the midway point between the current
locations of the robot and the starting point. This approach is more effective than the
previous one in wide environments but less effective in small environments because
the stop point could be inside the enclosure of the deadlock.

3. Local Path Backtracking: The stop point is at the end cells. This one could be the
most appropriate choice for the point of “stop backtracking” as it guarantees that the
robot will not travel so far. On the other hand, it guarantees the robot is out of the
deadlock enclosure. The three approaches for choosing the “stop backtracking” point
are shown in Figure 7. After the robot reaches the last virtual target in the sequence, a
square virtual path of straight lines is set all around the deadlock enclosure. Then,
a final virtual target point is set on this path. The virtual path must pass by the
real target point and near the last virtual target from the backtracking sequence, as
illustrated in Figure 8. The final virtual target is determined as the middle point of
the distance between the robot and the real target. In the case that there is not enough
space for the virtual path (i.e., not enough space under or above the enclosure for
the robot to move), then the final virtual goal is placed on the opposite side of the
square virtual path. Final virtual target placed on the virtual path, guaranteeing that
the robot moves towards the real target and away from the deadlock.

Figure 7. Three approaches to determine the backtracking stop point.
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Figure 8. The virtual path in the backtracking method.

5.4. Simulation Results

This section is devoted to reporting on the simulation works conducted in this work.
Each of the five proposed approaches was evaluated, and their performance was investi-
gated under different setups. There are four different test cases conducted in this section,
including path planning in the presence of C-shaped obstacles, double U-shaped, V-shaped
obstacles, and when the robot encounters cluttered environments on its path. The results
of each test of the five approaches proposed to address the local minima are then discussed
and analyzed.

The unit used to measure the efficiency of the proposed methods to address the local
minima is the number of steps the robot makes while traveling from the start point to the
target point. The size of a step is constant and equals 10 cm. There are general parameters
used in the simulation of the proposed approaches to address the local minima and the
fuzzy speed controller. The parameters are summarized in Table 1.

Table 1. Simulation Parameters.

Constant-Speed Robot Speed: 0.5 m/s Fuzzy-Speed Robot Speed: 0–1 m/s

Step length: 0.1 m Step length: 0.0375–0.2125 m

Step time: 200 ms Step time: 200 ms

Sensing range : 4 m Sensing range: 4 m

Simulation Environment Robot size: 0.7 × 0.7 m

Environment area: 14 × 24 m

Operating System: Microsoft Windows

Local Minima Avoidance

Figure 9 depicts the performance of detecting and identifying the enclosure of a
deadlock. The little circles on the cells show whether the cell is occupied or near to another
cell that is occupied. This is dependent on the robot’s sensing range; as seen in Figure 9, the
above barrier is recognized near the robot, while the below horizontal light green region
has yet to be discovered by the robot’s sensors.
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Figure 9. Deadlock detection and definition performance.

There are four different test cases conducted on the five proposed approaches in
addition to the wall-following approach for comparison.

Test case #1: C-shaped obstacle test case

In this test case, the robot is in front of a C-shaped obstacle. Figure 10a–f shows the
approach’s performance. The black area represents the visited path by the robot. The
challenge in this test case is that the C-shaped obstacle is a circle with a small exit. The
performance of the wall-following approach, in Figure 10f, is the worst compared to other
proposed approaches. It also required following the whole environment’s perimeter, which
is inefficient in large environments. Figure 10a,b shows the superior performance of the
reflected target over the random virtual target. This is due to the location of the chosen
virtual target. In the reflected virtual target, the virtual target is a reflection of the real
target position vertically. The reflected virtual target is near the lower end of the C-shaped
obstacle, unlike the random virtual target chosen near the upper end of the obstacle. This
added a few extra steps in the random virtual target approach because the only way to
reach the target is under the C-shaped obstacle. Figure 10c,e shows the robot’s similar
performance, which is because of the similar location of the “stop backtracking” point. In
Figure 10d, we noticed the less efficient performance of the robot when it stops backtracking
in the middle point of the path; this is because the middle point, in this case, is located
inside the C-shaped obstacle. Thus, it required more than one virtual obstacle to close the
deadlock enclosure and leave it.

Test case #2: Double U-shaped test case

In this test case, the robot enters a trap that is nested in another trap. Figure 11a–f
shows the performance of the six approaches. Figure 11a,b shows the advance in perfor-
mance for the random virtual target approach over the reflected virtual target approach.
This can be explained by the way the virtual target is chosen. In the reflected virtual target,
the robot finds itself trapped in the inner deadlock, so it places a virtual target that is a
horizontal reflection of the real target. This made the virtual target location to be near the
inner’s deadlock left end. When the robot switched back to the real target, it was still in
the same location as the virtual target; the robot entered the outer deadlock again from the
left, then detected that it was trapped again after reaching the right side of the deadlock’s
enclosure. After that, it switched back to the real target again, which is the same reflection,
but over the middle line of the outer deadlock this time. When the robot switched back
to the real target, it was still on the right side while the virtual target was in front of the
deadlock but on the left side, which required the robot to go back to the left side again,
then go out of the enclosure to the reflected target which adds a few more steps. Unlike
this approach, the random choice of the virtual target came once on the left side and once
on the right side of the enclosure. As noticed in Figure 11c, the robot stops backtracking
when it reaches the starting point. The starting point for the second outer deadlock is the
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same point where the robot was upon closing the first inner deadlock. Thus, the robot
had to reach that point first before closing the outer deadlock, which added a few extra
steps for the robot to reach the real target compared to the approaches in Figure 11d,e. In
the half path backtracking approach of Figure 11d, the robot stops backtracking when it
reaches the middle point of the path, and in Figure 11e, the robot stops backtracking when
it reaches the enclosure exit. This is the reason for the similar performance of the local
path backtracking and half path backtracking. In Figure 11f, we notice again the inefficient
performance of the wall-following method, which caused the robot to traverse the target’s
region without seeing it due to the disabling of the goal-seeking action while following the
wall. It is important to clarify that the magenta color has been used just to emphasize that
the robot does not follow a specific color in Figure 11, and that is also applicable to other
figures; Figures 10, 12, and 13.

(a) Random Virtual Target-C-shaped obstacle. (b) Reflected Virtual Target-C-shaped obstacle.

(c) Global path backtracking-C-shaped obstacle. (d) Half path backtracking-C-shaped obstacle.

(e) Local path backtracking-C-shaped obstacle. (f) Wall-Following-C-shaped obstacle.

Figure 10. C-shaped obstacle test case.
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(a) Random Virtual Target-Double U-shaped obstacle. (b) Reflected Virtual Target-Double U-shaped.

(c) Global path backtracking-Double U-shaped obstacle. (d) Half path backtracking-Double U-shaped obstacle.

(e) Local path backtracking-Double U-shaped obstacle. (f) Wall-Following-Double U-shaped obstacle.

Figure 11. Double U-shaped test case.

Test case #3: V-shaped test case

In this test case, the robot enters a V-shaped obstacle. Figure 12a–f shows the perfor-
mance of the six approaches. In Figure 12a, the robot closed most of the enclosure in the
first round, but not all of it because the random target at the first round was placed near the
end of the enclosure but almost inside. Thus, the robot fell into the same deadlock twice
and required two virtual obstacles to close the deadlock region. However, in Figure 12b,
we notice a better performance of the reflected target approach because the reflection of the
real target is outside the enclosure, which required one round to close the whole deadlock.
In Figure 12c,e, we notice a similarity in the performance of the global path and local path
backtracking. Because the “stop backtracking” points are almost in the same location (i.e.,
the robot started navigation from a point near the exit of the deadlock), the performance
was different in the half path backtracking approach of Figure 12d. In this test case, this
point was inside the V-shaped obstacle; thus, the virtual obstacle shrunk to avoid closing on
the robot inside the deadlock. In Figure 12a–e vs. Figure 12f, the wall-following approach
took the most significant number of steps, the longest path, to get out of the trap situation
because it forced the robot to follow part of the environment’s perimeter wall.
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(a) Random Virtual Target-V-shaped obstacle. (b) Reflected Virtual Target-V-shaped.

(c) Global path backtracking-V-shaped obstacle. (d) Half path backtracking-V-shaped obstacle.

(e) Local path backtracking-V-shaped obstacle. (f) Wall-Following-V-shaped obstacle.

Figure 12. V-shaped test case.

Test case #4: Cluttered environment test case

This is the last test case, and it shows the performance of the six approaches in cluttered
and crowded environments. Figure 13a–f shows the results of the test case. In Figure 13a,b,
the random target choices, either the random virtual or the reflected virtual targets, show
the best performance compared to others. In Figure 13c, we notice the behavior of global
path backtracking. The starting point is located a bit far from the deadlock. When the robot
needs to get out of the deadlock, it must return to that far point, which is inefficient in such
cases. This problem is alleviated in the half path approach, as illustrated in Figure 13d.
However, it still adds extra unnecessary steps because the deadlock was not fully covered
with the virtual obstacle. This happens when the virtual target is located inside the area that
must be covered. So, the virtual obstacle keeps shrinking until the robot is uncovered. The
best of the “stop backtracking” points is near the exit of the deadlock enclosure achieved
by the local path backtracking approach, and this is clear in Figure 13e. In this test case,
Figure 13f shows that the wall-following approach performance performs inefficiently to
get to the target. The robot was forced under this approach to circumnavigate around some
obstacles (closed shapes) many times, thus wasting a lot of time. Table 2 shows the path
length in meters that was taken by the robot working with the six approaches to reach
the target point. As noted in the table, the robot with the wall-following approach has the
longest path in all of the four tests.
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(a) Random Virtual Target-Cluttered environment obstacle. (b) Reflected Virtual Target-Cluttered environment.

(c) Global path backtracking-Cluttered environment. (d) Half path backtracking-Cluttered environment.

(e) Local path backtracking-Cluttered environment. (f) Wall-Following-Cluttered environment.

Figure 13. Cluttered environment test case.

Table 2. The distance of robot routes for Figures 10–13 (measured in meters).

Approach Testcase Random
Reflected

Virtual Target
Global Path

Backtracking
Half Path

Backtracking
Local Path

Backtracking
Wall-

Following

C-shaped 55 45 59 101 59 1915

Double U-shaped 97 88 100 110 96 466

V-shaped 38 27 29 31 28 111

Cluttered 46 47 55 47 52 436

Average 59 66.25 60.75 72.25 58.75 732

The reflected virtual target shows better performance in test cases 1 and 2, and this is
due to its optimal choice for the target location in these test cases. As noted in the table, the
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test case that required the longest path in all six approaches is the test case of the double
U-shaped obstacle.

The chart in Figure 14 shows the performance of the five approaches compared to the
wall-following approach. The efficiency of the six approaches is measured in the number
of steps required for the robot to reach the final real target. One important point to be
mentioned in this section is that each experiment was conducted 10 times to mitigate the
effect of randomization. The results recorded in this section are an average of ten runs.

Figure 14. Performance of the proposed approaches to overcome the local minima compared to the
wall-following approach (measured by the number of steps).

5.5. Speed Control Effect on the Five Proposed Approaches to Address the Local Minima

This section reports on the studies conducted to determine the effect of controlling the
speed using the previously proposed fuzzy controller [8] on the performance of the pro-
posed approaches. To address the local minima problem, the mobile robot of fuzzy speed
was provided with these approaches and then tested using the same four environmental
setups by replicating the same encountered local minima. Table 3 shows the efficiency
performance of the five proposed approaches to address the local minima with constant
speed within the four environments. Table 4 shows the performance of the five proposed
approaches with a fuzzy-speed robot. The performance of the proposed approaches is
measured by the time (in seconds) elapsed between the start and the end of navigation. It
shows the wall-following approach consumes the longest time in the trips. The local path
backtracking approach seems to be the best choice for leaving the deadlock enclosure in
general due to its reasonability in choosing the right point to stop backtracking. On the
other hand, half path backtracking seems to be the least suitable approach when the robot
starts navigating from a location that is close to the deadlock enclosure, unlike global path
planning, which is suitable for short paths but not for long ones.

167



Computers 2021, 10, 153

Table 3. Time spent during navigation by the five proposed approaches to address the local minima with a constant-speed
robot (seconds).

Approach Testcase Random
Reflected

Virtual Target
Global Path

Backtracking
Half Path

Backtracking
Local Path

Backtracking
Wall-

Following

C-shaped 110.2 89.2 118.8 202.8 118.8 1600

Double U-shaped 194.6 176 200 219.6 192.6 932.4

V-shaped 75 53.6 57.8 62.2 55.4 221.4

Cluttered 91.8 94.8 109 94.8 104 872.2

Average 117.9 103.4 121.4 144.85 117.7 906.5

For the U-shaped, W-shaped, and E-shaped obstacles, the best approach that can be
used to take the robot out of the deadlock enclosure is the local path backtracking. For
the double U-shaped and V-shaped obstacles, the best choice is to use the reflected virtual
target approach, especially if the target is located right behind the deadlock enclosure and
the robot in front of it. The random virtual target approach is the most suitable approach
for complex environments, such as cluttered environments.

Table 4. Time spent during navigation by the five proposed approaches to address the local minima with a fuzzy-speed
robot [2] (measured in seconds).

Approach Testcase Random
Reflected

Virtual Target
Global Path

Backtracking
Half Path

Backtracking
Local Path

Backtracking
Wall-

Following

C-shaped 96.8 71.8 98.6 223.2 97.8 80

Double U-shaped 75.6 149.6 104.4 223.6 252.2 169.8

V-shaped 83.2 48 54.6 59.6 51.2 400.4

Cluttered 127.6 105 132 88.4. 132. 1378.8

Average 95.8 93.6 97.4 168.8 133.3 507.25

When the robot moves under the proposed fuzzy speed control, the time needed to
reach the target is decreased in general, although there are some odd cases, such as the
majority of the approaches’ performance in the E-shaped obstacle test and in the double
U-shaped obstacle test. Moreover, the wall following approach with fuzzy speed is noted
to be much slower, especially in the cluttered environment test and in the V-shaped test.
This slower speed for the robot with fuzzy speed control is referred to for one or more of
the following reasons: Most trap enclosures force the robot to keep moving with a high rate
of rotations and wide heading angles, specifically before detecting the local minima. This
reduces the speed of the robot because the heading angle is a strong factor that controls the
speed in the proposed fuzzy speed controller. The difference in speed rates of the robot can
be observed in Figure 15, where thick and dark paths mean a low speed. The path in the
figure indicates the locations of the steps taken by the robot. The robot’s behavior is not
the same when the speed is controlled, and that is because the step length chosen by the
fuzzy system varies from one step to another. As an example, let us consider a robot with a
constant step length. The robot in step S at location L1 measures the distance between itself
and the nearest obstacle, say D1. Depending on the value of D1, the robot determines the
next step’s heading angle as in the proposed original navigation system [9]. On the other
hand, if the speed is controlled, the same step S will navigate the robot to another location
L2, because the step length is different. In this case, the robot measures a different distance
D2 to the nearest obstacle. As a result, the robot’s decision of the heading angle will also be
different. This variance in behavior improved the performance, on average, of the reflected
virtual target approach over the local path backtracking approach in general.
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Figure 15. The difference in speed rates when the speed is controlled by the proposed fuzzy
speed controller.

In the wall-following approach, the robot is much slower because it keeps moving
along with the obstacles’ walls. This means that during the wall-following behavior, the
robot is very near to obstacles, which also reduces its speed dramatically, as noted in
Figure 16.

Figure 16. Wall-following approach reaches very low-speed rates when the robot follows the walls.

In environments that include local minima situations, most of the robot steps are either
inside the deadlock enclosure or outside but very close. This means that the factor ρ should
be higher in these environments, and the speed should be much lower. The wall-following
approach’s performance was significantly improved when the speed was controlled with
the proposed fuzzy system for the E-shaped, C-shaped, double U-shaped, and W-shaped
obstacles test cases. This is because, in these test cases, the robot did not follow the whole
environment perimeter’s wall, as shown in Figure 17 when set side by side with Figure 9f.
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Figure 17. Wall-following performance in the C-shaped obstacle test case.

6. Conclusions and Future Work

6.1. Limitations and Future Work

When the opportunities offered by IoT technologies are exploited fully in an industrial
setup, this creates a rich and ubiquitous environment. IoT devices mounted on various
objects ranging from vehicles, humans, robots, goods, to moving and still objects all con-
tribute with data that would transform a typical warehouse setting into a well-connected
and dynamic smart space. As such, when robot’s path planning algorithms are empowered
by the data contributed by IoT devices, the IoT system, such as the location of objects,
presence of obstacles, and the dynamic changes in the environment, enormous opportuni-
ties and improvement to path planning and obstacle avoidance, will arise. The solutions
proposed in this work enhance robots’ navigation in device-to-device decentralized setups.
While the results were verified using simulation work, performance results in real-world
experimental scenarios remain to be validated. Future work is planned to enable the full
extent of IoT incorporation into the robots’ navigational systems. The plan is to set up a
number of IoT-enabled robots in a shared environment with other IoT devices and obstacles.
We will then attempt to further optimize the proposed solution and make better use of the
data supplied by the IoT system. In addition, the local minima problem can be addressed
using more than one robot with deep learning solutions, especially in real-life domain
space. Robotic co-workers may present and work collaboratively with their peers (human
workers) concurrently. Having more robots in a smart factory space could earnestly require
a robust system to handle the unpredicted movement of multiple robots in a closed area,
such as in a factory.

6.2. Conclusions

In robot navigation systems in IoT, there are main goals that must be achieved, in-
cluding seeking the goal, avoiding obstacles, and avoiding local minima. In this work,
five approaches to address the local minima problem are proposed. Their implications
and opportunities in the context of IoT and Industry 5.0 were also highlighted. The reli-
ability of the five proposed approaches and the achieved enhancement in performance
was validated by comparing the five approaches to the popular wall-following approach.
The results show a significant advantage and improvement in performance in the four test
cases conducted in this work. A significant improvement in performance was reported
specifically in the cases where the robot encountered W-shaped, C-shaped, and double
U-shaped obstacles. Additionally, in cluttered environments, the proposed approaches
minimized the distance and time required by the robot to reach its destination by eight
times when compared to the traditional path planning approaches. Overall, the results
showed that the robot using any of the five proposed approaches requires fewer steps to
reach the destination, ranging from 59 to 73 m on average across varied obstacle forms, as
opposed to the wall-following strategy, which requires an average of 732 m. On average,
the robot with a constant speed and reflected virtual target approach takes 103 s to complete
the tasks, which is the greatest performance among the other approaches, whereas the
identical robot with a wall-following approach takes 907 s. Using a fuzzy-speed robot, the

170



Computers 2021, 10, 153

duration for the wall-following approach is greatly reduced, from 907 to 507 s, while the
reflected virtual target, random target, and global path backtracking may only need up to
20%t of that time; 94, 96, and 97 s, respectively. This can be attributed to the fact that the
robot using the wall-following approach keeps moving along with the obstacles’ walls in
order to avoid the local minima.
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Abstract: Prolonged exposure to ultraviolet (UV) radiation is linked to skin cancer. Children are
more vulnerable to UV harmful effects compared to adults. Children’s active involvement in using
Internet of Things (IoT) devices to collect and analyze real-time UV radiation data is suggested to
increase their awareness of UV protection. This quasi-experimental pre-test post-test control group
study implemented light sensors in a STEM inquiry-based learning environment focusing on UV
radiation and protection in primary education. This exploratory, small-scale study investigated
the effect of a STEM environment implementing IoT devices on 6th graders’ knowledge, attitudes,
and behaviors about UV radiation and protection. Participants were 31 primary school students.
Experimental group participants (n = 15) attended four eighty-minute inquiry-based lessons on UV
radiation and protection and used sensors to measure and analyze UV radiation in their school.
Data sources included questionnaires on UV knowledge, attitudes, and behaviors administered
pre- and post-intervention. Statistically significant learning gains were found only for the exper-
imental group (t14 = −3.64, p = 0.003). A statistically significant positive behavioral change was
reported for experimental group participants six weeks post-intervention. The study adds empirical
evidence suggesting the value of real-time data-driven approaches implementing IoT devices to
positively influence students’ knowledge and behaviors related to socio-scientific problems affecting
their health.

Keywords: Internet of Things (IoT); ultraviolet (UV) radiation protection; primary education; STEM
intervention; inquiry learning

1. Introduction

Overexposure to solar ultraviolet (UV) radiation is a risk for public health [1]. Ex-
cessive and prolonged exposure to UV radiation can lead to adverse effects, including
some eye diseases, diseases associated with vitamin D insufficiency [2], premature aging,
sunburn, and skin cancers [3]. As the incidence of skin cancer is increasing rapidly, it has
become one of the greatest threats to public health and has created a substantial economic
burden for skin cancer treatment, particularly in countries such as New Zealand, Australia,
the USA, UK, and Germany [3,4], as well as in Europe [5]. Children are considered a
high-risk population group [6] and are more vulnerable to the sun’s harmful effects com-
pared to adults, as their skin is thinner and more sensitive, and even a short time outdoors
in the midday sun can result in serious burns [6,7]. Skin cancer is steadily increasing in
prevalence, faster than any other cancer, disproportionately affecting a growing youth
population [8]. Melanoma cases, perhaps the most aggressive type of cancer, are increasing,
and so are other skin cancer types at increasingly younger ages [6,8,9].

The most proactive and effective way of preventing skin cancer is through education,
increasing awareness of the dangers of UV radiation exposure, and promoting sun protec-
tion practices [3,6]. Researchers agree that the dangers of skin cancer can be ameliorated
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through prevention efforts, especially those targeted at children [10]. From a young age,
children need to be educated about the sun’s harmful effects on the skin and how best to
protect themselves [7,11].

1.1. Related Work on Measuring Young Children’s Sun-Related Attitudes and Knowledge

Most of the studies that focused on measuring young children’s sun-related attitudes
and knowledge followed a survey design that was based on a one-time administration of a
questionnaire to a large sample of students, sometimes following a non-technologically
supported intervention [7,10,12,13]. For example, using a structured questionnaire, in
Aquilina et al.’s study, 965 Maltese secondary school students were surveyed concern-
ing their sun-related attitudes and knowledge. The study demonstrated a high level of
sun awareness among Maltese secondary school students [7]. In the study by Aquilina
et al. (2004), despite the high knowledge scores and relatively positive attitudes, the rate
of deliberate suntanning was still high, especially for girls. Their study showed that al-
though necessary, knowledge is not enough for a change in attitude and even less so for
a sustained behavior change. In the study by Wright et al., a randomly selected sample
of 488 children from 27 primary schools in New Zealand was surveyed regarding their
sun-related knowledge, attitudes, and behaviors. Wright et al. (2008) found that although
knowledge increased with school year level, there was a decline in sun-protective attitudes
and behaviors [13]. Saridi et al. (2012) [6] recorded habits and attitudes of 2163 primary
school students in Greece regarding sun-protection measures and pointed out the necessity
of health education programs for students and parents/teachers alike to raise awareness
about everyday sun protection.

1.2. Related Work on Sun-Safe Prevention Interventions in Primary Education

Although skin cancer is an easily preventable disease, self-directed prevention be-
haviors in children are difficult to achieve [10]. Behaviorally-based intervention strategies
are needed to facilitate the transition from knowledge to a change in attitude and then to
a change in behavior [7]. As most children spend most of the peak hours for ultraviolet
radiation at school, school instruction on sun-safe behaviors and attitudes is a popular
primary prevention method. Environmental interventions (including providing places with
shade and free sunscreen) were found to have a promising role in skin cancer prevention
interventions among children and adolescents [5]. Some studies that used behavioral inter-
ventions in primary and secondary schools also had positive results [10,12,14], reporting
significant improvements for knowledge and attitudes [14] and knowledge, attitudes, and
behaviors [12]. Hart and DeMarco (2008) [10] found that primary prevention interven-
tions have seen the most success in elementary schools rather than secondary schools,
particularly when interventions used multiunit extended instruction over time, to augment
students’ knowledge of sun-safe behaviors and attitudes toward skin protection and to
encourage students to practice more sun-protective behaviors [10].

1.3. State-of-the-Art Analysis on Using Internet of Things to Measure Ultraviolet Radiation

Previous prevention behavioral interventions [5,10,12,14] were not technologically
supported. Contemporary homes are filled with digital technologies, and children are
exposed to them almost since birth, initiating their first digital experiences at very early
ages. In a world where computers, the Internet, and mobile devices such as smartphones
and tablets are widely used for e-health [15], this trend is expected to become stronger.
Our future has been envisioned around the concept of the IoT (Internet of Things) [16], a
global computing infrastructure of trillions of connected devices that permeate the world
we live in [17]. The IoT refers to a connection between sensors and actuators implanted
into physical objects [18,19]. Ubiquitous computing and the Internet of things (IoT) are
turning into everyday household technology at an ever-increasing pace, for example, in the
form of connected toys [20] and in the form of sensors that can be used for data collection,
processing and visualization [21]. By embedding sensors, an IoT network can collect rich

174



Computers 2021, 10, 137

sensor data that reflect real-time environment conditions [21], such as UV radiation levels
in a specific environment.

An extensive number of studies were conducted to measure personal solar UV ex-
posure in various settings [2], but these studies were not applied in education. Some
recent studies focused on how UV radiation can be quantified and measured in real-time
through the IoT [22] for measuring and controlling environmental pollution [23] and for
positively affecting public health [1]. To facilitate the monitoring of solar UV intensity and
cumulative dose, various UV sensors were developed in the past few decades, and many
are commercially available [3], but they were not used for educational purposes.

1.4. The Necessity of This Study

IoT in education is a new conceptual paradigm that is still in its starting phase with a
potential benefit and impact in the learning process that has not yet been realized [24–26].
Although there were several contributions on the inclusion of IoT into the education do-
main [27,28], there is still a lack of consolidated and coherent view on this topic [21], and
there are several socio-technological challenges associated with it [29]. There is also a
minimal number of educational applications that take advantage of IoT’s potential in the
learning process and are appropriate for lower grades of formal education, as the majority
of applications targets higher education [27,30,31] or secondary education [32]. Despite
opportunities for data collection, processing and visualization made possible with IoT
devices for STEM activities [21,27,30], very few studies have focused on how the poten-
tial of IoT can be realized in primary education [27]. For example, only 11% (10 papers)
of studies that employed IoT in education and were included in the literature review
of [21] targeted elementary school students. Sensors and IoT data collection technologies
allow students to be engaged in actual research in the way scientists are, and this helps
students build an understanding of science concepts [29]. However, no studies were identi-
fied that used the IoT to influence young children’s UV protection knowledge, attitudes
and behaviors.

The study responds to the pressing need for increasing children’s awareness of the
dangers of UV radiation exposure by implementing a data-driven approach and IoT to
influence primary school children’s sun-related knowledge, attitudes, and behaviors; thus
addressing a research gap identified in the literature. The study describes an inquiry-based
activity sequence in which students had active involvement using IoT devices to analyze
real-time UV radiation data collected through light sensors. This was expected to engage
learners in an inquiry on their surroundings in a data-rich physical and digital school
environment. A quasi-experimental pre-test post-test control group research design was
used to evaluate the effectiveness of the proposed approach in increasing students’ UV
radiation knowledge and in positively affecting their attitudes concerning the need for UV
radiation protection, a socio-scientific issue affecting their health.

2. Materials and Methods

2.1. Research Questions

This study focused on designing a STEM inquiry learning environment about UV
radiation and protection by implementing IoT devices. It was enacted in formal primary
education to answer the following research questions:

RQ1: To what extent does a STEM environment implementing IoT devices affect 6th-grade
students’ knowledge regarding UV radiation and protection?

RQ2: To what extent does a STEM environment implementing IoT devices affect 6th-grade
students’ attitudes, behaviors, and behavioral change regarding UV radiation protection?

2.2. Implementation of IoT in Primary Education

An activity sequence incorporating IoT devices consisting of four eighty-minute
ultraviolet radiation and protection courses was designed and developed based on inquiry-
based learning (IBL) principles [33]. With respect to technical equipment, students used
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commercially available sensors to measure ultraviolet radiation in their schoolyard (Pasco
Wireless Light sensors), which were wirelessly connected to tablets, allowing students to
collect data in real-time and observe and process these data through the Sparkvue software.
Digital PASPORT Sensors contain an analog-to-digital converter and are automatically
recognized by PASCO software when connected through an interface. Most of these sensors
contain multiple sensing elements within one casing, which enables them to collect different
measurements using a single interface port. The Wireless Light Sensor is a coin cell battery-
powered wireless sensor that connects to a computer or tablet device through Bluetooth.
The sensor measures light through two apertures. The Spot Light Aperture measures
red-green-blue (RGB), and white. The Ambient Light Aperture measures illuminance
(measured in lux or lumens per square meter), Photosynthetically Active Radiation (PAR) in
sunlight, and solar irradiance (in watts per square meter). The Ambient Light Aperture also
measures UVA (ultra-violet A) and UVB (ultra-violet B) allowing ultra-violet index (UVI)
to be calculated. PASCO Data Collection Software displays and analyzes the measurements
from the sensor. The software also supports remote data logging for long-term experiments.
Since each sensor has a unique Device ID number, more than one can be connected to a
computer or tablet at the same time [34]. The proposed sensors can be integrated into the
primary school curriculum circumventing some of the technical challenges described in
the literature [29].

With respect to the activity sequence, during the first lesson, students studied multi-
modal sources focusing on the question “Why is the sun dangerous?”. Students worked
individually due to social distancing protocols enforced during the COVID-19 pandemic
and discussed their findings. They then experimented with UV beads focusing on the
question “Can we make UV light visible?” and suggested making UV beads bracelets to
measure the extent of UV radiation exposure in their schoolyard. Students used their UV
bracelets outdoors and made observations regarding UV radiation.

In the second lesson, students addressed the following problem: “The headmaster
needs to know during which hours are UV index levels high to take some precautionary
measures for students. How can you help?” Students studied the UV index and real-
ized that precise measurement of UV radiation levels using appropriate instruments is
needed. Students worked in pairs, placed light sensors in the schoolyard and in the football
field, and measured UV radiation levels in real-time during the lesson and for the next
two weeks.

In the third lesson, students interpreted sensor-collected data regarding UV radiation
levels at their school and suggested products they considered as sun-protective (e.g.,
sunglasses, hats, and sunscreen) and desirable actions while outdoors to ensure protection
from UV radiation (e.g., playing in the shade).

In the fourth lesson, students used sensors to examine suggested sun-protective
products to determine their level of protection. They worked outdoors in groups of four
and later discussed their findings in class.

2.3. Data Sources

Data sources were the following: (1) a test for assessing students’ knowledge regarding
UV radiation and protection [7,35], (2) the Greek translation of the questionnaire measuring
attitudes [7] and behaviors [36] concerning UV radiation and protection, and (3) the Greek
translation of the RASP-B questionnaire for categorizing participants in the stages of the
transtheoretical model of behavioral change concerning UV radiation and protection [36].

The test assessing students’ knowledge of UV radiation and protection consisted of
20 closed-ended (right or wrong) statements consistent with course objectives and validated
in other studies assessing learning gains regarding UV radiation and protection [7,35]. The
closed-ended questions were grouped into three categories: (a) questions referring to the
risk of excessive sun exposure (questions 1–5), (b) questions relating to ultraviolet radiation
(questions 6–12), and (c) questions concerning ways of protection against excessive sun
exposure (questions 13–20). The researchers added the open-ended question “What do you
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know about UV radiation?” to eliminate the possibility of randomly selected answers to
the closed-ended questions (Appendix A). The test’s content validity was evaluated by an
expert in Science Education and pilot-tested with a small number of students.

A modified version of the Aquilina et al. (2004) [7] questionnaire was used to investi-
gate students’ attitudes towards UV radiation and protection. The modification refers to
changing the dichotomous “Yes/No” scale to a 5-point Likert scale indicating frequency of
behavior or level of agreement for greater interpretation capacity. A modified version of
the Borschmann and Cottrell (2009) [36] questionnaire was used to investigate students’
behaviors towards UV radiation and protection. The original questionnaire included
14 statements, of which five were eliminated due to their inconsistency with course objec-
tives. Participants were asked to choose an option from a 5-point Likert scale ranging from
1 (never) to 5 (always) (Appendix B).

The RASP-B questionnaire was used [36] to record any change in participants’ stage of
behavior towards UV protection. It included 12 statements, which allocate participants in
the first three stages of the behavioral change model: a. Pre-contemplation (questions 1, 5,
10, and 12), b. Contemplation (questions 3, 4, 8 and 9) and c. Action (questions 2, 6, 7 and
11). Participants were asked to choose one option on a 5-point Likert scale ranging from 1
(I completely disagree) to 5 (I completely agree) (Appendix C). The RASP-B questionnaire
appears to have satisfactory psychometric properties, with the Cronbach’s alpha ranging
from 0.67 to 0.76. Both questionnaires were translated into Greek and then back-translated
for accuracy.

2.4. Research Design

The study followed a quasi-experimental pre-test–post-test control group design.
Delayed post-tests were also administered to experimental group students six weeks after
the intervention for examining knowledge, attitudes, behaviors, and stage of behavior
preservation. Primary school-age children are generally more responsive to efforts to
increase sun-safe behaviors and improve attitudes toward skin cancer prevention than
are adolescents [10]. Therefore, the study focused on upper primary school students. A
primary school was chosen through convenience sampling. There were two sixth-grade
classes in the school selected for the study. One class (to which the first author had
access) was purposively selected as the experimental group; hence the other served as a
control group.

2.5. Participants

Fifteen 6th-grade primary school students (eight boys and seven girls) were included
in the experimental group and participated in four eighty-minute courses on UV radiation
and protection during March and April 2021. Sixteen 6th-grade primary school students
(nine boys and seven girls) constituted the control group and did not receive any instruction
regarding UV radiation and protection.

2.6. Research Ethics

All participating students and their parents were informed in writing about the study’s
objectives and gave their informed consent for inclusion before they participated in the
study. The study was conducted in accordance with the Declaration of Helsinki and it
adhered to the ethical standards of the American Psychological Association and General
Data Protection Regulation guidelines. The study protocol was approved by the Ethics
Committee of the Center of Educational Research and Evaluation of the country in reference
(approval code 7.15.01.25.8.1/10) on 4 August 2020. All participants, and their parents’
written consent was ensured.

2.7. Data Analysis

Descriptive statistics (mean, SD) and inferential statistical tests (paired samples and
independent samples t-tests) were used for data analysis in SPSS 26 for answering both
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research questions. To verify the integrity of the outcomes, a comparative analysis using
R, a programming language and environment for statistical computing and graphics, was
performed for statistically significant results. Closed-ended questions of the knowledge
test for RQ1 were scored dichotomously by allocating 1 point for any correct answer
and 0 points for any wrong answer [37]. Phenomenography was applied to score the
open-ended question [38] based on the emerging coding scheme shown in Table 1.

Table 1. Coding scheme for the open-ended question “What do you know about UV radiation?

Points Rationale Example

0
No answer

Wrong answer
Uses the question to answer

“I don’t know” (Student 9)
“I do not know exactly, but I think it is the light from the sun”

(Student 15)
“I know it’s a type of radiation (Student 7)”

1

Refers to the sun as the source of the UV radiation
Refers to some characteristics showing the severity
of UV radiation, its effects on human health and

the necessity to adopt protective behaviors.

“I know it’s harmful to the human body”
“[ . . . ] we mustn’t spend too much time in the sun, because we will

get sunburned. If we want to stay (in the sun) we must take
precautions” (Student 8)

2

Refers to specific characteristics of UV radiation
such as name, source, types

Refers to severity as one of its characteristics and
gives an example

Refers to effects on human health and gives
examples of precautionary measures

“It has three types UVA, UVB and UVC. UVC can’t pass through the
ozone layer. The other two can, and in specific hours and seasons they

can be very dangerous for humans” (Student 12)
“Ultraviolet radiation (UV) is divided in UVA, UVB and UVC and
it’s dangerous when in high level. We need to be protected with proper
precautionary measures so that it won’t harm our skin.” (Student 13)
“UV radiation comes from the sun and can cause severe damage to

eyes and skin.” (Student 14)

A second researcher coded all students’ answers. Inter-rated reliability among the two
coders was calculated at 81.81%, with four disagreements resolved among the
two researchers.

For RQ2 referring to attitudes, the options never/completely disagree and rarely/disagree
were considered as desired attitudes (for example: the response “completely disagree” in a
statement such as the following: “I think getting sunburned occasionally does not do any
harm” is considered a desired attitude). Desired attitudes were evaluated with one point;
otherwise, they were evaluated with zero points. For investigating participants’ behaviors,
options sometimes, usually, and always were evaluated with one point since they were
classified as desirable behaviors. For example: the response “usually” in a statement such
as the following: “How often do you wear a hat when outside in the sun” is considered a
desired behavior. In any different case, behaviors were evaluated with zero points. The
total score of students’ attitudes and behaviors was computed, respectively. An α level of
0.05 was set a priori for all statistical analyses.

Regarding participants’ classification of the stages of behavioral change, the model
suggested by [36] was used. First, the options were scored as follows: −2 points (completely
disagree), −1 point (disagree), 0 points (no opinion), +1 point (agree), +2 points (completely
agree). Each stage had four corresponding statements. The total grade of each participant
for each stage of behavior was calculated. The total score ranged from −8 points to
+8 points, and the participant was classified to the stage with the highest score.

3. Results

3.1. Research Question 1

All 31 students were pre-tested regarding their knowledge regarding UV radiation
and protection prior to the intervention to ensure group equivalence (Table 2). There
were no significant differences concerning the initial scores achieved by the experimental
group (Mean = 14.67; SD = 2.12) compared with the scores achieved by the control group
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(Mean = 12.06; SD = 3.06), when an independent samples t-test was performed (t29 = 2.7,
p = 0.253).

Table 2. Students’ knowledge of UV radiation and protection before and after the intervention for
the experimental and control group.

n Pre Post Delayed

Mean SD Mean SD Mean SD

Experimental group 15 14.67 2.12 17.73 ** 2.63 18.00 ** 2.12
Control group 16 12.06 3.06 11.56 3.98

** Significant result with p < 0.01.

After ensuring group equivalence, experimental students’ pre and post-intervention
scores were compared by performing a paired samples t-test. Experimental group par-
ticipants showed statistically significant learning gains, in contrast with control group
participants who did not (Table 2). The post-intervention experimental group students’
performance significantly increased from 14.67 (SD 2.12) to 17.73 (SD 2.63) (t14 = −3.64,
p = 0.003). This result was confirmed using R. Control group students’ test performance
decreased slightly but not significantly from pre- to post-intervention (Table 2).

For investigating knowledge preservation, a test was administered six weeks after the
intervention in the experimental group. As shown in Table 2, learning gains significantly
increased from 14.67 (SD 2.12) pre-intervention to 18.00 (SD 2.12) (t14 = −4.152, p = 0.001)
six weeks after the intervention. This result was confirmed using R.

3.2. Research Question 2

All 31 students’ attitudes regarding UV radiation and protection were measured prior
to the intervention. An independent samples t-test was performed to establish group
equivalence. Both experimental (Mean 3.71; SD 0.52) and control group participants (Mean
3.52; SD 0.69) held similar attitudes concerning UV radiation and protection, which were
considerably high for both groups. No significant differences were noted (t29 = 0.844;
p = 0.406), therefore groups were considered equivalent regarding their attitudes towards
UV radiation and protection prior to the intervention (Table 3).

Table 3. Attitudes on UV protection pre- and post-intervention for the experimental and control group.

n Pre Post

Mean SD Mean SD

Experimental group 15 3.71 0.52 3.77 0.65
Control group 16 3.52 0.69 3.70 0.54

For comparing students’ pre- and post-intervention attitudes for both experimental
and control group participants, a paired samples t-test was performed. Experimental
group participants’ attitudes regarding UV radiation and protection were slightly but not
significantly increased from 3.71 (SD 0.52) to 3.77 (SD 0.65). A similar pattern was revealed
for control group participants, whose attitudes had a slight but non-significant increase
from 3.52 (SD 0.69) to 3.70 (SD 0.54). As experimental group students’ attitudes were
considerably high from the beginning (approximating 4 out of 5), they were not measured
again in the delayed post-test.

All 31 students’ behaviors regarding UV protection were investigated prior to the
intervention for group equivalence to be established. An independent samples t-test was
performed. Experimental (Mean 3.15; SD 0.70) and control group participants (Mean 3.00;
SD 0.58) reported similar behaviors concerning UV protection. No significant differences
were noted (t29 = 0.656; p = 0.427), therefore the two groups were considered equivalent
regarding their behaviors towards UV protection prior to the intervention (Table 4).
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Table 4. Students’ behaviors on UV protection in the experimental and control group before and
after intervention.

n Pre Post Delayed

Mean SD Mean SD Mean SD

Experimental group 15 3.15 0.70 3.25 0.71 3.52 * 0.71
Control group 16 3.00 0.58 2.88 0.87

* Significant result with p < 0.05.

Experimental group participants’ behavior regarding UV protection was positively
differentiated from pre- to post-intervention. Pre-intervention behaviors held by experi-
mental group participants were considered neutral at first (Mean 3.15; SD 0.70), moved to
more desired ones immediately after the intervention (Mean 3.25; SD 0.71), and continued
to be significantly and positively differentiated (Mean 3.52; SD 0.71) six weeks after the
intervention (t14 = −2.46; p = 0.027), a finding confirmed using R. On the contrary, behaviors
adopted from control group participants were negatively differentiated from 3.00 (SD 0.58)
to 2.88 (0.87).

As far as UV protection behavioral change is concerned, an improvement regarding
the desired behavior was recorded for experimental group participants. The latter moved
from hierarchically lower levels of behavior concerning UV protection to higher ones
immediately after the intervention, based on the Transtheoretical Model of Behavioral
Change (TMBC) (Table 5). Table 5 shows an increase in students categorized in the higher
level of behavior measured, the action stage, from one student post-intervention to four
students in the delayed post-test, a finding that is not observed in the control group, where
we see a decrease in students categorized in the action stage from pre to post.

Table 5. Classification of participants’ behaviors in the experimental and control group based on
Transtheoretical Model of Behavioral Change (TMBC).

Stages of Behavior Frequencies of Desired Behaviors

Pre Post Delayed Pre Post

Experimental Group Control Group

Pre-contemplation stage 3 1 4 13 8
Contemplation stage 10 11 7 0 6

Action stage 1 2 4 3 2

Specifically, experimental group participants positively differentiated their post-
intervention behavior pattern concerning UV protection for the statements “How often do
you wear clothes that cover most of your body to avoid the sun?” (from 4 to 10 participants),
“How often do you wear a hat when exposed to the sun?” (from 9 to 12) and “How often
do you sit in the shade when you are in the beach?” (from 12 to 14). Six weeks after,
participants’ behavior regarding UV protection remained positive. Specifically, a positive
differentiation was presented in six out of seven statements of sun-protective behaviors
referring to “How often will you go sunbathing between 11:00 to 4:00?” (from 5 to 7), “How
often do you wear a hat when exposed to the sun?” (from 12 to 13), “How often do you
sit in the shade when you are in the beach?” (from 12 to 13), “How often do you wear
sunglasses?” (from 10 to 14), “How often do you wear sunscreen?” (from 14 to 15), “How
often do you stay in the shade to avoid the sun?” (from 10 to 13). Despite the improvement
noted in behaviors adopted from experimental group participants, six weeks after the
intervention, some participants regressed to lower stages of behavioral change (Table 5).

As for the control group, their post behaviors differentiated, with the number of par-
ticipants in the contemplation stage rising from zero to six and the number of participants
in the pre-contemplation stage declining from thirteen to eight. Positive changes observed
in control group participants’ self-reported attitudes and desired behavioral stages can
potentially be attributed to the diffusion of treatment intervention [39]. The latter was
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inevitable in this study as students of the two groups shared the school spaces where
the UV sensors were placed. They can also be attributed to control group participants’
increased motivation for positive self-presentation [40] and an effort to present themselves
in the most positive manner possible to outperform experimental group participants.

4. Discussion

The present study aimed to investigate the extent to which a STEM inquiry-based
learning environment implementing IoT devices can affect sixth-grade students’ knowl-
edge, attitudes, and behaviors about UV radiation and protection. Regarding RQ1, findings
demonstrated that experimental group students’ learning gains were improved signifi-
cantly by the end of the intervention, consistent with previous work reporting that non-
technologically supported interventions regarding UV radiation and protection contributed
to knowledge acquisition [7,13,14,35,41]. Contrary to previous studies that did not mea-
sure learning gains using delayed post-tests, our study showed that students’ learning
gains were preserved six weeks post-intervention. This may indicate that interventions
incorporating IoT devices that students can use to collect data and solve socio-scientific
problems that affect them personally are more likely to result in long-term learning effects.

Concerning RQ2, both experimental and control group students’ attitudes towards
UV radiation and protection remained positive from pre- to post-intervention with a slight
but non-significant improvement by the end of the intervention. Moreover, experimental
students’ behaviors regarding UV protection were positive pre- and post-intervention and
significantly improved six weeks after the intervention took place while control group
students’ behaviors deteriorated. Studies have shown that young children’s attitudes on
complex socio-scientific issues are difficult to change [42]. Studies have also shown the
limitations of short-duration efforts. Although they can improve children’s knowledge
and, in some cases, improve attitudes and sun-protection behavior immediately after
the program, their influence is likely to be short-lived [7]. Contrary to previous research
findings, in our study, a delayed post-test showed that the effect of the intervention had
been retained over time, at least with respect to self-reported behavioral change and
intended practices for the upcoming summer.

The differentiating factor in the behavioral intervention described in our study as
compared with the ones described in the literature thus far [10,12,14] was the integration
of IoT devices in the curriculum to positively affect children’s UV protection knowledge,
attitudes and behaviors, through a real-time data-driven inquiry learning approach. The
effectiveness of the described STEM intervention may potentially be attributed to several
design characteristics. One of them is the authentic problem students were asked to solve
that made them realize the need for real-time and accurate measurement of UV radiation
levels through sensors. Another design characteristic refers to providing the ability to visu-
alize, analyze and interpret meaningful data that students collected themselves using IoT
devices to make informed decisions as to the extent to which specific products provide UV
radiation protection. The use of IoT for real-time UV radiation data collection and analysis
contributed to improving students’ knowledge on UV radiation protection, in enhancing
meaningful, active learning in an authentic environment that afforded experimentation
to find solutions to real-life problems, as indicated by [27] and in positively influencing
children’s UV protection behaviors.

IoT is set to transform the education domain in many ways in the near future [21].
This exploratory study resulted in an empirically validated IoT intervention to increase
young children’s UV protection knowledge and positively affect desired attitudes and
behaviors. The study contributed to the lack of published studies involving the effective
integration of IoT in primary education STEM topics, which was introduced at a pilot stage
in the country where the study took place in 2019. It increased our understanding of how
innovative technologies combined with a data-driven approach can positively influence
students’ knowledge, attitudes, and behaviors related to socio-scientific problems affecting
their health.
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4.1. Limitations

Convenience sampling was used rather than random sampling, which would have
been preferred to increase the generalizability of the study’s findings. In addition, the
first author held a dual role as the intervention designer/teacher and researcher. The
study was exploratory, used a small sample, and was based solely on quantitative data.
Due to the small sample of the study, the use of advanced Artificial Intelligence/Machine
Learning techniques in order to provide more reliable results was not feasible. The use
of a larger sample and the addition of qualitative data in the form of in-depth student
interviews or observations conducted by parents or teachers concerning children’s attitudes
and behaviors regarding UV protection would strengthen the study.

The fact that a quasi-experimental design was used, in which the control group did not
participate in an innovative intervention and did not receive any instruction, threatened the
study’s internal validity; a limitation commonly reported in quasi-experiments in the social
sciences [43–45]. As previously mentioned, the data collected by control group participants
might have been affected by factors such as “secondary” treatment infusion [39] and
positive self-presentation [40]. Moreover, without objective measures of children’s practice,
we had to rely on their self-reports, which are susceptible to memory errors and social
desirability tendencies, a problem also reported by [14].

4.2. Future Work

A number of devices and innovative methodologies have recently been promoted,
advocating the benefits of monitoring personal exposure patterns to solar radiation. These
innovations are beneficial to the community and researchers as tools for monitoring sun
exposure behavior [2]. For example, Wu et al. (2019) [1] developed an IoT application in
which when high UV is detected, it will notify users by pushing notifications to their mobile
phone so that the users will take some appropriate actions [1]. Using objective measures
such as wearables to monitor actual exposure has potential in future studies that will aim
to measure the effect of behavioral interventions more accurately and systematically [5,46].

Our future work will first identify reliable and practical UV sensors for personal
UV exposure monitoring [3] that are appropriate for use by school children, such as UV
monitor bracelets as wearable devices [47]. It will then use wearable devices measuring UV
radiation to triangulate children’s self-reported data and measure the effect of IoT-based
behavioral interventions on children’s attitudes and behaviors more accurately and over
time in future longitudinal studies with larger sample sizes. Future work will also empower
students by involving them in a co-design process of IoT devices for inquiry learning, as
Kusmin (2019) [27] suggested.
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Appendix A. Test Assessing Students’ Knowledge on UV Radiation and Protection

1. What do you know about UV radiation?

2. Read the statements carefully and circle the correct answer.

A1. Knowledge of the risk of excessive sun exposure

1. Too much sun can harm people. TRUE FALSE

2. Too much sun exposure can cause freckles. TRUE FALSE

3. Too much sun exposure can cause wrinkles on the skin when you grow older. TRUE FALSE

4. The sun is bad for your skin only when you get sunburnt. TRUE FALSE

5. A suntan is a sign of being healthy. TRUE FALSE

A2. Knowledge of UV radiation

6. UV rays are sun rays. TRUE FALSE

7. UV rays are always dangerous for people. TRUE FALSE

8. Ultraviolet radiation can harm your skin and eyes, only if you spend too much time in the sun. TRUE FALSE

9. UV level is high all day long. TRUE FALSE

10. UV rays helps in synthesizing vitamin D. TRUE FALSE

11. UV index uses colors to show how danger UV rays are. TRUE FALSE

12. UV rays can cause suntan and sunburn to the skin. TRUE FALSE

A3. Knowledge of protection against excessive sun exposure

13. The sun is strongest and more harmful between 11 a.m. and 4:00 p.m. TRUE FALSE

14. The ozone layer protects the earth from too much ultraviolet radiation. TRUE FALSE

15. You cannot get too much sun, on a cloudy day. TRUE FALSE

16. You do not need to protect your skin with sunscreen when under a beach umbrella. TRUE FALSE

17. If you apply sunscreen, there is no need to wear a hat and shirt when in the sun. TRUE FALSE

18. One application of sunscreen protects your skin for at least 4 h. TRUE FALSE

19. The sun can harm your eyes, and you should wear sunglasses when out in the sun. TRUE FALSE

20. Sunscreen with Sun Protection Factor less than 15 is not enough to protect you. TRUE FALSE
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Appendix B. Questionnaire Assessing Students’ Attitudes and Behaviors towards UV

Radiation and Protection

PART A: In this part, statements concerning people’s attitudes towards UV protection are included.

Instructions: In the next table, circle the number that represents you the most for each one of the following statements. For your
answers use the scale 1 to 5.

1 = Never 2 = Rarely 3 = Sometimes 4 = Usually 5 = Always

A1. Attitudes towards UV protection

1. I am shy to apply sunscreen in front of my friends. 1 2 3 4 5

2. Wearing a shirt at the beach does not look cool. 1 2 3 4 5

3. Covering up in the sun is a hassle. 1 2 3 4 5

4. I worry that the sun may give me freckles. 1 2 3 4 5

1 = Completely disagree 2 = Disagree 3 = Neither agree nor disagree 4 = Agree 5 = Completely agree

A2. Attitudes towards UV protection

1. My parents do not protect themselves from the sun, so I do not feel that I
need to be careful myself.

1 2 3 4 5

2. I think getting sunburnt occasionally does not do any harm. 1 2 3 4 5

3. I do not feel that I should protect myself from the sun because skin
cancer can never happen to me.

1 2 3 4 5

PART B: In this part, questions and statements regarding sun-protective actions are included.

Instructions: In the following table, circle the number showing how often each of the following statements represents you. For
your answers, use the following scale of 1 to 5.

1 = Never 2 = Rarely 3 = Sometimes 4 = Usually 5 = Always

B1. Behavior/Perceived severity

1. In the past, how often did you go sunbathing at the beach between
11:00 a.m. and 4:00 p.m.?

1 2 3 4 5

2. How often do you wear clothes that cover most of your body (hands
and legs included) to avoid the sun?

1 2 3 4 5

3. How often do you wear a hat when outside in the sun? 1 2 3 4 5

4. How often do you sit in the shade at the beach? 1 2 3 4 5

5. How often do you wear sunglasses? 1 2 3 4 5

6. How often do you use sunscreen? 1 2 3 4 5

7. How often do you stay in the shade to avoid the sun? 1 2 3 4 5

Instructions: In the following table, circle Yes or No.

B2. Behavior

1. Last summer, did you get reddish skin or a sunburn on your face or
body?

YES NO

2. Think of a summer day. How many hours do you spend exposed to the sun? Put a tick in a box.

a. 0 h d. three to four hours

b. less than an hour e. more than five hours

c. one to two hours
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Appendix C. RASP-B Questionnaire Assessing Students’ Stage of Behavior towards

UV Radiation Protection

RASP-B Questionnaire

Statements referring to sun exposure and their peoples’ beliefs about it are included in this questionnaire. Read the instructions
carefully and answer all the following statements.

Instructions: In the following table, circle the number representing your level of agreement for each of the following statements.
For your answers, use the following scale of 1 to 5.

1 = Completely disagree 2 = Disagree 3 = Neither agree nor disagree 4 = Agree 5 = Completely agree

1. I do not think I spend too much time exposed to the sun. 1 2 3 4 5

2. I am trying to spend less time in the sun than I used to. 1 2 3 4 5

3. I enjoy spending time in the sun, but sometimes I spend too much time in the sun. 1 2 3 4 5

4. Sometimes I think I should spend less time in the sun. 1 2 3 4 5

5. It’s a waste of time thinking about how much time I spend in the sun. 1 2 3 4 5

6. I have just recently changed my sun exposure habits. 1 2 3 4 5

7. Anyone can talk about wanting to do something reducing their sun exposure, but
I am actually doing something about it.

1 2 3 4 5

8. I am at a stage where I should think about spending less time in the sun. 1 2 3 4 5

9. The amount of time I spend in the sun is a problem sometimes. 1 2 3 4 5

10. There is no need for me to think about changing my sun exposure habits. 1 2 3 4 5

11. I am actually changing my sun exposure habits right now. 1 2 3 4 5

12. Spending less time in the sun would be pointless for me. 1 2 3 4 5
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