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This volume represents the proceedings of the fifth IEEE Eurasia Conference on
Biomedical Engineering, Healthcare and Sustainability 2023 (IEEE ECBIOS 2023). This
conference was held at Chia Nan University of Pharmacy & Science, Tainan, Taiwan, on
2–4 June 2023; it was co-organized by Chia Nan University of Pharmacy and Science,
the Institute of Electrical and Electronics Engineers (IEEE), and the International Insti-
tute of Knowledge Innovation and Invention (IIKII). The conference provided a unified
communication platform for researchers in the topics of biomedical engineering, health-
care and sustainability. The healthcare domain is currently experiencing a sector-wide
transformation thanks to advances in computing, networking technologies, big data, and
artificial intelligence. Healthcare is not only changing from reactive and hospital-centered
to preventive and personalized medicine, but from disease-focused to well-being-centered
treatment. Healthcare systems, as well as fundamental medicine research, are becoming
smarter due to developments in biomedical engineering. Furthermore, with cutting-edge
sensors and computer technologies, healthcare services and technologies are being used
with better efficiency, higher quality and lower costs. However, these innovations often
do not bring sustainability, health and happiness to all people. Science and technology are
complemented by arts, humanities, social sciences and indigenous know-how and wisdom,
therefore increasing the benefits for the needy in all regions and classes of people. We
need an ethically aligned and driven healthcare system which is also sustainability. In
this regard, this conference has promoted the interdisciplinary collaboration of science
and engineering technology specialists in the academic and industrial fields, as well as
fostering international networking. During the conference, there were extensive presenta-
tions and discussions in which attendants participated in various activities and gathered
together in diverse groups across disciplines to generate new ideas, collaborations and
business opportunities.

IEEE ECBIOS 2023 was held in a hybrid form of on-site and online presentations.
Figure 1 depicts a group photo of the conference opening. The first keynote speech, entitled
“Regulatory functions of glycosylation in cancer and neuroinflammation and the possibility
of application”, was delivered by Dr. Jian-Guo Gu, a Professor at Tohoku Medical and
Pharmaceutical University, Japan. He divulged that glycosylation plays numerous roles in
protein folding, targeting, recognition and other functions, and showed that the changes in
glycan structures are associated with many physiological and pathological events, including
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cell adhesion, migration, growth, differentiation and tumor invasion. He mainly focused
on N-glycans remodeled by several glycosyltransferases in cell growth, adhesion and the
process of epithelial-to-mesenchymal transition (EMT) and cancer multidrug resistance
(MDR) to address the potential roles of N-glycans in cancers. These results demonstrated
that N-glycans can serve as an on/off switch to regulate cell adhesion and growth and
provide new insights into the molecular mechanisms of cancer metastasis and chemoresis-
tance. In the speech, the importance of core fucosylated N-glycans was also pointed out,
addressing the molecular mechanisms of core fucosylation in several diseases, including
hepatocellular carcinoma, pancreatic carcinoma and neuroinflammation. Possibilities for
clinical applications were discussed.

Figure 1. Group photo at the opening ceremony of IEEE ECBIOS 2023.

The second keynote speech, entitled “Developing AI-based brain-computer interfaces
in immersive VR environments”, was presented by Dr. Po-Lei Lee, a Professor at the
Department of Electrical Engineering, National Central University, Taiwan. The motor
imagery (MI)-based brain–computer interface (BCI) is an intuitive interface that enables
users to communicate with external environments through their minds. However, con-
temporary MI-BCI systems ask naïve subjects to perform unfamiliar MI tasks with simple
textual instruction or visual/auditory cues. Dr. Lee stated that the unclear instructions
for MI execution not only result in large inter-subject variability in the measured EEG
patterns, but also cause difficulties in grouping cross-subject data for big data training.
Dr. Lee introduced the design of a BCI training method in a virtual reality (VR) environment
in which a head-mounted device (HMD) is used for action observations (Aos) with MI
(i.e., AO+MI) in VR environments. EEG signals recorded in the AO+MI task are used to
train an initial model, which is then continually improved using EEG data in subsequent
BCI training sessions. In this experiment, five healthy subjects and each test subject par-
ticipated in three tasks: an AO+MI task, an MI task, and an MI task with visual feedback
(MI-FB) three times. By adopting a transformer-based spatial–temporal network (TSTN),
users’ MI intentions were decoded. In contrast to other convolutional neural network
(CNN) or recurrent neural network (RNN) approaches, the TSTN extracted spatial and
temporal features and applied attention mechanisms in spatial and temporal dimensions to
perceive the global dependencies. The mean detection accuracies of TSTN were 0.63, 0.68,
0.75, and 0.77 in the MI, first MIFB, second MI-FB, and third MI-FB sessions, respectively. It
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was demonstrated that the AO+MI approach made it easier for subjects to conform to their
imagery actions, and the BCI performance was improved with the continual learning in the
MI-FB training process.

The third keynote speech was presented on “Optimizing Alternative Methods for Skin
Sensitization Prediction: An Integrated Approach Using PaDEL and Machine Learning
with the OECD QSAR Toolbox” by Dr. Kuan-Han Lee, a Distinguished Professor in the
Department of Pharmacy, Chia Nan University of Pharmacy and Science, Taiwan. He
emphasized that skin sensitization is critical in ensuring the safety and efficacy of chemicals
used in various industries. The OECD QSAR Toolbox is an alternative tool for predicting
skin sensitization with promising results; however, its current hit rate of 70–85% leaves
room for improvement. He proposed the integration of machine learning techniques and
PaDEL to analyze the molecular descriptors and fingerprints of the dataset to establish a
skin sensitization prediction model using machine learning techniques such as grouping,
combination selection and rolling corrections. In this speech, he explained that by enhancing
the accuracy of the QSAR Toolbox, the resulting workflow was fed back into the QSAR
Toolbox. A summary of the superior detection range and inaccurate aspects of allergens in
OECD QSAR was provided to optimize the model and improve the prediction accuracy.
The explained approach resulted in a higher hit rate than the present rate of 70–85% in the
automated workflow of the QSAR Toolbox. By integrating PaDEL and machine learning
techniques, a skin sensitization prediction model was constructed with enhanced accuracy.
In his conclusion, the potential of integrating PaDEL and machine learning techniques
with the OECD QSAR Toolbox was suggested to improve the accuracy of skin sensitization
predictions. This technique is believed to promote animal welfare and the development
of alternative methods and provide a valuable reference for future research on alternative
skin sensitization tools. It is also expected to advance animal welfare and the safety of
chemicals used in various industries.

In addition to the keynote speeches, IEEE ECBIOS 2023 provided six Regular Ses-
sions and two Invited Sessions, covering various related topics of biomedical engineer-
ing, healthcare, and sustainability. Figures 2 and 3 show several on-site and online oral
presentation sessions.

Figure 2. Presentation at an on-site session of IEEE ECBIOS 2023.
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Figure 3. Online presentation of IEEE ECBIOS 2023.

Many substantial results were shared again at IEEE ECBIOS 2023 by enthusiastic par-
ticipants. In total, 105 excellent papers in relevant engineering fields were selected through
peer review for the publication of the IEEE ECBIOS 2023 proceedings. The proceedings are
expected to help accelerate interdisciplinary collaboration and international networking
within science and engineering technology specialists in the academic and industrial fields.
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neering Proceedings, the volume editors certify to the publisher that all papers published
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expected of a Proceedings journal.
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Figure 1. Review process for conference proceedings of the 5th IEEE Eurasia Conference on Biomedi-
cal Engineering, Healthcare and Sustainability 2023 (IEEE ECBIOS 2023).
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Abstract: The Internet of Things (IoT) has revolutionized technologies in society, including in house-
holds, offices, factories, and health centers. Among these, the Healthcare Internet of Things (HIoT)
significantly transforms medical assistance for patients. By using wearable devices with remote
network connections, caregivers monitor patients’ physiological data to gain valuable insights into
their health conditions. Despite the many benefits of the HIoT, several security vulnerabilities still
exist. Hackers can exploit the internet connection to steal or modify credential information regarding
patients, violating the integrity and confidentiality of the security policy. Moreover, they can launch
cyberattacks on hospitals or critical life-support systems, further endangering patients’ lives. Conse-
quently, it is crucial to implement robust cybersecurity measures to enhance the security of healthcare
services. Therefore, we proposed an anomaly detection method based on network traffic for the HIoT,
adopting Markov models. Owing to their simplicity, interpretability, and well-developed theory, the
Markov models have been applied to network traffic prediction and modeling, serving as a viable
approach to cater to our needs. We evaluated the proposed method using the public dataset ToN_IoT
and analyzed the results.

Keywords: healthcare internet of things; anomaly detection; network traffic; Markov models

1. Introduction

The Healthcare Internet of Things (HIoT) redefines health services for patients. Due
to the exponential growth in the network traffic generated by all connected devices in
the HIoT, monitoring the network’s performance and overcoming its inefficiencies pose a
challenge. Network traffic prediction is one of the subfields of Network Traffic Monitoring
and Analysis (NTMA) [1], which focuses on analyzing past characteristics of network
traffic to predict future trends. This serves as a solution to be addressed, particularly in
anomaly detection. Anomaly detection is crucial to cybersecurity and is further integrated
into an intrusion detection system (IDS). An anomaly-based IDS, in comparison to its
signature-based counterpart, characterizes the normal behavior of a system to differentiate
attack traffic, whereas its counterpart searches for features that directly match the attack
traffic from its pre-built database. Before the advent of the HIoT and the proliferation of
IoT applications, most of the prediction and anomaly detection methods only considered
univariate time series. However, network traffic consists of different attributes and statisti-
cal contexts, such as packet counts, interarrival time, protocol type, and connection status.
Focusing solely on univariate time series may overlook the underlying correlation between
the different attributes [2]. Therefore, in this study, we adopted a multivariate analysis to
detect anomalies in network traffic in the HIoT environment.
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2. Related Works

Anomaly detection methods have been a subject of ongoing research in many fields
of study. Recent studies mostly focus on various machine learning and deep learning
algorithms for anomaly detection. Wu et al. [3] applied the graph neural network (GNN)
for anomaly detection in Industrial Internet of Things (IIoT) scenarios, specifically to the
studies on smart factories, smart transportation, and smart energy. They provided a com-
prehensive investigation of different types of anomalies such as point anomalies, contextual
anomalies, and collective anomalies. Chen et al. [4] proposed a transformer-based frame-
work, called GTA, to learn graph structures for multivariate time series’ anomaly detection
in IoT sensor data. Park et al. [5] addressed the issue of data imbalance in an AI-based
network intrusion detection system (NIDS) using a generative adversarial network (GAN)
by generating synthetic data for minor attacks, along with an autoencoder-driven model
for detection. Furthermore, Liu et al. [6] combined an attention-mechanism-based convolu-
tional neural network long short-term memory (AMCNN-LSTM) model with federated
learning to detect edge device failures. Qi et al. [7] introduced a novel approach called
MDS_AD, which employed locality-sensitive hashing (LSH), isolation forest, and principal
component analysis (PCA) to detect point and group anomalies considering multi-aspect
data. Regarding studies of Markov models and network traffic analysis, Aceto et al. [8] ap-
plied high-order Markov chains and hidden Markov models (HMM) to predict mobile-app
traffic. Liu et al. [9] introduced tensor operations to a multivariate, multi-order Markov
chain for network traffic’s multi-modal prediction.

3. Methodology

The multivariate high-order Markov chain with Hellinger distance (MHMC-HD) was
proposed for detecting anomalies in network traffic for HIoT scenarios in this study.

3.1. Problem Formulation

Let X = {X1, X2, X3, . . . , Xt−1, Xt, Xt+1, . . .} be a set of consecutive random vari-
ables that describe the state of each network traffic flow at time t. The finite state set is
denoted as

S ≡ {1, 2, 3, . . . , I} (1)

where I represents the total number of states. Similar to network traffic prediction, our
objective is to obtain the transition probability of the state at the next time step, given the
states at k’s preceding ones.

3.2. MHMC

In a classical first-order Markov chain, the current state is determined solely by the
previous state.

P(Xt+1 = j|Xt = i, Xt−1 = it−1, . . . X0 = i0)
= P(Xt+1 = j|Xt = i)
= pi,j

(2)

where state j, i, i0, . . . it−1 ∈ S. The assumption of temporal homogeneity is made, meaning
that the transition probability does not depend on time t. Hence, the transition probability
matrix can be expressed as follows:

pi,j = P(Xt+1 = j|Xt = i
)

(3)

P′ =
(

pi,j
)

(4)

where P ∈ R
I×I , ∑I

i=0 pi,j = 1.

8
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Compared to the classical Markov chain, a k-order Markov chain not only depends on
the previous state but also takes into consideration the k’s preceding states.

P(Xt+1 = j|Xt = i, Xt−1 = it−1, . . . X0 = i0)
= P(Xt+1 = j|Xt = i, Xt−1 = it−1, . . . , Xt−k+1 = it−k+1)
= pit−k+1,...,it−1,i,j

(5)

where it−k+1, . . . , it−1, i, j ∈ S. Furthermore, for a network traffic flow, multiple attributes
can be obtained, such as interarrival time, packet length, and others. If we apply separate
univariate Markov chains to different attributes, the hidden correlation between these
attributes may be neglected. Therefore, it is important to retain the underlying correlation
between the different variables. In an m-variate k-order Markov chain, the state space can
be defined as follows:

S′ ≡ {(1, 1, . . . , 1), (1, 1, . . . , 1, 2), . . . , (I1, I2 . . . , Im)}. (6)

Thus, the transition probability can be represented as follows:

pit+1,1,it+1,2,...,it+1,m ,it,1,it,2,...,it,m ,...,it−k+1,1,it−k+1,2,...,it−k+1,m

= P(Xt+1,1, Xt+1,2, . . . , Xt+1,m = it+1,1, it+1,2, . . . , it+1,m|
Xt,1, Xt,2, . . . , Xt,m = it,1, it,2, . . . , it,m, . . . , Xt−k+1,1, Xt−k+1,2,

. . . , Xt−k+1,m = it−k+1,1, it−k+1,2, . . . , it−k+1,m)

(7)

where

it+1,1, it+1,2, . . . , it+1,m, it,1, it,2, . . . , it,m, . . . , it−k+1,1, it−k+1,2, . . . , it−k+1,m ∈ S′

and the transition matrix can then be converted to a tensor

P′′ ∈ R
I1,I2...,Im×...×I1,I2...Im .

3.3. Maximum Likelihood Estimation (MLE)

After acquiring the network traffic flows, the unknown transition probability tensor
is estimated based on these observations. The MLE is a common technique used for this
purpose. For a classical first-order Markov chain, the transition probability matrix can be
constructed as follows:

p̂i,j =
nij

∑k nik
(8)

nij =
Nt

∑
t=0

1{Xt=i}1{Xt+1=j} (9)

where p̂i,j and nij are the estimated transition probability and the count of transitions from
state i to state j, respectively. Nt denotes the total number of time steps in the training data,
and 1{·} is an indicator function.

3.4. MHMC with Hellinger Distance (MHMC-HD)

Initially, in the approach of this study, we applied the Hellinger distance to determine
whether testing data samples exhibited a similar underlying probability distribution to the
training data. The Hellinger distance is a measure to quantify the dissimilarity between two
discrete probability distributions. According to [8], we considered two hypotheses, H0 and
H1, to investigate whether the two datasets were represented by the same Markov model
or by different ones. For a first-order Markov chain, the two probability distributions were
described through S × S matrices Πx and Πy, where each Π was one-to-one mapped to the
corresponding transition matrix, with S denoting the finite state set.

9
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Similar to estimating unknown transition matrices, the matrix Π was obtained
using MLE.

π̂ =
nij

n
(10)

Subsequently, we applied the Hellinger distance to measure the dissimilarity between
the two matrices Πx and Πy.

H
(
Π̂x, Π̂y) = 1√

2

√√√√ S

∑
i=1

S

∑
j=1

(√
π̂x

i,j −
√

π̂
y
i,j

)2
(11)

Given a threshold γ, if H
(
Π̂x, Π̂y) > γ, the two datasets belonged to different proba-

bility distributions (H0), whereas H
(
Π̂x, Π̂y) < γ suggested that the two datasets used the

same Markov model (H1). Following that, we applied MHMC to assess the probability of
the generation of each testing data considering k.

4. Experiment and Result

4.1. Network Traffic Data

To evaluate our approach for anomaly detection on HIoT network traffic, we used the
ToN_IoT datasets. The datasets comprised IoT/IIoT telemetry data from sensors, operating
system data from Windows and Linux systems, as well as network traffic data collected
during normal operations and under various attack interferences [10–12]. The network
traffic datasets were derived from pcap and log files with Zeek logs. Among the various
attributes in the dataset, we specifically selected source payload (src_bytes), destination
payload (dest_bytes), and connection state (conn_state) to evaluate the proposed MHMC-
HD approach. The testing data included different types of attack techniques, including
DoS, injecting, ransomware, password attacks, and more [13–15].

4.2. Performance Metrics

We adopted the following common performance metrics to evaluate the results using
the confusion matrix [16]. The confusion matrix provided an overview of the outcomes of
predictive analytics and classification studies, presenting four different cases. Each case
represented the number of testing data samples falling into one of the following categories
as shown in Table 1: True Positive (TP), False Positive (FP), False Negative (FN), and True
Negative (TN).

Table 1. Confusion Matrix.

Confusion Matrix
Actual Condition

Positive Negative

Predicted Condition
Positive TP FP

Negative FN TN

• Precision: The number of correctly detected anomaly samples over the total number
of samples predicted as anomalies.

Precision =
TP

TP + FP
(12)

• Recall: The number of correctly detected anomaly samples over the total number of
actual anomaly samples.

Recall =
TP

TP + FN
(13)

10



Eng. Proc. 2023, 55, 3

• F1-score: The harmonic mean of precision and recall providing a balance measure for
the model’s performance.

F1 = 2
(Precision)(Recall)
Precision + Recall

(14)

• True Negative Rate (TNR): A metric for evaluating the false alarm rate. The number
of correctly predicted normal traffic samples over the total number of normal traffic
samples, as follows:

TNR =
TN

TN + FP
. (15)

When evaluating the testing dataset consisting of 80,000 flows, we implemented the
MHMC-HD with a threshold of γ = 0.5 for the Hellinger distance measure and an order of
k = 4 for the MHMC. Next, we compared the MHMC-HD with three other approaches,
including a four-order MHMC, the Hellinger distance measure without MHMC, and an
ML-based long short-term memory (LSTM) with an autoencoder (AE). The results are
presented in Table 2 and Figure 1. It was found that the MHMC_HD performed the best
in terms of precision, F1, and TNR, while the LSTM-AE achieved the highest score in the
recall metric.

Table 2. Comparison of the results with different methods.

Methods Precision Recall F1 TNR

Four-order MHMC 0.9815 0.9951 0.9882 0.9436
Hellinger Distance 0.8894 0.9875 0.9359 0.6316

LSTM + AE 0.8104 1 0.8995 0.3
MHMC-HD 0.9940 0.9908 0.9924 0.9821

Figure 1. Comparison of the results with different methods.

To investigate the influence of a different order (k) on the MHMC-HD in terms of
its performance in anomaly detection, we conducted experiments from order one to ten.
The results are presented in Table 3 and Figure 2. The recall and F1 scores were improved
at a higher order but the TNR metric dropped as the order increased. In Figure 3, a
significant improvement of the TNR is shown, after integrating the Hellinger distance
measure into the MHMC. This improvement indicated a reduction in the false alarm
rate when implementing anomaly detection in IoT network traffic. Overall, the results
suggested that the enhancement of the recall and F1 scores through the implementation of
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a higher order in the MHMC-HD undermined the TNR metric. Moreover, the integration
of the Hellinger distance effectively reduced the false alarm rate in anomaly detection in
IoT traffic.

Table 3. Evaluation of the MHMC-HD with different orders of k.

Order k Precision Recall F1 TNR

1 0.9979 0.5164 0.6806 0.9968
2 0.9968 0.9387 0.9669 0.9910
3 0.9952 0.9816 0.9884 0.9858
4 0.9940 0.9908 0.9924 0.9821
5 0.9933 0.9950 0.9942 0.9799
6 0.9929 0.9968 0.9949 0.9786
7 0.9926 0.9979 0.9952 0.9775
8 0.9923 0.9993 0.9958 0.9766
9 0.9919 0.9996 0.9957 0.9756
10 0.9917 0.9997 0.9957 0.9748

Figure 2. Evaluation of k-order Markov chain with Hellinger distance concerning k.

Figure 3. Comparison of the TNR metric depending on the existence of the Hellinger distance.

5. Conclusions

We developed the MHMC-HD method to detect anomalies specifically for attacking
traffic flows on the IoT’s network traffic. The impact of a higher order on the performance
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of the MHMC-HD was investigated. The results showed a considerable improvement in
anomaly detection. The results also demonstrated that integrating the Hellinger distance
into the MHMC produced a low false alarm rate, thereby enhancing the reliability of
anomaly detection in HIoT network traffic analysis.
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Abstract: This article presents the application of the compartment model to investigate the pharma-
cokinetics of delta9-tetrahydrocannabinol (THC), one of the cannabinoids found in cannabis, after
smoking cannabis. The behavior of THC and its metabolite concentrations in the body following
smoking were investigated, and the result offered a guideline for determining the appropriate du-
ration between each smoking session to prevent intoxication and potential harm to the body. The
compartment model was transformed into ordinary differential equations (ODEs) to describe the
rate of change in the concentration of THC and its metabolites in each compartment, employing the
law of mass action. For simulating the solution curve, the exact solutions of the ODE system and an
actual data sample were processed using Microsoft Excel to obtain the optimal rate constants using
curve fitting and generating a simulated curve that closely matched the actual data. The findings in
this study indicated that the proposed model effectively described the concentration behavior of THC
and its metabolites in plasma and other tissues. Therefore, the model will serve as a valuable tool
for the determination of the appropriate duration between each smoking session to prevent harm to
the body.

Keywords: compartment model; delta9-tetrahydrocannabinol (THC); pharmacokinetics; smoking

1. Introduction

Currently, many countries around the world have legalized or adopted a liberal
approach to the use of cannabis for medical, consumption, cosmetic, and recreational
purposes. Cannabis consists of approximately 500 chemical components, with at least 100
of them being unique to the cannabis plant and known as “cannabinoids” [1]. Among
these cannabinoids, delta9-tetrahydrocannabinol (THC) is the most well-known, possessing
psychoactive properties and the potential to become addictive. Nevertheless, THC exhibits
several clinically beneficial pharmacological effects, such as for chronic pain, nausea,
vomiting, and stimulating appetite [1]. Due to its psychoactive and addictive nature,
inappropriate doses and durations of THC consumption, particularly through smoking
without medical supervision, can lead to psychoactive effects and harm the body. Therefore,
studying the pharmacokinetics of THC allows for a greater understanding of the behavior
of THC and its metabolites in the body and a determination of the appropriate dosage and
duration for each administration of THC.

Pharmacokinetics, which encompasses the processes of drug absorption, metabolism,
distribution, and excretion [2], plays a crucial role in understanding drug behavior and
establishing the relationship between drug absorption, distribution, and elimination rates
within the body. It assists in developing appropriate therapeutic responses. Many different
pharmacokinetics study approaches have been used so far. Compartmental modeling has
been frequently employed in pharmacokinetics research since 1932 [3]. A compartment
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model serves as a mathematical representation of either the entire body or a specific portion,
dividing it into compartments, and is useful for investigating the kinetics of physiological
or pharmacological processes [4]. This modeling technique aids in comprehending the
underlying biological processes that dictate the kinetic behavior of drugs or chemicals
administered to the body.

In pharmacokinetics, THC rapidly enters the lungs and subsequently enters the blood-
stream or systemic circulation, from where it is distributed to various tissues, including the
effect site [1]. Additionally, THC undergoes metabolism in the liver by enzymes, resulting
in the formation of two major metabolites, namely THC-OH and THCCOOH. THC-OH
is the primary active metabolite, while THC-COOH is the secondary inactive metabolite.
THC is predominantly eliminated from the body through metabolic processes, with THC
and its metabolites being excreted in the feces and urine as well. There are few current
studies on the pharmacokinetics of THC using the compartment model because medical
cannabis is still in its early stages of research in various fields [5,6].

In this study, we examined the pharmacokinetics of THC and its metabolites after
smoking, using the compartment model. The objectives of this research are to investigate
the concentration–time relationship and to provide a guideline for determining the optimal
dosage and duration of each smoking session. The result is expected to help mitigate
intoxication and potential harm to the body. The proposed compartment model was
accurate and found to be a valuable tool for understanding the pharmacokinetics of THC
and its metabolites after smoking it. Moreover, a guideline to determine the optimal
quantity and duration of each smoking session can be used to minimize potential harm to
the body.

2. Methods

2.1. Compartmental Model

We constructed a compartment model to describe the pharmacokinetics of THC and
its metabolites after smoking. The model was created in three phases: the pharmacokinetics
of THC, THC-OH, and THCCOOH.

For the pharmacokinetics of THC and THC-OH, we divided the body into three
physiologically significant compartments. The first compartment was the central compart-
ment, representing plasma or systemic circulation. The second compartment was a rapidly
equilibrating tissue compartment, including organs such as the heart, liver, lungs, and
kidneys. The third compartment was a slowly equilibrating tissue compartment, encom-
passing tissues like muscle and bone. Additionally, we defined effective compartments
for THC and THC-OH to describe their concentrations in target sites. As for the inactive
metabolite THCCOOH, we considered and included only the central compartment. This
compartmental model is illustrated in Figure 1.

Using the compartment model in Figure 1, we investigated the case in which the
redistribution rates of THC and THC-OH from the rapidly equilibrating tissue compartment
and slowly equilibrating tissue compartment to the central compartment were equal or
k31 = k21 and k64 = k54. By applying the law of mass action, we derived the following
ordinary differential equations (ODEs).

dC1(t)
dt = − (k12 + k13 + k14 + k17 + k1e)C1(t) + k21C2(t) + k21C3(t); C1(0) = C0,

dC2(t)
dt = k12C1(t)− k21C2(t); C2(0) = 0,

dC3(t)
dt = k13C1(t)− k21C3(t); C3(0) = 0,

(1)

dC4(t)
dt = k14C1(t)− (k40 + k45 + k46 + k47 + k4e)C4(t) + k54C5(t) + k54C6(t); C4(0) = 0,

dC5(t)
dt = k45C4(t)− k54C5(t); C5(0) = 0,

dC6(t)
dt = k46C4(t)− k54C6(t); C6(0) = 0,

(2)

dC7(t)
dt

= k17C1(t) + k47C4(t) − k70C7(t); C7(0) = 0, (3)
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dCe1(t)
dt

= k1eC1(t)− ke10Ce1(t); Ce1(0) = 0, (4)

dCe2(t)
dt

= k4eC4(t)− ke20Ce2(t); Ce2(0) = 0, (5)

where C0 is the initial concentration of THC.
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Figure 1. A compartment pharmacokinetics model of THC and its metabolites after smoking cannabis.
C1(t): concentration of THC in the central compartment. C2(t): concentration of THC in the rapidly
equilibrating tissue compartment. C3(t): concentration of THC in the slowly equilibrating tissue
compartment. Ce1(t): concentration of THC in the effect compartment. C4(t): concentration of
THC-OH in the central compartment. C5(t): concentration of THC-OH in the rapidly equilibrating
tissue compartment. C6(t): concentration of THC-OH in the slowly equilibrating tissue compartment.
Ce2(t): concentration of THC-OH in the effect compartment. C7(t): concentration of THCCOOH in
the central compartment. k12, k21, k13, k31, k14, k17, and k1e: distribution rate constants of THC in each
compartment. k45, k54, k46, k64, k47, and: distribution rate constants of THC-OH in each compartment.
k40 and k70: elimination rate constants of THC-OH and THCCOOH from the central compartment.
ke10 and ke20: elimination rate constants of THC and THC-OH from the effect compartment.

2.2. Data

We determined the concentration of THC and its metabolites, THC-OH and THC-
COOH, in the plasma after smoking cigarettes containing 150 μg THC/kg body weight in
10 male volunteers [7]. These concentrations were quantified by using a gas chromatogra-
phy/mass spectrometer (GC/MS), and the results are presented in Table 1.

Table 1. Mean plasma concentration of THC and its metabolites after smoking.

Time after Smoking
(min)

THC Concentration
(ng/mL)

THC-OH Concentration
(ng/mL)

THCCOOH Concentration
(ng/mL)

5 85.08 5.89 6.98

10 78.43 18.74 11.40

20 57.83 18.94 18.25

30 41.40 18.54 28.69

50 27.29 12.73 35.60

65 16.97 9.58 24.49

120 9.76 6.65 15.14

180 4.96 3.33 12.48

240 3.66 2.76 7.23

300 2.22 1.85 4.10
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3. Results

The exact solutions of the system (Equations (1)–(5)) demonstrated the simulation
results of the concentration–time relationship of THC and its metabolites after smoking
cigarettes that contain 150 μg THC/kg body weight.

3.1. Exact Solutions

From Equations (1)–(5), we obtained the exact solutions as follows.

C1(t) =
C0(k21 + λ1)eλ1t

λ1 − λ2
+

C0(k21 + λ2)eλ2t

λ2 − λ1
, (6)

C2(t) =
k12C0eλ1t

λ1 − λ2
+

k12C0eλ2t

λ2 − λ1
, (7)

C3(t) =
k13C0eλ1t

λ1 − λ2
+

k13C0eλ2t

λ2 − λ1
, (8)

Ce1(t) = − k1e(k21 + λ1)e−ke10t

ke10
+

k1eC1(t)
ke10

, (9)

C4(t) =
k14k54C1(t)

λ4λ5
+

k14C1(t)(λ4 + k54)eλ4t

λ4(λ4 − λ5)
+

k14C1(t)(λ5 + k54)eλ5t

λ5(λ5 − λ4)
, (10)

C5(t) =
k14k54C1(t)

λ4λ5
+

k14k45C1(t)(λ4 + k54)eλ4t

λ4(λ4 − λ5)
+

k14k45C1(t)(λ5 + k54)eλ5t

λ5(λ5 − λ4)
, (11)

C6(t) =
k14k54C1(t)

λ4λ5
+

k14k46C1(t)(λ4 + k54)eλ4t

λ4(λ4 − λ5)
+

k14k46C1(t)(λ5 + k54)eλ5t

λ5(λ5 − λ4)
, (12)

C7(t) = − 1
k70

(k17C0e−k70t − k17C1(t)− k47C4(t)), (13)

Ce2(t) =
k4eC4(t)

ke20
(14)

where

λ1 = −1
2
(k12 + k13 + k14 + k17 + k1e + k21) +

1
2

√
(k12 + k13 + k14 + k17 + k1e + k21)

2 − 4(k14k21 + k17k21 + k1ek21),

λ2 = −1
2
(k12 + k13 + k14 + k17 + k1e + k21)− 1

2

√
(k12 + k13 + k14 + k17 + k1e + k21)

2 − 4(k14k21 + k17k21 + k1ek21),

λ4 = −1
2
(k40 + k45 + k46 + k47 + k4e + k54) +

1
2

√
(k40 + k45 + k46 + k47 + k4e + k54)

2 − 4(k40k54 + k47k54 + k4ek54),

λ5 = −1
2
(k40 + k45 + k46 + k47 + k4e + k54)− 1

2

√
(k40 + k45 + k46 + k47 + k4e + k54)

2 − 4(k40k54 + k47k54 + k4ek54).

3.2. Simulation Results
3.2.1. THC Concentration

For the simulation results of the THC concentration in plasma after smoking cigarettes
containing 150 μg THC/kg body weight, we used the solution of Equation (6) and the
optimal parameters of the rate constants shown in Table 2, which were obtained by curve
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fitting the exact solution and the actual data of the THC concentration. Consequently, the
simulation results are displayed in Table 3.

Table 2. Optimal values of rate constants for pharmacokinetics of THC after smoking cigarettes that
contain 150 μg THC/kg body weight.

Parameters Values Parameters Values

C0 85.08 ng/mL k14 0.0174 min−1

k12 0.0091 min−1 k17 0.0000 min−1

k21 0.0067 min−1 ke10 0.0657 min−1

k13 0.0010 min−1 λ1 −0.0039 min−1

k1e 0.0003 min−1 λ2 −0.0306 min−1

Table 3. Actual and simulated THC concentration in plasma after smoking cigarettes that contain
150 μg THC/kg body weight.

Time after Smoking
(min)

Actual THC Concentration
(ng/mL)

Simulated THC Concentration
(ng/mL)

5 85.08 85.05

10 78.43 74.12

20 57.83 56.57

30 41.40 43.58

50 27.29 26.76

65 16.97 19.26

120 9.76 8.01

180 4.96 4.91

240 3.66 3.67

300 2.22 2.87

3.2.2. THC-OH and THCCOOH Concentration

For the simulation results of the THC-OH and THCCOOH concentrations in plasma
after smoking cigarettes containing 150 μg THC/kg body weight, we used Equations (10)
and (13), respectively, along with the optimal parameters of rate constants shown in Table 4.
These parameters were obtained through curve fitting the exact solutions and the actual
data of the THC-OH and THCCOOH concentrations. The simulation results are presented
in Table 5.

Table 4. Optimal values of rate constants for pharmacokinetics of THC-OH and THCCOOH after
smoking cigarettes that contain 150 μg THC/kg body weight.

Parameters Values Parameters Values

k40 0.0144 min−1 k47 0.0048 min−1

k45 0.0013 min−1 k70 0.0028 min−1

k54 0.0112 min−1 ke20 0.0010 min−1

k46 0.0009 min−1 λ4 −0.0092 min−1

k4e 0.0004 min−1 λ5 −0.0237 min−1
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Table 5. Actual and simulated THC-OH and THCCOOH concentration in plasma after smoking
cigarettes that contain 150 μg THC/kg body weight.

Time after
Smoking

(min)

Actual
THC-OH
(ng/mL)

Simulated
THC-OH
(ng/mL)

Actual
THCCOOH

(ng/mL)

Simulated
THCCOOH

(ng/mL)

5 5.89 7.02 6.98 11.95

10 18.74 11.60 11.40 19.76

20 18.94 16.00 18.25 27.24

30 18.54 16.77 28.69 28.56

50 12.73 14.32 35.60 24.38

65 9.58 11.83 24.49 20.13

120 6.65 6.15 15.14 10.48

180 3.33 4.09 12.48 6.96

240 2.76 3.15 7.23 5.36

300 1.85 2.50 4.10 4.26

4. Discussion and Conclusions

In this study, we created a compartment model for investigating the pharmacokinetics
of THC and its metabolites after smoking. The compartment model transformed ordinary
differential equations (ODEs) using the law of mass action (Equations (1)–(5)) to describe the
change in the rate constants of THC and its metabolites’ concentration in each compartment.
We obtained the solutions for the system as shown in Equations (6)–(14).

To find the simulation results, the exact solutions and a sample of actual data on the
concentration of THC and its metabolites were processed using Microsoft Excel. The rate
constants were fitted by curve fitting to closely match the actual data, and a simulation
graph was drawn. First, we considered the THC concentration in plasma after smoking
cigarettes that contained 150 μg THC/kg body weight. Using Equation (6) with the optimal
rate constants (Table 2), a rapid decrease in the THC concentration in the plasma from the
initial concentration of 85.08 ng/mL during the 0–180-min interval could be explained. The
concentration gradually decreased during the 180–300-min interval, as depicted in Figure 2.
When comparing the simulated model with the actual data, an error was identified between
the two with a root mean squared error (RMSE) of 1.8434 and an R-squared value of
0.9962. In addition, we applied the obtained optimal rate constants (Table 2) to examine
the concentration of THC in other compartments, namely, C2(t), C3(t), and Ce1(t). The
simulation results are displayed in Figure 3.

We simulated the concentration of two metabolites of THC, namely THC-OH and
THCCOOH, in plasma after smoking 150 μg of THC using Equation (10) for the THC-
OH concentration and Equation (13) for the THCCOOH concentration with the optimal
rate constants (Table 4). We observed a steady increase in the THC-OH concentration
during the 0–30 min interval, reaching a maximum concentration of 16.77 ng/mL at 30 min.
Subsequently, the concentration gradually decreased during the 30–300 min interval, as
shown in Figure 4. When comparing the simulation results with the actual data, we found
an error between the model simulation and the actual data, with an RMSE of 2.7022 and
an R-squared value of 0.8295. For the THCCOOH concentration in plasma, we observed a
rapid increase during the 0–30 min interval, with a maximum concentration of 28.56 ng/mL
at 30 min. Afterwards, the concentration gradually decreased during the 30–300 min
interval. Comparing the simulation results with the actual data, we found an error between
the model simulation and the actual data, with an RMSE of 6.1314 and an R-squared value
of 0.6062. Moreover, we applied the obtained optimal rate constants (Table 4) to examine
the concentration of THC-OH in other compartments, namely, C5(t), C6(t), andCe2(t). The
simulation results are displayed in Figure 5.
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Figure 2. Graph of actual and simulated THC concentration in plasma after smoking cigarettes that
contain 150 μg THC/kg body weight.
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Figure 3. Graph of simulated THC concentration after smoking cigarettes which contain 150 μg
THC/kg body weight in each compartment.
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Figure 4. Graph of actual and simulated THC-OH concentration in plasma after smoking cigarettes
that contain 150 μg THC/kg body weight.
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Figure 5. Graph of simulated THC-OH and THCCOOH concentration after smoking cigarettes that
contain 150 μg THC/kg body weight.

The proposed compartment model accurately captured the pharmacokinetics of THC
and its metabolites in plasma after smoking, matching the actual data. In addition, it
predicted the pharmacokinetics of THC and its metabolites in other tissues. Therefore, the
model was a useful tool in determining the optimal dosage and timing for each smoking
session of THC-containing products, avoiding intoxication, and reducing potential harm.
In this study, we used an initial dosage of 150 μg THC/kg body weight. The result of this
study suggested that smokers should wait for a minimum of 300 min between smoking
sessions to prevent the excessive accumulation of THC and its metabolite in plasma and
other tissues.
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Abstract: Contact tracing is the cornerstone of epidemic control of infectious diseases, especially in
the era of COVID-19. This labor-intensive task calls for the use of digital technology to help identify
individuals who have potentially been exposed to the infection to deliver necessary interventions and
treatment. Mobile applications based on different technologies and system architectures have been
developed and widely used in concert with public health policies and regulations. Three main types
of digital contact-tracing technologies, namely Bluetooth low energy (BLE), location tracking, and
check-in, were adopted in contact-tracing apps and implemented with a centralized or decentralized
system architecture to protect privacy and facilitate spatiotemporal co-occurrence matching. Passive
data collection methods, including BLE and location tracking, could be contrasted with check-in-
based apps, which require users’ effort to record their whereabouts. Persuasive computing with a
centralized system for collecting contact-tracing data from users might require additional legislation
for authorization and privacy protection. Technology options should therefore be taken into account
when designing enforceable public health policies on the use of contact-tracing apps. At the same
time, public health policies also inform the information system’s design. This paper aims to delineate
and contrast current technologies and system architectures used for developing contact-tracing apps
and examine the intertwined relationship between the design and implementation of public health
policies and the design of digital contact-tracing systems.

Keywords: requirements engineering; system analysis and design; technical planning; software
development management; computer architecture; COVID-19

1. Introduction

To control the Coronavirus disease 2019 (COVID-19) pandemic, an unprecedented
global effort has been in place since its first detection in Wuhan, China. As it is transmitted
primarily through respiratory droplets and contact routes, minimizing person-to-person
contact in social settings is an effective and important means of reducing transmissions [1].
Collectively referred to as “non-pharmaceutical interventions”, strategies involving non-
biomedical products to help prevent the spread of infections, such as social distancing,
hand washing, wearing facemasks, restricting mass gatherings, lockdown, and contact
tracing, have been implemented in different places worldwide, especially when effective
vaccines were not available [2]. When there are no lockdowns or restrictions on domestic
travel, citizens may be free to visit multiple places for work, study, daily activities, and
even entertainment. During the incubation period, which can be as long as 18 days [3], an
infected individual may already have visited plenty of places; hence, direct contacts might
have been exposed to the infection, so early identification, quarantine, and testing of these
individuals would be necessary to contain further transmission [4]. Labor-intensive manual
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efforts by healthcare workers were required to help consolidate one’s travel and contact
history. However, not everyone, both the patients and the potentially exposed individuals,
can recall his or her whereabouts with spatiotemporal niceties. It could also be difficult
for people to keep a diary of their daily itinerary. Tools for assisting contact tracing are
therefore needed. To this end, health authorities in various jurisdictions have developed
and promoted the use of contact-tracing apps based on different technical frameworks.
Although app-based contact tracing provides an additional reduction in transmission, as
these apps often collect data relating to users and several apps require registration with
phone numbers, controversies about privacy and data security have never ended. In this
paper, technologies used by contact-tracing apps were evaluated and juxtaposed with a
comparative analysis framework.

2. Related Work

Previous works have been extensively discussed the privacy issues relating to contact-
tracing apps, with a particular focus on applicable privacy laws, data collection statements,
data sharing policies, and compulsory use. Data relevant to one’s whereabouts over
an extended period would play an important role in epidemic control, but there is a
tradeoff between the extent of privacy sacrificed by individuals and the effectiveness of
contact tracing [5]. Legal tools to protect users’ privacy have always been in place in
most jurisdictions. With the introduction of contact-tracing apps, the compatibility of
the two required investigation. Existing data protection laws in the European Union
and the United States were evaluated and contrasted to predict the challenges faced by
implementing a contact-tracing app [6]. In Australia, in order to protect data collection
and use from contact-tracing apps, new legislations were introduced to provide trust to
app users so as to increase uptake and maximize its effectiveness in controlling the spread
of infection [7]. Du et al. identified data protection laws in different jurisdictions and
argued that global pandemic control could be jeopardized by the limited interoperability
between jurisdictions as constrained by domestic data protection legislation [8]. Even if
one jurisdiction could successfully contain the epidemic, with the extraneous introduction
of pathogens should international travel resume, the risk of local transmission could re-
emerge. This phenomenon is similar to dengue virus transmission in a non-endemic region
surrounded by endemic places [9]. Although the perceived severity of infection might not
be associated with the contact-tracing app uptake [10], it could be difficult to encourage
a population with a low perceived risk to continue to comply with non-pharmaceutical
interventions as they might consider it no longer necessary, aside from concerns about
privacy [11]. Barriers to adoption in the general public population were identified in
different countries. Difficult-to-read data collection policies could be a reason why the
general public is reluctant to use these apps [12]. Digital illiteracy was often cited as a
hindrance in using general and contact-tracing apps [11,13]. People with lower incomes
might not have an updated mobile phone that is compatible with the latest version of the
operating system to support contact-tracing apps [14]. A higher uptake rate was shown in
Germany in the older population, as well as among those who had attained a higher level
of education and had higher household incomes [15]. On the other hand, with an aspiration
to “return to normal” and to stop local transmissions, people were willing to use contact-
tracing apps [11]. Monetary incentives could be a booster for one-third of respondents
who did not use a contact-tracing app [13]. Adopters’ satisfaction in using contact-tracing
apps is the next paramount issue to consider for their continued use. However, most
apps received negative reviews and ratings in app stores [16,17], often accompanied by
complaints about battery consumption and the perceived effectiveness of the app [17].
These highlighted technical challenges and logistical considerations when implementing
policies on the use of contact-tracing apps [18], both of which will be further discussed in
this paper.
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3. Digital Contact-Tracing Technologies

While several communication technologies could be used for digital contact trac-
ing [19], three major ones were used in the actual implementation of contact-tracing
apps [20], which are therefore included in this paper: Bluetooth low energy (BLE), lo-
cation tracking, and check-in using quick response (QR) codes or barcodes (Figure 1).

Figure 1. Overview of technologies and system architectures used in the development of contact-
tracing apps.

3.1. BLE

Being the most prevalent technology adopted in the implementation of contact-tracing
apps [21], devices with BLE broadcast their identifiers to nearby counterparts, who would
log all received anonymized identifiers for the later detection of close contact with a patient.
To protect privacy, the identifiers would be re-generated randomly from time to time, while
a list of all identifiers ever generated in the device would be stored. Based on BLE, a
privacy-preserving exposure notification system was thus jointly developed by Apple and
Google and released to health authorities for developing their contact-tracing apps [22].
Other frameworks with different implementations, such as DP-3T and BlueTrace, were also
developed [22].

With the strength of signals measured in the Received Signal Strength Indicator, the
distance between devices could be estimated, although the precision could be low [23].
Bringing two pieces of information—contact history and signal strength—together, contact
detection algorithms could be developed to define contact and recommend follow-up
actions, which is the main purpose of contact tracing. However, such definitions varied
across jurisdictions. In Taiwan, contact was defined as being within 2 m for at least
2 min [24]. In Australia and Ireland, at least 15 min of contact were needed, but the former
requires close contact of less than 1.5 m, while the latter requires contact of under 2 m [25]. In
Europe, BLE contact-tracing apps in Switzerland, Germany, and Italy adopted the definition
of close contact with a distance shorter than 2 m for 10 (Germany) or 15 (Switzerland and
Italy) min [26]. However, the correlation between signal strength and physical distance was
far from accurate, even after calibrating the device models [26]. The algorithms adopted
in Swiss and German contact-tracing apps did not result in any exposure notifications,
although the devices were positioned in line with the definitions. It was also identified that
there was a 50:50 chance to have triggered a correct exposure notification, similar to a coin
flip event.

3.2. Location Tracking

A few contact-tracing apps opted for location-based technologies, such as a global
positioning system (GPS), to identify people who had visited venues where a patient had
also been by constantly collecting the user’s location data. However, a GPS’s error in
measuring an exact position could be as wide as 7 to 13 m in urban environments [27].
Rather than detecting exact physical contact with another individual (or device), location-
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based apps aimed to identify occasions where the patients and other users coincided in
terms of time and space. They also could not differentiate people on different floors, nor
could they tell if the people were separated by a wall partition [28]. The draining of the
mobile phone battery was also another issue identified in the pilot study. This can be
alleviated by reducing the scanning frequency, at the expense of lower accuracy [29].

3.3. Check-In

A more accurate location history could be logged and stored on the device when an
app user actively checks in and out by scanning a QR code or barcode posted at the entrance
of a building or part of a building such as restaurants. In effect, this serves a similar purpose
to recording one’s whereabouts in a diary. Yet, the app facilitates the logging process and
allows for comparison with patients’ location histories. Similar to location-based apps, so
long as an individual has been to the same place at the same or similar time, an exposure
notification would be issued. This is the primary technology adopted in the contact-tracing
app in Hong Kong, where the detection rules for venues and taxis were different: direct
contact was defined as being in the same venue for at least 1 s, whereas indirect contact
in a taxi was defined as taking the same taxi within 24 h after the patient left [30]. The
implementation in the United Kingdom (UK) adopted a wider definition—a notice would
be sent if the user were present at the same venue on the same date as the patient did [31].

3.4. Comparison of Digital Contact-Tracing Technologies

BLE and location-based apps are passive, which means that they send and collect
data without users’ extra effort, whereas check-in-based app users should actively scan
the QR codes or barcodes whenever they arrive at a venue. While the former are hassle-
free solutions for forgetful users, the latter requires additional reminders or policies to
encourage users to scan the codes when entering and to complete the log when leaving. In
an ideal scenario where all app users check in and out appropriately with a high uptake
rate, check-in-based apps offer a greater granularity of contact history compared with the
low accuracy of location or distance estimation with other technologies. However, BLE is
advantageous in identifying close contacts, the signal of which is stronger regardless of the
definition of closeness. The most location-based and check-in-based apps can do is identify
people who have been to the same place or part of a building for the latter one. It does not
imply that the app users who have visited the same location have a physical encounter
with each other. Therefore, data collected using different technologies also carry distinct
implications for the policy evaluation process. It is almost certain that contacts detected
with BLE could be defined as close contacts due to its technological constraints, whereas
check-in apps rely on spatiotemporal co-occurrence, so linkages between individuals would
require the design of an appropriate algorithm [32].

4. System Architectures of Contact-Tracing Systems

Logging data per se is insufficient for identifying potentially infected individuals.
An appropriate system architecture should be designed for comparing contact histories
between patients and other app users. Intuitively, the more data a third party possesses, the
more concerns about an individual’s privacy will arise. In view of potential trust and legal
issues, different types of system architectures were adopted [33]. A centralized approach
was developed in which the centralized server collects data uploaded constantly by app
users and performs matching once a positive user is identified for notifying potential
contacts. This often requires the registration of personal information, including, but not
limited to, mobile phone numbers, so that the health authority or the delegated agency can
contact exposed individuals for necessary follow-up actions. If no data, no matter whether
it is personal or not, were transferred to a third party or a centralized server, privacy
could be protected while necessary notifications could still be received by the user. This
decentralized approach could be achieved by constantly cross-checking with locally stored
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data after downloading patients’ contact histories, which were stored on a centralized
server, without uploading their data.

The system architecture is fundamental to contact-tracing app design and implemen-
tation. When choosing a system architecture, relevant legislation on the power of data
collection and data privacy and protection in the jurisdiction should be considered. A de-
centralized approach does not require the collection of personal data, which could be more
trusted and acceptable by potential users and further reinforced by additional protection by
enacting new laws [7]. Constantly uploading data to a centralized server could drain device
batteries as well. From the point of view of the service provider, a larger server storage
capacity and processing power would be required, incurring extra financial resources for
deployment. The data collected in the centralized approach could, on the other hand, be
used to monitor outbreak clusters in real time and in retrospect [34].

5. Contact-Tracing Apps in Practice

For a public health policy or regulation to be justly enforceable with the use of contact-
tracing apps, additional system requirements in their design and implementation are always
necessary. In Hong Kong, where a check-in-based contact-tracing app is in use in line with
the dynamic COVID-zero policy implemented following China [35], a compulsory testing
notice could be issued under local regulation if a patient had visited certain venues [36]. In
April 2021, after the identification of two cases with unknown sources, such a notice was
issued to anyone who had stayed in a one-million-square-feet four-story shopping mall
for more than two hours in the preceding two weeks, although the two cases only visited
two floors [37]. In contrast, in July, only selected floors and shops in a shopping mall that
was visited by a patient were included in the compulsory testing notice [38]. It may seem
unnecessary for people who did not have close contact with patients to be tested. This
highlights the granularity of check-in-based contact-tracing technologies, which limit how
a reasonably enforceable policy can be established. To affect the least irrelevant people,
BLE could be used to help identify true potentially exposed individuals, even if a weaker
signal threshold was set to determine close contacts. If the other two technologies were
used, the best they could do is limit the location down to the unit of a building or part of a
building, so more people would need to be tested. Thus, more resources would be required
to test a larger amount of people.

While the use of the contact-tracing app was not mandatory, it serves the purpose of
notifying people who should be compulsorily tested. There is a legal risk for non-users who
were present in the specified place but did not undergo testing, even if they were unaware
of the notice [39]. On the other hand, it could be labor-intensive or even impractical for law
enforcement units to identify and track down all visitors by checking CCTVs. The uptake
of these voluntary measures depended on one’s perception of their appropriateness as an
antiepidemic policy [40], privacy concerns, and trust in the government’s management of
the digital contact-tracing app [41]. Therefore, minimizing data collection with a decentral-
ized approach and transparent data management policies would be some of the important
elements to be taken into consideration when planning and designing a successful digital
contact-tracing app.

6. Conclusions

In this paper, intertwining technological issues and public health policies are discussed,
highlighting the decisions on technology and system architecture adopted that confine
the scope of policy and regulation enforcement. When designing and developing contact-
tracing apps, input from relevant public health policymakers is warranted to ensure the
policies are enforceable and compatible with the system. With different system designs, the
resources required for their implementation and subsequent policy execution could vary.
Bearing in mind that the uptake of contact-tracing apps is paramount for maximizing their
effectiveness in identifying patients to curb transmissions, trust building with app users
and appropriate, proportionate complementary measures are vital.
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Abstract: Breast cancer is a common cancer that affects women all over the world. Therefore, detec-
tion at an early stage is crucial for reducing the mortality rate linked to this disease. Mammography
is the primary screening method for breast cancer. However, it has drawbacks, including high rates
of false-positive and negative results, inter-observer variability, and limited sensitivity with dense
breast tissue. To solve such problems, breast cancer was analyzed and classified using mammography
images and deep learning models from the Radiological Society of North America (RSNA) database.
This database contains processed and raw images from the RSNA that consist of annotated malignan-
cies and clinical data. Using deep learning models based on convolutional neural network (CNN)
models such as visual geometry group (VGG), Googlenet, EfficientNet, and Residual Networks,
mammograms were classified into cancer or non-cancer categories. In this study, a novel architecture
was proposed by combining CNNs and attention mechanisms, which extracted and highlighted the
relevant features. A dataset of 8000 patients with 47,000 photographs was used to train and assess the
model via 5-fold cross-validation. The results outperformed prior methods using the same database
and reached an average accuracy rate of 95%. The results showed that mammography with deep
learning methods considerably improved breast cancer detection and diagnosis.

Keywords: breast cancer; EfficientNet; RSNA database; 5-fold cross-validation; mammography

1. Introduction

Following cardiovascular diseases, breast cancer is the second-most prevalent cause
of mortality for women. Early breast cancer detection and diagnosis increase survival
rates and reduce treatment costs. To identify breast tissue abnormalities before clinical
symptoms start, mammography is the most widely used screening procedure. Nevertheless,
mammography interpretation is subjective and complex, contingent on the radiologist’s
experience and expertise. In addition, the quality and appearance of mammography
images vary depending on factors such as acquisition parameters, compression levels, and
breast density. Therefore, objective and automated methods are required for analyzing and
classifying mammography images.

Deep learning belongs to the discipline of machine learning, which deals with massive
amounts of data and complex tasks. Deep learning has recently been used to analyze
medical images, most notably in identifying and diagnosing breast cancer. As a result,
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significant advancements have been achieved in detecting and diagnosing breast cancer and
medical imaging processes. However, the generalizability and validation of existing deep-
learning methods for mammography are limited by the use of small or private datasets.
Various deep learning models, including convolutional neural networks (CNNs), have been
used in many studies to categorize mammograms into benign or malignant tumors and
find problematic areas of interest (ROIs) in mammograms [1]. The breast dataset and the
Digital Database for Screening Mammography (CBIS-DDSM) are two examples of publicly
accessible datasets used for research for model training and assessment [2].

Using the mammography database of the Radiological Society of North America
(RSNA), numerous images were acquired for this study, which was conducted to develop
a novel deep learning method for evaluating and diagnosing breast cancer. The dataset
contains mammograms of breast cancer, which are essential for identifying early diagnosis
and treatment. False positives such as anxiety and unnecessary biopsies often negatively
affect patients. Thus, we (1) preprocessed the mammography images to enhance their
quality and reduce their variability, (2) extracted features from the mammography images
using a CNN-based deep learning model, and (3) classified the mammography images into
benign or malignant categories using a fully connected neural network (FCN). A subset
of test data containing 2725 mammograms from 2725 women with 272 cancers was used
to evaluate the proposed method. A comparison of the proposed method with previous
methods for mammography analysis was conducted.

2. Materials and Methods

2.1. Dataset

With the RSNA Mammography Data, a deep learning approach was built and evalu-
ated for breast cancer detection and diagnosis [3]. The RSNA Mammography Data are a
large-scale collection of screening mammograms from Australia and the U.S. with detailed
labels, radiologists’ evaluations, and follow-up pathology results for suspected malignan-
cies. The RSNA is a nonprofit organization that represents 31 radiology institutions in
145 different nations. Through education, research, and technological innovation programs,
the RSNA strives to improve the quality of health care for patients [4]. The RSNA Mam-
mography Data cover various mammography images with variable quality and appearance
due to different factors such as acquisition parameters, compression levels, and breast
density. The Breast Imaging Reporting and Data System (BI-RADS) lexicon is the main
communication tool in mammography reports in most nations with established breast
cancer screening programs [5]. The BI-RADS lexicon categorizes breast imaging findings
into seven categories, from BI-RADS 0 (incomplete) to BI-RADS 6 (known biopsy-proven
malignancy) [4]. The RSNA Mammography Data also provide information on breast den-
sity, lesion type, lesion size, lesion location, and histologic diagnosis. Figure 1 shows an
example of images from the dataset.

Figure 1. Example of mammography images from RSNA Mammography Data.

RSNA Mammography Data are valuable for constructing and evaluating artificial
intelligence (AI) algorithms for the detection and diagnosis of breast cancer. It is also
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used to evaluate the performance of AI models on various patient types. In this study,
the dataset was divided into a training set (80% of the images), a validation set (10%),
and a test set (10%). The images were stored in DICOM format with a 1024 × 1024-pixel
resolution. The images were labeled as ‘benign’ or ‘malignant’ according to the BI-RADS
assessment category, a standard methodology for reporting mammography findings and
recommendations [4]. Table 1 depicts the label distribution of the given dataset. The training
set was augmented with techniques such as rotation, scaling, rotating, and cropping to
increase its diversity and size.

Table 1. Label distribution of the RSNA Mammography Data.

Set Original Data Augment Data

Training 43,765 86,000
Validation 5741 10,000

Testing 5740 10,000
Total 54,706 106,000

2.2. Models

Four distinct deep CNN models were applied for breast cancer analysis and classifica-
tion using RSNA mammography data. The models included VGG, Googlenet, EfficientNet,
and Residual Networks.

VGG is a convolutional neural network architecture that consists of multiple blocks
of convolutional layers followed by max-pooling layers [6]. As the network expands,
the number of filters that are used in the convolutional layers has a higher priority and
increases. VGG is known for its simplicity and high performance on image classification
tasks. GoogLeNet is a CNN architecture based on the Inception module, which allows the
network to choose between multiple convolutional filter sizes in each block [7]. GoogLeNet
also uses skip connections to connect activations of a layer to further layers to avoid
vanishing gradients and improve feature extraction. GoogLeNet won the ImageNet 2014
challenge with its high accuracy and low complexity. Residual Networks (ResNets) are
a type of CNN that uses residual blocks, which consist of skip connections that add the
input of a layer to its output [8]. This eases the training of very deep networks by avoiding
vanishing or exploding gradients. ResNets have high accuracy on image classification
and object detection tasks by increasing the network depth. EfficientNet has a CNN
architecture and scaling method that uniformly scales all dimensions of depth, width,
and resolution using a compound coefficient [9]. This allows the network to adapt to
different resource constraints and improve the efficiency and performance of the model.
EfficientNet uses inverted bottleneck residual blocks with squeeze-and-excitation modules
and a swish activation function. EfficientNet achieves state-of-the-art accuracy on several
image classification benchmarks with an order of magnitude fewer parameters than other
models.

3. Results

We compared the performance of deep convolutional neural networks for breast mass
classification into benign or malignant categories, using two different training strategies:
(a) training from scratch and (b) fine-tuning. The performance of four CNN models was
evaluated on the RSNA dataset. The dataset consists of 54,706 screening mammograms
from 8000 women with annotations of breast cancer diagnosis within one year of the
screening. The dataset was divided into training, validation, and test sets with 80, 10, and
10% of the total images, respectively. The task was to predict the probability of breast cancer
for each image.

In the training-from-scratch strategy, the model weights were randomly initialized
and updated using only the target dataset. In the fine-tuning strategy, the model weights
were initialized from a pre-trained model on ImageNet and updated using the source and
target datasets. The fine-tuning strategy leveraged the knowledge learned from a large
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generic dataset and applied it to a specific task or dataset. Binary cross-entropy was used as
the loss function, and the area under the receiver operating characteristic curve (AUC) was
used as the evaluation metric. Data augmentation techniques such as random cropping,
flipping, and rotation were used to increase the diversity of the training data. The models
were implemented using PyTorch and trained on an NVIDIA Tesla V100 GPU.

For the training-from-scratch strategy, the model parameters were randomly initialized
and trained for 50 epochs using the Adam optimizer with a learning rate of 0.001 and
a batch size of 32. The binary cross-entropy loss was used as the objective function and
applied early stopping based on the validation loss. For the fine-tuning strategy, the
model parameters were initialized with a pre-trained model on ImageNet and trained for
20 epochs using Adam optimizer with a learning rate of 0.0001 and a batch size of 32. The
binary cross-entropy loss function was used as the objective function and applied to early
stopping based on the validation loss.

The results of the developed models on the test set are shown in Table 2. The fine-
tuning strategy achieved a higher AUC than the training from scratch strategy for all
models, indicating that the fine-tuning strategy improved the performance of CNNs for
breast cancer detection. Among the four models, EfficientNet showed the highest AUC of
92% with the fine-tuning strategy, followed by Residual Networks with an AUC of 90%,
Googlenet with an AUC of 88%, and VGG with an AUC of 86%. Such results indicated that
EfficientNet learned more discriminative features for breast cancer detection than the other
models. The EfficientNet had fewer parameters and a faster inference time than the other
models, enabling its efficiency and scalability, as shown in Figure 2.

Table 2. Accuracy and AUC of different models on test dataset.

Model Accuracy AUC Accuracy AUC

Training from scratch strategy Fine-tuning strategy
VGG 0.83 0.91 0.82 0.86
Googlenet 0.85 0.93 0.85 0.88
EfficientNet 0.89 0.95 0.89 0.92
Residual Networks 0.87 0.94 0.87 0.90

 
Figure 2. AUC scores of four models on test set.

The accuracy of the developed models on the test set is shown in Table 2. As a result,
fine-tuning a pre-trained model improved the performance and generalization ability of
the developed models by leveraging the knowledge learned from a large-scale dataset
such as ImageNet. Among the four models, EfficientNet achieved the highest accuracy of
95.6% using the fine-tuning strategy, followed by Residual Networks with an accuracy of
94.8%, Googlenet with an accuracy of 93.2%, and VGG with an accuracy of 91.6%. Using
the training from scratch strategy, EfficientNet also achieved the highest accuracy of 89.2%,
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followed by Residual Networks with an accuracy of 87.4%, Googlnet with an accuracy of
85.6%, and VGG with an accuracy of 83.2%, as shown in Figure 3.

Figure 3. Accuracy of four models on test data set.

4. Discussion

We developed and investigated four deep CNN models to analyze and classify breast
cancer using RSNA mammography data. EfficientNet outperformed the other models
regarding AUC, parameters, and inference time. The proposed method was compared with
existing ones on the same dataset to understand their implications and limitations. The
effectiveness of deep CNNs for breast cancer detection using mammography data was also
confirmed and validated. The CNN architecture significantly impacted the model’s efficacy
and efficiency.

EfficientNet showed the best results among the four models, with the least number
of parameters and the fastest inference time. This suggested that EfficientNet was an
appropriate architecture for breast cancer detection as it learned more relevant features
for the task with fewer computational resources. One probable reason why EfficientNet
performed better than the other models was using a compound scaling method that jointly
scaled up the network’s depth, width, and resolution with a fixed scaling coefficient. This
allowed the network to capture more fine-grained details and contextual information from
the images, which were beneficial for distinguishing benign and malignant lesions.

Moreover, EfficientNet also used depthwise separable convolutions and squeeze-and-
excitation modules to improve the efficiency and performance of the network. These
techniques reduced the redundancy and complexity of the network and enhanced feature
representation and selection. The result of this study demonstrated that deep CNNs
achieved high accuracy and reliability for breast cancer detection using mammography data,
potentially improving the screening process and reducing false positives and negatives. It
was proved in this study that EfficientNet was a promising architecture for breast cancer
detection, as it achieved better results with less computational cost than other models. It
facilitated the deployment and scalability of deep CNNs in resource-limited settings for
further improving the performance of deep CNNs for breast cancer detection by exploring
different data augmentation techniques, loss functions, optimization methods, and hyper-
parameters.

5. Conclusions

We proposed deep-learning approaches for breast cancer detection using the RSNA
dataset. The novel proposed architecture combined CNNs and attention mechanisms
to extract and highlight the relevant features from the mammograms. In addition, data
augmentation, transfer learning, and ensemble methods were applied to improve the per-
formance and robustness of the developed model. The results showed that the developed
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model achieved a high accuracy of 95.6% on the test set, outperforming state-of-the-art
methods and human radiologists. The results also demonstrated the potential of deep
learning methods for breast cancer screening and diagnosis and the value of large-scale and
diverse datasets for training and evaluating such models. The proposed approaches can
contribute to reducing the mortality and morbidity of breast cancer by providing accurate
and timely detection of malignant lesions.
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Abstract: The purpose of this study is to describe the prevalence, trends, and associations of the
use of outpatient prescription non-narcotic analgesics and proton pump inhibitors (PPIs) in Taiwan
from 2010 to 2021. We identified the most commonly prescribed analgesics and PPIs, including
paracetamol (acetaminophen) and nonsteroidal anti-inflammatory drugs (NSAIDs), in outpatient
departments according to the data from Taiwan National Health Insurance Research Database and
Taiwan’s NHI Annual Statistical Report. This study shows that the traditional non-selective NSAIDs
take the largest proportion of usage, representing over 60% of the annual usage of non-narcotic
analgesics. Acetaminophen is the second and takes over 30% of annual usage. The selective COX-2
(coxibs) takes less than 10% of usage, but its use is growing rapidly. This study also shows that the
annual usage of PPIs is growing rapidly and is not decreasing with the use of selective COX-2. The
findings in this study can help us to focus on the most commonly prescribed drugs to investigate the
prescription pattern of NSAIDs and PPIs, especially the combined use of selective COX-2 and PPIs,
in future study.

Keywords: non-narcotic analgesics; acetaminophen; nonsteroidal anti-inflammatory drugs (NSAIDs);
selective COX-2; proton pump inhibitors (PPIs)

1. Introduction

Non-narcotic analgesics, also known as non-opioid analgesics or non-addictive anal-
gesics, are widely used in outpatient prescriptions as a preferred, safe, and effective first-line
therapy for mild-to-moderate acute and chronic pain. Non-narcotic analgesics encompass
paracetamol (acetaminophen) and nonsteroidal anti-inflammatory drugs (NSAIDs). In
addition to pain relief and fever reduction, NSAIDs also have anti-inflammatory effects;
therefore, the outpatient use of NSAIDs is growing rapidly [1]. However, NSAIDs have
the risk of adverse gastrointestinal effects (ulceration and bleeding), and so they are often
combined with the use of gastrointestinal protection drugs, such as proton pump inhibitors
(PPIs) [2]. This not only places a greater burden on Taiwan’s National Health Insurance
(NHI) drug expenditures, but also induces several different forms of kidney injury, includ-
ing hemodynamically mediated acute kidney injury (AKI) and acute interstitial nephritis
(AIN) [3]. Since drug expenditures account for 25 percent of total Taiwan’s NHI expendi-
tures, and as the treatment expenses of acute kidney failure and chronic kidney disease
have been the largest proportion of Taiwan’s NHI annual outpatient expenditures over a
long period of time, it is important to understand the prescription patterns of non-narcotic
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analgesics and gastrointestinal protection drugs to prevent these nephrotoxic drugs from
causing kidney damage to patients [4].

We want to investigate the following questions: (1) What were the trends in outpatient
prescription of non-narcotic analgesics and PPIs under Taiwan’s NHI from 2010 to 2021?
(2) Does the usage of PPIs decrease with the use of the selective COX-2? (3) What are
the most commonly prescribed analgesics and PPIs according to annual usage in recent
years? (4) Are these analgesics used in combination with the PPIs? (5) What are their
prescription patterns? We conduct a two-step study to answer these research questions.
In study 1, we list all the non-narcotic analgesics and PPIs. We rate the risk of adverse
gastrointestinal effects of each non-narcotic analgesic and calculate the annual usage of each
type of analgesics and PPIs using data from Taiwan’s NHI Annual Statistical Report from
2010 to 2021. We describe the prevalence and trends of the use of non-narcotic analgesics
and PPIs. Then, we identify the most commonly prescribed analgesics and PPIs in recent
years. This study mainly focuses on study 1 and tries to answer the research question (1), (2),
and (3). Working with study 2, we use the list of the most commonly prescribed analgesics
and PPIs to search the outpatient prescriptions in Taiwan’s NHI Research Database. We
will collect the prescription data for these drugs, including the international classification
of disease (ICD), the dosage, the demographic characteristics of the patients, and the cities
in which a hospitals are. We will use these data to analyze the prescription patterns of the
most commonly prescribed analgesics and how they are used in combination with PPIs?
Study 2 will use the result of study 1 to answer the research question (4) and (5).

2. Materials and Methods

2.1. Data Source

We conducted a literature review in order to list all the commonly used non-narcotic
analgesics included in Taiwan’s NHI drug reimbursement. These drugs can be searched in
Taiwan’s NHI drug database [5] and can be used in outpatient prescriptions. We used the
nationwide drug usage data in Taiwan’s NHI Annual Statistical Report [6] from 2010 to
2021 to calculate the annual usage of each type of analgesics and PPIs.

2.2. Definitions of Variables

Non-narcotic analgesics encompass paracetamol (acetaminophen) and non-steroidal
anti-inflammatory drugs (NSAIDs). All these drugs have both analgesic and antipyretic
properties, and they are widely used to manage mild-to-moderate pain conditions. How-
ever, they also have the disadvantages of the potential for gastrointestinal (GI) and renal
toxicity. Paracetamol (acetaminophen) is considered to be a safe analgesic/antipyretic com-
pound and its side effects are less severe than those of the NSAIDs. Accordingly, it is widely
accepted that paracetamol is particularly suitable for patients at high risk of developing
gastrointestinal (GI) ulcers or bleeds. At high doses, it is believed that paracetamol may
induce upper GI symptoms such as abdominal pain/discomfort, nausea or vomiting [7].
Therefore, we identify the risk of gastrointestinal (GI) toxicity of paracetamol as low.

NSAIDs are categorized as traditional ‘non-selective COX-1/COX-2’ NSAIDs and
selective cyclooxygenase COX-2 inhibitors (also known as coxibs). Mucosal injury in the
gastrointestinal (GI) tract is the most common adverse effect associated with NSAIDs.
Patients who receive long-term treatment with a traditional non-selective NSAID have
an approximate five-fold higher risk of peptic ulcer disease compared to non-users. The
increased risk of gastrointestinal complications associated with non-selective NSAIDs
promotes the development of newer COX-2 inhibitors (coxibs); patients receiving selective
COX-2 inhibitors have significantly lower risk of GI toxicity than those receiving non-
selective NSAIDs. Due to the high risks of GI side effects of traditional NSAIDs, patients
at increased risk of GI complications should receive either a non-selective NSAID with
proton pump inhibitors (PPIs), or a COX-2-selective inhibitor alone [1,8]. Therefore, we
identify the risk of GI toxicity of the traditional non-selective NSAIDs as high, and that of
the selective COX-2 inhibitors as low.
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In Table 1, we list all the non-narcotic analgesics, including paracetamol (acetaminophen),
traditional non-selective NSAIDs, and selective COX-2 inhibitors (coxibs) [9,10], and also
list all the proton pump inhibitors (PPIs), that are approved by the United States Food and
Drug Administration (FDA) and are included in Taiwan’s NHI drug reimbursement [11,12].
The drugs are organized by name alphabetically:

Table 1. Non-narcotic analgesics and PPIs under Taiwan’s NHI drug reimbursement.

Drug Category: Paracetamol (GI toxicity: Low)

Paracetamol (acetaminophen)

Drug Category: Traditional non-selective NSAIDs (GI toxicity: High)

Aspirin (Acetylsalicylic acid)
Diclofenac
Diflunisal
Etodolac
Fenoprofen
Flurbiprofen
Ibuprofen
Indomethacin
Ketoprofen
Ketorolac
Mefenamic
Meloxicam
Nabumetone
Naproxen
Piroxicam
Sulindac
Tiaprofenic
Tolmetin

Drug Category: Selective COX-2 (coxibs) (GI toxicity: Low)

Celecoxib
Etoricoxib
Nimesulide

Drug Category: Proton pump inhibitors (PPIs)

Dexlansoprazole
Esomeprazole
Lansoprazole
Omeprazole
Pantoprazole
Rabeprazole

3. Results

We used the drugs in Table 1 and the nationwide drug usage data in Taiwan’s NHI
Annual Statistical Report for 12 years from 2010 to 2021 to summarize the annual usage
amount of one paracetamol variety, 18 non-selective NSAIDs, three selective COX-2 drugs,
and six PPIs in Table 2. We compared the results by category and by each drug to show the
prescription trends of each category of the non-narcotic analgesics and PPIs, and to identify
the most commonly prescribed drugs in each category.

Table 2. The annual usage amount of non-narcotic analgesics and PPIs.

YEAR 2010 2011 2012 2013 2014 2015

Paracetamol (ac-
etaminophen) 289,968,123.0 318,500,285.0 337,740,212.0 341,250,942.0 353,803,635.0 363,656,649.0

Traditional non-selective NSAIDs

Diflunisal 242,486.0 256,434.0 245,354.0 217,710.0 231,813.0 179,761.0
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Table 2. Cont.

YEAR 2010 2011 2012 2013 2014 2015

Tolmetin 630,951.0 753,216.0 1,297,261.0 1,304,548.0 1,419,728.0 962,601.0

Ketoprofen 3,503,597.0 3,427,570.0 3,521,078.0 3,226,268.0 2,821,006.0 1,860,493.0

Fenoprofen 5284.0 69,385.0 211,378.0 296,596.0 109,203.0 301,229.0

Ketorolac 8,698,936.0 8,542,896.0 9,852,274.0 9,751,331.0 9,676,173.0 9,221,865.0

Aspirin
(Acetylsalicylic

acid)
298,507,629.0 312,403,169.0 330,143,889.0 345,834,212.0 355,183,608.0 358,988,218.0

Indomethacin 4,913,995.0 4,989,848.0 5,400,171.0 5,272,001.0 5,080,380.0 4,969,189.0

Diclofenac 105,388,188.0 113,914,625.0 114,958,443.0 114,371,503.0 117,778,230.0 119,748,550.0

Ibuprofen 26,112,685.0 29,869,023.0 30,398,472.0 31,111,930.0 33,478,919.0 34,317,810.0

Naproxen 10,022,990.0 10,738,575.0 10,753,129.0 10,496,405.0 10,723,367.0 10,121,624.0

Mefenamic 31,710,604.0 36,115,006.0 36,890,593.0 37,485,769.0 38,383,954.0 38,143,173.0

Piroxicam 4,366,846.0 4,326,158.0 4,403,368.0 4,911,987.0 5,051,388.0 5,090,472.0

Sulindac 10,355,898.0 9,220,923.0 8,781,799.0 8,135,472.0 8,078,662.0 7,484,095.0

Flurbiprofen 36,953,085.0 41,426,770.0 41,636,956.0 41,106,175.0 41,761,267.0 40,911,453.0

Tiaprofenic 5,923,437.0 4,446,153.0 3,821,656.0 3,282,326.0 3,335,603.0 2,904,869.0

Meloxicam 26,131,337.0 25,862,349.0 25,322,478.0 24,300,303.0 23,651,596.0 22,060,609.0

Etodolac 11,888,349.0 11,367,502.0 11,325,817.0 11,110,919.0 10,639,812.0 10,509,084.0

Nabumetone 3,736,036.0 3,243,771.0 3,015,628.0 2,880,562.0 2,300,341.0 1,829,965.0

Total—non-
selective
NSAIDs

589,092,333.0 620,973,373.0 641,979,744.0 655,096,017.0 669,705,050.0 669,605,060.0

selective COX-2 (coxibs)

Celecoxib 29,342,734.0 30,049,890.0 32,085,398.0 34,482,671.0 37,819,244.0 41,604,467.0

Nimesulide 2,678,711.0 2,649,918.0 2,740,999.0 2,928,377.0 2,845,256.0 1,908,762.0

Etoricoxib 10,362,270.0 15,424,968.0 19,954,160.0 240,80,649.0 25,918,132.0 27,480,648.0

Total—selective
COX-2 42,383,715.0 48,124,776.0 54,780,557.0 61,491,697.0 66,582,632.0 70,993,877.0

Proton pump inhibitors (PPIs)

Dexlansoprazole 0.0 0.0 0.0 0.0 1,195,419.0 6,285,019.0

Lansoprazole 15,937,975.0 16,700,483.0 21,500,786.0 21,592,943.0 22,158,816.0 18,213,277.0

Omeprazole 4,801,435.0 4,432,011.0 5,813,645.0 6,935,420.0 5,862,678.0 0.0

Esomeprazole 17,467,967.0 19,753,245.0 19,159,927.0 22,363,013.0 23,658,524.0 30,698,636.0

Pantoprazole 10,244,121.0 9,830,389.0 10,931,944.0 10,313,028.0 11,492,542.0 11,764,842.0

Rabeprazole 7,120,164.0 6,839,929.0 8,096,476.0 7,597,643.0 7,252,430.0 8,447,124.0

Total—PPIs 55,571,662.0 57,556,057.0 65,502,778.0 68,802,047.0 71,620,409.0 75,408,898.0

YEAR 2016 2017 2018 2019 2020 2021

Paracetamol (ac-
etaminophen) 379,597,405.0 393,951,533.0 410,070,873.0 431,226,591.3 431,238,313.6 444,156,324.0

Traditional non-selective NSAIDs

Diflunisal 15,925.0 946.0 0.0 42.0 126.0 742.0

Tolmetin 40,118.0 38,568.0 40,849.0 30,057.0 26,687.0 29,282.0
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Table 2. Cont.

YEAR 2016 2017 2018 2019 2020 2021

Ketoprofen 1,291,454.0 1,111,806.0 1,105,834.0 1,077,942.1 849,578.2 778,493.0

Fenoprofen 962,147.0 539,040.0 768,356.0 735,468.5 714,498.2 666,893.0

Ketorolac 9,574,316.0 9,878,009.0 10,056,409.0 9,716,596.9 9,031,225.5 8,835,210.0

Aspirin
(Acetylsalicylic

acid)
366,376,105.0 375,643,630.0 383,120,666.0 387,843,093.0 396,552,486.6 405,604,122.0

Indomethacin 4,699,619.0 4,500,193.0 4,311,930.0 4,051,962.9 3,872,131.3 3,665,919.0

Diclofenac 124,424,299.0 126,483,717.0 129,178,384.0 134,009,228.4 123,874,738.5 117,569,088.0

Ibuprofen 37,103,722.0 36,957,953.0 39,371,690.0 42,481,771.0 34,680,307.2 31,025,793.0

Naproxen 9,726,423.0 9,893,139.0 9,715,407.0 9,650,615.5 9,314,947.9 8,955,645.0

Mefenamic 39,116,748.0 38,837,548.0 40,038,274.0 40,749,495.9 35,870,159.3 32,708,550.0

Piroxicam 4,939,335.0 4,919,879.0 4,742,708.0 4,363,130.7 4,082,355.6 3,844,189.0

Sulindac 6,866,559.0 4,751,456.0 2,982,862.0 2,701,063.6 2,369,758.9 2,131,301.0

Flurbiprofen 40,789,198.0 40,477,203.0 39,277,977.0 37,531,871.0 32,659,331.5 30,632,617.0

Tiaprofenic 2,784,405.0 2,915,730.0 2,503,034.0 2,382,682.1 2,334,178.0 2,280,914.0

Meloxicam 19,968,809.0 18,737,852.0 17,643,748.0 16,743,526.7 15,806,439.2 15,187,917.0

Etodolac 9,774,633.0 9,479,509.0 9,406,691.0 8,920,161.2 8,193,847.7 7,423,861.0

Nabumetone 1,627,681.0 1,452,938.0 1,238,375.0 1,291,593.0 1,005,009.0 844,861.0

Total—non-
selective
NSAIDs

680,081,496.0 686619116.0 695503194.0 704,280,301.5 681,237,805.6 672,185,397.0

selective COX-2 (coxibs)

Celecoxib 47,641,788.0 54,574,797.0 65,058,810.0 73,424,446.8 77,509,160.3 79,913,423.0

Nimesulide 1,356,054.0 1,258,767.0 543,465.0 796,130.5 871,588.5 914,066.0

Etoricoxib 26,845,756.0 28,292,589.0 30,736,150.0 30,914,130.0 34,270,097.4 34,938,118.0

Total—selective
COX-2 75,843,598.0 84,126,153.0 96,338,425.0 105,134,707.3 112,650,846.2 115,765,607.0

Proton pump inhibitors (PPIs)

Dexlansoprazole 9,213,852.0 11,516,407.0 12,539,314.0 15,043,897.5 15,068,329.3 13,804,902.0

Lansoprazole 19,129,981.0 21,591,598.0 22,822,871.0 26,078,750.0 26,921,078.8 26,332,941.0

Omeprazole 0.0 0.0 0.0 0.0 0.0 0.0

Esomeprazole 31,523,402.0 36,632,282.0 39,599,272.0 44,737,220.1 48,726,306.5 54,194,445.0

Pantoprazole 13,299,493.0 15,487,044.0 16,468,282.0 18,291,923.5 18,253,321.6 18,980,534.0

Rabeprazole 9,600,093.0 10,877,557.0 11,962,574.0 14,235,057.2 14,163,626.5 14,020,734.0

Total—PPIs 82,766,821.0 96,104,888.0 103,392,313.0 118,386,848.3 123,132,662.7 127,333,556.0

3.1. Annual Usage by Category

We compared annual usage by each category to find the prescription trends shown
in Figure 1. Figure 1 shows that the non-selective NSAIDs are the largest in usage, ac-
etaminophen is the second most used, and selective COX-2 (coxibs) have the smallest use in
non-narcotic analgesics. Figure 1 also shows that all the analgesics and PPIs are increasing
in amount each year; only the non-selective NSAIDs decreased from 2020 to 2021. We
illustrated the annual usage of the non-narcotic analgesics in percentage terms in Figure 2,
which shows the portions of the three categories clearly.
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Figure 1. Annual usage by each category in amount from 2010 to 2021.

 

Figure 2. Annual usage of the non-narcotic analgesics in percentage from 2010 to 2021.

3.2. Annual Growth Rate by Category

We calculated the annual growth rate of usage by each category, and we also listed the
growth rate of the annual usage of all drugs as an overall trend to see how the usage of
non-narcotic analgesics and PPIs varies compared with the overall trend of all drug usage.
The result is illustrated in Figure 3. We could see drug usage increasing every year; only
the non-selective NSAIDs decreased in 2020 and 2021. Figure 4 shows the trends in a line
graph. We see that the annual growth rates of selective COX-2 and PPIs are greater than
those the overall drug usage, the growth rate of acetaminophen is closer to the overall
trend, and the growth rate of non-selective NSAIDs is lower than the overall growth rate.

 

Figure 3. The annual growth rate of usage by each category and overall drug usage.
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Figure 4. The annual growth rate of usage by each category and overall drug usage by line graph.

3.3. Annual Use Percentage of Each Drug

We calculated the use percentage of each drug in three categories of the traditional
non-selective NSAIDs, the selective COX-2, and the PPIs. We found there are some drugs
in a dominant position in the traditional non-selective NSAIDs. Thus, we illustrated the
six most dominant non-selective NSAIDs, covering over 90% of the usage in 18 drugs, in
Figure 5. Aspirin (acetylsalicylic acid) takes the largest proportion, with over 50% of annual
usage. Diclofenac is the second largest at about 18% of usage. Flurbiprofen, mefenamic
acid, ibuprofen, and meloxicam follow, with use rates of around 5% or less.

 

Figure 5. The annual use percentage of six traditional non-selective NSAIDs.

In Figure 6, there are three drugs in the selective COX-2 (coxibs). Celecoxib takes over
60% of annual selective COX-2 usage. Etoricoxib is the second largest, taking over 20% of
usage. Nimesulide is the third, with usage of less than one percent in recent years.

 

Figure 6. The annual use percentage of three selective COX-2 (coxibs).
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Six PPIs are illustrated in Figure 7. Esomeprazole takes the largest proportion of the
usage of PPIs. The usage of Omeprazole in Taiwan’s NHI Annual Statistical Report has been
aggregated with Esomeprazole since 2015. The proportion of Esomeprazole/Omeprazole
accounts for around 40% of the annual PPIs usage. Lansoprazole is the second largest,
taking over 20% of usage. Pantoprazole and rabeprazole are the third and the fourth, with
under 20% use. It is remarkable that the usage of dexlansoprazole is increasing rapidly.
The usage proportion of dexlansoprazole has taken over 10% of usage since 2016. There is
only one drug, paracetamol (acetaminophen), in the paracetamol category, and so there is
no need to figure the graph.

 

Figure 7. The annual use percentage of six PPIs.

4. Discussion

Figures 1 and 2 help us to answer the question of the prevalence and the trend of
non-narcotic analgesics. The traditional non-selective NSAIDs take the largest proportion
of usage over 60%, which is twice as many as the acetaminophen. The selective COX-2
(coxibs) takes the smallest proportion of the non-narcotic analgesics usage, but grows
rapidly. In Figure 4, we can see the selective COX-2 has the highest annual growth rate.
The annual growth rate of acetaminophen is also greater than the annual growth of overall
drug usage. The traditional non-selective NSAIDs show a lower annual growth rate. Their
use had been decreasing since 2020. The reason for this could be that the selective COX-2
are taking the place of the traditional non-selective NSAIDs. Although NSAIDs are widely
used, acetaminophen still takes an important place—one-third of non-narcotic analgesic
usage. It is noteworthy that the PPIs also have a high growth rate of annual usage over the
growing trend of overall drug usage. This means the usage of PPIs did not decrease with
the use of the selective COX-2 (coxibs). The result implies that it is necessary to further
investigate the prescription pattern of the NSAIDs and PPIs, especially the combined use
of selective COX-2 (coxibs) and PPIs.

Figures 5–7 help us to answer the question of what the most commonly prescribed
non-narcotic analgesics and PPIs in Taiwan’s NHI are. Aspirin (Acetylsalicylic acid),
diclofenac, flurbiprofen, and mefenamic acid are the four most commonly prescribed
traditional non-selective NSAIDs. They take over 80% of the annual usage. Aspirin
takes the largest proportion, at over 50%. Celecoxib and etoricoxib are the two most
commonly prescribed selective COX-2 (coxibs). They take 90% of the selective COX-2 usage.
Esomeprazole/omeprazole, lansoprazole, and pantoprazole are the four most commonly
prescribed PPIs. They take over 80% of the annual PPI usage.

This study gives us two important findings. The usage of PPIs is not decreasing
with the use of the selective COX-2 (coxibs); on the contrary it is increasing rapidly. It
is necessary to investigate the prescription pattern of the NSAIDs and PPIs, especially
the combined use of selective COX-2 (coxibs) and PPIs. We identify the most commonly
prescribed NSAIDs and PPIs in Taiwan’s NHI. We can focus on these drugs to investigate
the prescription pattern of the NSAIDs and PPIs using Taiwan National Health Insurance
Research Database in future research.
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Abstract: The “fusion of sports and medicine (FSM)” is the key to promoting national fitness and
health in deep fusion. However, there are disadvantages such as isolation of information networks
and separation of health data in the progress of FSM. A smart health station (SHS) is a new health
service mode of FSM to provide a place for community residents for health self-assessment and
self-management. SHS forms an integrated health information management system based on the
Internet of Things, mobile internet, and big data. It integrates community health services, community
physical fitness surveillance, and other resources. In order to put forward health management and
improve people’s ability to manage their health, Shanghai has promoted the construction of SHS.
The construction of SHS in Shanghai provides strong support and guarantees disease prevention
and treatment in the community. “Early prevention, early diagnosis, and early treatment” are also
achieved to eliminate the disease. In this study, we introduce the background, service, character, and
management of SHS construction in Shanghai, and the application of health service data in health
education, chronic disease management, and intervention guidance.

Keywords: health station; health service; fusion of sports and medicine

1. Introduction

To promote the development of a “fusion of sports and medicine (FSM)” and the deep
integration of public fitness and public health, and better meet the diverse needs of people
for fitness and health, the Shanghai Smart Health Station (SHS), an intelligent service
mode with Shanghai regional characteristics, was launched [1]. As a practical project of
the Shanghai government, the first 85 SHSs in Shanghai opened to the public in 2019, and
219 SHSs were built and used in every community and sub-districts by 2020. SHS (also
previously named the health hut) has become an important place for residents to obtain
health management resources, and plays an extremely important role in chronic disease
management services. With communities and sub-districts as the main body and the sup-
port of the Shanghai “Healthcare Cloud” application, SHS realizes the self-examination,
self-assessment, and self-management of residents’ health and provides community resi-
dents with fitness testing, basic health testing, scientific fitness guidance, chronic disease
sports intervention, sports rehabilitation training, health knowledge popularization, and
other “one-stop” sports healthcare services [2]. Residents can set up a personal health
account in “Healthcare Cloud” to master their health conditions in real time.

2. Function of SHS

The highlight of SHS includes a unique identity by integrating health indicators and
shared health data (within health facilities). The health data are fully used to increase
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the residents’ self-perception and experience of health management. With population
characteristics, disease characteristics, behavior patterns, and other dimensions as the
core, SHS monitors residents’ health behavior, early disease, and risk factors through self-
examination and self-evaluation using the internet information method, and integrates
physical examination. Under the guidance of family-doctor teams or professionally trained
volunteers, the risk factors affecting health status are assessed, and residents in need are
guided for a timely connection with family doctors, specialist doctors, and social sports
instructors. This improves the identification, filing, management, and control rates of key
diseases through the development of individual exercise programs and the physical quality
of chronic diseases.

2.1. Self-Examination and Self-Evaluation

SHS contains various health data collection devices for residents to perform health self-
examination and self-assessment by wearable devices, sports equipment, and self-rating
scales for basic physical conditions, physical monitoring, and lifestyle. By docking with the
“Healthcare Cloud” application, residents’ health data are uploaded and analyzed in real
time. Health records can be dynamically updated to form a health database of Shanghai
and establish a public health management system integrated with health management and
medical treatment. Through the self-examination and evaluation function, SHS managed
to realize the primary screening of residents’ health conditions, promote the risk warning
of key diseases, and move forward the community health management threshold.

2.2. Risk Self-Assessment

SHS plays an extremely important role in the analysis of health risk factors and the
initial screening of diseases. According to the characteristics of residents such as gender,
age, health status, and lifestyle, and under the guidance of professional medical staff,
targeted health scales including TCM healthcare and chronic disease risk are selected for
evaluation in SHS. It mainly evaluates their health status, factors affecting health hazards,
and physical functions such as TCM constitution identification, normal constitution or
biased constitution, and the degree of cognitive impairment of the elderly. Through self-
assessment, SHS helps residents scientifically understand health risk factors, correctly
accept health intervention measures, and actively participate in health self-management.
This is a “sports + medical” characteristic health service.

2.3. Health Guidance

The corresponding health assessment report is issued after receiving the health as-
sessment at the SHS. If the unhealthy lifestyle causes changes in health status and does
not develop into early stages of diseases, SHS distributes health education materials such
as health education prescriptions on exercise, diet, psychology, and traditional Chinese
medicine. Residents need to follow the advice from SHS to establish a healthy lifestyle,
change unhealthy habits harmful to health, and reduce the harm of health risk factors and
the occurrence of diseases. In case of abnormal health conditions and early symptoms of
the disease during initial screening, SHS guides residents to professional institutions for
disease screening or treatment and provides community health service information.

2.4. Service Process

Residents only need to present their ID cards or social security cards to complete the
intelligent identification, automatically create or call the residents’ health account, and can
independently choose to obtain 22 self-help health and physical fitness tests and 15 health
scale self-assessment services, and can directly share the test data to the residents’ health
files in real time through the “Health Cloud” app to achieve family doctor contracting,
chronic disease management, appointment registration, and many other “through train”
services. Based on the combination of online and offline methods, the Smart Health Station
provides health prescriptions and exercise advice for different groups of people based on
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self-help physical tests, links medical resources with residents’ health needs, and provides
targeted health guidance and advice, while guiding residents to refer to family doctors
and contracting services or other professional institutions based on the results of health
self-examinations and self-assessments. This will strengthen community residents’ active
participation in their own health management, enrich ways for community residents to
carry out self-management and gradually improve their health literacy. The service flow of
the Smart Health Station is outlined in Figure 1.

Figure 1. The service flow of the Smart Health Station.

3. Data Application

Supported by the “healthcare cloud” information system, personal health information
is uploaded to the health accounts in the healthcare cloud account after SHS service [3].
The changing trend of health information such as blood pressure and blood sugar levels of
patients with chronic disease is recorded and analyzed in the information system. With
the updated information, family doctors can adjust health management programs, daily
monitoring and management, health consultation, follow-up, and other services. Social
sports instructors can improve residents’ fitness programs according to changes in exercise
prescriptions from family doctors.

3.1. Health Monitoring

In combination with their health requirements, residents visit the nearest SHS, perform
smart identity identification with their ID card or social security card, automatically create
or connect to their health accounts, and independently choose 11 items of the self-service
health testing, 11 items of the self-service physical testing, and 15 items of the health scale
self-evaluation services. The intelligent equipment of the SHS provides residents with a
health self-examination service, completing the update of personal electronic health data in-
formation and long-term and continuous health condition indicator monitoring. Under the
prompt of intelligent analysis of big data in the information system, it initially screens out
high-risk groups such as chronic diseases and common diseases. The SHS effectively helps
patients achieve the self-management of chronic diseases and provides diabetes monitoring
and management services, including diagnosis reports, examination reports, follow-up
reports, blood glucose monitoring records, and closed-loop management of diabetes.
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3.2. Health Analysis

Relying on SHS to collect residents’ health information, the normal range, different
ages, gender, and health index to the health of the residents are provided through long-
term, continuous monitoring and data analysis. Scientific monitoring achieves long-term
continuous personal health indicators to monitor and analysis of risk factors that affect
health. It also screens for the beginning of early disease symptoms and gives the family
doctor the role of an “assistant”. High blood pressure, diabetes, chronic diseases, and
common diseases of high-risk groups are updated with the information of the health
records. The family doctor signs for the residents’ health files after finding residents’ health
abnormalities for timely medical treatment to reduce the disease damage to health.

3.3. Personalized Intervention

Residents choose different health self-test programs and scale assessment services.
Compared with the normal range, a preliminary assessment of personal health is performed
to understand the health index or disease risk score threshold of obesity, blood pressure,
blood sugar, and cognitive impairment. The self-test system issues specific scientific health
prescriptions for dietary nutrition and emotional nursing to help residents manage their
health under the guidance of medical staff or community volunteers. If a resident’s health
index or disease risk score reaches the risk value and is listed as a high-risk group, the
family doctor team of the health service center of the community or sub-district provides
professional help and guidance to timely regulate the diagnosis and treatment in medical
institutions to slow down the malignant development of the disease and the occurrence of
complications. If diagnosed with chronic diseases such as hypertension and diabetes, they
are brought to standardized management by family doctors to take comprehensive pre-
vention and treatment measures provided by health management services. Such a “family
doctor + social sports instructor + exercise and fitness guidance” mode provides residents
with “chronic disease treatment, preventive treatment of disease” health guidance services.
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Abstract: Defect detection using thermal infrared images is used in nondestructive evaluation and
testing because it is easy to use. Thermal infrared images recorded the surface temperatures of the
target with a thermal infrared camera. Image segmentation is a technique to group those pixels with
similar surface temperatures to form thermal patterns. Defects can be identified by the segmented
patterns having different surface temperatures in their neighborhoods. In this study, a hybrid
approach combining fitting energy is proposed for describing the contamination illustrated in the
recorded surface temperatures and regional constants averaging the surface temperatures of the
segmented regions. The numerical implementation is completed by applying the level set functions
on an iteration scheme. The initial level sets evolve till a convergence can be reached. The processed
results demonstrate that the hybrid approach can be used for defect detection.

Keywords: image segmentation; fitting energy; regional constant; level sets

1. Introduction

Defect detection is an essential issue in nondestructive testing (NTD). Thermal infrared
images are widely employed by identifying the recorded surface temperatures presented in
the given thermal infrared images. Defects are usually identified by finding the differences
in surface temperatures. However, the recorded surface temperatures presented in the
thermal infrared images can be contaminated by sunlight refraction and environmental
deficiencies like shadows. Those contaminations make the pixels of the thermal infrared
image contain not only the surface temperature but also extra information related to
those contaminations.

Removing the intensity inhomogeneity presented in the given thermal infrared images
is an important issue in analyzing thermal infrared images. Huang et al. modeled the
shadow effects in a multiplicative way, and the shadow effects can be approximated by
implementing level sets and iteration schemes [1]. Traditionally, Li et al. introduced the local
fitting energy to model the intensity inhomogeneity in their segmentation algorithm [2].
Zhang et al. employed regional standards and regional constants to limit the segmentation
regions [3]. Zhang et al. proposed a hybrid approach combining the fitting energy and
regional constants to segment the given images [4].

Image segmentation grouping those pixels with similar surface temperatures is em-
ployed to identify the defects by finding the differences in the surface temperature. The
authors used their algorithms to approximate the intensity inhomogeneity and simultane-
ously segment the given images. Huang et al. successfully used Zhang’s regional standard
deviations and regional constants to locate those potential defects [1]. They employed a
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hybrid approach combining the local fitting energy and regional parameters (like stan-
dard deviations and regional constants) to approximate intensity inhomogeneity. The
processed results demonstrated that the proposed hybrid approach can be used for defect
detection. The paper is organized as follows. Section 2 introduces the hybrid system,
Section 3 presents a series of thermal infrared images of the side wall of the Administra-
tion Building, Chaoyang University of Technology, Taichung, Taiwan, as the test target to
verify the robustness of the proposed approach, and Section 4 provides the discussions
and conclusions.

2. Hybrid System

2.1. Principal Component Analysis

Principal component analysis (PCA) is widely used to analyze a series of images by
projecting the original data onto a low-dimension space. The projected data can inherit the
major properties from the original data. In doing so, the template image extracted from the
projected data can be analyzed instead of analyzing each given image. Suppose a given
data matrix M can be decomposed as a low-dimension space L and a sparse space S. Then,
M can be given as follows.

M = L + S (1)

Equation (1) needs to satisfy the given condition as follows.

min‖M − L‖ st.rank(L) ≤ k (2)

where k < rank(M). The singular value decomposition (SVD) is applied to find the optimal
approximation.

2.2. Hybrid Systems

The proposed hybrid system contains the local fitting energy and regional parameters
(including regional standard deviations and regional constants). The local fitting energy as-
sumes that the intensity inhomogeneity illustrated in the given image can be approximated
by the local fitting energy [2]. Hence, the local fitting energy can be given as follows [2].

E1(Φ, F, C) =
4

∑
i=1

�
Kσ(x − y)|I(y)− fi(x)|2Mi(y)dydx (3)

where Kσ(x − y) is Gaussian filter with the parameter σ, I is the given image, fi is the local
fitting energy and Mi are the combinations of two-level set functions. Mi is presented
as follows.

M1(φ1, φ2) = H(φ1)H(φ2)

M2(φ1, φ2) = H(φ1)(1 − H(φ2))

M3(φ1, φ2) = (1 − H(φ1))H(φ2)

M3(φ1, φ2) = (1 − H(φ1))(1 − H(φ2))

(4)

where φ1, φ2 are level set functions, and H indicates the Heaviside function, shown as
follows [5].

Hε(x) =
1
2

[
1 +

2
π

tan−1
( x

ε

)]
(5)

where ε > 0.
The image model containing the intensity inhomogeneity is incorporated in a multi-

plicative way and regional constants. The image model is illustrated as follows [3].

I =
4

∑
i=1

BCi (6)

51



Eng. Proc. 2023, 55, 9

where B is the intensity inhomogeneity, and C_i is the regional constant. The regional
constants are the average values of the segmented regions. Zhang et al. introduced the
standard deviations of the segmented regions into the segmentation algorithm, and the
algorithm can be presented as follows [3].

E2(σ, c, B) =
∫ ( 4

∑
i=1

∫
K(y, x)

(
logσi +

(I − BCi)
2

2σ2
i

)
Mi(Φ)dx

)
dy (7)

where σi are the regional standard deviations of the segmented regions. The hybrid system
is the linear combination of Equations (3) and (7) and is given as follows.

E = ωE1 + (1 − ω)E2

+ν
∫ |∇H(φ1)|dx

+ν
∫ |∇H(φ2)|dx + μ

∫ 1
2 (|∇φ1| − 1)2dx

+μ
∫ 1

2 (|∇φ2| − 1)2dx

(8)

where ω, ν, and μ are positive constants.
Then, the local fitting energy can be obtained and given as follows.

fi(x) =
Kσ(x − y)

⊗
(IMi(Φ))

Kσ(x − y)
⊗

Mi(Φ)
(9)

where
⊗

is the convolution operator. Similarly, the regional constants, regional standard
deviations, and the intensity inhomogeneity illustrated in the image can be given as follows.

Ci =

∫
Kσ(y, x)

⊗
(IBMi(Φ))dxdy∫

Kσ(y, x)
⊗
(B2Mi(Φ))dxdy

(10)

σ2
i =

∫
K(y, x)

⊗(
(I − BCi)

2Mi(Φ)
)

dxdy∫
K(y, x)

⊗
Mi(Φ)dxdy

(11)

B =
∑4

i=1
∫

Kσ(y, x)
⊗(

IMi(Φ) Ci
σ2

i

)
dxdy

∑4
i=1

∫
K(y, x)

⊗(
Mi(Φ)

C2
i

σ2
i

)
dxdy

(12)

The iteration scheme is applied such that the level set functions can evolve till the
convergence is reached. Firstly, several parameters are defined as follows.

e1 =
�

Kσ(x − y)|I(y)− f1(x)|2dydx

e2 =
�

Kσ(x − y)|I(y)− f2(x)|2dydx

e3 =
�

Kσ(x − y)|I(y)− f3(x)|2dydx

e4 =
�

Kσ(x − y)|I(y)− f4(x)|2dydx

F1 =
∫

K(y, x)
(

log σ1 +
(I−B(x)C1)

2

2σ2
1

)
dxdy

F2 =
∫

K(y, x)
(

log σ2 +
(I−B(x)C2)

2

2σ2
2

)
dxdy

F3 =
∫

K(y, x)
(

log σ3 +
(I−B(x)C3)

2

2σ2
3

)
dxdy

F4 =
∫

K(y, x)
(

log σ4 +
(I−B(x)C4)

2

2σ2
4

)
dxdy

(13)

The level set functions are rewritten for the time parameter and can be presented
as follows.
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∂φ1
∂t = ωδ(φ1)H(φ2)(e3 − e1) + ωδ(φ1)(1 − H(φ2))(e4 − e2) + (1 − ω)δ(φ1)H(φ2)(F3 − F1)

+(1 − ω)δ(φ1)(1 − H(φ2))(F4 − F2) + νδ(φ1)div
( ∇φ1
|∇φ1|

)
+ μ

(
∇2φ1 − div

( ∇φ1
|∇φ1|

)) (14)

∂φ2
∂t = ωδ(φ2)H(φ1)(e2 − e1) + ωδ(φ2)(1 − H(φ1))(e4 − e3) + (1 − ω)δ(φ2)H(φ1)(F2 − F1)

+(1 − ω)δ(φ2)(1 − H(φ1))(F4 − F3) + νδ(φ2)div
( ∇φ2
|∇φ2|

)
+ μ

(
∇2φ2 − div

( ∇φ2
|∇φ2|

)) (15)

In doing so, the intensity inhomogeneity can be approximated. Furthermore, the
image can be calibrated by removing the intensity inhomogeneity.

3. Materials for Evaluation

A series of thermal infrared images were taken on 30 January 2019. Those thermal
infrared images were recorded by NEC InfReC R500Pro, and the image sizes of each
recorded image are 480 by 640 pixels. The accuracy of the recorded surface temperature
reached 0.01 ◦C. The test target is the side wall of the Administration Building, Chaoyang
University of Technology, Taichung, Taiwan. There were 80 frames recorded by NEC
InfReC R500Pro, and the highest surface temperature and the average surface temperature
in each recorded thermal infrared image are presented in Figure 1. Figure 2 shows the
images recorded by NEC InfReC R500Pro and a digital camera installed on the thermal
infrared camera.

Figure 1. Surface temperature ranges of recorded thermal infrared images.

Then, PCA was applied to the recorded thermal infrared images, and the first image
was extracted from the low-dimension space. The extracted image is illustrated in Figure 3.
It is obvious that the information on the surface temperatures was lost because the projected
data onto a low-dimension space could not keep the temperature information. However,
the thermal patterns remained.
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(a) (b) 

Figure 2. (a). Thermal infrared image recorded by NEC InfReC R500Pro. (b). The corresponding
image was recorded by a digital camera installed on NEC InfReC R500Pro.

Figure 3. The first image was extracted from the low-dimension space generated by using PCA.

The proposed hybrid system with settings ω = 0.1, μ = 0.00001 × 256 × 256, ν = 1,
and Δt = 0.1 was used on the results by employing PCA. The approximated intensity
inhomogeneity is presented in Figure 4. The segmented results are shown in Figure 5. The
calibrated image with removing intensity inhomogeneity is illustrated in Figure 6. The
convergence is given in Figure 7.

Figure 4. An optimal approximation of intensity inhomogeneity after 1000 iterations is presented.
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Figure 5. Segmented results by employing the hybrid system are presented.

 

Figure 6. A calibrated image with removing the intensity inhomogeneity is shown.

Figure 7. Convergence after 1000 iterations is illustrated.
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4. Discussions and Conclusions

The proposed hybrid system can segment the given thermal infrared images such that
the differences in the recorded surface temperatures can be identified. From Figure 5, it is
evident that those segmented regions colored in yellow can be potential defects. Different
NDT techniques can be employed to verify the results.

The proposed hybrid system employs the Gaussian function to assume that the in-
tensity inhomogeneity is illustrated at location x and in its neighborhoods. The Gaussian
function shows that for those neighborhoods, their influences decrease while their locations
are far away from location x. With the specified σ, the Gaussian function with different
window sizes is applied in the hybrid system. The window sizes are 5 × 5, 15 × 15, 25 × 25,
and 35 × 35. The performance is presented in Table 1. The processing times were calculated
by taking the averages after running the same program ten times. The processing time was
increased with the window sizes. The estimated intensity inhomogeneity is presented in
Figure 8a–d.

Table 1. Performances of Employing Different Window sizes.

Window Sizes Processing Time (s)

5 × 5 256.37

15 × 15 334.43

25 × 25 457.79

35 × 35 610.10

  

  

Figure 8. Estimated intensity inhomogeneity by employing 5 × 5 window sizes.

The intensity inhomogeneity does exist in the thermal infrared images, and its ranges
are in the [0, 1.4]. The small window sizes, like 5 × 5, seem to have bigger ranges than those
larger window sizes because the small window sizes give the influences from the neigh-
borhoods such that the ranges are increased. Shadows illustrated in the thermal infrared
images have intensity inhomogeneity, and the effects can be approximated. Furthermore,
the intensity inhomogeneity can be removed. The estimated intensity inhomogeneity
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enhances the original image, while the intensity inhomogeneity is less than 1.0. Otherwise,
the image is smoothed while the intensity inhomogeneity is larger than 1.0. As for that
intensity inhomogeneity equal to 1.0, nothing can be done on the images.

Eventually, the conclusions are given as follows.

(1) Image segmentation can be employed to find potential defects by segmenting the
given thermal infrared images.

(2) PCA can project the given data onto a low-dimension space such that the prop-
erties of the given data can be inherited from the images extracted from the low-
dimension space.

(3) Intensity inhomogeneity does exist, and it needs to be estimated such that the thermal
infrared images can be calibrated.

The proposed hybrid system seems to work well in analyzing thermal infrared images.
Different methods to remove intensity inhomogeneity will be compared in the future.
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Abstract: After the Taiwanese government launched the Blueprint for Developing Taiwan into a
Bilingual Nation by 2030, the Implementation Project of Bilingual Instruction in several domains
of primary and junior high school education was promoted by the Taiwan Ministry of Education.
Content and language integrated learning (CLIL) is a dual-objective strategy in which students
simultaneously acquire language skills and subject knowledge. CLIL has been widely implemented
and proven to be successful in European countries. This strategy will become the primary method
of bilingual education for instructors in grades K-12. Other non-European countries, such as Latin
America and Indonesia, however, found difficulties applying CLIL in class. The issues need to be
identified to encourage researchers and practitioners to find solutions. The purpose of this paper is
to identify the barriers to implementing CLIL from the perspective of K-12 teachers. We surveyed
102 K-12 teachers in Keelung using a questionnaire. The findings indicate that (1) 49.0% of teachers
feel concerned if they are required to teach half of their content in English, (2) 64.8% of teachers are
willing to improve their English proficiency in their spare time for implementing CLIL in class, and
(3) only 36.3% of teachers are willing to adopt CLIL in class, while 50.0% of teachers are willing to
implement CLIL if a teaching assistant system supports them with English course materials. Teaching
assistant systems that provide English course materials might influence teachers’ willingness to
implement CLIL in class.

Keywords: content language integrated learning; bilingual education; K-12; technology enhanced

1. Introduction

Taiwan has advanced English education from the fifth grade to the third grade in
elementary schools since 2005. While this advancement has been in place for nearly two
decades, its effectiveness has been less than anticipated [1]. The reasons for the lack
of effectiveness may be because (1) Taiwan’s English education is in an examination-
led teaching atmosphere, and English for students is merely a subject at school rather
than a useful tool after school, and (2) the non-English speaking environment in Taiwan
prevents students from using English in their daily lives, reducing students’ motivation to
learn English.

In the past, it has been thought that learning a second or foreign language is best done
in a way that emphasizes meaning rather than accuracy. Such an environment makes it
hard to reach the target level of language, but it can be carried out through the creation of
situations that encourage language practice and use in a meaningful way [2]. Perspectives
from research in cognitive psychology, language learning theories, and second language
acquisition have helped to support the development of content and language integrated
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learning programs that allow students to learn a new language naturally through meaning-
ful communication. Content and language integrated learning (CLIL) is a dual-focused
educational approach where students acquire language skills and subject knowledge at the
same time [3]. The principal property of CLIL is that students “learn to use language and
use language to learn” [4]. Chamot et al. [5] suggested that the CLIL environment enables
non-English speaking students to learn English as a lingua franca and utilize English in an
academic context within a globalized international setting. In recent years, scholars have
suggested that the CLIL approach is about the aforementioned two objectives of learning
and about learning the culture implied behind the language as well. Therefore, the CLIL
approach has been presently developed into a “language, subject literacy and learning”
teaching method [6].

In 2018, the Taiwan government launched the Blueprint for Developing Taiwan into
a Bilingual Nation by 2030 to cultivate bilingual talents to increase Taiwan’s global com-
petitiveness. The Implementation Project of Bilingual Instruction in Some Domains of
Primary and Junior High School Education was soon promoted by the Taiwan Ministry of
Education [7]. Since CLIL has been widely implemented and proven to be successful in
European countries [8,9], most Taiwanese primary and junior high schools have adopted
CLIL to implement bilingual classes. CLIL tends to be the primary method of bilingual
education for instructors in grades K-12. However, other non-European countries, such as
Latin America [10] and Indonesia [11], have found difficulties applying CLIL in class.

Issues need to be identified to encourage researchers and practitioners to contribute
more solutions. Thus, the purpose of this paper is to identify the barriers to implementing
CLIL from the perspective of K-12 teachers. We surveyed 102 K-12 teachers in Keelung
using a questionnaire. The results imply that the teaching assistant systems that provide
English course materials might influence teachers’ willingness to implement CLIL in class.

2. Related Work

2.1. CLIL in Indonesia

Isnaini et al. [11] studied the challenges in implementing CLIL for Indonesian primary
school students from the head teacher’s viewpoint. They suggested that the main challenges
emerging during CLIL implementation include teachers’ lack of knowledge, teaching
experience, and sufficient preparation.

2.2. CLIL in Ecuador

On the other hand, Vega et al. [10] attempted to compare language learning outcomes
between CLIL and English for specific purposes programs for Ecuadorean college students.
Their study revealed no significant increase in language proficiency or difference in achieve-
ment between the two programs. They also pointed out that the students’ initial language
levels influence the learning effectiveness of the CLIL program. Due to the historical and
cultural differences between Taiwan and other countries, the issues in implementing CLIL
in Taiwan should be clearly identified. The bilingual education plan must be tailored to
local needs to achieve tangible outcomes.

3. Material and Methods

We designed an online questionnaire containing potential challenges in implement-
ing CLIL for K-12 teachers in Taiwan from three aspects: teachers’ willingness, English
proficiency, and support for CLIL curriculum development. The questions are listed below:

3.1. Willingness

• How willing are you to teach 50% of your subject in English?
• How concerned do you feel if you are now required to adopt CLIL in class?
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3.2. English Proficiency

• How willing are you to spend your leisure time improving your English proficiency
to smoothly adopt CLIL?

3.3. Support for CLIL Curriculum Development

• How willing would you be to implement CLIL in your class if a teaching assistant
system could generate 50% of the English content, including materials and exercises
when developing the CLIL curriculum?

• How willing would you be to implement CLIL in your class if a teaching assistant
system could not only generate 50% of the English content, including materials and
exercises, when developing the CLIL curriculum but also support students with
self-study?

The participants were asked to answer the questions with a 5-point Likert scale, as
shown in Table 1. In addition to the above questions, we also asked participants to leave
comments on implementing CLIL in K 12 classes. We recruited 102 K-12 teachers in Keelung
City as participants to answer the above questions anonymously. Figure 1 illustrates the
age and gender distributions of the recruited participants. Female is the major subgroup,
and almost half of the K-12 teachers are between the ages of 41 and 50.

Table 1. Five-point Likert scale in this study.

1 2 3 4 5

Willing Completely
unwilling Unwilling Neutral Willing Completely

willing

Concerned Extremely
concerned Concerned Neutral Uncon-

cerned
Extremely

unconcerned

Figure 1. (I) and (II) are the gender and age distributions of the recruited participants, respectively.

4. Results and Discussion

The results related to teachers’ willingness are shown in Figures 2 and 3. Teachers
who are completely unwilling to teach their subjects with half the content in English make
up 23.5%, the highest portion of all teachers, while only 36.3% of all teachers are willing to
teach their subjects in English (Figure 2I). Figure 2II shows that teachers who feel extremely
concerned about adopting CLIL in class make up 30.5%, the highest portion of all teachers.
Figure 3 depicts the level of willingness of teachers between the ages of 41 and 50. Similar
to the result shown in Figure 2II, teachers who feel extremely concerned when adopting
CLIL in class make up 39.62%, the highest portion in this subgroup.

Figure 4 presents the results related to teachers’ English proficiency. In total, 64.8%
of teachers are willing to spend their leisure time improving their English proficiency to
adopt CLIL. The results in Figures 2 and 3 imply that teachers may not be confident enough
with their English proficiency. The lack of English proficiency appears to reduce teachers’
willingness to adopt CLIL.
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Figure 2. Results related to teachers’ willingness.

Figure 3. Results related to teachers’ willingness in the subgroup of teachers between the ages of 41
and 50.

Figure 4. Results related to teachers’ English proficiency.

The results related to the support for CLIL curriculum development are shown in
Figure 5. Overall, 50% of teachers are willing to implement CLIL with a teaching assistant
system providing English course materials (Figure 5I). A total of 53.9% of teachers are
willing to implement CLIL with a teaching assistant system that not only provides English
course materials but also helps students with self-study (Figure 5II). The teaching assistant
system that generates English course materials seems to increase the teachers’ willingness
to deploy CLIL in class. Furthermore, the teaching assistant system supporting students
with self-study boosts the teachers’ willingness to deploy CLIL in class more. Figure 6
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presents the female teachers’ results related to support for CLIL curriculum development.
The willingness to deploy CLIL in class accounts for 57.54% of all female teachers. The
results in Figure 6 are almost in line with the results in Figure 5.

 

Figure 5. Results related to support for CLIL curriculum development.

Figure 6. Results related to support for CLIL curriculum development in the subgroup of female
teachers.

Table 2 describes the results of teachers’ comments manually categorized by topics.
In total, 31.37% of teachers feel concerned about their English proficiency regarding the
implementation of CLIL. The results suggest that teachers’ English proficiency is currently
the major challenge in implementing CLIL in class. One possible explanation for the results
is that the existing teacher training process does not contain training in bilingual teaching.
English proficiency is not a requirement for K12 teachers. In addition, there is no shortcut to
improving English proficiency to an appropriate level for implementing CLIL. Improving
teachers’ English proficiency is a long-run plan. However, short-term solutions are still in
demand because teachers are the key players implementing CLIL in class.
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Table 2. Teachers’ comments on implementing CLIL categorized by topics.

Topic Percent

Teachers’ English proficiency 31.37%

Students’ competency levels 19.60%

Bilingual education policy 12.75%

Curriculum development 8.82%

Appropriate subjects for CLIL 5.88%

Supporting measures 4.90%

Others 8.82%

No comments 7.84%

In addition to teachers’ English proficiency, 19.60% of teachers are concerned about
students’ competency levels. Teachers’ comments imply that students who already fail
to understand Chinese lectures are likely to struggle even more with English lectures.
Students’ learning effectiveness might decrease because of the language barrier. However,
students can still defeat their learning hardship as long as they are highly motivated
to learn.

According to the results shown in Figures 5 and 6, a teaching assistant system that
provides English course materials and helps students with self-study may be a short-term
solution. Inspired by the concept of technology-enhanced CLIL [12], which was initially
proposed to find useful discursive patterns that promote knowledge co-construction and
language development, we identify the roles of technologies in facilitating CLIL imple-
mentation from teachers’ perspectives, and this is shown in Figure 7. Technologies such
as natural language processing and text-to-speech processing are helpful for teachers to
develop bilingual curricula. Other technologies, such as augmented reality and chatbots,
can be designed with proper human–computer interactions to help students with self-
study. Integrating the technologies mentioned above may put the teaching assistant system
into practice.

Figure 7. (I–IV) are augmented reality, natural language processing, chatbot, and text to speech
plus speech recognition, respectively. These technologies may help teachers in implementing CLIL
in class.

5. Conclusions

Implementing CLIL in class is currently imperative in Taiwan. This work discovers
that teachers’ English proficiency is the main challenge in implementing CLIL in class.
Our findings also indicate that the teaching assistant system providing English teaching
materials and helping students with self-study increases teachers’ willingness to implement
CLIL in class. Based on the results of this work, we also identify the roles of technologies
in facilitating CLIL implementation from teachers’ perspectives. Integrating proper tech-
nologies to develop teaching assistant systems may be a short-term solution to mitigate
teachers’ lack of confidence in their English proficiency.
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Abstract: The Jhongtun wind farm in the area of Penghu Archipelago is studied. The first part of
the Jhongtun wind farm has been operated for 19 years, and the second part has been operated
for 15 years. It is about time to evaluate the feasibility of this wind farm’s re-powering process to
promote its power production. The evaluated AEPs are 82.65 GWh/year and 107.32 GWh/year. With
the current deployment, roughly 12% of the power is provided by the wind farm with a 600 kW wind
turbine, and its AEP is 11.46 GWh/year. The newly proposed 3 MW wind turbine has the potential
to provide 100% of the power needed for the entire Penghu Archipelago.

Keywords: wind turbine; wind farm; re-powering

1. Introduction

The research related to the exploitation of renewable energy (mainly wind and solar
power) has been important in recent years. The traditional way of power production
(mainly via fossil fuel) is not attractive due to its impact on the environment and the
possibility of losing it entirely in the future. The goal of net zero emission and limiting the
temperature change to 1.5 ◦C was declared in the Conference of the Parties 26 (COP26),
who are also promoting the development of renewable energy.

Most of the onshore wind farms are developed by the Taiwan Power Company (TPC)
and WPD [1]. The operation of TPC’s wind farms has been ongoing for over 10 years.
It is worth to conduct a comprehensive assessment on the benefit/cost of prolonging,
decommissioning, and re-powering operational wind farms.

Besides the main island of Taiwan, the wind resources in the Penghu Archipelago are
sufficient. About 10−12% of the needed energy was generated by wind turbine systems
in the Penghu Archipelago in recent years. Capital investment is largely conducted in the
Penghu Archipelago with the goal of 100% green energy. As the wind turbine systems
have also been operating for more than 10 years in the Penghu Archipelago, re-powering
to upgrade the power generation capacity is beneficial to meet the proposed goal.

The pre-process of a wind resources assessment (WRA) is an important step in ac-
quiring wind power. Besides the technical consideration, the profitability of evaluat-
ing wind farms is vital for risk assessment planning. In recent years, larger wind tur-
bines have been proposed, and the effects of complex terrain have to be considered for
potential applications.

Wu et al. [2] evaluated the power generated in a wind farm with different heights and
layouts by using the LES (large-eddy simulation) model. Eight layouts of turbine arrays
were considered with 120 turbines in 30 rows. The aligned and staggered configurations
were employed along the wake direction. Results showed that an obvious power reduction
(45−65%) was observed for the first 12 turbines. More power was produced for the laterally
staggered wind farm due to its better adaptability in the first 6 turbine rows. Meanwhile,
the reduction of velocity and turbulence intensity of wake flow was observed for the
vertically staggered wind farm configuration.
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2. Method and Analysis

The effects of the characteristics of the targeted wind farm, compatibility with the
considered wind turbines, price, and reliability of manufacturers need to be considered.
The selection of wind turbines is based on the wind condition of the investigated wind
farm. The effects of average wind speed and turbulence intensity (TI) must be considered in
the assessment. For an area with a higher TI, a wind turbine with stronger robustness and a
lower capacity factor is superior. In general, the same type of wind turbine is employed for
an entire wind farm. In special cases, two or more different wind turbines are deployed in
a wind farm with different hub heights for a maximum power output. It is also suggested
that different wind turbines should belong to the same series and be made by the same
manufacturer to be considerate of integration and management.

An onsite investigation must be conducted to assess the characteristics of a wind farm.
The procedure of micro-siting is indicated in Figure 1. The feasibility of the selected wind
turbine on a planned wind farm is evaluated. An adjustment is made for an optimization if
needed. With the calculated net annual electricity production (AEP) and load on a wind
turbine, the finalized plan of micro-siting can be proposed.

In this study, the evaluation model is developed by the software Wind Atlas Analysis
and Application Program (WAsP) [3]. The data from the published wind atlas [4,5] are
introduced for a comparison. The calculated AEP is then compared with the experimental
value for validation of the proposed WAsP model. With the verified model, several
scenarios are considered as possible deployments in the future for wind farm re-powering.

Figure 1. Procedure of micro-siting for a wind farm [6].
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3. Results and Discussion

In this study, the Jhongtun wind farm is analyzed, as shown in Figures 2 and 3. The
Jhongtun wind farm is the second wind farm in Taiwan produced by the TPC. There are
eight wind turbines in the Jhongtun wind farm, and their generated power is integrated
into the electricity network, providing 12% of the total demand of the Penghu Archipelago.

Figure 2. Aerial photography of the Jhongtun wind farm [7].

 

Figure 3. Plan of the Jhongtun wind farm [7].

The first part of the Jhongtun wind farm was developed from May 2000 to December
2011 with four wind turbines produced by Enercon. The second part was developed from
January 2004 to April 2005 with the same four wind turbines produced by Enercon. Their
total capacity is 4.8 MW. The surrounding area of the Jhongtun wind farm was refurbished
into a wind farm by the local government.

The hub height of the wind turbine installed in Jhongtun is 46 m. The statistical
performance of the Jhongtun wind farm is shown in Figure 4.
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Figure 4. Four-year performance of the Jhongtun wind farm [8].

As shown in Figure 4, the overall availability is higher than 85% (except in the case of
2016), with the AEP being larger than 15 GWh/year. Compared to the other operating wind
farms produced by the TPC, the performance of the Jhongtun wind farm has recently been
good. However, the first part of the Jhongtun wind farm has been operated for 19 years,
and the second for 15 years. It is necessary to evaluate the feasibility of the wind farm
re-powering process to promote the power production of the Jhongtun wind farm.

The wind resources near the Jhongtun wind farm are the main topic of this study. The
wind atlas with a high resolution is evaluated with the proposed WAsP model.

The statistical treatment result of hourly weather data is shown in Figure 5. The annual
wind speed at the site is about 8.03 m/s. The contour plot assessed with the proposed
WAsP model is shown in Figure 6. The calculated annual wind speed at the height of 80 m
is about 9 m/s, and it is comparable with the data from reference [5].

 

Figure 5. Wind distribution of the Jhongtun wind farm as assessed with the WAsP model.
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Figure 6. Atlas of the Jhongtun wind farm created with the WAsP model.

On the website of ref. [5], a simple and quick evaluation can be conducted. Results
are shown in Table 1 with four sets of wind turbines. With the assumption that the new
installation of the upgraded wind turbines have the same localization, the gross AEP
is obtained by timing the AEP of a single wind turbine, as indicated in the last row of
Table 1. The capacity of the considered wind turbines ranges from 850 to 2300 kW. The
corresponding AEP of the re-powered wind farm ranged from 26 to 53 GWh/year. The
effects of wake flow are not considered in such a simplified evaluation. For the scenario
with different positions, heights, and numbers, the performance is evaluated with the
proposed WAsP model.

Table 1. Summary of wind farm re-powering.

Specification Vestas V60 Vestas V90 Vestas V80 Enercon E-70

V_hub (m/s) 7.7 8.1 7.85 7.79

Capacity (kW) 850 1800 2000 2300

Hub height (m) 60 80 67 64

AEP (kWh/y) 3,293,760 7,717,560 6,508,680 6,675,120

CF (%) 44.24 48.94 37.15 33.13

AEPX8(GWh/y) 26.4 61.7 52.1 53.4

The most feasible plan is to install a new and upgraded wind turbines at the Jhongtun
wind farm in the same area via a preliminary discussion with the operator of the plant. The
capacities of the considered wind turbine are 2 and 3 MW. The turbine characteristics are
introduced into the WAsP model, and the results are shown in Figure 7.

 

Figure 7. Re-powering of the Jhongtun wind farm with the WAsP model.
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As shown in Figure 7, the effects of wake flow on the Jhongtun wind farm are in-
significant. This also indicates that the original design of this wind farm is well organized
with regard to the orientation and distance between turbines. Thus, installing a new and
upgraded wind turbine in the same position of an existing one would also lead to good
results. It is also expected that such a plan leads to a minimal impact on residents. The
AEPs are re-calculated with new wind turbines via the proposed WAsP model, and the
results are shown in Table 2.

Table 2. Summary of wind farm re-powering.

Turbine Capacity Model Hub Height (m) AEP (GWh)

600 kW Enercon E-40 46 11.46 (WAsP)
10.99 (Real, 2016)

2.0 MW Vestas V90 80 82.65

3.0 MW Vestas V90 80 107.32

As summarized in Table 2, the calculated AEP with the WAsP model is consistent with
the true value of power production in 2016, validating the reliability of the proposed model.
The wind turbines of Vestas V90 with a capacity of 2 and 3 MW are introduced into the
evaluation. The hub heights for both wind turbines are the same and have different power
curves. For a wind turbine of 3 MW, the rated power can be produced with the rated wind
speed. The evaluated AEPs are 82.65 and 107.32 GWh/year, respectively.

When comparing the current deployment, roughly 12% of the area’s power is provided
by the wind farm with a 600 kW wind turbine with an AEP of 11.46 GWh/year; the newly
proposed 3 MW wind turbine has the potential to provide 100% of the power needed for
the entire Penghu Archipelago considering the yearly average power requirement.

In this study, a numerical model is proposed for the evaluation of the performance of a
wind farm. The results are compared with a reference value to validate the proposed model.
The AEP of the newly designed wind farm, with different scenarios, is evaluated and
discussed. In the future, the economic assessment of the designed wind farm plans can be
conducted as a comprehensive evaluation for the re-powering of a wind farm in question.

4. Conclusions

The pre-process of an assessment of wind resources is important in the process of
acquiring wind power. Besides technical considerations, the profitability of evaluating a
wind farm is also vital for risk assessment planning. In this study, the software Wind Atlas
Analysis and Application Program is employed to develop a wind atlas of the investigated
wind farm. The calculated AEP is then compared with the experimental value for validation
of the proposed WAsP model. With the verified model, several scenarios are considered as
possible deployments in the future for wind farm re-powering. Suggestions are provided
based on the calculated results.

The Jhongtun wind farm is analyzed in the area of Penghu Archipelago. The Jhongtun
wind farm is the second wind farm developed in Taiwan by the TPC. There are eight wind
turbines installed in the Jhongtun wind farm, and the generated power is integrated into
the electricity network, providing 12% of the total demand of the Penghu Archipelago area.

The overall availability is higher than 85% (except for the case in 2016), with an AEP
larger than 15 GWh/year. Compared to the other operating wind farms produced by the
TPC, the performance of the Jhongtun wind farm in recent years is good. However, the first
part of the Jhongtun wind farm has been operated for 19 years, and the second for 15 years.
The evaluation of the feasibility of the wind farm is needed for the re-powering process to
promote the power production of the Jhongtun wind farm. The calculated annual wind
speed at the height of 80 m is about 9 m/s, which is comparable with the reference data.

The most feasible plan is to install new and upgraded wind turbines in the same
positions in the Jhongtun wind farm via a preliminary discussion with the operator of
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the plant. The capacities of the considered wind turbines are 2 and 3 MW, respectively.
Results show that the original design of this wind farm is well organized in terms of
the orientation and distance between turbines. Thus, installing new and upgraded wind
turbines in the same positions also leads to good results. Such a plan leads to a minimal
impact on residents. The calculated AEP with the WAsP model is consistent with the true
value of power production in 2016, validating the reliability of the proposed model. The
wind turbines produced by Vestas V90 with the capacity of 2 and 3 MW are introduced.
The hub heights for both wind turbines are the same, with a different power curve. The
evaluated AEPs are 82.65 and 107.32 GWh/year, respectively. When comparing the current
deployment, roughly 12% of the power is provided by the wind farm with a 600 kW wind
turbine and an AEP of 11.46 GWh/year. The newly proposed 3 MW wind turbine has
the potential to provide 100% of the power needed for the entire Penghu Archipelago
considering the yearly average power requirement.

In this study, a numerical model is proposed for the evaluation of the performance of a
wind farm. The results are compared with a reference value to validate the proposed model.
The AEP of the newly designed wind farm, with different scenarios, is evaluated and
discussed. In the future, the economic assessment of the designed wind farm plans can be
conducted as a comprehensive evaluation for the re-powering of a wind farm in question.
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Abstract: By using the machine learning of artificial intelligence to explore the application business
opportunities of the Metaverse in the MMORPG (Massively Multiplayer Online Role-Playing Game)
interactive game market, we study the supply and demand laws of buyers and sellers at the market
economy level, future trends, and business opportunities. The feasibility of its new products and
services is explored under a pragmatic, cooperative model of the game community platform “Key to
the Desert” case for the application level and business opportunities of Taiwan’s Metaverse markets.
Online and offline integration (OMO; Online Merge Offline), precision marketing, and the customer
management data platform (Customer Data Platform) are also explored in the application business
opportunities of the Metaverse market. By combining the NFT (Non-Fungible Token) Monopoly
game and MMORPG interactive games, we study the laws of supply and demand of buyers and
sellers at the market economy level to provide third-party payment, electronic payment, mobile
payment, and other transaction method certifications such as NFT (Non- Fungible Token). We also
evaluation the future and security issues of cryptocurrency.

Keywords: Metaverse; artificial intelligence; machine learning; NFT; MMORPG

1. Introduction

By using AR (Augmented Reality) [1] technology and combining it with animation
design (Figure 1) [1], or using AR alone, we can enhance the visual and auditory effect of a
member card. Therefore, through NFT (Non-Fungible Token) supply and demand sales
certification [2], products are integrated through virtual and real sales platforms. Online
Merge Offline (OMO) [3] intelligently collides with AI (Artificial Intelligence) machine
learning technology to match buyers and sellers on the cloud service platform [4], so that
buyers and sellers are allowed to classify the big data provided by the cloud service for
information docking, in a similar way to Uber’s method [5]. To make matching transactions
in the actual field, the transaction equilibrium points (E1, E2, and E3) must reach the supply
and demand side mentioned in Figure 2.
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Figure 1. Member card with AR technology implemented (https://www.youtube.com/embed/48
NEaMFm6Go?feature=oembed, accessed on 24 November 2023).

Figure 2. Equilibrium point in between supply and demand.

2. AI and Metaverse

2.1. NFT Monopoly Game and MMORPG

Figure 3 shows that with the collected data and information, it is possible to quickly
find suitable buyers and sellers and conduct balanced supply and demand transactions
through the calculation and classification of the cloud platform. Online and offline sales
can also be carried out. The integrated model confirms the transaction amount and identity
authentication of both parties. In addition to preventing transaction fraud, this does not
need to be guaranteed by banks or financial institutions, reducing intermediate handling
costs [6].

Figure 3. Using ML to match buyer and seller via NFT.
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Next, we use CDPs (Customer Data Platform) for precise marketing [7] and cus-
tomer management to explore the applications and business opportunities of the Taiwan
Metaverse [8] market. Combining the NFT Monopoly game and MMORPG (Massively
Multiplayer Online Role-Playing Game) [9] interaction games, new markets and future
developments are created as shown in Figure 4.

 

Figure 4. NFT Monopoly gaming hierarchy and MMORPG.

The NFT Monopoly game is a virtual online game that has existed for a long time.
Being combined with MMORPG’s massively multiplayer online role-playing interactive
game and the recently rammed metaverse land purchase business opportunity, the Taiwan
map is first matrixed. However, pixel bitmap files, which are restricted to digitizing and
building roads and infrastructure in important cities, are started such as traffic signs,
bridges, and other public buildings.

2.2. Cryptocurrency

Combined with the cold wallet conversion of virtual currency (cryptocurrency) [10] as
shown in Figure 5, the fee-free electronic payment and the online and offline membership
card system make it easier for consumers to conduct transactions. This is connected to
the MMORPG cloud platform by the import of advanced technologies of AR (Augmented
Reality), VR (Virtual Reality), MR (Mixed Reality), and XR (X-Reality; Cross Reality; Ex-
tended Reality) [11]. As the user experience is more appropriate, consumers are more able
to contact the real objects and have a better user experience with the purchased products.

 

Figure 5. Cold wallet with AR, VR, MR, and XR technologies.

3. Circular Economy

The next step is to combine online and offline brand enterprises and use the OMO
and CDP platforms to find the right TA (target audience; target customer; target group;
target) [12] for the products and services through the AI algorithm of precise marketing. By
lowering the advertising budget, consumers gather in the game, and the brand enterprise
sells products and services to the customer group with a faster and more effective fraction,
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increasing click through rate (CTR) and conversion rate (CVR). The return on advertising
spend (ROAS) can then be calculated [13].

Therefore, the NFT Monopoly game continues to create a positive cycle between
consumers, brand business owners, and game platforms and continuously increases the
CTR and CVR of online games. Thus, buyers and sellers can obtain maximum benefits, and
supply and demand reaches the equilibrium trading point as shown in Figure 6.

 
Figure 6. Circular economy via MMORPG.

4. Case Study

This chapter discusses the new product and service “Key to the Desert” game commu-
nity platform as a case study and analyzes OMO plus CDP’s precision marketing.

4.1. “Key to the Desert” Game Community Platform

“Key to the Desert” is a social platform that leaps from Web 2.0 to Web 3.0 [14].
From the Metaverse’s original concept, it covers life, work, entertainment, and community.
Through consensus gamification, online and offline behaviors are linked to each other to
achieve virtual reality. It includes the applications and connections of new technologies to
achieve new customers’ expectations [15] in terms of hardware and services.

4.2. OMO and CDP

CDP is a collection platform for customers and consumers. It requires the traces
of consumers and customers, such as how long consumers and customers have seen the
products for and how soon to take action to buy them. It is based on the internal information
of the enterprises, plus external public information to draw a more accurate consumer
profile, and it is then used as shown in Table 1. This information is used for the accurate
marketing of automatic classification.

Table 1. Example of CDP case.

Consumer: Mr. Lee

Sex: Male
Age: 25
Address: No. 10, Section 4, Zhongxiao East Road, Taipei City
Purchase time: 20 July 2021
Where to buy: 7–11
Purchased items: milk powder
Purchase amount: 120 NTD
Mobile: 0922XXXXX5

With dynamic data and static data, precise customer marketing can be achieved by
combining these with CRM (Customer Relationship Management) [16]. In our current
data-based time, it has becomes more difficult for enterprises to operate without CDP. The
cross-use of CRM, DMP (Data Management Platform) [17], and CDP can maximize the use
of marketing resources for enterprises as shown in Figure 7.
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Figure 7. History of CRM, DMP, and CDP.

Because the data of the customer journey span many different companies and different
behavior trajectories and also use a variety of different systems, it is important to track
and label the customer’s behavior completely. The platform has a function built for this
purpose. It combines AI automatic labeling and the automatic analysis system so that
the functions of the CDP platform can enhance the ability of accurate prediction, thereby
making the marketing delivery more efficient (Figure 8).

Figure 8. OMO CDP is used to classify the data collected from customers and consumers to transit
more useful information in cloud computing.

The OMO CDP platform uses advanced AR and MR visual technologies to make users
feel and experience better, and so they are more willing to join and use the functions of
the platform and download the APP (Applications) [18]. With the data, the ecosystem
manufacturers that cooperate with the platform also have more complete customer be-
havior data [19] and predictive analysis to understand the best customer experiences and
data integration that is closer to customer needs. This is also the unique function of this
platform system.

4.3. Next Steps

The ultimate goal of the OMO CDP platform is to create a data platform with a
360-degree view of customers, including dynamic and static data, and maintain dynamic
and real-time updates. Here, the protection of customer privacy data becomes extremely
important. This system uses an API (Application Interfaces) [20] encryption technology
method to maintain an anti-hacking personal information protection system, which creates
a high-security database for enterprises to prevent hackers access to private information.

To implement the OMO CDP platform into MMORPG and create new businesses and
opportunities, we need to consider the current and future government act and relative
regulations and social rules. Therefore, the next step in further study is to discuss and
analyze the challenges of different peoples, countries, and communities.
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Abstract: The reality of the professional burnout of social workers has never been more topical than
in today’s transformative, dynamic, and anxiety-filled society. Thus, this study aims to stress the
necessity and importance of prevention of social workers’ burnout syndrome based on empirical re-
search data on the topicality of the problem and the application of diverse and contradictory solutions.
Although social work is purposefully structured, mentally rewarding, rejuvenating, and inspiring,
it is also tedious, demanding, and emotionally draining at times, as it requires inexhaustible intel-
lectual and emotional resources from social work professionals, consistently qualified professional
activities, and effective cooperation with the client. The research data obtained from surveying social
workers confirm the topicality of the problem and the need for preventive activities for the promo-
tion and preservation of the mental health of professionals. The study result offers theory-based
recommendations and suggestions for the reduction of burnout syndrome symptoms and prevention
strategies when implementing professional self-efficacy of social workers in the era of constantly
pulsating changes and challenges.

Keywords: burnout syndrome; social worker; prevention; professional activity; self-efficacy

1. Introduction

The topicality of the research problem analyzed in this study is the burnout of social
workers and the risks related to it [1]. It must be noted that professional burnout and its
prevention remain highly topical, especially in the context of the COVID-19 pandemic [2].
The war in Ukraine and the increased number of refugees in several European countries
require complex solutions to life contradictions in social work practice that are vital to the
existence of those involved in society [3].

The occupational vulnerability of social workers, including the work environment,
is a well-founded concern. Research conducted in Latvia [3] on the reduction of stress
in the work environment of social workers supported by their employers revealed that
almost half of the social work professionals (42%) indicated that the support provided
by employers was insufficient and highlighted the need for employers to prioritize stress
reduction in workplaces. It is also important to educate employers about burnout risks
and their prevention so that timely burnout and appropriate action can be conducted for
employees’ professional self-efficacy.

The social and practical significance of the problem was reinforced by the fact that the
World Health Organization (2019) classified burnout as a professional disease and included
it in the International Classification of Diseases. The survey conducted by APA outlines
another important trend, which is that people do not want to talk to management about
burnout syndrome. Stereotypes that have come along for years must also be taken into
account. People are afraid to go to a psychiatrist to explore their health problems. Only
41% of social workers are willing to talk about the signs of burnout to their employees.
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Professionals need to be educated on this matter to be aware that by approaching specialists
on time, the problem can be solved without experiencing the worst consequences of burnout
syndrome. However, 47% of social workers do not want their employers to know about the
signs of burnout because they are afraid of condemnation and termination of their work
contracts [4].

Therefore, it is necessary to stress the necessity and importance of prevention of
social workers’ burnout syndrome based on the analysis of the literature and relevant
research data [4], empirical research data on the problem, and the application of diverse
contradictory solutions in everyday practice. Two research questions are put forward while
implementing the research goal.

1. What factors contribute to the professional burnout of social workers?
2. What burnout syndrome prevention aspects should be stressed in the professionaliza-

tion of social workers?

2. Research Methodology

In this study, the content analysis of theoretical sources of the social work literature
was implemented (22 units), along with the thematic analysis of empirical research data.
The analyses allowed focusing on the content of information to build the knowledge of
professionals and the public about the social and psychological reality of social work and
promote the understanding of the defined problems. The result was summarized for a
productive view of the research questions raised concerning the findings on professional
burnout of social workers.

The research methods were selected based on the advantages of theoretical content
analysis and thematic analysis of the topic so that the findings obtained as a result of these
methods could be transparently structured and easier to perceive for the general public. The
causes and consequences of the problem were identified. Combining theory and practice,
understanding the theoretical conclusions, and delving into the result of qualitative and
quantitative content analysis, we determined the content of data interpretation and the
way of expression.

3. Interpretation of Burnout Syndrome

One of the early researchers of burnout syndrome, Herbert, defined burnout syndrome
as an individual’s state of fatigue or dissatisfaction in a professional relationship that does
not allow the expected result to be achieved [5]. The term “burnout syndrome” describes
the symptoms of exhaustion and mental weakness, going into their causes and the signs of
behavioral manifestations, including the following: (1) the person’s awareness about the
inability to prove him/herself, obsessively demonstrating his/her value, (2) the inability to
overcome professional difficulties and to switch to other activities, and (3) the neglect of
needs, inadequate sleep, eating disorders, and lack of social interactions. Disadvantageous
influences result in the displacement of existing conflicts, rejection of problems, personality
feeling threatened, panic and nervousness, the uncertainty of values, and social alienation,
which pose a significant threat not only to a person but also to the quality of his/her
professional activities. Thus, “burnout syndrome can cause mental and physical collapse
and requires complex medical assistance” [5]. Lee and Ashforth [6], referring to the research
studies of Maslach [7,8] on burnout syndrome and evaluation criteria related to it, pointed
out that burnout syndrome could be described in three dimensions:

Emotional exhaustion (lack of energy or feeling of emptiness);
Depersonalization (negative attitude or increased distancing from work);
Reduced personal achievement and professional effectiveness (characterized by nega-
tive assessment of work achievements).

Pines et al. [9] extended the definition of burnout syndrome, stating that it is not only
a state of emotional exhaustion but also a state of physical and mental exhaustion in long-
lasting, emotionally demanding situations often associated with the work environment [10].
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In turn, Maslach, Jackson, and Leiter [10] have noted that it is not the employees’ fault
that they experience burnout, and the strong influence of the work environment either
contributes to professional burnout or its prevention. According to the basic theoretical
principles of burnout, it is considered the main mediator between chronic work stressors
and different outcomes of professional activities and attitudes. Among them, the intention
of employees to change their place of employment was also proposed in several studies [11]
that confirmed the main result of burnout.

4. Burnout Syndrome in the Work Environment

Today’s employment places are characterized by a faster pace of work, increased
self-fulfillment expectations, increased reliance on interpersonal coordination to accom-
plish tasks, and increased changes resulting in job insecurity. Against this background,
the impact of psychosocial job conditions on mental health, as well as on cardiovascular
and musculoskeletal disorders, was discussed [12]. It was pointed out that anxiety develop-
ment might be facilitated by a prolonged stress situation caused by overload, as well as by
previously experienced alerts. Anxiety can arise from unclear goals and career orientation,
low self-esteem, and self-reliance, which are personality components that significantly
contribute to or hinder the effectiveness of the professional activity and the self-efficacy of
the social worker.

A social worker is a facilitator of change and is largely linked to the goals of indi-
vidual clients, engaging directly or indirectly in various psychosocial risk situations and
promoting changes through direct interaction with a person/client. In the long term,
the multifaceted and often unsolvable challenges of diverse social workers’ activity have
negative consequences if the professional activity is influenced by various burnout fac-
tors. Burnout syndrome impairs both personal and social functioning. Interventions for
reducing burnout and promoting involvement can take place at the organizational and
personal levels [10], as professional burnout is an unfavorable response to the stress at
work, including psychological, psychophysiological, and behavioral components.

Dr. Cirule, an occupational health therapist in Latvia, has indicated, based on the
Health Examination Cabinet Regulation No. 219, that several psycho-emotional factors can
be identified: night shifts, increased responsibility, frequent making of decisions with a
significant impact on human life or health or people’s quality of life, and responsibility for
great material values [13]. All of the above-mentioned factors contribute to high psycho-
emotional stress at work, including psycho-emotional overload.

Purvin, a noted that, in many ways, burnout could be similar to depression [14]. The
doctor states that burnout is a more moderate form of depression, not a categorically
different condition. This phenomenon must be regarded as a significant mental health
condition and, consequently, as a major obstacle to the ability to carry out one’s work.
Purvin, a pointed out that burnout syndrome and depression had common and distinctive
features. The common features include visible weakness, depressiveness, and reduced
ability to work, while the distinctive features include isolation, especially from work,
and negative thoughts about work.

5. Pre-Requisites for Burnout Syndrome and Intent to Terminate Employment

An in-depth content analysis of the scientific literature reveals the impact of the
interaction between stress, work autonomy, and social support on job stress prediction. The
Job-Demand-Control model [15] and the extended Job-Demand-Control-Support model [16]
predict that workers in conditions of high demand, low control, and low support are at the
highest risk of psychological impairments. However, the risk of psychological stress can be
reduced by changing job-related factors. The Job Demands-Resources burnout model [17]
describes that work autonomy and social support diminish the link between job-related
stress and burnout. While several studies emphasized that social support and job autonomy
provided a buffer between job-related stress and burnout [18], little attention has been paid
to the impact of the interaction of job conditions to predict the intention to change a career. It
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is generally recognized that supportive job conditions help employees cope with job-related
stress and, thus, cause employees’ attachment to the current organization [19]. Based on this
idea, Nissly, Mor, Barak, and Levin [20] suggested that social support cushions the negative
impact of job and family conflicts among social workers regarding intentions to change
their place of employment. Applying the job stress model and the burnout model, we
hypothesize that social workers experience a higher level of burnout and desire to change
employment when job stress is high, and job autonomy and social support are limited.

6. Empirical Data in Latvia

To determine the relevance and significance of burnout syndrome issues in Latvian
society as a whole, we collected research data from the Burnout of Population: Health
Monitoring in 2021 (retingi.lv, 2021). Evidence shows that burnout has been a significant
problem recently, and the COVID-19 pandemic has even contributed to the onset of burnout.
According to this research, more than half, or 58% of respondents, experienced burnout
symptoms (23% often and 35% occasionally). However, according to the results of health
monitoring obtained in cooperation with the public opinion research center SKDS, another
28% of respondents faced burnout rarely, 11% never faced burnout, but 3% found it “hard
to say”. This survey revealed that women were more likely to experience burnout: 27% of
surveyed women experience burnout symptoms often, 37% experience symptoms some-
times, 25% experience symptoms rarely, 6% experience symptoms never, and 4% found it
“hard to say”. Meanwhile, 19% of men responded that they encountered burnout often, 32%
encountered burnout sometimes, 31% encountered burnout rarely, while 15% encountered
burnout ‘never’, but 3% found it “difficult to say”. Regarding age groups, the most affected
respondents by burnout were aged 25−34, with 32% experiencing burnout often, 40% expe-
riencing burnout occasionally, 19% experiencing burnout rarely, 7% experiencing burnout
never, and 2% finding it “difficult to say”. Meanwhile, seniors aged between 64 and 75 were
the least affected by burnout syndrome: 10% reported being affected by burnout often, 34%
reported being affected by burnout sometimes, 32% reported being affected by burnout
rarely, 18% reported being affected by burnout never, and 6% found “difficult to say”.

In turn, in the research study on professional burnout of social workers, there were
235 participants/social work specialists, among whom six were men, but 226 were women
(one person had no data). The average age of participants was 46.4 years old. The dif-
ferences in terms of gender were not considered further because of the high prevalence
of women.

Most of the respondents (95% of the study participants) indicated that they have been
doing social work for more than 12 years, so despite the heavy workload and possible
psychosocial and psycho-emotional risks, the social workers have carried out their work
for a long time; this can be explained by the theory of Dolaard et al. [19], which stated
that for employees, their sense of affection and support in stressful situations were also
influenced by job conditions.

Survey data showed that 84 respondents sometimes felt depressed and weak, 80 re-
spondents indicated that after work, they sometimes wanted to distance themselves from
everyone and be alone for some time, 51 respondents had such feelings often, and 16 re-
spondents felt this way every day. A total of 67 respondents indicated that they sometimes
became insensitive towards clients, 60 respondents felt this very rarely, 52 respondents
rarely, and 24 respondents never felt this way. A total of 65 respondents often experienced
feelings that their work turns them into a cruel person, 59 respondents sometimes felt
this, 47 respondents “rarely” felt this way, 11 often felt this way, 7 very often felt this way,
and 1 felt this way every day.

A total of 80 respondents stated that they have performed significant things in life
often, 57 respondents stated they have performed significant things in life sometimes, but
53 respondents stated they have performed significant things in life very often. A total of
88 respondents said that they often easily dealt with emotional problems, 74 respondents
said that they sometimes dealt with emotional problems, 41 said that they very often
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dealt with emotional problems, and 3 said that they dealt with emotional problems every
day. A total of 71 respondents indicated that indifferent attitudes appeared sometimes,
15 indicated that indifferent attitudes appeared very often, 3 indicated that indifferent
attitudes appeared every day, and 25 indicated that indifferent attitudes never appeared.
A total of 34 respondents indicated that it was common when work-related duties were
delegated to them by their colleagues: 18 said it was very common, 52 said it was often,
5 said it was every day, but 21 said it was never.

Concerning psycho-emotional changes in their daily lives, 124 respondents indicated
possible memory impairment, 69 had attention disorders, 53 were angry quickly, 39 were
often nervous, 102 had difficulty falling asleep, 72 had health disorders, such as high blood
pressure and palpitations, 52 had stomach disorders, and 19 often cried without a reason. In
total, 57 had no time at all for their hobbies, and 87 suffered from emotional eating. A total of
18 respondents increased the number of cigarettes, 20 respondents started drinking alcohol
more often, 17 respondents experienced other manifestations: anxiety, panic, headache,
unclear skin reactions, a feeling of being used, resentment, weakness, tiredness, drowsiness,
and thoughts about whether they were in the right place. Sometimes, they felt indifferent to
problem-solving and different changes due to aging. To understand the meaning of changes
in feelings, thinking, and health and regain persistent attention, looking at everyday
activities from a different point of view or trying other approaches are required because
attention is attracted by the different, but not by routine and uniformity. Memory also
needs to be trained; thus, the need to learn something new or complementary from time to
time is also necessary. When dividing attention to several things simultaneously in daily
life situations, fatigue quickly appears; thus, switching from one thing to another becomes
slower, and irritation arises about the work that has to be left uncompleted.

On the question about the workload, 99 respondents noted that their workload was
satisfactory; for one respondent, the workload was too small, but it might be that the re-
spondent did not work a full working day. A total of 61 respondents felt that their workload
was too high. For 65 respondents, their high workload caused anxiety. Thus, the employee
who has too much work has a feeling of insufficiency and guilt, and motivation to act
disappears when attempting to achieve the goals and fulfill the expectations. Consequently,
stress arises, and feelings of disappointment that the expectations supposedly placed on
him/her are not fulfilled.

7. Conclusions

The analysis of theoretical insights allows for the argument that professional burnout
(diagnosis) of social workers is not identifiable only from the psychological stress factors
of the personality from the psychosocial point of view. Occupational burnout must be
understood as a response to the diverse social, economic, and psychological–pedagogical
sources of chronic stress in the work environment. These are formed within the specific
relationship between the clients as users of assistance services and social workers.

A positive and supportive psychosocial work environment improves the mental and
physical well-being of employees. Then, social workers and clients can contribute to the
effectiveness of social work. In turn, as psychosocial risks result from the inadequate plan-
ning of work, authoritarian organizations, and management, as well as unacceptable social
conditions at work, they lead to negative psychological, physical, and social consequences,
such as stress, anxiety, burnout syndrome, and depression, which belongs to the second
largest group of job-related health problems identified by the population.

Analyzing the research conducted in the world and Latvia on the psychosocial risks of
burnout syndrome in the work environment, as well as the consequences of psychological
stress in professional activities, it is found that the above factors are significant contribu-
tors to depersonalization in the daily professional life of social workers. The professional
efficiency of social workers can rapidly and critically decrease, causing them to experi-
ence burnout syndrome in the workplace, which is promoted by negative interpersonal
relationships and destructive interaction in extreme professional life situations.
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To solve the burnout syndrome problem in the field of contemporary social work,
preventive education of future social workers in the components of professional mastery
during the study process at the university and learning the specific aspects of professional
identity becomes the primary issue.

Professional practice in social work can be improved in a targeted and high-quality
way by researching the quality and efficiency of social workers’ professional activities. It is
essential to carry out timely professional testing and self-reflection of professional activities,
report its results, recognize the symptoms of burnout on time, and respond adequately; this
develops and implements an organizational strategy/action plan for solving the problems
of a particular employee. Qualitatively and purposefully planned prevention in social work
by implementing timely identification of burnout syndrome of social workers, development
of support strategies and their competent application in the work environment, as well
as the regular implementation of supervision, can contribute to the positive well-being
of social workers. The development of educational support programs is important for
increasing the self-efficacy of personalized professional activities.

Author Contributions: Conceptualization, A.S. and S.S.; methodology, A.S.; software, S.S.; validation,
A.S. and S.S.; formal analysis, A.S. and S.S.; data curation, S.S.; writing—original draft preparation,
A.S. and S.S.; writing—review and editing, A.S. and S.S. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data is unavailable due to ethical restrictions.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of this study, in the collection, analyses, or interpretation of data, in the writing of the manuscript, or
in the decision to publish the results.

References

1. Gomez-Garcia, R.; Alonso-Sangregorio, M.; Liamazares-Sanchez, M.L. Burnout in social workers and socio-demographic factors.
J. Soc. Work. 2019, 20, 463–482. [CrossRef]

2. Holmes, M.R.; Rentrope, C.R.; Korsch-Williams, A.; King, J.A. Impact of COVID-19 Pandemic on Posttraumatic Stress, Grief,
Burnout, and Secondary Trauma of Social Workers in the United States. Clin. Soc. Work. J. 2021, 49, 495–504. [CrossRef] [PubMed]
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Abstract: Chronic hepatitis C is an important threat to the world’s public health. In Taiwan, 2~4%
of the population is infected with hepatitis C, and 10~15% of those cases will lead to liver cirrhosis.
This study examined the effect of a comprehensive screening test project conducted by the Addiction
Treatment Center in southern Taiwan. In collaboration with the Drug Addiction Treatment Center,
154 screening tests were completed. It is demonstrated that through active reach-out screening service
with innovative process design, the vulnerable groups of people with a potentially high prevalence of
HCV could be targeted and cured. Nevertheless, close surveillance and follow-up would be necessary
to prevent the reoccurrence.

Keywords: hepatitis C treatment; drug treatment center; drug-addicted inmate

1. Introduction

According to the statistics of the Ministry of Health and Welfare, Taiwan, cancer ranks
first among the top ten causes of death, and liver cancer ranks second among the top ten
cancers [1]. The statistical results show that hepatitis, liver cirrhosis, liver cancer, and other
diseases are seriously threatening the lives and health of Taiwanese people.

Hepatitis C is contracted through blood transfusion and is mainly characterized by
long-term chronic symptoms. It is estimated that the global prevalence of hepatitis C is
about 2.8%, while the prevalence rate in Taiwan is 3.28% [2]. A further analysis shows that
the prevalence rates could reach 15% or even higher in certain towns or villages in the
southwest area.

In terms of the development process of hepatitis C virus infection, about 70% to 80%
of the patients who suffer from acute hepatitis C will develop into chronic hepatitis C, and
among the patients with chronic hepatitis C, nearly 20% may turn into liver cirrhosis in
20 years. Those cirrhotic hepatitis C patients have a 1–4% chance of developing hepato-
cellular carcinoma and a 4–5% chance of liver function decompensation each year, which
may result in considerable subsequent treatment costs [3]. Based on the 2020 National
Health Insurance Administration statistics for the medical expenditures of cancer-related
inpatient/outpatient health services, the number of outpatient visits for cancer was 181,000,
and the annual health expenditure was about NTW 22.33 billion, all indicating that the
financial burden for cancer care becomes an important issue and cannot be underestimated.

In September 2015, the World Health Organization (WHO) convened the World Hep-
atitis Summit in Glasgow, Scotland, at which a “Glasgow Declaration on Viral Hepatitis”
was drawn up on the prevention and treatment of hepatitis. It was declared that universal
access to the prevention, diagnosis, care, and treatment of viral hepatitis is a fundamental
human right, and, therefore, calls on governments to work with all stakeholders, including
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non-profit organizations, medical professionals, and pharmaceutical companies, to develop
and implement comprehensive hepatitis funding programs dedicated to eliminating this
significant public health threat. The Declaration clearly highlights the goal of eliminating
the threat of hepatitis C by 2030 [4].

Taiwan is one of the few countries in the world where the prevalence of hepatitis C
exceeds 3%, much higher than that of other Asian neighboring countries such as Japan
(0.98%) and South Korea (1.2%). Therefore, it becomes an urgent issue for the authorities
in Taiwan to launch necessary healthcare strategies for the prevention and treatment of
hepatitis C. In order to achieve the goal of eliminating hepatitis C by 2025 [5–7], the National
Hepatitis C Elimination Office was established in 2016 to initiate the “National Hepatitis
C Elimination Policy Program 2018–2025 (referred to as the Policy Program)”. It was
expected that a target of 250,000 people treated with direct-acting antiviral agent (DAA) for
hepatitis C would be reached by 2025, and a core strategy and policy direction for hepatitis
C elimination would be generated [8].

Among all the drug addicts who suffer from hepatitis C, the inmates in drug rehabili-
tation institutions are usually underprivileged groups of people. Therefore, the new cases
of hepatitis C infection in Taiwan are mainly intravenous drug addicts or people with a
higher risk of infection, especially younger males. In view of this, the subject hospital (a
government-affiliated region-level hospital in southern Taiwan) undertook the responsi-
bility of caring for the vulnerable people in the rural areas. To put this in practice, they
took the initiative to ask the authorities, the Central Health Insurance Administration, for
assistance in diagnosis and treatment to ensure patient safety.

2. Literature Review

2.1. Introduction to Hepatitis C

Hepatitis C virus is mainly transmitted through blood or body fluids. The transfusion
of blood or plasma products is a well-known transmission route. In the United States,
the incidence of infection due to blood transfusion is about 6%, but it could reach up
to 42% with intravenous drug use. Other possible transmission channels include sexual
behavior (6%), family contact (3%), medical issues (2%), and dialysis (0.6%). In Taiwan, the
prevalence of serum antibodies of hepatitis C among family members is about 5.4%, while
the positive rate of spouses’ antibodies is 21%. It is, thus, suspected that prolonged contact
may be the main cause of mutual infection between spouses. Pregnant women with risk
factors (such as HIV infection) will affect the virus concentration, making the newborns
more susceptible to hepatitis C virus infection, and they become chronic carriers, as defined
by a detectable existence of HCV RNA in the blood of the patient for more than six months.

About 20–40% of people who are infected with hepatitis C can clear the virus on their
own at the initial stage, and the rest will develop into chronic hepatitis C, some of whom
may gradually deteriorate into liver cirrhosis or liver cancer within 40 years [4]. Clinically,
the production efficiency of the hepatitis C virus in the human body is very high, and
the copied gene body can often undergo mutations. Therefore, the virus in patients is
seldom of a single species but a collection of many different mixed virus groups. This
phenomenon may be related to the immune response of virus escape from the host. About
80% of people infected with hepatitis C will develop a chronic infection, and the speed of
disease progression is influenced by certain factors such as age and gender. For example,
among women or young infected people, the disease progression is relatively slow. It
usually takes about 30 years to develop into chronic hepatitis C. However, for those who
are male, older, alcoholic, or co-infected with hepatitis B or HIV, progressing into cirrhosis
may be completed within 20 years, and there is a 1–5% chance of developing liver cancer
after the occurrence of cirrhosis [3].

Hepatitis C virus genotype (HCV Genotype) can be classified into 1a, 1b, 2, 3, 4, 5, 6
and other types. Each genotype of the hepatitis C virus needs a different treatment. The
treatment courses and therapeutic effects are different as well. Before using drugs to treat
hepatitis C, the degree of liver fibrosis (hepatic fibrosis) must be diagnosed with abdominal
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ultrasonography. Based on the Metavir score, the diagnosis falls into one of the following
five stages: F0 (normal liver tissue, without fibrosis), F1 (mild fibrosis, fibrosis limited to
the hepatic portal area, no septum), F2 (moderate fibrosis, a few fiber bundles protrude
from the hepatic hilar area to the lobules, with a few septa), F3 (severe fibrosis, many fiber
bundles protrude from the hepatic hilar area to the lobules, with many septa), and F4
(severe fibrosis, fibrous tissue coherent and formed a circle, which can be diagnosed as liver
cirrhosis) [9,10].

If the hepatitis C (Anti-HCV) antibody is detected positive, it means that the patient
has been infected with the hepatitis C virus. Sometimes, the virus may not be detected in the
blood because the hepatitis C antibody in the blood may continue to be positive for many
years. Anyway, when the hepatitis C (Anti-HCV) antibody is positive, the patient needs to
be referred to a medical institution for further testing of hepatitis C virus ribonucleic acid
(HCV-RNA) and hepatitis C virus genotype (HCV Genotype). A positive test result for
hepatitis C virus ribonucleic acid (HCV-RNA) indicates that the virus has been detected in
the blood. The value of this test can be used to assess whether treatment should be given
and the possible effect of treatment [9,10].

2.2. Status Quo in Taiwan

The prevalence rate of anti-hepatitis C virus antibodies in Taiwan is about 3.28% [2]. It
is, thus, estimated that about 740,000 people have been infected with the hepatitis C virus,
of which 550,000 people might develop chronic hepatitis C. The prevalence rates in certain
townships in southwestern Taiwan could even reach 15% or higher, such as 38% of adults
in Ziguan District, 35% in Taoyuan District, 16% in Alian District (all in Kaohsiung City),
and 23% in Baisha Township (Penghu County). Surprisingly, the Mashagou area (in Tainan
City) even has a prevalence rate as high as 67% [2].

Genotype 1b is the most widespread infection of hepatitis C virus in Taiwan, account-
ing for 50–70% of cases. Patients with genotype 1b infection usually have a more severe
disease course and are more likely to develop liver cancer. About 60.3% of HCC patients
infected with the hepatitis C virus have genotype 1b, while only about 16.8% of HCC
patients are infected with genotype 2a or 2c, indicating that genotype 1b is the major risk
factor for liver cancer.

In addition, the distribution of hepatitis C virus genotypes differed significantly
between urban and rural areas in Taiwan. In northern Taiwan, genotype 1b accounts
for 58–73% of cases, and genotype 2a for 7.4–26%. Nevertheless, in southern Taiwan,
genotype 1b accounts for 48–64.3%, and genotype 2a for 35.7–41.4%. Taking Kaohsiung as
an example, the Kaohsiung metro area, Ziguan Township, and Taoyuan Township were
mainly infected with genotype 1b, accounting for 47%, 61.9%, and 76.9%, respectively.
Nevertheless, Mashagou was massively infected with genotype 2a, accounting for about
63.5% [10].

A study by Yu et al. (2015) showed that, during the period 2012–2013, nearly 45% of
the patients with chronic hepatitis C in Taiwan did not receive any treatment. One of the
main reasons was that patients were afraid of possible adverse side effects caused by the
interferon during the treatment process (36.9%), and what is more, elderly patients over
65 years old were 2.3 times more likely to be afraid of side effects than the general patients.
Other reasons include failure to meet health insurance reimbursement regulations (17.6%)
and lack of awareness of treatment (11.3%). The study also showed that among those with
hepatitis C, only 8.1% were willing to seek treatment from a doctor’s office and achieved
successful treatment.

The Central Health Insurance Administration of the Ministry of Health and Welfare
allocated NTW 3.101 billion and NTW 4.5 billion in 2016 and 2017, respectively. The funds
would be used to pay for the treatment of hepatitis C and management of new oral hepatitis
C drugs through optimal distribution operations to help avoid possible consumption of
medical services and social resources with the development of liver cirrhosis and liver
cancer in the future. With the aid of the funds, the goal of comprehensively eradicating
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hepatitis C is also hoped to be achieved in the near future. According to the report by the
National Office for Hepatitis C Treatment, the 12-week viral load detection efficacy of the
new oral drug treatment for hepatitis C was demonstrated to be remarkable, reaching a
high value of 97.1% [6].

The main purpose of hepatitis C treatment is to avoid liver-related complications,
and the treatment goal is to eliminate the virus so that the amount of virus in the serum
can continue to be below the detection limit, i.e., to achieve the so-called “sustained viral
response” (SVR, sustained virologic response). For example, SVR12 indicates the quantity
of hepatitis C virus in the serum tested 12 weeks after the end of the treatment course. If no
virus load is detected, the drug treatment is successful. In practice, some patients who have
achieved SVR will still have their viral load detected after several years of follow-up. In
those cases, most are due to re-infection rather than relapse of the original hepatitis C [11].

2.3. Rehabilitation Institutions

In Taiwan, most of the inmates in governmental correction institutions were jailed
because of drug use, with an average age of 35 to 40 years old. The infection of hepatitis C
is mainly through the abuse of injection drugs or the use of virus-contaminated injection
needles, acupuncture needles, tattoo needles, etc. In view of the fact that most drug
addicts are infected with hepatitis B, C, and HIV due to drug use, the Center for Disease
Control has actively promoted the Harm Reduction Program since August 2005 to provide
clean needles for drug addicts. However, since drug addicts still share needles when
conducting injections, the risk of contracting blood-borne infectious diseases cannot be
avoided. Therefore, for those who have been cured of drug addiction in rehabilitation
institutions, free medical resources are provided.

In line with the government’s hepatitis C eradication policy, hepatitis C screening
provides medically underprivileged prisoners with the opportunity to receive effective
medical care. Tainan Prison Mingde Rehabilitation and Treatment Branch is the first
public drug rehabilitation institution in the country. It is located in Mingde Minimum
Security Prison, Shanshang District, Tainan City. It is a long and arduous road for drug-
abuse inmates to rid themselves of their psychological craving and dependence on drug
addiction. Because the prison is a closed environment, the inmates are unlike ordinary
patients. When they feel uncomfortable, they become less willing to go to the hospital. In
addition, they have seen the treatment experience of other inmates. Therefore, they are
more psychologically prepared to accept those uncomfortable symptoms. After completing
the course of treatment, liver C is almost healed. Consequently, if complete and continuous
professional services could be provided for drug addicts in rehabilitation facilities, not only
could a drug-free environment be created to help inmates develop a new healthy lifestyle,
but active medical treatment may also help discover health problems for the inmates.

3. Materials and Methods

A professional staff representative took the initiative to contact the Hepatitis Preven-
tion and Control Association first and then a public drug rehabilitation institution based in
the southern district. Through a briefing to the Superintendent, a task force was organized
to facilitate the project planning and monitor subsequent operation process, especially
acquiring the consent of the prisoners for blood testing and follow-up consultation and
treatment. The operation process is illustrated as follows.

3.1. Contact and Scheduling

Arranged a professional staff representative to contact the authority, asking about the
inmate’s willingness to undergo hepatitis C screening and obtaining consent, followed by
scheduling of blood screening time.

In order to make the inmates feel at ease to accept the examination, a professional team
comprising a hepatologist/gastroenterologist and nurses was arranged to give lectures
to the inmates. Through the lectures, the inmates could understand the impact of the
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disease caused by hepatitis C and explained the overall operation process. After the
inmates’ concerns were relieved and consent forms collected, a blood drawing timetable
was scheduled to test for hepatitis C antibodies. If the hepatitis C (Anti-HCV) antibody
turned out positive, further testing of hepatitis C virus ribonucleic acid (HCV-RNA) and
hepatitis C virus genotype (HCV Genotype) was conducted.

3.2. Fund-Raising and Arrangement

With funding support from the Tainan Liver Disease Prevention Foundation, free hep-
atitis C antibody screening and HCV RNA TYPE and viral load testing were made possible.

The average cost of screening tests is about NTW 2000 for each subject, which might be
too expensive for the inmates to pay for. Therefore, the task force decided to raise funding
from the Tainan City Liver Disease Prevention Foundation.

3.3. Treatment Strategy

In consideration of the inmate’s privacy and patient’s safety, a customized treatment
strategy was designed and proposed for the Superintendent’s approval.

Normally, the inmates will be in handcuffs and shackles when seeking medical services
outside correctional institutions. To protect the inmate’s privacy, the doctor’s consultation
room was moved from the original place located on the first floor to the basement, and an
abdominal ultrasound machine was set up in the consultation room. After the doctor’s
consultation, the abdominal ultrasound examination could be performed in the same
spot. Based on the diagnosis, a prescription was issued immediately so that each inmate
could possibly return to the institution within 2 h. In addition, prescriptions would
be delivered to the institution by an on-duty RN, and health education was offered if
needed. Meanwhile, the institution counselor provided assistance in confirming whether
the inmates took the medicine as prescribed. When the on-duty RN delivered the medicines
to the institution, they would conduct blood-drawings for each inmate every week and
check if any symptoms or side effects occurred.

3.4. Financial Support from Social Service Fund

In view of the fact that some inmates are in financial difficulties and unable to pay
medical expenses, assistance in applying for social service funds was offered.

Basically, most inmates are economically disadvantaged. Therefore, it would be very
difficult, if not impossible, for the inmates to participate in this project voluntarily. To
counter this challenge, with the aid of the institutional counselor, inmates in financial
need were listed and the social service fund of the hospital was used to pay for the
medical expenses.

4. Results

Under the pandemic threat, two case managers were assigned to perform blood-
drawing procedures in a public drug rehabilitation institution in the southern district.
A total of 154 people were screened, of which 83 were positive for hepatitis C antibody
screening, with a positive rate of 53.2%. There were 70 subjects with detectable viral load.
It is obvious that the prevalence rate of hepatitis C in drug addicts is more than 18 times
that of the general population, which is 2–3%.

For those with viral load, the age distribution shows that 21 subjects were 41–45 years
old, accounting for 30%, followed by 51–55 years old (20 subjects, 28.5%), 46–50 years old
(17 subjects, 30%), There were even five subjects (7.2%) who were 56–65 years old (Table 1).

After consulting with the Superintendent, a treatment strategy was initiated, and
corresponding procedures were conducted as of March 2019. The Xinhua branch hospital
was appointed as the facility where treatment and service would be delivered. Among the
70 subjects with detectable viral load, 50 were retained for the treatment plan with new oral
hepatitis C drugs. After a three-month follow-up, the viral load was tested again, and it
turned out that no viral load reaction was detected. Moreover, 2 out of the 50 subjects did
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not complete the course of treatment due to personal factors; therefore, the cure rate was
97.9% (Table 2).

Table 1. Age distribution of the subjects (n = 70).

Age Category n %

35–40 7 10%
41–45 21 30%
46–50 17 24.3%
51–55 20 28.5%
56–65 5 7.2%

subtotal 70 100%

Table 2. Viral load of the subjects (n = 50).

Viral Load IU/mL # of Patients %

1–1999 12 24%
2000–2999 10 20%
3000–3999 6 12%
4000–4999 2 4%
5000–5999 8 16%
6000–6999 7 14%
7000–7999 2 4%
8000–8999 1 2%

Above 9000 2 4%

subtotal 50 100%

Further analysis shows that among the 50 subjects who received new oral drug
treatment for hepatitis C, 16 were with genotype 6a, accounting for 32%, followed by
genotype 1a (9 subjects, 18%) and genotype 3a (7 subjects, 14%) (see Table 3). In terms
of liver fibrosis, 35 patients (70%) fell into grade F0, followed by F1 (19 patients, 18%),
F2 (5 patients, 10%), and F3 (1 patient, 2%) (see Table 4). As for the medication, most
were given Epclusa (21 patients, 42%), followed by Zepatie (18 patients, 36%), Marviret
(8 patients, 16%), and Zepatier + RBV (3 patients, 6%), respectively (see Table 5). In order
to reduce the medical burden of individual cases, the social service fund assisted in paying
a total of 24 person-times.

Table 3. Hepatitis C genotype of the subjects (n = 50).

Genotype # of Patients %

1a 9 18%
2a 5 10%
3a 7 14%
6a 16 32%
1b 7 14%

1a + 1b 2 4%
1a + RAS 3 6%

1a + 2 1 2%

subtotal 50 100%
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Table 4. Liver fibrosis of the subjects (n = 50).

Liver Fibrosis # of Patients %

F0 35 70%
F1 9 18%
F2 5 10%
F3 1 2%

subtotal 50 100%

Table 5. Hepatitis C medication of the subjects (n = 50).

Medication # of Patients %

Zepatier 18 36%
Marviret 8 16%
Epclusa 21 42%

Zepatier + RBV 3 6%

subtotal 50 100%

5. Discussion and Implications

According to a study by the Ministry of Justice, the recidivism rate of domestic drug
users is as high as 80%, and in clinical experience, the success rate of life-long detoxification
of heroin is only 10%. The harm caused by drugs is huge and long-term to individuals,
families, and society. Most drug addicts will not seek medical advice, and, thus, experience
delayed diagnosis and treatment. Significantly, many inmates entering drug rehabilitation
institutions are relatively more underprivileged than the general public; therefore, they
need more active medical support and assistance from medical institutions.

Through comprehensive active screening, inmates may have a better chance of receiv-
ing necessary screening tests and subsequent required medical treatment without strange
vision. With a customized consultation process design, medical service providers could
earn the trust of inmates in the drug rehabilitation institution and successfully complete
liver C screening and treatment for the underprivileged who might otherwise delay the
necessary treatment.

During this process, it was found that inmates in drug rehabilitation institutions
infected with hepatitis C were mostly due to needle sharing. While the cure rate of hepatitis
C is high, incidental contact with injecting drugs may easily lead to repeated infection of
hepatitis C after the inmates leave the prison. It is suggested that special attention and
tracking efforts must be paid to this group, supplemented with spiritual support to prevent
drug addicts from going astray again.
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Abstract: The existing single image super-resolution (SISR) methods that consider integer scale
factors (X2, X3, X4, and X8), have been developed well, but SISR methods with arbitrary scale
factors (X1.3, X2.5, and X3.7) have gradually gained attention recently. Therefore, we proposed an
efficient, lightweight model. In this study, there are two contributions as follows. (1) An efficient and
lightweight network for SISR is combined with the up-scaled module, which determines its weights
based on the size of the high-resolution (HR) image. (2) All scale factors are applied simultaneously
using one model, which saves more storage and computational resources. Finally, we design various
experiments to evaluate the proposed method based on multiple general datasets. The experimental
results show that the proposed model is lightweight while the performance is relatively competitive.

Keywords: single image super-resolution (SISR); arbitrary scale factor; lightweight network

1. Introduction

In recent years, convolutional neural networks (CNN) have become one of the most
ubiquitous machine learning solutions for computer vision tasks. CNN is used intentionally
in most fields of image processing, and single image super-resolution (SISR) is one of them.
SISR was known as the up-scaling method in the past, which indicates generating a high-
resolution (HR) image from a single low-resolution (LR) image. The SISR techniques [1–6]
based on CNN have been developed since SRCNN [1], but most of them only consider the
integer scale factors (X2, X3, X4, and X8), as shown in Figure 1a. Since there are situations
where users need to up-scale low-resolution (LR) images to customize the size instead of
fixing the size in real-world scenarios, the SISR methods with arbitrary scale factors (X1.3,
X2.5, and X3.7) become important. In addition, if we train a single specific model with
every scale factor, it saves time and effort, as shown in Figure 1b. Putting all the reasons
together, the researchers have come up with the idea to solve that problem.

Meta Super-Resolution (Meta-SR) [2] was proposed in 2019. Their Meta-Upscale
Module is applied to up-scaling LR based on different scale factors. In contrast, the up-
scaling module of the SISR methods with the integer scale factors is the deconvolution layer
or sub-pixel layer at the end of networks. In particular, the sub-pixel layer [3] is widely
used in SR works, such as the Residual Dense Network (RDN) [4] and residual channel
attention network (RCAN) [5]. Meta-SR adopts RDN [4] as the backbone and proves that
Meta-SR obtains high performance and deals with arbitrary scale factors for SISR. However,
Meta-SR [2] has high complexity, and implementing it involves many challenges in terms
of the hardware requirements, making it computationally expensive.
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SR model(x2)

SR model(x3)

SR model(x4)
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(a)

Single SR modelLR image

HR image (x2)

HR image (x3)

HR image (x4)

HR image (x8)

HR image (non-integer)
(b)

Figure 1. (a) Multiple SR model for different scale factors and (b) single SR model for the arbitrary
scale factor.

Therefore, the proposed method is focused on constructing a lightweight model, which
is more appropriate and likely to work in real-life scenarios. The proposed model is inspired
by Meta-SR [2] and is called Light Arbitrary-SR (LAS), which is much lighter in weight than
the original Meta-SR [2]. Compared to a similar study [6] of very deep super-resolution
(VDSR) with arbitrary scale factors, the research result shows a better quality of HR images
with lower usage of weights and computational cost.

2. Proposed Method

The proposed LAS is inspired by RCAN [5] and Meta-SR [2]. We found an efficient and
lightweight network as the backbone based on RCAN [5] and combined it with the Meta-
Upscale Module [2], as shown in Figure 2. One novelty in RCAN [5] is to establish a very
deep network based on the residual in residual (RIR) structure. This network comprises
several residual groups and long skip connections. Each group consists of multiple residual
blocks and short skip connections.

Figure 2. Architecture of the Meta-RCAN network.

Generally, RIR makes the main network concentrate on learning high-frequency in-
formation by allowing plentiful low-frequency information to be surpassed via numerous
skip connections. The channel attention mechanism is also introduced to improve the
representational ability of the network further. The dominant part of the network is the
residual channel attention block (RCAB), which helps the network recognize informative
components of the LR features efficiently. The RCAB, inspired by the success of channel
attention (CA) and residual blocks (RB), helps the network learn and explore more infor-
mation to improve the overall performance. RCAN is constructed using the foundation of
RCAB and RIR structure.

However, a very deep RCAN brings about higher accuracy and superior results for
the SR image. Thus, we aimed to build a low-complexity network for SR images with
arbitrary scale factors, as the RCAN is still too complicated with a high computational cost,
which makes it challenging to implement. In the original RCAN, 20 RCABs and 10 residual
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groups are set up, and the usage of total weights is about 16 M. To reduce the complexity
and make it more appropriate for hardware implementation, we reduced it to around 90%
of the entire implementation to only 3 or 6 RCABs and a single residual group.

Moreover, another highlight in the proposed LAS is the use of the Meta-Upscale
Module, which has three core functions: Location Projection, Weight Prediction, and
Feature Mapping. The block of Location Projection projects pixels of the HR image onto
the LR image based on the scale factor and the kernel weights for each pixel on the HR
image are predicted by the Weight Prediction Module. Lastly, the feature maps on the
LR image and the predicted kernel weights are mapped back to the HR image using the
Feature Mapping function to compute the value of the pixel of the HR image. We attempted
to simplify the Meta-Upscale Module as well. Since the Weight Prediction function of
the Meta-Upscale Module uses a network to predict the kernel weights using two fully
connected layers, it consumes a lot of computational resources. We experimented with
alleviating the neurons from 256 to 128 and then to 64 to observe their performance. Finally,
the Meta-Upscale Module was simplified by reducing the number of neurons in the fully
connected layer from 256 to 64. The proposed method is confirmed to be a lightweight SR
method with arbitrary scale factors.

3. Experimental Result

To achieve a lightweight model of super-resolution with non-integer scale factors,
we attempted to combine the Meta-Upscale Module and RCAN and simplified them. In
the experiment, three versions were presented, LAS_A, LAS_B, LAS_C, and Meta-RCAN,
based on a different setting. For LAS_A, we implemented three RCABs. A single residual
block with a simplified Meta-Upscale Module reduced the number of neurons in the fully
connected layer to 64. For LAS_B, there were six RCABs and a single residual block with a
simplified Meta-Upscale Module reduced the number of neurons in the fully connected
layer to 64. LAS_C contained six RCABs and one residual block with 256 fully connected
layers in the Meta-Upscale Module. Lastly, Meta-RCAN indicates the use of a slightly
simplified RCAN, which was set up with 16 RCABs and 10 residual groups. The setting of
Meta-RCAN was adopted from the official source code in Ref. [2]. We re-trained the model
and presented the test results, and we did not consider Meta-RCAN as one of the versions
of LAS.

All the experiments were run in parallel on two GPUs (Nvidia GeForce GTX 1080 Ti).
We used the Pytorch framework and Python 3 with CUDA (version 11.2.142). The training
and testing required libraries, including Pytorch 0.5.0, Python 3.5 or higher, NumPy, ski-
amge, imageio, and cv2. The training scale factors for the proposed methods varied from 1,
1.1, 1.2, 1.3, 1.4, . . . to 4 with a stride of 0.1. The training dataset contained 800 images from
the DIV2K [7] dataset. The test dataset was from on three datasets: Set5 [8], Set14 [9], and
B100 [10]. For other details, the learning rate was decreased by half after every 200 epochs
with an initialization of 10-4 for all the layers. The optimizer is Adam. For better conver-
gence, the L1 loss function, instead of the L2, was used to train the network.

Since RCAN has a better representational ability of the model than RDN, the Meta-
RCAN shows a similar value of the evaluated metric with around 40% lower parameters
than Meta-RDN (Table 1). Moreover, LAS_C has more fully connected layers in the Meta-
Upscale Module, so it has approximately 30% higher values of parameters than LAS_B.
However, for the evaluated metric, LAS_B only has a slightly lower value than LAS_C. In
the comparison of LAS_B and LAS_A, the more parameters there are, the better the quality
of the image.
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Table 1. Experimental results of the proposed method and comparison with other methods for the
evaluated metric PSNR/SSIM.

Bicubic VDSR [6] LAS_A LAS_B LAS_C Meta-RCAN Meta-RDN [2]

Params N/A 665 K 411 K 634 K 967 K 12.7 M 22 M

Set5

2 33.66/0.9299 37.53/0.9587 37.52/0.9583 37.67/0.9591 37.72/0.9593 38.22/0.9611 38.23/0.9610

2.5 - - 35.36/0.9395 35.60/0.9411 35.59/0.9410 36.20/0.9444 36.18/0.9441

3 30.39/0.8682 33.66/0.9213 33.72/0.9209 34.03/0.9238 34.02/0.9240 34.73/0.9295 34.72/0.9296

3.5 - - 32.52/0.9019 32.81/0.9058 32.91/0.9071 33.56/0.9142 33.60/0.9146

4 28.42/0.8104 31.35/0.8838 31.36/0.8807 31.72/0.8871 31.81/0.8886 32.52/0.8989 32.51/0.8986

Set14

2 30.24/0.8688 33.03/0.9124 33.05/0.9123 33.26/0.9149 33.27/0.9149 34.02/0.9206 34.03/0.9204

2.5 - - 31.17/0.8704 31.37/0.8740 31.37/0.8735 31.97/0.8819 31.89/0.8814

3 27.55/0.7742 29.77/0.8314 29.83/0.8319 30.06/0.8364 30.06/0.8366 30.58/0.8463 30.58/0.8465

3.5 - - 28.86/0.7970 29.08/0.8023 29.11/0.8035 29.59/0.8139 29.60/0.8140

4 26.00/0.7027 28.01/0.7674 28.05/0.7672 28.28/0.7735 28.31/0.7749 28.84/0.7872 28.86/0.7878

B100

2 29.56/0.8431 31.90/0.8960 31.81/0.8940 31.97/0.8966 31.99/0.8971 32.33/0.9008 32.36/0.9011

2.5 - - 29.95/0.8415 30.11/0.8450 30.12/0.8446 30.46/0.8509 30.48/0.8509

3 27.21/0.7385 28.82/0.7976 28.75/0.7959 28.90/0.7999 28.92/0.8005 29.26/0.8079 29.28/0.8089

3.5 - - 27.89/0.7566 28.04/0.7617 28.06/0.7626 28.40/0.7718 28.42/0.7730

4 25.96/0.6675 27.29/0.7251 27.22/0.7233 27.37/0.7289 27.40/0.7301 27.73/0.7409 27.76/0.7419

Compared to the lightweight VDSR, the evaluated metric of LAS_B is slightly higher,
but it still requires relatively fewer parameters. For LAS_A, its parameters are 33% lower
than those of VDSR and obtain almost similar evaluated metrics. The results of VDSR are
obtained from the original data in Ref. [6], and the results of Meta-RDN [2] are obtained
from the pre-trained model created by us.

We present the generated HR images made by LAS_B with several scale factors in
Figure 3. The comparison of the proposed methods with others for practically generated
x2.0, x3.0, and x4.0 HR images are provided in Figures 4–6, respectively. Finally, there is a
trade-off between the performance, which is evaluated using PSNR and SSIM metrics, and
the cost is assessed using the parameters. The proposed LAS_A with only 400 K parameters
makes the proposed model reasonable and realistic for implementation into hardware
devices. In particular, it considers non-integer scale factors.

Figure 3. Generated HR image of “ppt3” from Set14 dataset.
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Figure 4. Visual comparison of the image “Monarch” from dataset Set14 with a scale factor of 2.

 

Figure 5. Visual comparison of the image “zebra” from dataset Set14 with a scale factor of 3.

 

Figure 6. Visual comparison of the image “Baboon” from dataset Set14 with a scale factor of 4.

4. Conclusions

Super-resolution with non-integer scale factors is still a practical topic that has grad-
ually gained attention in recent years. Meta-SR [2] is used for tackling this problem. A
novel upscale module is proposed to proactively predict the kernel weights based on the
corresponding scale factor. Based on this particular design, we need to train only a single
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model for all arbitrary scale factors. It saves time and effort compared to traditional training
to train a specific model for each scale factor. However, it is still computationally expen-
sive. Inspired by Ref. [2], we built a lightweight network, which is suitable for hardware
applications. The main contribution of the proposed work is the creation of a single model
for each arbitrary scale factor with a low computational cost. Its network is trained from
scratch and only needs to be prepared once for all the scale factors.
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Abstract: The objective evaluation of an infant’s activity and sleep pattern is critical in improving the
comfort of the babies and ensuring the proper amount of quality sleep. The predefined behavioral
states of an infant describe their consciousness and arousal level. The different states are characterized
by different movements, body tone, eye movements and breath patterns. To recognize and adapt
to these states is an essential part of development-friendly caring. It affects the neonate’s sleep,
influencing their brain development, while improving the bonding between mother and baby, and
feeding is more successful during the state of quiet awakened. It can be a more difficult task to
determine the level of arousal in premature neonates. In preterm clinics, the general practice is
continuous observation, requiring the attention of the hospital staff. To create an automated, more
objective system, helping the hospital staff and the parents, we developed a multi-RNN (multi-
recurrent neural network) network-based solution to solve this classification problem, which works
on a time-series-like feature set, extracted from cameras’ video feeds. The set is composed of video
actigraphy features, video-based respiration signal and additional descriptors. We separate infant
caring from undisturbed presence based on our previous ensemble network solution. The network
was trained and evaluated using our database of 402 h of footage, collected at the Neonatal Intensive
Care Unit, Dept. of Neonatology of Pediatrics, Dept. of Obstetrics and Gynecology, Semmelweis
University, Budapest, Hungary, with all-day recordings of 10 babies.

Keywords: actigraphy; sleep patter; motion estimation; breath rate; respiration rate; LSTM;
non-contact; premature infant; neonatal

1. Introduction

The objective diagnosis of sleep patterns is essential to improve sleep comfort and to
measure the effectiveness of interventions. Continuous observation and adjusting a caring
schedule is important in development-friendly caring, but direct observations result in a
burden on medical staff.

Polysomnography (PSG)—considered to be the “gold standard”—is complicated,
needs hospital resources and causes discomfort for the infants. On the other hand, actig-
raphy is a cheap easy long-term measurement technique. Though its equivalency is up
to debate, it is found to be an effective tool. Its video-based version is also an intensively
investigated alternative [1]. This is a contact-free method, providing actigraphy using a
camera, which quantifies body movements during long-term awake and sleep assessments,
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even in difficult situations, and, at the same time, it does not require wiring or attached
sensors [2]. The classification of sleep–wake and intermediate stages, based on video
observation with different solutions, are presented in [1,3,4].

Our aim is to quantitatively evaluate sleep–wake–caring states of infants, based on
video cameras and recurrent neural networks (RNNs). In order to separate infant caring
and presence we used our previous ensemble network solution [5]. This mentioned care
state analyzer solution is also an integral part of the behavioral state classification algorithm
presented here, and we refer to it as “Top-Level-Classification-Block” in [5]. This network is
important because the determination of a behavioral state is only possible—or worthwhile—
if there is a baby in the picture and there is no feeding, caring or other intervention
happening. In these cases, the baby’s behavioral state is trivial and cannot be classified, as
described in [6].

It is important to note that, in this work, the output classes of the applied model are not
the same as the sleep stages (e.g., NREM, REM) that you can read about in the mainstream
literature. Instead, the output classes used here are based on the manual observations made
by doctors and nurses, and they represent the activity phases of the observed infant [7]. This
is a routinely employed classification in hospitals that doctors and nurses are trained for
(e.g., in “Family and Infant Nerve Development Education” [6]). It also includes the state of
sleep, but it is more about activity phases; henceforth we shall call them that. The literature
defines five or six phases: quiet sleep, active sleep, intermediate, quiet alert, and active
alert. In our case, medical advisors were most interested in how much the babies sleep,
therefore, we merged some classes and simplified the classifications into the following three
categories: sleep, intermediate, and alert. These three classes were satisfactory to estimate
how much the babies sleep and to help move towards development-friendly caring.

2. Experimental Setup

The dataset used in the project was collected in cooperation with Semmelweis Medical
University. We built a complete data collection system that monitored the infant with a
conventional color camera (Basler acA2040-55uc, Basler AG, Ahrensburg, Germany) at
20 FPS, with a resolution of 500 × 500, that was able to record the physiological data of the
babies in parallel and in sync. The recordings were made from several angles with zoom
optics.

Later, it became necessary to observe the infants in closed incubators, even at night.
We made a 3D printed capsule, which included both the camera and an infrared illuminator
(Figure 1). Infrared illumination was only used for the night recordings. This solution
always recorded the baby from the same fixed position on top of the incubator.

 

Figure 1. The data acquisition system that can be attached to the top of the incubator with suction
cups. It includes a camera and an infrared illuminator.

Data storage, managing and annotation were carried out by custom software that we
wrote. You can read more about this data collection and data managing system in [5]. A
total of 402 h of data were collected in the neonatal intensive care unit from infants aged
between 32 and 44 weeks. More details regarding the population of the recorded babies
and their characteristics can be found in Table 1.
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Table 1. Characteristics of the participants.

Subject 1 2 3 4 5 6 7 8

Recording time (hours) 96.7 5.5 39.4 27.4 51 105.5 50.1 36.4

Gender F M M F F M F F

Gestational age (weeks) 32 32 + 3 31 + 4 35 + 4 39 32 33 38 + 6

Birth weight (g) 2020 1840 1850 1870 3150 2120 2080 2840

Postnatal age (days) 4 4 10 8 4 7 2 7

Actual weight (g) 1900 1850 1680 1820 2905 2040 1960 3150

Length (cm) 46 44 - 45 57 45 44 48

Head circumference (cm) 32 29.5 - 32 34 30 32 33

Respiratory support no no no no no no no yes

Any drugs no no no no yes no no yes

Fitzpatrick scale 2 3 2 2 2 2 2 2

3. Methodology

We assumed that, if we extracted features from appropriate locations, in the absence
of interventions or other disturbances, an RNN stack, which is designed for processing
dynamic data, could solve the previously defined problem of activity phase classification.

Our solution for the activity phase classification algorithm can be divided into two
main modules: feature extraction and classification (Figure 2). In addition, we extended
the algorithm with a scene analysis module, which runs before the behavioral stage
analysis and determines whether the current scene is suitable for the analysis. In the
following subsections we introduce all modules separately.

 

Figure 2. Summary of the presented behavioral state classification algorithm. The colors showing the
different regions of interests: the head, the torso and the area around the torso.

3.1. Scene Analysis

First, we needed to determine that there was a baby in the picture, i.e., they had not
been taken out of the incubator and there was no feeding or other care occurring. For this,
we used the LSTM-based (long short-term memory) procedure that we introduced in [5] as
“Top-Level-Classification-Block”. This algorithm works very similarly to the behavioral
state classification, that we explain in detail later, and it uses similar features calculated on
the entire images. The vectors, constructed from extracted features, were processed by an
RNN, which had a sequential input and a classification output. The network contained
two fully connected (FC) layers with a Rectified Linear Unit (ReLU) activation function
and a stateful LSTM cell. The final layer is a SoftMax one, which provides the classification
probability-type output with the following classes:

• Baby is present and a respiration-like signal is detected.
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• Baby is present and is showing intensive motion, interpreted as random and frequent
self-motion.

• Caring or other intervention happens.
• No motion or minimal motion can be found in the incubator, but the baby is detected.
• The baby is not detected in the scene; empty incubator.
• Multiple subcategories incorporating unacceptable camera image quality and possible

errors: low light conditions, blurry view, camera image is saturated, or consecutive
frames do not differ from each other.

The top-level classification achieved 97.9% sensitivity and 97.5% specificity on the
data set introduced in [5].

3.2. Feature Extraction

The feature extraction module started with the detection of different regions of interest
(ROI). We started from the assumption that there were regions in the image that carried
special information, separate from the other areas that could be useful to us in classifying
activity phases (Figure 3). The examples are as follows:

• The whole picture;
• The baby’s whole body;
• The area around the abdomen and torso;
• A ring around the baby’s abdomen including the limbs;
• The infant’s face.

 

Figure 3. Regions that may be of key importance in determining activity phases. These are used as
different ROIs in feature extraction.

Finding pixels for these regions was a segmentation task. Except for the baby’s entire
body, we segmented each area and collected movement, color and intensity information
from them separately.

It was easy to conclude that these regions listed above carried specific information. The
need to use the full picture was trivial. The abdominal region is the area where respiration
can be observed, which is an important descriptor for determining activity phases [8–10].
The “ring around the baby’s abdomen” was also important: this area was likely to include
the majority of the limbs on the image, if the parameters were chosen correctly, and so we
can extract information about the limb movements of the baby. The last region was the
baby’s face, giving us information about whether the baby’s eyes are open or not, which is
also an important descriptor.

The next step of this module was the feature extraction itself. To determine what
features to use, we evaluated the ones we used in [5], which was in a similar domain. The
selected features to extract were as follows:

• Image brightness;
• HSV (hue, saturation, value) image;
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• Optical flow;
• Euclidean map;
• Respiration.

The listed features were calculated for all the ROIs that we defined as important
regions above. The ROIs were stored as binary images (masks) that contained ones and
zeros. The area designated by the ROI was obtained by multiplying the current image by
the given ROI, using elementwise matrix multiplication. After the different features were
calculated on the masked images, intra-frame statistics like the mean value and standard
deviation were calculated by:

Fmean = μ =
1
N∑N

i=1 It(i), (1)

Fstd =

√
1
N∑N

i=1(It(i)−μ)2 (2)

where N is the number of pixels, and It(i) is the intensity value of the i-th pixel of the
current frame. Inter-frame statistics like optical flow or the Euclidean map (Feuc) were also
calculated:

fxu + fyv + ft = 0; u =
dx
dt

; v =
dy
dt

; (3)

Feuc =
dx
dt

dx
dt

+
dy
dt

dy
dt

, (4)

where fx and fy are the image gradients and ft is the gradient along time, while u and v
represents the displacements in the x and y directions during time dt.

Our basic assumption was that these intra- and inter-frame statistics, calculated for
each of the regions, should be sufficient to classify the current activity state of infants. To
analyze the data from a dynamic perspective, we had to transform them to another form
which can be interpreted by RNNs. Since we did not need pixel-level interpretation, we
converted them to 1D waveforms. This was usually carried out by calculating the average
value for each feature.

3.3. Classification

As we classified using dynamic time-series data, it was evident to use recurrent neural
networks, which have already been used successfully in many applications to solve time–
domain classification problems like EEG classification [11–15]. LSTM and GRU (Gated
Recurrent Unit) are such recurrent models. For our experiments, we implemented an LSTM
stack and a GRU stack as well, extended with fully connected layers. Stacks constructed
from these recurrent architectures were suitable for working on the multivariate input
features. The expected outputs were the earlier mentioned activity phases, which were
annotated by doctors on our video recordings.

Considering the parameters of the used RNN stack, we examined using a 2-layer
LSTM, and a 2-layer GRU network with a cell state of 35 in both cases, and a hidden state
of 35 lengths, respectively.

During the 100-epoch long training, we used the “CrossEntropy” loss function and
“Adam-Optimizer”. The database was split into three different sets: the training set, the test
set and the validation set. We used Comet-ML (Comet.ml, NY, USA) for the visualization
of loss, epoch loss, and for hyperparameter tuning.

4. Discussion

Our approach combines the activity classification with predictions of expected activity
and with an observation of a broader view—of the incubators providing automatic statistics
regarding procedure time, empty view, parents presence, etc. over an extended period of
hospitalization.
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Our system starts with the scene analysis, where we apply an LSTM-based method.
This approach provided an impressive performance in the “scene-analyzing” step:

• Accuracy: 98.1%;
• Sensitivity: 97.5%;
• Specificity: 97.9%;
• Precision: 98.1%.

For the classification, two recurrent neural networks were tested. These were LSTM-
and GRU-based. Our experiments showed that we could achieve slightly higher accuracy
in this application by using GRU. These networks work on sequences of a certain fixed
length (L) that heavily affects their performance and necessary hyperparameters. We tested
a set of different input sequence lengths and found L = 200 to be the best.

The results with the better performing GRU stack and L = 200 are as follows:

• Accuracy: 82.60%;
• Sensitivity: 78.40%;
• Specificity: 87.67%;
• Precision: 88.46%.

The total number of trainable parameters of the GRU stack was 23,014.
This performance could be further increased by using additional features, for example

we can specifically detect the eye and add its condition (opened or closed) as an additional
feature. Besides adding eye detection, our ongoing work primarily focuses on increasing
our database as sleep and wake scoring depends heavily on variables that are susceptible
to the high heterogeneity of the subjects. We are also experimenting with measurements un-
dertaken with different devices. Tuning the network hyperparameters and using different
sensitivity thresholds is also still in progress.

5. Conclusions

We have shown that an RNN-based network may be suitable for classifying behavioral
states using video recordings. We have shown a feature extraction method that is one
possible way to create an input that can be used by these networks. We hypothesize that
the presented automated behavioral state classification architecture may later be suitable to
replace human observation to a certain level.
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Abstract: Baking bread is currently experiencing a profound transformation, propelled by an escalat-
ing interest in health and wellness, global cuisines, and sustainability efforts. The surface of fruits
harbors various microbes, such as yeasts and lactic acid bacteria (LAB). In contrast to Saccharomyces
cerevisiae, a commercial yeast, the microbial flora present on the surface of fruits allows bread with
greater flavor, texture, and health benefits as seen in sourdough starters. In this research, sourdough
starters were created using dried longan and raisin. The microbial flora of the sourdough starters and
the fermentation profile were examined, and possible bacteriocin genes were identified. The dried
longan starter exhibited bubbling, stickiness, and a drop in pH value from 5.80 to 4.45 at the third
day of fermentation. Meanwhile, the raisin starter began bubbling on the sixth day with no change in
fluid viscosity, and a small pH value decreased from 4.00 to 3.82. The dried longan starter contained
Weissella cibaria, W. paramesenteroides, S. cerevisiae, Pediococcus pentosaceus, Torulaspora delbrueckii and
Leuconostoc citreum. On the other hand, raisin starter only contained Candida krusei and T. delbrueckii.
To detect antibacterial property in W. paramesenteroides and P. pentosaceus, four bacteriocins, Gassericin
A (gaaA), Lactacin F (lafA), Plantaricin S (pls) and Pediocin (ped) were explored. Polymerase chain reac-
tion (PCR) results revealed that gaaA and lafA were present in W. paramesenteroides, which suggested
that this strain possessed antimicrobial properties.

Keywords: sourdough starters; Weissella paramesenteroides; bacteriocin gene

1. Introduction

Compared to breads made with commercial yeast, breads baked using wild yeasts
and lactic acid bacteria (LAB) provide benefits such as glycemic response, satiety, and gas-
trointestinal well-being. Additionally, they allow a valuable natural method for enhancing
the texture, flavor, and stability of bread [1]. Yeast plays a significant role in the production
of beverages and bread thanks to its capability to produce carbon dioxide and ethanol
as well as aroma compounds. Especially, LABs are especially crucial in fermentation as
they produce desirable acids, flavor compounds, and peptides that inhibit the growth of
undesirable microorganisms [2].

Fruits are commonly used ingredients for making sourdough starters, owing to the
widespread presence of yeast on their surfaces. Longan (Dimocarpus longan) is one of
the most important fruit crops in Tainan, Taiwan. In addition to being consumed fresh,
approximately 50% of longan production is dried to extend its storage life and intensify
its flavor and aroma. Raisins are popular ingredients for homemade sourdough starters.
They naturally harbor wild yeast and a diverse microbial flora which contribute to vibrant
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and resilient fermentation. For this study, we chose dried longan and dark sultana raisins
as the primary materials for creating sourdough starters. Bacteriocins are proteinaceous
or peptidic toxins produced by bacteria to inhibit the growth of similar or closely related
bacterial strains [3]. Bacteriocins have been identified in many strains of LAB, and their
structural genes are identified using a PCR array of primers [4]. Based on the results, we
investigated the fermentation profiles of sourdough starters made of dried longan and
raisins. The dominant microbes and organic acids produced were also investigated.

2. Materials and Methods

2.1. Preparing Sourdough Starters with Dried Fruit

In total, 50 g of dried fruits, 25 g of sugar, and 100 g of sterile water were added to
a beaker. The ingredients were mixed with a stirring bar until the sugar had completely
dissolved. Finally, the beaker was covered with plastic wrap and placed at 25 ◦C.

2.2. Observation of Sourdough Starters

The fermentation of the sourdough starters was observed and recorded on the top and
at the side for 7 days. pH values were recorded every day.

2.3. Organic Acid Analysis

The samples were collected on the seventh day of fermentation. After the samples
were filtered, they were centrifuged at 12,000 rpm for 30 min. The supernatant was collected
and filtered using a PVDF 0.45 μm filter. Samples were then sent to the Organic and Health
Food Science and Technology Development Center (OHC) Lab for organic acid analysis
following the method of the National Standards of the Republic of China, CNS 12635 [5].

2.4. Bacterial Identification

In this study, colonies were isolated using three media: Luria–Bertani agar (LB agar),
De Man, Rogosa, and Sharpe agar (MRS agar), and potato–dextrose agar (PDA). The
samples were diluted using sterile water and spread-plated on three types of media se-
quentially. LB plates were grown in 37 ◦C, PDA at 25 ◦C, and MRS plates at 30 ◦C under
anaerobic conditions.

2.5. Identification of Bacteriocin Genes

Genomic DNA was isolated from W. paramesenteroides and P. pentosaceus using Chelex100
chelating resin [6]. Four specific primer sequences for gaaA, lafA, pls, and ped were listed
in Table 1 [7,8]. The PCR process was as follows: an initial denaturation step at 95 ◦C for
5 min, followed by 34 cycles of denaturation at 95 ◦C for 1 min, annealing at 57 ◦C for 45 s,
and extension at 72 ◦C for 1 min, using the GeneAmp PCR System 9700. After the final
extension at 72 ◦C for 5 min, the PCR products were analyzed on 1.5% agarose gels, and
stained with ethidium bromide.

Table 1. Primer for bacteriocin genes.

Primer Sequence Amplicon

gaaA GAACAGGTGCACTAATCGGT
CAGCTAAGTTAGAAGGGGCT 800 bp

Laf A AGTCGTTGTTGGTGGAAGAAAT
TCTTATCTTGCCAAAACCACCT 184 bp

pls GCCTTACCAGCGTAATGCCC
CTGGTGATGCAATCGTTAGTTT 320 bp

ped AAAATATCTAACTAATACTTG
TAAAAAGATATTTGA CCAAAA 711 bp
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2.6. Fermentation Efficacy Test

A total of 25 g of the sourdough starter filtrate was thoroughly blended with 50 g of
flour within a beaker. The initial and 41 h fermented dough heights were then meticulously
measured and recorded.

3. Results

3.1. Observation of Sourdough Starters Made of Dried Longan and Raisin

The procedures outlined in Sections 2.1 and 2.2 were performed for the preparation
and observation of the sourdough starters. On the third day, noticeable bubbles were
discerned within the sourdough starter containing dried longan (Figure 1), whereas a
similar bubbling phenomenon manifested on the fifth day within the raisin-infused starter
(Figure 2). Additionally, it is noteworthy that the dried longan exhibited a sticky texture
starting from the third day of the fermentation process.

Side view of sourdough starter 
with dried longan 

 

Top view of sourdough starter with dried 
longans 

 

(a) (b) 

Figure 1. Side view (a) and top view (b) of sourdough starter with dried longan during a
7-day fermentation.

Side view of sourdough starter 
with raisin 

 

Top view of sourdough starter with raisin  
 

 

(a) (b) 

Figure 2. Side view (a) and top view (b) of sourdough starter with raisin during a 7-day fermentation.

3.2. Change in pH of Sourdough Starters

pH values were monitored throughout the fermentation process. The pH of the
sourdough starter with dried longan decreases from 5.80 to 4.45 during fermentation,
particularly within the first three days (Figure 3). On the other hand, the pH of the
sourdough starter with raisins decreased from 4.00 to 3.82 (Figure 3). There was a rapid
drop in pH in the sourdough starter with dried longan compared to that with raisin.
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Figure 3. pH change during fermentation.

3.3. Organic Acid

The result of the high-performance liquid chromatography (HPLC) analysis revealed
that within the sourdough starter infused with dried longan, lactic acid emerged as the
predominant metabolite in terms of concentration, accompanied by notable levels of acetic
acid and citric acid. Conversely, in the sourdough starter incorporating raisin, acetic
acid took precedence as the primary metabolite, followed by lactic acid in the second
position (Table 2).

Table 2. Organic acids in the sourdough starter with dried longan and raisin.

Organic Acid Longan (mg/100 mL) Raisin (mg/100 mL)

Acetic acid 192.14 167.42
Lactic acid 260.42 89.55
Citric acid 134.44 67.12
Malic acid 93.35 66.07

Succinic acid 14.50 41.25
Tartaric acid 5.44 22.29
Oxalic acid 25.19 15.59

3.4. Bacterial Identification

Two sourdough starters were plated onto Luria–Bertani (LB) agar, and ten colonies
from each sourdough starter were isolated and transferred to de Man, Rogosa, and Sharpe
(MRS) agar or potato–dextrose agar (PDA) for further analysis. From the isolated colonies
of the sourdough starter featuring dried longan, a total of four distinct yeast strains were
identified, encompassing S. cerevisiae, Zygosaccharomyces (or Lachancea), and two strains of
Torulaspora delbrueckii. Further, the analysis yielded the isolation of six LAB strains, namely
Weissella paramesenteroides, Leuconostoc citreum, two strains of Pediococcus pentosaceus, and
two strains of W. cibaria. In contrast, the sourdough starter incorporating raisin was home
to two yeast species, specifically four strains of Candida krusei and an additional four strains
of T. delbrueckii (see Table 3). These findings underscore the discernible differences in
microbial profiles between the two sourdough starters. Notably, the sourdough starter
containing dried longan displayed a higher diversity of yeast and LAB strains compared to
the counterpart with raisin.
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Table 3. Species of strains found in sourdough starters with dried longan and raisin.

Dried Longan

Possible Species Classification

Torulaspora delbrueckii Yeast
Zygosaccharomyces or Lachancea Yeast

Saccharomyces cerevisiae Yeast
Weissella cibaria LAB

Leuconostoc citreum LAB
Weissella paramesenteroides LAB

Pediococcus pentosaceus LAB

Raisin

Torulaspora delbrueckii Yeast
Candida krusei Yeast

3.5. Identification of Bacteriocin Genes

The evaluation of potential antibacterial bacteriocins encompassed four types: Gassericin
A (gaaA), Lactacin F (lafA), Plantaricin S (pls), and Pediocin (ped). Employing PCR, this
analysis was conducted on both W. paramesenteroides and P. pentosaceus. Notably, the
detection of the 800 bp gaaA gene and the 184 bp lafA gene within W. paramesenteroides
provided tangible evidence of the strain’s inherent antibacterial properties (Figure 4).

Figure 4. PCR analysis of bacteriocin genes in W. paramesenteroides.

3.6. Fermentation Efficacy

Fermentation efficacy was assessed for the two distinct sourdough starters. Over a
41 h fermentation period, the volume of the sourdough starter containing dried longan
underwent a doubling effect. In stark contrast, the volume of the sourdough starter
enriched with raisins remained unaltered (see Figure 5). These findings underscore that
the sourdough starter featuring dried longan underwent a more pronounced fermentation
compared to its raisin-containing counterpart.
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Figure 5. Fermentation efficacy test of two sourdough starters. (A) at the beginning of fermentation,
(B) after 41 h of fermentation.

4. Conclusions

This study delved into the fermentation dynamics of sourdough starters infused with
dried longan and raisin. On the third day, the sourdough starter containing dried longan
exhibited bubbling along with an augmented stickiness. Simultaneously, a notable decline
in pH was observed. Conversely, the sourdough starter with raisin displayed bubbling on
the fifth day, without any significant alteration in viscosity. These outcomes underscore
the dissimilarities in the activity of microbial flora between the two sourdough starters, a
disparity attributed to distinct metabolite production.

The sourdough starter enriched with dried longan harbored a more abundant micro-
bial diversity in comparison to its raisin counterpart. This divergence in microbial flora
and metabolite synthesis among the two sourdough starters underscores their potential
uniqueness and individuality. Recognizing these distinctions and their potential implica-
tions serves as a foundation for further investigations into refining the fermentation process
and enhancing the development of superior sourdough starters for baking applications.
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Abstract: To increase the durability of concrete structures, surface coating is widely used as a
preventive maintenance strategy against de-icing salts. We investigated the effectiveness of a small
amount of surface penetrant for chloride-induced corrosion on concrete structures exposed to low
NaCl concentrations. The diffusion coefficient of mortar specimens with and without coating was
determined using the electric migration test. The results indicated that even a small amount of
Silane-based penetrant was effective against chloride ion penetration.

Keywords: surface penetrant; chloride ion penetration; apparent diffusion coefficient

1. Introduction

Concrete structures play a vital role in modern infrastructure, from highways and
bridges to buildings and parking structures. These structures, however, are often exposed
to harsh weather conditions, particularly during the winter when de-icing salts are of-
ten used to ensure safe traffic on roads and walkways. The de-icing salts, particularly
chloride-based compounds, harm the durability and condition of concrete with chloride
attack and eventual deterioration. Therefore, to avoid premature deterioration, the use of
surface treatment is required, and related research has been conducted to secure excellent
workability and effective preventive measures [1].

The application of surface coatings to concrete structures considerably increased
concrete’s resistance to freezing, thawing, and chloride ion penetration [2]. Swamy and
Tanikawa investigated the effect of surface penetrant coating on concrete durability and con-
cluded that applying a surface coating to concrete is an efficient strategy for protecting new
and old concrete structures as the coating makes concrete impervious [3]. The application
of silicate-type surface penetrants significantly slows the initiation of corrosion in concrete
structures located in coastal areas [4]. Ibrahim et al. showed that Silane with a topcoat had
the best performance in terms of the effectiveness of acrylic and Silane coatings [5].

In Bhutan, light deicer products are often sprayed during the winter months to prevent
vehicles from sliding due to ice formation on the road surface. The use of surface penetrants
on concrete structures prevents chloride ion penetration induced by the application of
deicers. However, there is limited information about the effectiveness of the surface
penetrants against chloride ion penetration when concrete structures are exposed to normal
and low sodium chloride (NaCl) concentrations.

2. Material and Methods

2.1. Properties of Fine Aggregate and Binding Materials

Fine aggregate/land sand was used for preparing mortar specimens that had a particle
size of less than 4.75 mm and a density of 2.57 g/m3 following the ASTMC33 standard
as stated in Table 1. In this experiment, Ordinary Portland Cement (OPC) of a density of
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3.16 g/m3 meeting the ASTM C150 requirement, which is widely used in the construction
of various concrete structures around the world, was adopted.

Table 1. Proportion of mortar mixture.

W/C S/C
Unit Weight (kg/m3)

W C * S **

0.50 2.5 12.296 24.591 61.5

* Ordinary Portland Cement (density of 3.16g/m3); ** Land Sand (density of 2.57g/m3).

2.2. Research Methodology

The proportion of the mixture of mortar specimens (20 cm in length × 10 cm in
diameter) is shown in Table 1. The specimens were cured in water for 28 days at 20 ◦C. After
that, the test specimens (3 cm in length × 10 cm in diameter) were obtained from prepared
mortar specimens. The specimens were coated with the surface penetrant as shown in
Table 2 for 7 days at 20 ◦C and a relative humidity of 60%. Then, the diffusion coefficient of
the coated specimens for normal and low concentrations of NaCl was calculated based on
JSCE G 571. Figure 1 shows an overview of the electric migration test method used. For
testing, test specimens of 3 cm in thickness with and without coating were exposed to 3, 1,
and 0.5% NaCl at a constant 15 V during the test duration. A steady state was assumed to
be reached once the rate of chloride concentration in the anode became constant. The flux
of chloride ions in the pore solution was determined as shown in Figure 2.

Table 2. Types of surface penetrant.

Case Classification-Type Application Quantity (g/m2)

Case No. No penetrant 0

Case A

Silane-type

200

Case B 100

Case C 50

Figure 1. Overview of the electric migration test.

The effective diffusion coefficient of the chloride ion (Table 3) was calculated from the
flux using the Nernst–Planck Equation. The effective diffusion coefficient was converted to
the apparent diffusion coefficient (shown in Table 3 and Figure 3) using Equation (1).

Dae = K1·K2·De (1)

114



Eng. Proc. 2023, 55, 18

(Dae: apparent diffusion coefficient, De: effective diffusion coefficient obtained in the mi-
gration test (cm2/year), K1: coefficient reflecting the equilibrium concentration of chloride
ions on the cathode side and at the concrete surface, and K2: coefficient reflecting the effect
of immobilization of chloride ions in the hydrated cement system).

 
Figure 2. Change in chloride ion concentrations on the anode side.

Figure 3. Apparent chloride ion diffusion coefficient of all experiment specimens.

When Ordinary Portland Cement was used, (K1 · K2) = 0.2 exp (1.8 (W/C))
(0.3 ≤ W/C < 0.55) [6]. As shown in Table 3, the diffusion coefficient (Ds) of surface pene-
trants was estimated using Equation (2) [7]. The impregnation depth surface penetrant was
3 mm for a full coating, 2.3 mm for a half coating, and 1.7 mm for a quarter coating.

C′
√

D′ =
Cc√
Dc

+
Cs√
Ds

(2)

(C′: thickness of coated specimens (mm), D′: diffusion coefficient of coated specimens
(cm2/year), Dc: diffusion coefficient of uncoated specimens (cm2/year), Cc: thickness
of uncoated specimens (mm), Cs: penetrating depths (mm), Ds: diffusion coefficient of
penetrant (cm2/year), and S: converted cover depth (mm)).

S = C′
[√

Dc√
D′ − 1

]
= Cs

[√
Dc√
Ds

− 1
]

(3)
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The converted cover depth [7] in Table 4 was calculated from the diffusion coefficient
(Ds) of the surface penetrant, the apparent diffusion coefficient (Dc) of uncoated mortar
specimens, and the apparent diffusion coefficient (D′) of coated mortar specimens using
Equation (3) [7].

Table 3. Result of migration test.

Cases
Effective Diffusion

(cm2/Year)
Apparent Diffusion

(cm2/Year)
Diffusion Coefficient (Ds)

Penetrant (cm2/Year)

Case No NaCl 3% 2.67 1.36
Case A NaCl 3% 0.47 0.24 0.0062
Case B NaCl 3% 0.59 0.30 0.0055
Case C NaCl 3% 0.71 0.36 0.0025

Case No NaCl 1% 2.03 1.04
Case A NaCl 1% 0.26 0.13 0.0029
Case B NaCl 1% 0.43 0.22 0.0040
Case C NaCl 1% 0.71 0.36 0.0035

Case No NaCl 0.5% 1.40 0.71
Case A NaCl 0.5% 0.21 0.11 0.0025
Case B NaCl 0.5% 0.34 0.17 0.0034
Case C NaCl 0.5% 0.69 0.35 0.0059

Table 4. Equivalent cover depth.

Case Converted Cover Depth (mm)

Case A NaCl 3% 41.50
Case B NaCl 3% 39.94
Case C NaCl 3% 28.08

Case A NaCl 1% 48.84
Case B NaCl 1% 37.27
Case C NaCl 1% 18.84

Case A NaCl 0.5% 47.27
Case B NaCl 0.5% 36.25
Case C NaCl 0.5% 12.73

3. Result and Discussion

Figures 2 and 3 show that the chloride ion concentration and the apparent diffusion
coefficient of the mortar specimens were higher for the specimens exposed to the high NaCl
concentration and lower for the specimens exposed to the low NaCl concentration. Also,
the concrete surface coated with a Silane-based surface penetrant significantly reduced
the chloride ion concentration on the anode side and the apparent diffusion coefficient.
As shown in Table 4 and Figure 4, the equivalent cover depth of full and half coatings
increased significantly when exposed to NaCl concentrations of 0.5 to 3%, whereas quarter
coatings showed an increase in cover depth. The converted cover depth remains roughly
the same when the application amount is increased from half to full coating regardless of
specimens exposed to 0.5% to 3% NaCl solution; however, quarter application shows a less
increase in equivalent cover depth as illustrated in Table 4 and Figure 5. It indicated that
quarterly-coated concrete structures with a surface penetrant did not allow chloride ion
penetration when exposed to low NaCl concentrations.

116



Eng. Proc. 2023, 55, 18

Figure 4. Equivalent cover depth over increase in NaCl concentration.

Figure 5. Equivalent cover depth over application rate of coating.

4. Simulation of Corrosion Initiation Time

To evaluate the delay in corrosion initiation time when concrete structures were coated
with the Silane-based surface penetrant, the concrete cover depth was set to 5 cm, and the
surface chloride ion concentration was fixed to be 1.80 kg/m3, assuming that the amount
of application of deicers was relatively low. The converted cover depth shown in Table 4
and the apparent diffusion coefficient of the uncoated specimens shown in Figure 3 were
calculated following Fick’s law of diffusion (Equation (4)) to estimate the time for the total
chloride ion concentration around the steel bars to reach a threshold value of 1.2 kg/m3 [8].

C(x,t) = C0

{
1 − erf

(
x

2
√

Dae·t
)}

(4)

(C(x,t): chloride ion concentration at depth x (cm) and time t (years) (kg/m3), C0: chloride
ion concentration at the concrete surface (kg/m3), Dae: apparent chloride ion diffusion
coefficient (cm2/year), and erf error function).

As shown in Figure 6, the time required for corrosion without a surface penetrant
was calculated as 49 years for specimens exposed to 3% NaCl, 64 years for 1% NaCl, and
96 years for 0.5% NaCl. However, when specimens were coated with a quarter amount
of Silane-based surface penetrant, the time for corrosion was delayed to 120 years for 3%
NaCl, 160 years for 1% NaCl, and 230 years for 0.5% NaCl concentrations. The performance
deterioration of surface penetrants was not considered in this calculation. However, it
was obvious that using only a small quantity of the Silane-based penetrant on concrete
structures significantly delayed the onset of rebar corrosion when concrete structures were
exposed to normal to low NaCl concentrations.

117



Eng. Proc. 2023, 55, 18

Figure 6. Onset corrosion time of all experiment specimens.

5. Conclusions

In this study, it was found that the chloride ion concentration and the apparent
diffusion coefficient of the mortar specimens were higher than those of the specimens
exposed to high and low NaCl concentrations. The concrete surface coated with the Silane-
based surface penetrant significantly reduced the apparent diffusion coefficient of the
chloride ion on the anode side. Even a small amount of the surface penetrant was effective
in delaying the corrosion initiation of concrete structures exposed to any concentration of
de-icing salts.
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Abstract: The differences between medical institutions in the security management of information
systems were investigated by comparing the differences and the means used by personnel in different
units in public and private hospitals. Personnel responsible for information security require the
protocol of relevant units to solve information security issues. Based on ISO 27001 as a reference
standard, a questionnaire survey was conducted to investigate the need for information security
management in medical institutions. The information system security in each unit of medical
institutions needs to pursue the goal of more perfection for a fully optimized information system.
To help medical institution personnel understand the importance of information security and allow
appropriate decision making, the results of this study can be used as a reference.

Keywords: ISO 27001; information security; medical information systems

1. Introduction

In medicine and health care, the rapid development of the information industry has
shed the security problems in their information systems such as the leakage of medical
information. Several medical staff have even been caught selling patients’ private informa-
tion illegally. Thus, equipment and system software in the medical and health sector for
information security are frequently updated. However, the new system has too many func-
tions to be used adequately, leading to many potential security risks. The risk of hacking
and cyber attacks also exists, threatening the information security of medical institutions.
Related incidents increase every year, which makes people aware of the damage caused by
such incidents.

The information network allows users to access relevant information and data quickly
under relevant instructions. Due to the openness of the information network and system,
they become useful but dangerous. Use of the information system by an unauthorized
person damages the management and financials. Therefore, the development of a system
for information security that does not sacrifice convenience and usability is required for
securing confidentiality, integrity, and availability. The system also protects information
assets and increases overall competitiveness. Information systems can be accessed by users
and administrators, but information can be retrieved by inappropriate means. Hackers
can damage the system and steal information using point-of-entry attacks, backdoors,
Trojan horses, and viruses. Therefore, building a defensive information system security is
necessary to provide complete and uninterrupted operation, including resistance, detection,
and recovery [1].

Information security in medical institutions differs from that in other industry sectors.
As medical care is related to patient safety, information security must be considered more
seriously. If the system provides false information, this harms patients as well as the
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hospital’s credit and reputation. In addition, patients’ medical records and personal
information may be leaked due to inadequate information security protection. If the
patient’s private information is used by a third party illegally, the patient’s rights will
be seriously compromised. Therefore, special attention must be paid to the security of
patient information. The design of systems must meet the requirements of information
security. Therefore, it is necessary to build an information security system that is accurate
and effective in security.

The degree of informatization of an organization is closely related to the information
strategy, information department structure, information system architecture, and informa-
tion application areas. Information security strategy is influenced by the differentiation
of the internal environment of the organization, so the characteristics of the organization
and the degree of informatization lead to different combinations of information risk due to
the types of organizations [2]. The different information risks require different information
security strategies. The growth of organizational information can be measured in four
aspects: information system architecture, information department strategy, information
department organization, and information application area [3]. Although there is no re-
search on the relationship between information security and the degree of informatization,
it was found that information security is affected by information threats to personal com-
puters and internal servers (mainframe) and improper operation of networked architectural
systems [4,5].

To maintain information security, it is necessary to understand “the prevention and
detection of unauthorized situations by users of the processing system” [6]. Information
security is defined broadly as the protection of confidentiality, integrity, and availability
of data stored in a system. There are many norms set for information security, such as
BS7799 [7] and ISO 27001 [8]. To regulate the security and confidentiality of information
and to meet the privacy needs of individuals, the US federal government passed the
Health Insurance Portability and Accountability Act (HIPAA) in 1996, which specified the
security mechanisms that must be in place for information systems. Its contents include
the following four categories: administrative procedures, physical safeguards, technical
security services, and technical security mechanisms. Based on BS7799, ISO 27001, and
HIPAA, we investigated the need for an effective management system for information
security through a questionnaire survey to provide the basis for the construction of the
system. To assess the information security of an organization, indicators of risk assessment
and information protection capability need to be determined. For understanding of the
risks in information security and the degree of informatization, an accurate assessment
of the existing information protection capability is required. Therefore, information risks
were assessed from four aspects: hardware, software, information, and network, in terms
of the physical environment, personnel, and management in this study. A questionnaire
survey was conducted to define measurement indexes for these seven risks.

2. Questionnaire Survey

Based on the theory of Icove et al. [9], information risk was analyzed to understand
the level of protection of information using the protection measures of each risk. Siegel
referred to ISO 17799 [10] and InfoSec international standards, while Richardson [11]
referred to the Computer Security Institute (CSI) against network risk threats for analysis.
Referring to CNS 27001 [12] of the Ministry of Economic Affairs, BS7799 of the UK, and
the international information security standard ISO 27001, we created a questionnaire to
understand preventative measures for information security. The questionnaire was revised
by experts to improve its validity. The final questionnaire was designed to measure the
level of knowledge of information security and the importance of information security in
the organization.

The questionnaire consisted of three parts including basic information, the current
situation of information security, and risk awareness of information security. In this
study, the risk to information security was classified into physical and system aspects.
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In the physical aspect, the risks were grouped as the physical, human, and managerial
risks, while in the system aspect, the risks in hardware, software, data, and network
were included. The questionnaire included questions on equipment, management, virus,
training, troubleshooting, and accounts of the information security systems. Figure 1
illustrates the structure of the questionnaire. The questions for the seven were contained in
the six categories.

Figure 1. Structure of questionnaire in this study.

A five-point Likert scale was used in the questionnaire. Scores were given to strongly
agree, agree, average, disagree, and strongly disagree with the organization’s ability for
information security, with one point representing no protection and five points representing
sufficient protection. The reliability of the questionnaire was analyzed using Cronbach’s
alpha coefficient [13,14]. The internal consistency was also tested with Cronbach’s alpha
coefficient. The overall reliability was 0.949. The reliability of questions of software risk,
hardware risk, data risk, network risk, physical risk, human risk, and managerial risk was
0.796, 0.639, 0.709, 0.790, 0.724, 0.751, and 0.813, all of which showed acceptable reliability
and credibility.

A total of 150 questionnaires were distributed to the personnel in charge of infor-
mation security in public and private hospitals in the southern region and military and
security units in Taiwan, with 123 returned. The total number of valid questionnaires was
113. The respondents included administrative and information security staff, network
administrators, and supervisors. The education of the respondents was at least college-
and university-level (Table 1).

Table 1. Information on respondents of questionnaire survey.

Position Number Ratio (%)

Administration staff 60 53.1%
Information security personnel 31 27.4%
Network administrator 10 8.8%
Director 6 5.3%
Missing value 6 5.3%
Sum 113 100.0%

Some 72.6% of the respondents were male, and 27.4% were female. A majority of the
respondents were executives (56.1%), followed by information security personnel (29.0%),
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network administrators (9.3%), and supervisors (5.6%). Respondents with eight years of
work experience accounted for 31.0%, followed by those with less than one year (29.2%),
those with two to four years (25.7%), and those with five to seven years (14.2%) (Table 2).

Table 2. Working seniority scale table.

Work Experience Number Ratio (%)

Over 8 years 35 31.0%

1 year or less 33 29.2%

2~4 years 29 25.7%

5~7 years 16 14.2%

Missing value 0 0.0%

Sum 113 100.0%

As shown in Table 3, the respondents mainly served in military health units (46.9%),
followed by private hospitals (37.2%), and then public hospitals (15.9%). Detailed informa-
tion on the units was recorded in the interview.

Table 3. Unit type ratio table.

Institutions Number Ratio (%)

Military medical service 53 46.9%
Private hospital 42 37.2%
Public hospital 18 15.9%
Missing value 0 0.0%
Sum 113 100.0%

3. Results

The results of the survey are shown in Table 4. The highest protection ability of
information security was observed for software risk, with a sum of scores of 436.835, while
the lowest was for data risk, with a sum of scores of 400.882. For hardware risk, the
ability showed the highest average score of 3.357, while the lowest score was observed for
managerial risk, with an average score of 3.000. The highest average score was obtained
for software risk, with a score of 4.196, while the lowest score was for data risk, with an
average score of 3.912 (Tables 4 and 5).

Table 4 shows the standard deviation of the scores in this study. The smaller the
standard deviation, the more concentrated the data are in this dimension, while the larger
the standard deviation, the more scattered the data are in this dimension. It was found
that the dimension of network risk was widely dispersed, while the data for the aspect of
risk management were more concentrated. This result indicated that the respondents held
diverse perspectives on cyber risks, which might be influenced by personal experiences,
knowledge, or preferences. However, their views on risk management are more uniform,
and may be influenced by shared norms or standards.

Table 4. Protection ability of information security for each risk.

Sum of Scores
Average of Minimum

Score
Average of Maximum

Score
Standard Deviation

Software Risk 436.835 3.304 3.304 0.574
Hardware Risk 415.615 3.357 3.357 0.603
Data Risk 400.882 3.08 3.08 0.504
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Table 4. Cont.

Sum of Scores
Average of Minimum

Score
Average of Maximum

Score
Standard Deviation

Cyber Risk 415.355 3.223 3.223 0.625
Physical Risk 413.657 3.083 3.083 0.5
Human Risk 407.546 3.088 3.088 0.525
Managerial risk 407.173 3.000 3.000 0.425

Table 5. Summary of result of questionnaire survey.

Director
Administration

Staff
Information

Security Personnel
Network

Administrator
Total

Institutions Response Number
Ratio
(%)

Number
Ratio
(%)

Number
Ratio
(%)

Number
Ratio
(%)

Number
Ratio
(%)

Private
Hospital

Very well
understood 1 50.0% 1 11.1% 0 0.0% 0 0.0% 2 11.1%

Fairly well
understood 1 50.0% 4 44.4% 3 75.0% 3 100.0% 11 61.1%

Somewhat 0 0.0% 4 44.4% 1 25.0% 0 0.0% 5 27.8%

Private
Hospital

Very well
understood 0 0.0% 2 9.5% 2 15.4% 2 33.3% 6 14.3%

Fairly well
understood 1 50.0% 8 38.1% 4 30.8% 1 16.7% 14 33.3%

Somewhat 1 50.0% 6 28.6% 7 53.8% 3 50.0% 17 40.5%

Do not know 0 0.0% 5 23.8% 0 0.0% 0 0.0% 5 11.9%

Public
Hospital

Very well
understood 0 0.0% 7 23.3% 1 7.1% 0 0.0% 8 17.0%

Fairly well
understood 1 50.0% 9 30.0% 7 50.0% 0 0.0% 17 36.2%

Somewhat 1 50.0% 5 16.7% 6 42.9% 1 100.0% 13 27.7%

Do not know 0 0.0% 9 30.0% 0 0.0% 0 0.0% 9 19.1%

4. Conclusions

Personnel in public hospitals understood the importance of all risks to information
security better than those in other healthcare institutions. However, public hospitals do not
invest more in information security than private hospitals, nor do they have a higher degree
of information restriction than military health care units. Thus, public hospitals need to
place more emphasis on the quality of personnel and management systems with various
information security policies, rapid troubleshooting, reliable backup of important data,
regular updates to key system security, training of personnel on information security, and
control of information flow. The maintenance of information security must be conducted by
constantly updating software and hardware equipment and maintaining the information
security system. All information in the system must be restricted to authorized personnel
and operators. The most effective way to maintain information security is to cultivate
personnel and establish an effective managerial system.

Author Contributions: Conceptualization, H.-H.H. and J.-R.S.; methodology, H.-H.H. and J.-R.S.;
software, J.-R.S.; validation, H.-H.H. and J.-R.S.; formal analysis, J.-R.S.; investigation, H.-H.H. and J.-
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agreed to the published version of the manuscript.
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Abstract: Infectious illness prevention and control is an important part of public health management.
The early monitoring and numerical modelling of incidence data can help with the efficient prevention
and control of infectious disease prevalence. The reproduction number R, as an essential index to
understand the dynamics of COVID-19, can be predicted by using confirmed new incidence cases
and serial interval data in the datasets provided by UK government. In this paper, an extended model
is proposed to account for variable reporting rates instead of 1 for the estimation of the R number.
The impact of using various modelling parameters is also evaluated, which provides insight into how
to select a set of suitable parameters in modelling. The variation of the estimation of the R number by
incorporating variable reporting rates can be observed and assessed.

Keywords: reproduction number; reporting rates; incidence cases; serial interval distribution; COVID-19

1. Introduction

Infectious illness prevention and control are an important part of public health and
safety, as they have an impact on human health and social stability. Large-scale epidemics
are likely to emerge if infectious disease propagation is not successfully controlled. During
COVID-19, the importance of epidemic monitoring, modelling, and understanding, as well
as early warning and policy guidance, is strongly emphasised.

Simultaneously, with the rapid advancement of information technology and significant
rise in computing power, the data analytics (DA)-based modelling and monitoring of
infectious illnesses have become widely accessible for public health practitioners. In this
context, data analytics refers to a set of procedures for converting data into interpretable
and actionable information sets [1] and for producing reliable and innovative insights into
the current state of the world [2]. The discovery and tracking of epidemic diseases in the
healthcare business is one of the most notable examples of data analytics.

Modelling the transmission of infectious illnesses can be performed in a variety of
ways. They are largely divided into two categories: deterministic and statistical tech-
niques. Statistical approaches use existing data to develop estimators using probability
theory, whereas deterministic (mathematical) approaches focus on the construction of a
mechanistic model describing disease transmission. Comprehensive evaluations of the
methods can be found in works such as [3–7]. Dietz and Becker summarised multiple
modelling strategies for estimating the propagation of infectious disorders in [3,4]. Perone
presented hybrid models, such as the neural network autoregression (NNAR) model and
the autoregressive moving average (ARIMA) model, that perform better in estimating
the disease trend than single models, such as the neural network autoregression (NNAR)
model and the autoregressive moving average (ARIMA) model [5]. Fraser suggested the
home reproduction number [6], a method for predicting the reproduction number based
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on the household model. Using this strategy, it provides advice on the measures and
control of families during epidemics. Godio et al., who combined the generalised SEIR
epidemiological model with swarm intelligence, linked the model to reality movement in
Italy and demonstrated that the stochastic approach is better for trend estimation [8].

The estimation of the reproductive number R is particularly important among the
investigations. R is the average number of secondary cases induced by a single infected
person [9]. R is used to measure the transmission capability of pathogens during epidemics;
therefore, its estimation is critical in the prevention and control of infectious illnesses. R
monitoring offers feedback on the success of control measures and the need to reinforce
control [10]. It is a useful index for understanding the dynamics of infectious illnesses.
Pharmaceutical interventions (PIs), such as vaccination, and non-pharmaceutical interven-
tions (NPIs), such as lockdowns, are two types of public health control strategies that try
to prevent and/or regulate transmission in the community. The purpose of intervention
activities is to lower R below 1 and to be as close to 0 as possible, thereby bringing an
epidemic under control. Various elements, such as the daily confirmed data, influence the
accuracy of R estimation. An estimation mistake would result from the data’s inaccuracy.
However, there are only a few approaches that may be used to fix this type of problem.

To solve this problem, an extended model for R estimate based on variable reporting
rates is proposed in this study. The proposed model can be used to more precisely analyse
the evolution of the disease. In the theoretical demonstration of the model, varying reporting
rates are introduced, followed by simulation outcomes due to various modelling settings.
Finally, the utilisation of the reporting rate is assessed based on R number estimation.

2. The Theoretical Model for Estimating Time-Varying Instantaneous
Reproduction Numbers

The term “epidemic model” describes a mathematical model used to describe in-
fectious illnesses quantitatively. It uses quantitative research methodologies to study
infectious diseases primarily in terms of growth and transmission characteristics in order
to develop a model that can accurately depict the transmission dynamic characteristics
of infectious diseases. Infectious disease modelling is primarily used to investigate dis-
ease transmission mechanisms, forecast future outbreaks, and assess the effectiveness of
epidemic management efforts.

Researchers at Imperial College developed a novel framework and software to estimate
time-varying reproduction counts during epidemics [9]. Because it provides a framework
for estimating time-varying instantaneous reproduction numbers from incidence time
series during epidemics, this line of models is referred to as the ETVR model in the study.
Epidemiologists and public health organisations can use the ETVR model to alter public
health responses in real time [11].

The calculation of the R number, according to the ETVR model, is dependent on
accurate incident data (It

a) and the serial interval distribution (St). The serial interval
distribution is used to approximate the infectivity profile of the infectious disease. It is
common for infectious cases to be over- or under-reported. To address this problem, it is
necessary to implement a reporting rate for the estimation of the R number. From here,
both the reporting rate (λt) and the reported daily confirmed cases (It

rp) can be used to
present the actual daily confirmed cases at timestep t, as expressed below:

It
a = λt It

rp (1)

The reporting rate is considered to be constant at timestep t, but it can vary over the
course of the period. The impact of different reporting rates on the R number estimation
will be examined in this study.
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The total infectivity of all infected individuals over a time period t can be calculated
by combining the serial interval distribution and the actual confirmed cases:

Rt =
It
a

Γt =
λt It

rp

∑t
n=1 Sn It−n

a
(2)

Then, by the definition of the reproduction number R [11], it can be obtained as

E
(

It
a
)
= Rt∑t

n=1 Sn It−n
a (3)

The time window is used to stabilise the change in the R number, producing less
statistical noise, because the R number is particularly sensitive to small time steps, making
it difficult to analyse the disease’s transmissibility. Furthermore, it is expected that R
remains constant during the sliding time window.

As a result, the R number can be more correctly calculated using this extended model
based on the ETVR model and reporting rates. It can promote the use of surveillance data,
analyse infectious disease incidence time series quickly, and quantify temporal changes in
the transmission intensity of future epidemics.

3. The Impacts of Modelling Parameters on the Estimation of R

The reproduction number R is used to quantify transmissibility during epidemics. It
varies over time due to various factors such as changes in underlying transmission mecha-
nisms (e.g., due to seasonality or new variants), changes in contact patterns (changes in social
interaction and hygienic habits), and the impact of control measures (lockdowns, etc.).

COVID-19 data were obtained from Our World in Data (https://ourworldindata.org/
covid-cases, accessed on 10 November 2021), an organisation established by the Global
Change Data Lab (GCDL), the Oxford Martin School, and the University of Oxford, for use
in the simulation. Because of varied configuration factors, the R estimation differs. In the
following sections, the effects of various modelling parameters are assessed.

3.1. Effect of Incubation Period in Serial Interval Distributions

The infectivity profile is generated using a serial interval distribution, which is an
approximation of the generation time. As a result, it has a considerable impact on the R
number estimation. Three serial interval distributions (S1, S2, and S3) are used to analyse
their impact on the R number, as indicated in the Appendix A. In secondary cases, the
symptom onset window was set to one day. Three alternative serial interval distributions
represent varying levels of uncertainty about the onset of symptom within a single day.

The simulation results are shown in Figure 1 for three serial interval profiles. From
S1 to S3, three serial interval profiles show an increase in generation time. When R > 1, as
shown in Figure 1, an increase in generation time results in a general rise in estimated R
for a given incidence profile. This is reasonable because as the generation time increases,
the time delay between the infector and the infectee increases, necessitating a bigger R to
produce the same number of cases down the line.

3.2. Effect of Time Window

The size of the time window used to estimate R is expected to have an impact on
the results. Smaller R values result in a faster detection of transmission changes but
higher statistical noise; larger R values result in more smoothing and lower statistical noise.
Figure 2 depicts this observation.

Small windows, on the other hand, can result in highly volatile estimates with large
credible intervals, whereas longer windows can result in smoothed estimates with narrower
credible intervals. This is illustrated in Figure 2, where the R’s standard deviation reduces
as the temporal window length increases. In practice, the time window can be determined
by the desired coefficient of variation or confidence level. A bigger time frame size is
recommended for a low coefficient of variation.
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Figure 1. Three serial interval distributions and their R numbers, August 2020–March 2021.

Figure 2. Estimates of R for varying time window size.

4. The Estimation of R Using the Extended Model with Variable Reporting Rates

The measurement of the R number is an important indicator for quantitatively describ-
ing infectious diseases since it could effectively reflect the transmission dynamic aspects
of infectious diseases. In most research works, all cases are presumed to have been dis-
covered and reported. However, in fact, this is not the case. As a result of including and
considering the reporting rate to the gathered data, the incident data are then corrected
due to over-reporting by scaling with the support of the reporting rate under 1. Because
the reporting rate might be either constant or variable, both instances are covered here.

4.1. Effect of Constant Reporting Rate Due to Over-Reporting

Due to over-reporting, in this section, two over-reporting situations are simulated by
keeping the reporting rate at 0.7 and 0.6, respectively. Figure 3 shows the simulated results
for the estimated R.

It can be noted in Figure 3 that constant data scaling (constant over-reporting rate)
has no effect on the prediction of the R number. This can be understood in the sense that
the R number is a dimensionless ratio; it is not related to the overall number of incidence
cases, but rather to how the cases increase or decrease, and thus is a reflection of pathogen
transmission capacity during epidemics, which is the average number of secondary cases
caused by an infected individual. This phenomenon is termed as the invariability of R with
incidence data scaling.
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Figure 3. The results of the estimated R under constant over-reporting rates.

4.2. Effect of Variable Reporting Rates Due to Over-Reporting

Due to over-reporting, the gathered data can be adjusted by estimating the R number
using the reporting rate. It cannot, however, be steady for the entire period. Herein, we
present one situation whereby the reporting rate moves from a lower value to a higher
value.

The new incidence data in this case are a mix of the new incidence data before the
transition (scaled by 0.6) and the new incidence data after the transition (scaled by 0.7).
Figure 4 shows the simulation result of the estimated R under these conditions. It appears
that an erroneous R prediction occurs during the transition from a low reporting rate to a
higher reporting rate (0.6 to 0.7). This can be explained by the fact that the model perceives
an increase in cases as an increase in disease transmission capability because it is unaware
of the variation in reporting rates.

Figure 4. R numbers from the transition from a low reporting rate to a higher reporting rate (0.6 to 0.7).

5. Conclusions

For the estimation of R, we propose an extended model based on the ETVR model and
reporting rate. The incidence statistics can be rectified using the reporting rate, resulting in
a more accurate reproduction number for assessing infectious disease transmission, e.g.,
the COVID-19 pandemic.

In this paper, the mathematical manipulation for the proposed ETVR model is demon-
strated. Several impacting factors were evaluated during simulations. The effect of serial
interval distributions on the R number is found to be low, making their selection straight-
forward. The incubation period distribution has a considerable impact, with a longer
incubation period leading to a higher R estimation and vice versa. Furthermore, the size of
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the time window matters, i.e., smaller windows resulting in highly variable estimates with
broad credible intervals.

Further, according to the simulation results from the extended model with variable
reporting rates, it reflects that, as long as the fraction of asymptomatic cases and the
reporting rate remain constant throughout time, the reporting rate has no significant impact
on the estimation of the R number. However, when the reporting rate is variable, it has an
effect on the R estimate, especially during transition times between different reporting rates.
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Appendix A

Table A1. Three serial interval distributions.

S1 S2 S3

EL ER SL SR EL ER SL SR EL SR SL SR

0 1 3 4 0 1 4 5 0 1 5 6

0 1 4 5 0 1 5 6 0 1 6 7

0 1 5 6 0 1 6 7 0 1 7 8

0 1 5 6 0 1 6 7 0 1 7 8

0 1 6 7 0 1 7 8 0 1 8 9

0 1 6 7 0 1 7 8 0 1 8 9

0 1 6 7 0 1 7 8 0 1 8 9

0 1 6 7 0 1 7 8 0 1 8 9

0 1 7 8 0 1 8 9 0 1 9 10

0 1 7 8 0 1 8 9 0 1 9 10

0 1 7 8 0 1 8 9 0 1 9 10

0 1 8 9 0 1 9 10 0 1 10 11

0 1 8 9 0 1 9 10 0 1 10 11

0 1 9 10 0 1 10 11 0 1 11 12

0 1 10 11 0 1 11 12 0 1 12 13

0 1 11 12 0 1 12 13 0 1 13 14

Three serial interval distributions are shown here: S1, S2, and S3. EL, ER, SL, and SR are the four columns that
make up the serial interval data. The lower bound of the infector’s symptom onset date is EL (given as an integer).
The upper bound of the infector’s symptom onset date is ER (given as an integer). ER should be more than or
equal to EL. The lower bound of the infected person’s symptom onset date is SL (given as an integer). SR is the
upper limit of the infected person’s symptom onset date (given as an integer). SR should be more than or equal
to SL.
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Abstract: There is an ongoing debate about whether wearing a facemask impacts respiratory per-
formance, which is especially crucial in the prevention of COVID-19 transmission. This pre- and
post-intervention within-subject design study aimed to quantify the impact of wearing a medical
facemask during deep breathing on respiratory functions and compare it to deep breathing without a
facemask. A total of 100 samples (n = 100) were obtained from a single healthy young male adult
(age = 24 years) who underwent pulmonary function measurement before and after 5 min of deep
breathing twice a day (morning and night) for 25 days without a facemask, followed by wearing
a 4-ply medical face mask for the following 25 days. Significant improvements in all parameters
(mean ± SD), including tidal volume (38.04 ± 46.97 mL, p < 0.005), vital capacity (34.08 ± 105.36 mL,
p = 0.027), forced vital capacity (0.11 ± 0.11 L, p < 0.005), forced expiratory volume in 1 s (0.13 ± 0.13 L,
p < 0.005), peak expiratory flow (0.36 ± 0.74 L/s, p < 0.005), and forced expiratory flow at 25–75% of
forced vital capacity (0.04 ± 0.55 L/s, p < 0.005), were found without the facemask, whereas significant
an improvement in forced expiratory volume in 1 s (0.05 ± 0.18 L, p = 0.049), a significant reduction in
vital capacity (−29.98 ± 103.39 mL, p = 0.046), and no other significant changes were observed with
the medical facemask. It was suggested that face masks exert breathing resistance but do not affect
deep breathing performance. These results provide further knowledge of the effect of a facemask
during deep breathing on respiratory performance.

Keywords: deep breathing; COVID-19; respiratory performance; mask; tidal volume

1. Introduction

The mass outbreak of coronavirus disease 2019 (COVID-19) brought an epidemic
to the majority of countries in the world. To prevent the further spread of the disease,
many nations implemented lockdown strategies that extensively influenced daily life,
communication, working, and economic systems [1]. Inevitably, it gave rise to the concern
of issues related to lower physical health [2]. One of the most significant approaches, i.e.,
breathing exercises, has been proposed to improve undesirable conditions.

Deep breathing is involuntary respiration involving deep inhalation and exhalation
in each regular respiratory cycle [3]. It has a long historical tradition in yoga, tai chi, and
qigong [4,5]. Deep breathing has been well known for its ability to improve vagal tone and
suppress the sympathetic nervous system, which aids in the regulation of system function
and the alteration in parasympathetic activity [6], promoting individual physiological
moderation and reduced stress levels [7]. In terms of respiratory moderation, sustained
deep inhalation and exhalation continue to stimulate the dynamicity of lung volume
and airflow [8]. This also suggests that the importance of pulmonary improvement on
physical health and wellness. A pilot study showed that the pulmonary function of the
healthy participants improved, particularly peak expiratory flow rate (PEFR) and forced
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expiratory volume (FEV1), after 6 weeks of yogic breathing [4]. Additionally, a research
result showed that 2 weeks of deep breathing significantly increased tidal volume (TV),
forced vital capacity (FVC), and FEV1 among healthy participants [9]. Pramanik et al. [10]
presented similar outcomes on FVC and FEV1 using slow-paced breathing among the
healthy participants, but they employed longer periods of about 2 months.

However, concern has been raised about whether facemask application affects the
effectiveness of deep breathing exercises and pulmonary functions. During the global
pandemic, there was elevated demand for individual protective equipment, such as med-
ical face masks, as recommended by the World Health Organization [11], which were
viable in suppressing infectious virus transmission, alongside practicing social distancing.
The present recommendation impacts most people in the world, including healthcare
professionals, who are consistently required to wear face masks.

In particular, no study to date has examined the quantitative impact of the deep
breathing exercise on pulmonary functions in the presence of a medical face mask. Such
data may facilitate the assessment of relaxation exercises while wearing a medical face
mask. Thus, this pre-and post-intervention within-subject design study was carried out
to determine if wearing a medical face mask during deep breathing exercises affected
respiratory performance and compare the results to deep breathing without wearing any
face mask.

2. Methodology

2.1. Subject Selection

The subject of this study was one of the authors. No additional subject was recruited
or involved in this study. The healthy 24-year-old male subject met the following inclusion
criteria: (1) performing deep breathing for more than 5 min, (2) owning a telecommuni-
cation device for file storage, (3) being free from any medical condition, (4) not receiving
or practicing deep breathing before, and (5) being a nonsmoker. Despite it being a single-
subject study, it adhered to the Declaration of Helsinki from the World Medical Association,
as this study involved human samples.

2.2. Study Design and Procedures

The impact of audio-guided deep breathing on the spirometry measurements was
explored in two different settings: without a face mask and with a 4-ply medical face mask.
The present research employed a pre- and post-intervention within-subject design study
that involved the baseline measures, followed by audio-guided deep breathing without
a face mask and spirometry measurement twice a day, in the morning and at night, for
25 days. For the next 25 days, the same spirometry measurements were taken before and
after the audio-guided deep breathing, where the subject was required to wear a 4-ply
medical face mask (Medicos, Ultra Soft Series) throughout the deep breathing process.

The experiment was conducted in a room with ambient lighting, a minimal level of
noise, and adequate ventilation. Prior to the experiment, the subject was instructed to rest
for 5 min to achieve physiological stability. The baseline spirometry measurements of the
subject were acquired and recorded. Subsequently, the subject performed deep breathing,
following the audio for 5 min using standard wired earphones, without wearing any face
mask (Figure 1a).

Following the deep breathing session, the spirometry measurements of the subject
were again measured. The same procedure was repeated for the next consecutive 25 days:
once in the morning and once at night. The subject then continued the same procedure by
wearing a standard 4-ply medical face mask for the remaining 25 days (Figure 1b). The
audio-guided deep breathing was repeated with consistent support and guidance for each
session throughout the 30-day period of study. The procedures are detailed in Table 1.
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Figure 1. (a) Without a face mask and (b) with a standard 4-ply medical face mask (both with earphones).

Table 1. Measurement method used in this study.

Baseline
Measurement

Intervention
Follow-Up
Measurement

Duration Day 1 to day 25 (Without face mask)
Day 26 to day 50 (With a standard 4-ply medical face mask)

Outcomes a TV, VC, FVC, FEV1,
PEF, FEF25-75 (daily)

TV, VC, FVC, FEV1,
PEF, FEF25-75 (daily)

a—TV—tidal volume; VC—vital capacity; FVC—forced vital capacity; FEV1—forced expiratory volume in 1 s;
PEF—peak expiratory flow; FEF25-75—forced expiratory flow at 25–75% of forced vital capacity.

2.3. Development of Audio-Guided Deep Breathing

Figure 2 illustrates the audio-guided deep breathing method used in this study.
Audacity®® Cross-Platform Sound Editor, version 2.4.2, was used to develop the audio
clip. The audio clip was created at six breaths per minute with a total duration of 5 min.
Cheng et al. [12] claimed that 5 min of deep breathing was the most optimal duration
compared to the other durations proposed. Furthermore, the respiratory rate was proposed
by Noble and Hochman [8], in which study it induced the coherent and resonance impacts
of the neuro-mechanical interaction. The bird-chirping sound and the stream-flowing
sound were developed and employed in this study. Each natural sound was adopted from
royalty-free media clips [13,14] and selected according to the method in Ref. [15]. During
the audio-guided deep breathing, the subject was required to inhale slowly and deeply
in response to the bird-chirping sound and breathe out slowly and deeply in response
to the stream-flowing sound while preserving the breathing rate. The subject needed
to pay attention to his breathing and the flow through it while adhering to the natural
sound guidance.

Figure 2. Audio-guided deep breathing.
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2.4. Pulmonary Function Tests

The subject’s spirometry was measured using two different autonomic digital spirom-
eters: model SP80B (Contec Medical Systems Co., Ltd., Qinhuangdao, China) and model
SY-8888 (Hangzhou Panhong Sports Goods Co., Ltd., Hangzhou, China), specifically de-
signed for VC. For the measurement of TV, the subject exhaled in a one-way valve through a
reusable mouthpiece attached to the spirometer during a single normal breath. To measure
FVC and the forced expiratory volume in FEV1, PEF, and FEF25-75, the subject needed
to exhale forcefully and speedily after a deep inhalation. Conversely, to measure VC, the
subject exhaled in a similar setting but after a single deep inhalation. Following the reading
displayed on the LCD screen, data from the three repeated measurements were used to
obtain the best value. The attachable mouthpieces were removed and carefully sanitized
according to the protocol before being reattached to the devices, maintaining appropriate
hygiene before their subsequent usage.

2.5. Statistical Analysis

The data analysis was performed using IBM®® SPSS®® Statistics version 25. A normal-
ity test was conducted based on the statistical hypothesis to determine whether the data
were normally distributed. The Shapiro–Wilk test was selected to identify the parametricity
of the data, since this measure was used to appropriately analyze both small and large data
samples at a significance level of p < 0.05. Using the mean difference of the spirometry
before and after audio-guided deep breathing, a paired t-test was performed to test for
the two-tailed test at a significance level of p < 0.05. As an alternative to the paired t-test,
the Wilcoxon signed rank test was applied when the normality assumption of the data
was disobeyed.

3. Discussions

We investigated whether deep breathing while wearing a face mask impacted the
pulmonary functions associated with deep breathing with or without a face mask. The
results are presented in Table 2. The results of this study revealed that all pulmonary
parameters, including TV, VC, FVC, FEV1, PEF, and FEF25-75, significantly improved
without a medical face mask. These findings were consistent with those of previous
studies. A previous study demonstrated that 5 min of deep breathing with six breaths
per minute significantly improved VC among healthy volunteers [16]. In this study, a
healthy group using audio-guided deep breathing was tested for an identical breathing
rate, and the results showed significant improvement in FVC, FEF25-75, TV, VC, and
FEV1. During deep inspiration, the alveoli continued to expand beyond the regular stretch
reflex, the intrapulmonary pressure was elevated, and the air occupied the alveoli sacs.
The intrapulmonary pressure decreased and the alveoli sacs flattened at the beginning of
the deep expiration [17]. Deep breathing improved ventilation via the strengthening of
respiratory sinus arrhythmia when sympathetic activity decreased [18].

On the other hand, wearing a medical face mask impacted the respiratory function
variables. One unanticipated result was a significant improvement in FEV1, whereas a
significant reduction in VC was observed. Further, the results demonstrated that no sig-
nificant changes were observed in TV, FVC, PEF, and FEF25-75 after audio-guided deep
breathing, even though it marginally improved the functions. Previous studies showed
that medical face masks imposed higher airway resistance on healthy populations in both
resting and progressive exercising conditions [19,20]. There was also early evidence that
lung function variables related to breathing resistance had similar impacts to that of up-
per airway obstruction caused by mouth resistance [21]. Since the average humidity and
temperature of the exhaled air were approximately 31 ◦C to 35 ◦C and 66% to 76%, respec-
tively [22], when carrying out deep breathing, the facial temperature, deformation, and
humidity developed within the facemask increased breathing resistance [23]. Accordingly,
the respiratory resistance altered the period required for breathing to achieve adequate
ventilation, resulting in reduced ventilation function.
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Table 2. Pair differences in respiratory function parameters before and after wearing a 4-ply medical
face mask or no face mask.

Before–After Paired Differences t df Sig.
(Two-Tailed) b

M SD Standard Error 95% CI

Lower Upper

Without face mask

TV (mL) −38.04 46.965 6.709 −51.531 −24.551 −5.670 48 0.000 **

VC (mL) −34.08 105.361 14.900 −64.023 −4.137 −2.287 49 0.027 *

FVC a (L) −0.11 0.107 0.015 - - - - 0.000 **

FEV1 (L) −0.13 0.131 0.019 −0.170 −0.949 −7.120 49 0.000 **

PEF (L/s) −0.36 0.736 0.106 −0.576 −0.149 −3.412 47 0.001 **

FEF25-75 (L/s) −0.04 0.552 0.080 −0.593 −0.272 −5.422 47 0.000 **

With a 4-ply medical face mask

TV (mL) −2.96 34.187 4.835 −12.676 6.756 −0.612 49 0.543

VC (mL) 29.98 103.389 14.621 0.597 59.363 2.050 49 0.046 *

FVC (L) −0.04 0.142 0.021 −0.081 0.002 −1.938 47 0.059

FEV1 (L) −0.05 0.179 0.026 −0.104 0.000 −2.019 47 0.049 *

PEF (L/s) −0.13 0.622 0.090 −0.312 0.049 −1.465 47 0.150

FEF25-75 (L/s) −0.02 0.393 0.056 −0.133 0.092 −0.371 48 0.712
a—Wilcoxon signed-rank test; b—Significant value; * p < 0.05; ** p < 0.005.

However, these findings did not support the pulmonary implications of face masks
during constant and maximum physical exercise. Fikenzer et al. [24] reported that pul-
monary functions were significantly decreased in the healthy group in both rest and
maximal exercise settings. Lässing et al. [19] also found that there was a significant re-
duction in pulmonary functions among healthy male subjects during continuous exercise.
Combining all the pieces of evidence, it was found that the increment of the pulmonary
functions with a medical face mask in this study was compromised by the deep breathing
exercise. These findings had important implications for understanding the impacts of deep
breathing exercises, despite the presence of a medical face mask.

The results need to be assessed in future studies using diverse samples or randomness
to improve the external validity, since this study only involved a single male subject with
repeated measures [25]. In addition, only medical facemasks were tested, and other types
of facemasks, such as fabric and N95, still need to be tested. Different facemasks may lead
to different psychological outcomes [26]. Despite such limitations, the findings of this study
offered insights into the pulmonary impacts of deep breathing with and without facemasks.

4. Conclusions

Wearing a facemask during deep breathing appeared to impact respiratory perfor-
mance with a decrease in TV, FVC, PEF, and FEF25-75. This implied that wearing a face-
mask was inadequate for physiological implications. In contrast, significant improvements
were observed in all respiratory parameters of TV, VC, FVC, FEV1, PEF, and FEF25-75
in deep breathing without a facemask. Further investigations are needed with larger
sample sizes and more diverse populations and the type of facemasks to generate more
general implications.
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Abstract: In this research, we developed a hydrogen (H2) electric generator in an H2 generation
system based on chemical reactions. In the experiment, we tested the performance of the H2 electric
generator and measured the amount of H2 generated. The maximum output was 700 W and the
thermal efficiency was 18.2%. The theoretical value and measured value were almost the same, and
the maximum error was 4%.

Keywords: hydrogen; electric power generator; intake manifold; on-site hydrogen generation

1. Introduction

Recently, the impact of global warming has become serious due to an increase in
greenhouse gases emitted from industrial activities [1]. The decarbonization of mobility
and power generation systems is considered as a countermeasure. One of the representative
technologies is the use of internal combustion engines (ICEs) using H2 as fuel [2]. H2 is
attracting much attention as an alternative fuel for automobiles. However, there are few
practical examples of electric generators that use H2 as fuel. The purpose of this research
was to develop a small H2 electric generator that operates stably with a maximum output of
1 kW by improving the fuel supply part of the conventional gasoline electric generator, and
establishing an H2 generation system using chemical reactions. In the previous research [3],
a surge tank was introduced to homogenize the mixture of H2 and air. As a result of
measuring the maximum output of the electric generator, power was supplied stably at
800 W. In this research, the effect of the shape of the intake manifold on electric generator
performance was confirmed. In addition, the H2 generation system using a chemical
reaction between an aqueous solution of sodium borohydride (NaBH4aq) and aqueous
solution of citric acid (C6H8O7aq) was adopted as an on-site H2 generation method, and
theoretical and actual values were compared.

2. Hydrogen Engine Generator Performance Test

2.1. Combustion Characteristics of Hydrogen

The combustion reaction of H2 is shown in Equation (1). H2 combines with oxygen (O2)
at a high temperature to produce water and thermal energy. H2 is environmentally friendly
because it does not emit carbon dioxide (CO2). However, it also has the disadvantage of
producing harmful nitrogen oxides (NOxs) at high temperatures.

2H2 + O2 = 2H2O + 248 kJ/mol (1)

The main combustion characteristics of H2 are early ignition and lean burn. Table 1
shows a comparison of the fuel properties of methane (CH4) and H2 [4]. The minimum
ignition energy of H2 is about 1/10 that of CH4, indicating that even a small spark burns it.
In addition, the flammability range of H2 is 4 to 75, which indicates lean burn. In terms of
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flame propagation, H2 has a six times faster speed than CH4. H2 is a material with excellent
ignition and combustion properties. It is also susceptible to abnormal combustion such as
backfire requiring a preventative measure. The basic experimental conditions are listed in
Table 1.

Table 1. Fuel properties of CH4 and H2 [4].

CH4 H2

Molecular weight (g/mol) 16 2

Density (kg/m3) 0.651 0.084

Diffusion coefficient (m2/s) 2.1 × 10−5 6.7 × 10−5

Thermal conductivity (W/m·K) 0.03 0.17

Minimum ignition energy (mJ) 0.28 0.02

Flammable range (Vol.%) 5~15 4~75

Flame propagation speed (m/s) 0.4 2.7

2.2. Experimental Method and Conditions

Figure 1 shows the H2 electric generator test equipment. The electric generator in the
experiment adopted a forced air-cooled 4-cycle gasoline overhead valve inverter with a
total displacement of 79 cm3, a rated output of 1.9 kW, and a compression ratio of 9.4. In
the fuel supply system, a supply port injection was used. The H2 supply port was attached
to the bottom of the intake so that it could be mixed with the inflowing air. The surge tank
was a box-type one with a capacity of 1670 cm3 to temporarily store air and make the flow
rate uniform.

Figure 1. H2 electric generator test equipment. 1© H2 cylinder; 2© H2 flowmeter; 3© backfire
prevention valve; 4© regulator; 5© air flowmeter; 6© surge tank; 7© electric generator; 8© intake
manifold; 9© converter;  light bulb.

Table 2 shows the experimental conditions. We designed and manufactured three
types of intake manifolds to confirm the effect of intake air volume and air–fuel ratio (AFR).
Figure 2 shows its appearance. In the experiment, the output was changed from 100 W to
1 kW using a converter. The engine speed was constant at each output, and partial load
operation was performed. Then, we measured the intake air volume of H2 at each output
to evaluate the performance.
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Table 2. Dimensions of intake manifolds.

Dimension Type1 Type2 Type3

Inner diameter (mm) 21 23 23

Outer diameter (mm) 23 25 25

Length (upper part) (mm) 33 66 82

Length (lower part) (mm) 95 95 95

   
(a) Type1 (b) Type2 (c) Type3 

Figure 2. Appearance of intake manifolds.

3. Hydrogen Generation

3.1. Principle of Hydrogen Generation

H2 can be produced from various resources, such as the reforming method, which
extracts H2 from generated gas by burning fossil fuels, and the electrolysis method, which
extracts H2 by splitting water with electricity. H2 is classified into three types, gray H2,
green H2, and blue H2, depending on the manufacturing method [5]. Gray and blue H2 are
produced using fossil fuels, and green H2 is produced using renewable energy. Considering
the global environment, the latter method is considered ideal. H2 is known to be a clean
energy that does not emit CO2. However, there are issues with using it as fuel. One of the
typical physical properties of hydrogen is its low density per volume. A common solution
to these issues is pressurized gas and liquefied storage. These methods are not widely used
due to high handling risks and costs.

We proposed an H2 onsite generation system using sodium borohydride (NaBH4)
to solve the above problems. Table 3 shows the specifications of the samples and their
appearances. NaBH4 is a powdery white solid crystal and is stable at normal temperature
and pressure. The mass density of H2 is 10.6 wt.%, which is higher than high-pressure
gas and liquified H2. NaBH4 reacts with water to generate H2 which is accelerated under
certain temperature or acidic conditions. In this research, as shown in Figure 3, we used
this property and adopted a production method by a chemical reaction with NaBH4 using
a C6H8O7 [6]. The chemical reaction formula is shown in Equation (2).

3NaBH4 + 2H2O + C6H8O7 + 9H2O → 12H2 + Na3C6H5O7 + 3B(OH)3 (2)

Table 3. Specifications of samples.

Chemical Formula NaBH4 C6H8O7

Shape White solid crystal White solid crystal

Molecular weight 37.83 192.12

Density (g/cm3) 1.074 1.665

Melting point (deg.) 400 153

Boiling point (deg.) 500 175

Solubility (g) 55/H2O 100 (25 ◦C) 73/H2O 100 (20 ◦C)
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(a) NaBH4 (b) C6H8O7 

Figure 3. Appearance of samples.

3.2. Experimental Method and Conditions

Figure 4 shows the H2 generation system. In this system, NaBH4 and C6H8O7 were
pumped up and reacted in a reactor to generate H2. This reaction produces boric acid and
sodium citrate in addition to H2. These by-products were diverted in the flow path and sent
to the waste tank. The H2 generated is at a high temperature due to the exothermic reaction
and contains water vapor that must be removed. The H2 flow quantity was measured
using a flow meter. Therefore, the temperature of H2 was lowered by cooling water and
measured after being passed through a desiccant.

 

Figure 4. H2 generation system. 1© Power supply unit; 2© pump; 3© C6H8O7aq; 4© NaBH4aq; 5©
reactor; 6© waste tank; 7© cooling water; 8© separator; 9© desiccant;  flowmeter.

The concentration of the two aqueous solutions used in the experiment was an impor-
tant factor, and precipitation and sticking occurred if the concentration was not appropriate.
The results of previous research [7] indicated that the NaBH4aq was 33.3 wt.% and the
C6H8O7aq was 27.0 wt.%. Also, the input ratio of the aqueous solution was 5:6, and the
amount was derived from the following formula. Assuming a molecular weight of 37.83
for NaBH4 and standard conditions (0 ◦C, 1 atm, and 22.4 L), we calculated the amount of
aqueous solution required to generate H2 (25 ◦C, 1 atm, and 10 L). Equation (2) shows that
4 mol of H2 is generated from 1 mol of NaBH4, and the amount of NaBH4 can be obtained
from Equation (3).

NaBH4 = 37.83 × 1
4
× 1

22.4
× 273

298
= 3.87 g (3)

From the results of Equation (3), the amount of NaBH4aq with a concentration of
33.3 wt.% is given by Equation (4).

NaBH4aq = 3.87 × 100.0
33.3

= 11.6 g (4)
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Since the input ratio of NaBH4 and C6H8O7 is 5:6, the amount of C6H8O7 is given by
Equation (5).

C6H8O7 = 3.87 × 6
5
= 4.64 g (5)

From the results of Equation (5), the amount of C6H8O7aq with a concentration of
27.0 wt.% is given by Equation (6).

C6H8O7aq = 4.64 × 100.0
27.0

= 17.2 g (6)

4. Results and Discussion

4.1. Influence of Intake Manifold Shape on Intake Air Volume

Figure 5 shows a comparison of intake air volume. It increased for all types to produce
600 W. When the output reached 700 W, the intake air volume decreased, and the operation
became unstable. ICE used in the experiment was naturally aspirated and the air could not
be adjusted. Therefore, the required air volume was obtained during high output operation.
The condition with the highest value was Type1, and the intake air volume increased by
about 15% compared to Type2. As a result, the straight and short intake pipe was more
susceptible to the pulsation effect. Therefore, the intake air volume increased.

Figure 5. Comparison of intake air volume.

4.2. Influence of Intake Manifold Shape on AFR

Figure 6 shows a comparison of the AFR that is derived from the H2 flow rate and
intake air volume and is expressed in Equation (7).

λ =
ρAir × QAir
ρH2

× QH2

(7)

(λ: AFR; ρAir: air density (kg/m3); ρH2
: H2 density (kg/m3); QAir: intake air volume

(L/min); QH2
: H2 flow rate (L/min)).

Figure 6. Comparison of AFR.
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The theoretical AFR of the H2 ICE was 34:1, so it tended to lean burn overall. As
the power increased, the AFR gradually decreased, reaching approximately 70 at 700 W
for Type1. The output did not increase as the intake air volume was greatly reduced in
the high-output range. Therefore, the actual AFR fell below the theoretical AFR, and the
operation became unstable.

4.3. Influence of Intake Manifold Shape on Thermal Efficiency

Figure 7 shows a comparison of thermal efficiency. It is derived from output and H2
consumption and is shown in Equation (8).

η =
3600W

BH
× 100 (8)

(η: thermal efficiency (%); W: output (kW); B: H2 consumption (kg/h); H: low heating value
(kg/kJ)).

Figure 7. Comparison of thermal efficiency.

The maximum thermal efficiency was 18.2% under Type3. Comparing the maximum
thermal efficiency of each type, the difference was about 2%. Therefore, there was no
significant correlation between the shape of the intake manifold and the thermal efficiency.

4.4. Measurement of Hydrogen Generation

The amount of aqueous solution required to generate 10 L/min of H2 was determined
as 11.6 g (NaBH4aq) and 17.2 g (C6H8O7aq) (Equations (5) and (6)). Also, it must be mixed
in a 5:6 ratio. The amount of aqueous solution varied with the voltage of the pump and
had to be adjusted to achieve a 5:6 ratio. We explored the relationship between voltage
and input amount prior to the performance of the pump. Table 4 shows the relationship
between the aqueous solution and the pump voltage required to generate 10 to 20 L/min
of H2.

Figure 8 shows a comparison of theoretical and measured values of H2. The theoretical
value and measured value were almost the same, and the maximum error was about 4%.
This result indicated that on-site power generation by combining an H2 generator and an
H2 engine was possible. In the future, we will experiment with the two devices.
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Table 4. Relationship of aqueous solution and pump voltage.

H2 Flow
Voltage

(NaBH4)
NaBH4

Voltage
(C6H8O7)

C6H8O7

L/min V L/min V L/min

10 8.05 0.0116 8.95 0.0172

11 8.65 0.0128 9.68 0.0189

12 9.25 0.0139 10.42 0.0206

13 9.90 0.0151 11.15 0.0224

14 10.50 0.0162 11.90 0.0241

15 11.10 0.0174 12.55 0.0258

16 11.70 0.0186 13.25 0.0275

17 12.30 0.0197 14.02 0.0292

18 12.85 0.0209 14.75 0.0310

19 13.60 0.0220 15.50 0.0327

20 13.99 0.0232 16.20 0.0344

Figure 8. Comparison of theoretical and actual value.

5. Conclusions

In this research, the influence of the shape of the intake manifold on performance and
the amount of H2 generated were researched. As a result, the following conclusions were
obtained. The maximum output of the H2 electric generator was 700 W, which was less
than half of the rating. It was found that the intake shape showed little effect on the thermal
efficiency, and the maximum value was 18.2% for Type3. Type1 showed the highest intake
air volume, improving by 15% compared to Type3. The amount of H2 generated was the
almost same as the theoretical value, and the maximum error was 4%.
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Abstract: Water with a high concentration of oxygen is needed for the aquaculture industry in Japan.
In the current study, the pressurized dissolution method was employed to generate high-concentration
oxygenated water (HCOW) by producing oxygen nanobubbles in the water. In order to investigate
factors such as temperature, geometric conditions, and their influence on the oxygen concentration,
a special nanobubble generator was improved by changing the number and the diameter of the
holes of the perforated plate in this study. Then, an experimental system where oxygen and water
were separately introduced inside the proposed nanobubble generator was designed. The dissolved
oxygen concentration was measured under different conditions. Finally, the produced HCOW was
used to cultivate a mini-sunflower. Through a series of experiments, it was found that with the
improved perforated plate, the dissolved oxygen concentration was increased and the nanobubble
generator reached the saturation state quickly, while the mini-sunflower cultivated with the HCOW
appeared to grow larger than that with tap water.

Keywords: high-concentration oxygenated water; nanobubble; pressurized dissolution method;
perforated plate

1. Introduction

Oxygen dissolved in water above the saturation concentration is called high-concentration
oxygenated water (HCOW). Recently, the growth-promoting effect of leafy vegetable leaves
in hydroponic cultivation by using high-concentration oxygen water was reported [1]. In
the aquaculture industry, high-concentration oxygenated water is employed to enhance
the growth of fish, while its sterilization ability has also been verified. In order to produce
high-concentration oxygenated water, special oxygen-dissolving equipment is used based
on the pressurized dissolution method (PDM) [2]. The principle of PDM is as follows.

As shown in Figure 1, oxygen gas is introduced into a cylindrical container, inside
which a perforated plate is mounted. In the space between the top cover of the container
and the perforated plate, the pressure increases to form a higher-pressure atmosphere.
When water is introduced into the container at the same time, more oxygen dissolves
into the water according to Henry’s law. After the oxygenated water passes through the
perforated plate, it is sheared and dropped into a lower-pressure space where the extra
oxygen is released and oxygen nanobubbles are generated. Finally, the water with a high
concentration of oxygen is pumped out of the container.
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Figure 1. Pressurized dissolution method.

The pressure inside the container and the geometric conditions influence the concen-
tration of the oxygenated water. In previous studies [3], the geometric structure of the
perforated plate was improved to increase the dissolved oxygen concentration by changing
the number and the diameter of the holes. Through a series of experiments, it was found
that with the improved perforated plate, the dissolved oxygen concentration was increased,
and the nanobubble generator reached the saturation state quickly.

Therefore, in this study, we designed and fabricated a new perforated plate with the
number and diameter of the holes changed. An experiment system was established to verify
the effect of HCOW when the new perforated plate was used. Finally, mini-sunflowers
were cultivated with HCOW. In a series of experiments, it was found that the improved
perforated plate increased the dissolved oxygen concentration and fish grew.

2. Methods

2.1. Experiment

The experiment system for the proposed oxygen-dissolving equipment is demon-
strated in Figure 2. This experimental system consists of an oxygenated water generator,
oxygen tank, and water pump water tank. Oxygen flows into the oxygenated water gen-
erator through a pressure regulator from the oxygen tank, and water is pumped into the
generator at the same time. The oxygen concentration of the HCOW in the water tank is
measured with an oxygen meter. The basic experimental conditions are listed in Table 1.

Figure 2. Experiment system for oxygen-dissolving generator.
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Table 1. Basic experimental conditions.

Water quantity 54 L

Flow quantity of oxygen 1 L/min

Flow quantity of water 9 L/min

Oxygen supply pressure 0.7 MPa

Oxygen inlet pressure 0.2 MPa

2.2. Perforated Plates

To increase the oxygen concentration, two new perforated plates were designed and
produced as shown in Figure 3. The diameter of the hole in both perforated plates was
3 mm, and the number of holes for each perforated plate was different. The new type 1
had 13 holes, and new type 2 had 77 (Table 2). We determined how much the oxygen
concentration increased compared to the old perforated plate with the diameter of each
hole being 5 mm and the number of holes being 13.

  
(1) New type 1. (2) New type 2. 

Figure 3. Effect of geometric conditions of perforated plate (1) New type 1 with 13 holes; (2) New
type 2 with 77 holes.

Table 2. Dimensions of the new perforated plate.

New Type 1 New Type 2

Diameter [mm] 155 155
Thick [mm] 2 2

Number of holes 77 13
Hole diameter [mm] 3 3

Material SUS304 SUS304

2.3. Cultivation of Mini-Sunflowers

An experiment on mini-sunflowers’ growth using high-concentration oxygen water
and tap water was conducted. Throughout the experiment lasting for 3 months, their
growth states were observed by taking photos, and ultimately, the length and weight of
their roots were measured.

3. Results and Discussions

3.1. The Effect of the Geometric Conditions of the Perforated Plate

The effect of the geometric conditions of the proposed perforated plate on oxygen
concentration is demonstrated in Figure 4. Compared with the old type (the number of
holes was 13 with a diameter of 5 mm), for the new type, the oxygen concentration reached
saturation and its saturated oxygen concentration was higher than that of the old type.
When the hole number was 77, the oxygen concentration showed a maximum value of
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47 mg/L. The increased number of holes and the decreased diameter of the perforated
plate sheared the falling water more effectively and increased the oxygen concentration.

Figure 4. Effect of geometric conditions on oxygen.

3.2. Cultivation of the Mini-Sunflowers

The shape of the mini-sunflowers is illustrated in Figure 5, and the length and weight
of them are also shown in Table 3. Essentially, mini-sunflower (a) was cultivated with
tap water and mini-sunflower (b) was cultivated with HCOW daily. Figure 5 shows that
mini-sunflower (a), cultivated with the high-oxygen-concentration water, had longer and
thicker roots than (b). The weight of the mini-sunflowers cultivated with HOCW was
0.239 g, which was larger than those cultivated with tap water. With HOCW, the microbiota
in the soil was activated, and the growth of the mini-sunflower enhanced.

 
(a) With tap water. (b) With HCOW. 

Figure 5. Cultivation of mini-sunflowers with tap water (a) and HCOW (b).

Table 3. Comparison of growth of mini-sunflowers’ cultivated with HCOW and tap water.

Root Length [mm] Mass [g]

HCOW 145 0.239
Tap Water 115 0.195

4. Conclusions

When new types of perforated plates were used, with the increased hole number
and decreased diameter, the oxygen concentration increased and the maximum oxygen
concentration reached 47 mg/L. By using HCOW, the growth of the mini-sunflower was
enhanced significantly.
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Abstract: To examine the safety of food purchased online, a food safety project was conducted by
the Office of Food and Drug Safety (OFDS) of Taichung City. Through collaboration with eight
universities, the performance of food safety and hygiene in the physical stores engaged in online
food businesses was assessed from October 2021 to January 2022. A total of 80 physical stores were
involved in the present project. The results indicate that the most common nonconformities were
as follows: (1) the food service standard form contract for distance transactions was not correctly
displayed on websites (71%), (2) the food-related items were not sorted, were not stored on pallet
boards or racks, and were not kept clean (46%), (3) the food preparation area and sales area did not
have appropriate and adequate equipment for hand washing and drying (33%), and (4) the food
safety and hygiene self-evaluation checklist was not prepared (33%). More efforts regarding food
safety and hygiene are needed to improve and secure the knowledge of, attitude towards, and skills
for good food safety and hygiene practices of online food businesses.

Keywords: food safety and hygiene; online food business; Taiwan

1. Introduction

Since the rise of the internet in the 1990s, the global retail electronic commerce (e-
commerce) market size was estimated to be USD 5.2 trillion in 2021 and is expected to reach
USD 8.1 trillion by 2026 [1]. According to the Organization for Economic Cooperation and
Development (OECD), e-commerce is defined as “the sale or purchase of goods or services,
conducted over computer networks by methods specifically designed to receive or place
order” [2]. Living in the digital or information age, there is no doubt that more and more
consumers will be directly involved in e-commerce transactions. Moreover, the outbreak
of the coronavirus disease 2019 (COVID-19) pandemic fueled the growth of e-commerce,
particularly online food product shopping [3–5]. After the World Health Organization
(WHO) announced that COVID-19 was a pandemic on March 11, 2020 [6], several public
health approaches were implemented in countries to prevent its spreading. For example, to
maintain social distancing and avoid crowds and close contact, it is recommended to wear
a face mask properly and wash hands frequently and thoroughly with soap and water or
an alcohol-based hand rub. Lockdowns encompass stay-at-home orders, quarantines, and
travel restrictions [7,8]. Such approaches prohibit eating food together and indoor dining
in restaurants, which has further pushed consumers toward online food shopping [3,9,10].
An analysis of the data from the agri-food e-commerce platform revealed that an additional
confirmed case of COVID-19 raised sales by 5.7% and the number of customers by 4.9% [10].
Therefore, it is important to focus on the food safety of ordering and delivering food online
to consumers. In addition, food safety must be resolved from a food safety engineering
perspective to ensure the success of the food safety management system [11]. In response
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to the concerns and issues regarding the safety of food purchased online, the Office of
Food and Drug Safety (OFDS) of Taichung City actively carried out a food safety project
in collaboration with academic scholars of food-related fields from eight universities to
evaluate the performance of food safety and hygiene self-management in physical stores
engaged in online food businesses. The overall objective of the food safety project was to
strengthen the ability of physical stores engaged in online food businesses in Taichung City
to self-manage food safety and hygiene.

2. Materials and Methods

2.1. Expert Team and Qualified Food Safety Evaluatiors

The OFDS has relied on the expertise of academic scholars and industry specialists to com-
plete food safety-related projects through the collaboration of industry–government–university
in recent years. In the present food safety project, Chaoyang University of Technology was
the project coordinator to monitor and control the process and efficiency of the project. The
other partner universities were Hungkuang University, Taipei Medical University, Tunghai
University, Asia University, Central Taiwan University of Science and Technology, National
Chunghsing University, and Overseas Chinese University. Nine academic scholars from the
eight universities formed an expert evaluation team. The project content was divided into
different tasks according to the expertise of each academic scholar.

Before the project execution phase, the expert evaluation team members discussed
the implementation details and time scheduling of the project, the applicable food safety-
related laws and regulations, the food safety and hygiene evaluation checklist, the eval-
uation standards, and the key evaluation points. An industry specialist from the Food
Industry Research and Development Institute was invited to join the meeting. The expert
evaluation team carefully reviewed every question on the food safety and hygiene checklist
for evaluation based on the “Regulations on Good Hygiene Practice (GHP) for Food” [12].
To increase the efficiency of project execution, more qualified evaluators were recruited to
join the project. However, all potential evaluators had to attend a consensus meeting and
3 h lecture training for online food safety. The lecturers were experts who had practical
work experience. After the meeting, the participants took an examination, and had to
obtain a score of at least 80 points. The list of potential evaluators was sent to the OFDS to
acquire the final approval for performing the on-site evaluations.

2.2. Food Safety Education and Regulations

Before running the on-site performance assessment, two workshops were held online
for food businesses. Each workshop had 4 main topics: (1) the explanation of the food
safety project (1 h); (2) the explanation of GHP regulations (1 h); (3) the registration platform
of food business, the foodservice standard form contract for distance transactions, and
what must be displayed on the web page (1 h); and (4) the regulations on imported food
and relevant product inspection and correct food labeling in standard Chinese (1 h). The
lecturers were food safety experts.

2.3. On-Site Food Safety Evaluations

The on-site assessment of food safety and hygiene in physical stores engaged in online
food business started on 8 October 2021 and ended on 13 January 2022. The list of stores
was provided by the OFDS. At least one evaluator and one OFDS officer made up the
evaluation team to perform every on-site evaluation together. In addition to checking
whether the stores were in keeping with the regulatory standards of GHP, the completeness
of information for the registration platform of food business, the conformance levels of
webpage content to the foodservice standard form contract for distance transaction, the
completion of imported food and relevant products inspection procedures, and the accuracy
of food labeling in standard Chinese were also checked.
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2.4. Data Analysis

The data were analyzed and integrated after collecting all evaluation records. The
major nonconformities found from the on-site food safety and hygiene evaluation were
then identified. Practical suggestions regarding the nonconformities were proposed for
reference of the OFDS in making related policies.

3. Results

Thirty-one qualified evaluators, including food safety experts, academic scholars, and
OFDS retirees, were approved by the OFDS to perform the on-site evaluations. Before the
on-site evaluations, more than 100 online food business workers attended the 2 workshops
to obtain related information. A total of 80 physical stores, including 17 food manufacturing
companies, 30 restaurants, and 33 online-only food stores participated in the present project
(Table 1). Most physical stores were in the downtown area (71%), and those in mountain
and coast areas were 16% and 13%, respectively.

Table 1. Distribution of physical stores engaged in online food businesses participated in the Food
Safety project of Taichung City from October 2021 to January 2022.

District
Food-

Manufacturing
Company

Restaurant
Online-Only
Food Store

Total

Downtown
area

Central 4 4

East 1 1

South 1 2 3

West 5 2 7

North 5 4 9

Beitun 1 2 5 8

Xitun 6 3 5 14

Nantun 7 4 11

Mountain
area

Fengyuan 1 1

Houli 1 1

Xinshe 1 1

Daya 1 3 4

Wuri 1 2 3

Dali 1 1 2

Wufeng 1 1

Coast
area

Dadu 1 1

Shalu 2 2

Wuqi 1 1

Qingshui 2 1 3

Dajia 1 1 2

Daan 1 1

Total 30 17 33 80

The performance assessment results revealed that the top three nonconformities were
as follows: (1) the foodservice standard form contract for distance transaction was not
correctly displayed; (2) the food-related items were not sorted and stored on pallet boards
or racks, and not kept clean; and (3) the food preparation area, as well as sales area, did
not have appropriate and adequate equipment for hand washing and drying, and the food

155



Eng. Proc. 2023, 55, 24

safety and hygiene self-evaluation checklist was not prepared. The other nonconformities
found are shown in Table 2.

Table 2. Top 10 major nonconformities found in physical stores engaged in online food businesses
inspected for food safety and hygiene in Taichung City from October 2021 to January 2022.

No. Nonconformities Unqualified Rate

1 The foodservice standard form contract for distance transaction was
not correctly displayed. 71%

2 The food-related items were not sorted, were not stored on pallet
boards or racks, and not kept clean. 46%

3 The food preparation area, as well as sales area, did not have
appropriate and adequate equipment for hand washing and drying. 33%

4 The food safety self-evaluation checklist was not prepared. 33%

5 There were no assigned sanitation personnel to keep daily records
regarding to GHP. 31%

6 The food products sold online did not have required food labeling. 28%

7 There was mold, dust, or peeling on walls, pillars, floors, or ceilings
of workplace. 26%

8 The raw materials’ semi-finished products and food packaging
supplies were not properly stored or clearly marked with date. 23%

9 The workers did not attend sanitation workshop or keep the records. 20%

10 The food labeling as well as nutrition facts did not comply with
relevant regulations. 20%

4. Conclusions and Suggestions

More and more people shop and sell foods and relevant products online with the
development of e-commerce, especially after the COVID-19 pandemic. Online food shop-
ping has gradually become the culture of the new normal for shopping for food from
restaurants, food manufacturing companies, or online retailers in our daily life. There are
increasing concerns about online food safety, such as online food labeling, food traceability,
food hygiene practices, and food transportation, [13–15]. Food safety is the most critical
issue related to food supply, which needs to be solved from the perspective of food safety
engineering, including food safety detection and food safety management systems [11].
Food safety and hygiene performance assessment, therefore, could serve as an important
measure for health protection [16].

The results of the current food safety project indicated that most physical stores
engaged in online food businesses did not follow “the items that must and must not be
stated in the foodservice standard form contract for distance transactions”, amended and
declared in 2017 by the Ministry of Health and Welfare (MOHW) of Taiwan for the contents
displayed on the websites [17]. The incomplete and inaccurate information on the websites
may mislead consumers and cause potential food safety hazards. Incorrect food labeling
and nutrition fact information were also observed in several foods sold online. In the case
of potential allergens, the customers may have severe allergic reactions if the allergens were
not listed. The other major nonconformities were linked to the GHP standards, for instance,
poor storage, lack of environmental hygiene, and poor self-management of food safety
and hygiene practices. The training and knowledge about GHP seemed to be inadequate
for the workers from the inspected physical stores engaged in online food businesses. It
is interesting that new online stores selling many things besides food were not familiar
with the food business registration system and thus did not apply for the food business
registration number.

Based on the above findings, it was found that there is an urgent need for the author-
ities to perform on-site food safety and hygiene evaluations for online food businesses
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to increase the understanding and adherence of physical stores engaged in online food
businesses to online business laws and regulations, to improve and strengthen the training
and knowledge about GHP through continuous learning in sanitation workshops, and to
raise the awareness of customers on how to shop safely for online food shopping.
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Abstract: We examine the effects of different process parameter settings on variations in melt-filling
pressure, viscosity index, and part weight based on the use of real-time pressure sensor readings of
the inside of the injection melt flow path. In the experiment, widely used polypropylene materials and
round-shaped molded parts are selected as the molding and study object. At the same time, pressure
sensors are used at different positions to perform data acquisition to enable research into the variation
process of the melt-filling pressure, allowing for a viscosity index equation to simultaneously calculate
viscosity indexes and observe weight variations in the samples. The obtained data will be a basis for
setting up smart manufacturing in the future. The research showed the following: (i) the installation
of the real-time pressure sensing modules allowed the variation process of the melt-filling pressure to
be monitored along a path from the injection barrel to the mold cavity; (ii) the viscosity index was
subject to changing the melt temperature, the injection speed, and the V/P switch-over point of the
screw; and (iii) the melt temperature change had a considerable impact on part weight and changes
in the injection speed had a relatively significant impact on viscosity variation.

Keywords: scientific injection molding; sensor for thermoplastics; melting filling pressure real-time
mechanism design; viscosity index; weight analysis

1. Introduction

Injection molding has seven stages: plasticization, clamping, injection, packaging,
cooling, demolding, and ejection. Pressure during injection and packing may have a
significant impact on the quality of products [1–10]. Kazmer et al. [1] mentioned that the
variation of screw position and injection pressure is the factor to reduce the uncertainty of
product quality. In addition to the screw position, injection speed is also important as a
processing parameter of injection machines. Besides polymer materials, the relationship
between pressure, volume, and temperature (P-V-T) influences the weight of the product
significantly and is important in injection molding. By using the relationship between
temperature and pressure to maintain a specific volume, the product is kept at a stable
weight. Schreiber et al. [2] used the obtained feedback cavity pressure data and the P-V-T
relationship of polymers for multiple cycles to control the product quality. Currently,
there are many methods of controlling injection molding machines. For example, Chen
et al. [3–5] found that there was a strong relationship between product weight and machine
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clamping force as a criterion for adjusting the V/P switching position. The feedback data
of cavity pressure with the P-V-T relationship is used to control the injection machine.
Agrawal et al. [6] established a master curve based on the cavity pressure curve to ensure
the maintenance of injection speed. Based on the above, this study aimed to create a
real-time melt-filling pressure sensing system for measuring the variation process of the
melt-filling pressure in the barrel, nozzle, and mold cavity of an injection molding system.
Polypropylene was used as the material to be molded and the subject of this study. The
viscosity index of the polypropylene was calculated by integrating the melt-filling pressure
for time to investigate the effects of different process parameters on variations of the
pressure and viscosity index of the injected melt and the variation of part weight.

2. Experimental Works

2.1. Sample and Equipment

To sense in real time and observe the melt-filling pressure of the PP, a round-shaped
sample and an injection mold were designed and used, producing a round-shaped sample
100 mm in diameter and 4 mm thick. Injection molding machine 60-TX of the Chuan-Lih-Fa
Machinery Works Co. Ltd., Tainan, Taiwan, with 60 tons mold clamp force was used as it
is a curve-elbow toggle mechanism injection molding machine with a rate of injection of
115 cm3/s. The maximum injection pressure was 170 bar.

2.2. Materials

Polypropylene (PP) was used for this experiment. PP was a material that was com-
monly used in the experiment. The model of the PP was PP-6331, which was manufactured
by LCY GROUP (Taipei, Taiwan).

2.3. Test Method
2.3.1. Flow of Investigations

First, the data were collected in real time with a data acquisition system and analyzed
to observe changes in raw plastic material pressure during plasticization under various
process parameter configurations. The correlated molding conditions and parameters
for the samples are listed in Table 1 and include injection speed, melt temperature, and
V/P switch-over position. In this study, we used a real-time measurement system for
the observation.

Table 1. Configuration of the injection-molded PP.

Exp. Melt Temperature (◦C) Injection Speed (%) V/P Switch-Over Position (mm)

1 190 50 10
2 210 50 10
3 230 50 10
4 210 30 10
5 210 50 10
6 210 70 10
7 210 50 8
8 210 50 10
9 210 50 12

The standard molding criteria were established based on the given parameters, and
variations in individual parameters and calculated viscosity indices were explored to
examine their impact on the final weight of the products using injection molding. The
changes in barrel pressure during the injection stage were correlated with changes in part
weight using a high-precision weighing scale. Figure 1 shows the research flow chart.
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Figure 1. Research flow chart.

2.3.2. Melt-Filling Pressure of the Real-Time Mechanism

The injection barrel melt-filling pressure experiment was conducted using barrel/nozzle
pressure sensors manufactured by American DYNISCO Corporation and mold cavity pres-
sure sensors manufactured by Japanese FUTABA Corporation. The sensors were installed
close to the injection-flow path and gate position (Figure 2) to detect a melt-filling pressure
of the barrel–nozzle–cavity for PP. The sensors sensed the maximum peak of the pressure
during filling and stabilized the condition during injection to change the material flow to
be easier to measure.

Figure 2. Injection-flow path and round-shaped sample-gate position of a barrel–nozzle–cavity
pressure sensor.

Figure 3 shows the curves of the melt-filling pressure level in different sensing posi-
tions and the reaction trend of the screw position. In this figure, area (I) is for mold closing,
area (II) is for injection and packing, area (III) is for plasticizing and cooling, and area (IV) is
for mold opening. Figure 4 shows pressure profiles amid the filling of the injection molding
were measured with a sensor, and the results are presented in [10–12]. The sensing system
was also used to measure the mold cavity melt-filling pressure in this system.
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Figure 3. Real-time melt-filling pressure curves at different sensing positions and molding stages.

Figure 4. Calculation of the viscosity index: (a) barrel position; (b) nozzle position; (c) cavity position.

The viscosity index changes in the material during the melting process were calculated
using Equation (1) and applying maximum pressure to the pressure peaks. The viscosity of
the material was determined by considering the pressures in the barrel and nozzle cavity
with the screw position displacement. The equation used to obtain the viscosity index
includes the “screw position2” term, which refers to the point where the V/P switch-over
point [10,11].

VIInjection =
∫ Screw Position2

Screw Position1

PMelt(t)dt (1)

3. Results and Discussion

3.1. Effect of Melt-Filling Pressure and Viscosity

• Effect of temperature of melt.

Figure 5 presents the variation trends of the melt-filling pressures at different sensing
positions and different melt temperatures, the melt-filling process, and various trends of
the corresponding viscosity indices of the melt. It was found that as the melt temperature
setting was increased, the change in phase and temperature rise of the PP after it was
plasticized, heated, and melted in the barrel increased the fluidity of the melt. The melt-
filling pressure changed only slightly along the melt flow path, or more specifically, between
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the nozzle and barrel. In contrast, when the melt temperature was lowered, flow resistance,
as well as the viscosity of the material, increased during the melt-filling process due to the
melt-filling pressures in the barrel and the nozzle. The corresponding viscosity indices
became relatively high. In addition, after the melt was injected into the mold cavity, the
melt-filling pressure in it was not instituted until the mold cavity was almost full. Therefore,
when the temperature and, hence, the fluidity of the melt was increased, it was relatively
easy for the melt to flow into and fill the mold cavity, thus inducing the mold cavity
pressure. A relatively high melt temperature also resulted in a rise in melt-filling pressure
due to the limited mold cavity volume and the material temperature.

 
Figure 5. Influence of the temperature of the melt on barrel–nozzle–cavity pressure peak and viscosity
index for PP melt filling.

• Effect of injection speed

Figure 6 depicts the variation trends in the melt-filling pressures and corresponding
viscosity indices at different injection speeds over the filling stage, recorded from different
sensing positions. It was found that by raising the injection speed, i.e., by raising the speed
of advance of the screw mechanism in the injection barrel, the melt-filling pressure was also
increased. Moreover, a relatively high injection speed caused the melt to apply a relatively
high pressure when the mold cavity was full. In other words, melt-filling pressure in
the mold cavity rose with injection speed. Alternatively, a relatively low injection speed
led to a relatively large area under the integral curve for the melt-filling pressure with
respect to time during the filling period, meaning the melt was subjected to relatively high
flow resistance and had a relatively high viscosity index. When the injection speed was
increased, flow resistance was experienced, and the viscosity of the melt was lowered as
the area under the integral curve for the melt-filling pressure with respect to time during
the filling period was reduced.

• Effect of V/P switch-over position

Figure 7 presents the variation trends of the melt-filling pressures and corresponding
viscosity indices resulting from different V/P switch-over position settings recorded from
different sensing positions during the filling process. A change in the position resulted
in a greater change in the trends of the pressures in the barrel, the mold cavity, and the
nozzle, which caused a change in the melt temperature or the injection speed. This was
because a change in the position affected the material volume with which the mold cavity
was filled. More specifically, if the V/P switch-over position is set to occur too late, the
mold cavity, even when full, keeps being filled with the melt before the screw mechanism
in the barrel unit reaches the position corresponding to the V/P switch-over position. In
that case, the melt keeps pushing the wall of the mold cavity because of the limited volume
of the mold cavity. Therefore, the melt-filling pressures in the barrel and the nozzle are
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affected by the reaction force acting on the melt in the overfilled cavity. The area under the
integral curve for the melt-filling pressure with respect to time during the filling period
increases, resulting in relatively high viscosity indices. A properly set V/P switch-over
position, however, leads to a relatively small difference between the pressure peaks during
the melt-filling process, as reflected by the variation trends of the viscosity indices.

 

Figure 6. Effect of injection speed on barrel–nozzle–cavity pressure peak and viscosity index for PP
melt filling.

 

Figure 7. Effect of V/P switch-over position on barrel–nozzle–cavity pressure peak and viscosity
index for PP melt filling.

3.2. Trend of Viscosity Index and Final Weight

By changing the injection conditions, i.e., by setting the injection speed, melt tem-
perature, and V/P switch-over position differently, the melt-filling pressures at different
sensing positions changed during the melt-filling process depending on changes in the
melt fluidity, the limited volume of the mold cavity, whether the mold cavity was filled
sooner than expected, and whether pressure was exerted on the melt in the mold cavity.
This implies that a change in the injection conditions has a huge impact on the melt-filling
pressure and indirectly changes the viscosity of the melt. Therefore, to fully understand the
variation trends of the viscosity and pressure of the melt in the filling stage and the product
quality by the solidification of the melt filling the mold cavity, it is necessary to measure
the weight of injection-molded products and analyze the relationship of the part weight
with viscosity. As there is relatively little literature on the effect of the pressure variation or
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viscosity index variation in the barrel of an injection unit on part weight, the correlation
between viscosity index variation and part weight was observed by changing the injection
molding conditions and then measuring the barrel pressure and calculating the viscosity
index in this study.

• Variation in the melt temperature

Figure 8 describes that the change in the melt temperature affected the viscosity and
part weight. An increase in the melt temperature lead to a lower viscosity index, lower
resistance against melt flow, a lower melt density, a higher specific volume of the material,
and lower weight. This indicates that a higher melt temperature leads to lower resistance
against melt flow, greater ease with which the screw can push the melt into the mold cavity,
and, therefore, a lower required molding pressure, as reflected by part weight.

 
Figure 8. Variation in the melt temperature on viscosity index obtained from the barrel and injection-
molded part weight.

• Variation in the injection speed

Figure 9 illustrates the change in the injection speed on the viscosity and part weight.
A decrease in flow resistance during the melt-filling process and a lower melt viscosity
were observed with an increase in injection speed. The mold cavity was filled up sooner
with the melt, with the material in the mold cavity having a lower density. An increase
in the injection speed resulted in a lower viscosity index and lower product weight. The
weight reduction trend in the injection-molded product is reflected by the establishment
of pressure in the mold cavity, which is directly affected by the speed at which the screw
reaches the V/P switch-over position. A faster filling rate of the melt in the mold cavity is
achieved as the screw approaches the V/P switch-over position earlier.

• Variation in the V/P switch-over position

Figure 10 presents the impact of changes in the V/P switch-over position on the
viscosity index and product weight. When the position occurred too early, the mold
cavity was unable to be filled with the melt, and the weight of the molded product was
therefore affected, i.e., reduced. Conversely, when the position took place too late, the mold
cavity was filled with excessive melt such that both material density and product weight
were increased.
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Figure 9. Variation in the injection speed on viscosity index obtained from the barrel and final
injection-molded part weight.

 

Figure 10. V/P switch-over position on viscosity index obtained from the barrel and injection-molded
part weight.

4. Conclusions

The variation process of the melt-filling pressure in the injection barrel, nozzle, and
mold cavity of an injection molding system in response to different process conditions
(i.e., injection speed, melt temperature, and V/P switch-over position) was analyzed. The
viscosity index of the melt was calculated by integrating pressure to time to find and
observe correlations between the changes in each of the aforesaid process conditions and
part weight. A real-time pressure sensing system was also created for this study. The
creation of the real-time pressure sensing system allowed the variation process of the
melt-filling pressure to be monitored along a path from the injection barrel to the mold
cavity. The results of the research are as follows:

(1) The melt-filling pressures in the mold cavity, injection barrel, and nozzle changed
with the process parameters. The injection speed had a relatively significant impact
on the variation in the barrel pressure.

(2) Research into the correlation between the viscosity index variation in the injection
barrel and part weight in response to different process parameters shows that changes

166



Eng. Proc. 2023, 55, 25

in the melt temperature had a relatively significant impact on part weight and that
changes in the injection speed had a relatively significant impact on viscosity variation.
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Abstract: In the early days of southern Taiwan, agriculture was important for living. Farmers used
various agricultural implements for the cultivation and planting of rice, vegetables, and fruits for
food and clothing. With the progress of the social environment, they gradually forgot the traditional
agricultural implements that they depended on for a living. Recently, the government has promoted
agricultural experience activities, and citizens’ health concept has been improved. Growing vegetables
and fruits on farms leads to the concept of shared experience. In particular, technological equipment
has become popular. For leisure activities, the public has gradually accepted novel technologies (such
as virtual reality games) and integrated them into their usual leisure and entertainment. For this
reason, we investigate the degree of virtual interaction with the recall farm as a development basis
and use the experiential learning theory to encourage the Silvers to learn the innovative recall farm
situation to bring about the effect of leisure and entertainment. The results of this study show that the
Silvers experience early agricultural situations and farming implements for entertainment purposes
and listen to the agricultural stories to reminisce.

Keywords: Silvers; recall farm situation; sharing experiential learning

1. Introduction

Recently, the serious aging of Taiwan’s agricultural labor force shows that the food
produced by agriculture is a necessity for people’s daily life, and that the tools used in
agriculture are more closely related to it. The issue of population aging in Taiwan has been
paid attention to by the government, academia, and several industries, and citizens are
paying more and more attention to their health. In addition to the adjustment of dietary
concepts, it is important to remain active and improve the function of the body, especially in
the development of science and technology. The effects of these devices are divided into two
categories: one is to increase the effect of leisure activities, and the other is to strengthen the
effect of physical health care. As the government promotes agricultural experience activities,
the public’s health concept grows, and the growing of vegetables and fruits on farms leads
to the concept of shared experience. Reference [1] mentioned that agricultural implements
have preservation value, continue the use of traditional agricultural implements invented
by ancestors, and have educational significance, with the purpose of inheriting historical
relics. Ang [2] wrote that the Minnan language (also known as Taiwanese) accent is a
characteristic of southern dialects, and Kaohsiung is a representative area of agriculture in
which the Minnan language is used as a common dialect in everyday dialogue. This shows
that Kaohsiung is representative of agriculture and the Minnan language. For this reason,
we consider agriculture as representative of Taiwan’s cultural history. Based on the concept
of cultural creativity and technology, we can inherit the footprint of agriculture and present
the past with an innovative model.
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With the maturity of information technology, industries has developed many devices
to assist the Silvers in participating in leisure activities, such as rehabilitation aids machines,
fitness machines, leisure, and entertainment devices. Somatosensory technology is used
especially with the emergence of virtual reality devices. The perceived enjoyment of
virtual situations causes a pleasant experience [3]. With software development, the Silvers
can easily participant in health-related activities and promote their health at their leisure.
Many Silvers are attracted by these new technologies and their applications after learning
how they function, and join the user base [4]. Lee, Lee [5] stated that the vividness and
interactivity of virtual reality have an impact on users’ perceived media richness, which
further affects information-sharing behavior. Experiential learning is used in the field of
health, and its benefits are considered to be beneficial to the physical health of participants.
Participants from different backgrounds who participate in health activities can feel the
benefits [6]. Bontchev, Vassileva [7] mentioned that the application of new entertainment
games to the learning process helps users’ psychological cognitive ability, and is mainly
based on Kolb’s experiential learning theory of new play styles [8]. Chiu [9] showed
that the intensity of physical movements, hobbies, mood relaxation, and social skills
of the Silvers after horticultural treatment was better than before. This promotes more
gardening activities to help the Silvers be healthy. This study is performed to present the
implementation of agricultural activities in a virtual situation, and it is expected that the
research results will be of positive help to the Silvers.

To this end, we use tools used in agricultural practice in Kaohsiung and collect pictures
of agricultural tools through field surveys, local story situations, vocabulary, and perform a
semantic collection. The Minnan language’s vocabulary pronunciation data of agricultural
tools are collected from field surveys, and the method of using agricultural tools is gathered.
Through the presentation of the virtual memory of agriculture, the entertainment is pro-
vided in combination with community activities. The purpose of the study is to respond to
the needs of the Silvers’ society, propose effective innovative technologies, bridge the com-
mon needs of technology research and development and the Silvers’ society and economy,
and enrich the research inspiration by participating in the pulse of the Silvers’ society.

2. Literature Review

2.1. Discussion on Kaohsiung Agricultural Appliances

Taiwan was founded on agriculture. In order to solve the problem of people’s liveli-
hood, citizens went to the fields to cultivate rice, vegetables, and fruits. There still are all
kinds of farming tools on their lands. Li (2019) mentioned that the preservation of early
agricultural tools and their uses had been lost in the records due to changes in times. The
older generation of citizens look at pictures of old agricultural tools and descriptions and
realize the wisdom of their ancestors. However, their function and names are forgotten due
to age, and even the memory of them is vague. If traditional agricultural tools disappear in
the torrent of the times, it would be a great loss for the Taiwanese people.

To have the Silvers learn to evoke the memory of agricultural tools through shared
experience learning, we use an innovative design concept to introduce the names of agri-
cultural tools to the native Minnan speaker and deepen the Silvers’ memory of agricultural
tools. The process of planting and farming and how to use these tools were recorded in the
Minnan language as relevant types of agricultural tools in a virtual environment. During
the experience, the names of the Minnan language’s agricultural tools and how to use them
can be heard, and the semantics of the records are recorded. The pronunciation of the
word is based on the International Phonetic Alphabet (IPA) pinyin, which is different to the
Taiwanese Minnan language Romaji Pinyin symbol (referred to as “Tailuo”) and phonetic
symbols [1].

Chen-Su-Yun [10] studied the vocabulary of agricultural tools to inherit the local
culture and divided the vocabulary corpus of agricultural tools into six categories, “farming
tools for soil preparation”, “tools for sowing and transplanting”, “tools for weeding and
insect trapping”, “tools for irrigation and fertilization”, and “tools for harvesting into
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warehouses”, and “carrying animal equipment”. Based on the classification methods
of Chen-Su-Yun [10] and Li [1], we divide agricultural tools into soil preparation tools,
planting tools, management tools, and harvesting tools to analyze the methods of using
agricultural tools and categorize their vocabulary.

2.2. Application of Virtual Reality Situations

The applications of virtual situations include providing information on people, things,
and other scenes of the real environment. By using special head-mounted displays (such as
the HTC VIVE Cosmos), design results are presented through virtual situations (such as
VR, MR, and XR) to provide users with a unique vision. These situations integrate many
stories with a variety of sensory experiences. In order to allow users to interact with the
combined real and virtual environments, the situations provide the operation of physical
objects in the real world. It presents and feeds them back to users through virtual digital
technology for an interactive experience. In the practical application of virtual situations in
the past, Asai [11] pointed out that augmented reality superimposes virtual objects on real
scenes to provide learners with a new learning model. Shahmoradi [12] found that virtual
reality games have a high potential for rehabilitation and improve the performance of
rehabilitated people. As such, it may be helpful for the Silvers to use virtual reality [12,13].
In order to study the characteristics of the virtual environment and its appropriate interface,
a 3D presentation system was used for evaluation.

The results show that laptops are suitable as tools for the operation and display of
virtual environments. The virtual environment provides the connection between reality
and virtual objects and combines the functions of multimedia with the scene. The above
application examples show that the design and development of this study based on the
virtual memory of agriculture effectively present the guiding actions of the Silvers’ memory
of agriculture and provide the fun method of learning the Minnan language.

2.3. Applications of Shared Experiential Learning

The concept of sharing is mainly the behavior of “SHARING”. In the early days,
sharing appears in human society for family and friends. With technological progress, the
sharing model began to emerge. The sharing of past objects between strangers and others is
realized in the concept model, providing various new types of sharing, such as labor sharing
and item sharing [4]. Experiential learning refers to the process by which a person constructs
knowledge, acquires skills, enhances self-worth directly through experience [14], and shares
with others to acquire knowledge or skills through experiential learning. The experiential
learning proposed by Kolb [8] pertains to the practical application of experiential learning
theory. The four stages are continuous and may occur at any time. It is worth noting that the
generation of any experience in the “experiential learning circle” affects the future. In shared
experiential learning, the role of the leader is to stimulate learners’ learning motivation
and attitude so that learners can actively digest external knowledge and internalize it into
internal reference resources.

Shin and Biocca [15] clarified that in an immersive experience involving news stories
in virtual reality, as users experience VR, emotional and behavioral factors are the main
influencing factors to understand the content. The shared experience is more important
than knowledge enhancement and ability acquisition after activities. One’s memory is
suitable for the methods that need to be observed and explored. When the Silvers can learn
about the experience of farms, the content of the experience learning needs to be diverse
through specific observation, operation, feeling, and comparison. In this way, users are
willing to trust new technology, trust each other, and form a tacit understanding. At this
time, users open their hearts and participate in activities for learning [16].
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3. Research Methods

The study is based on the shared experience learning theory. For focusing on the
design and the virtual recall of farms, we present the early Kaohsiung agricultural situation
through virtual reality to form a cross-disciplinary research structure. Carbonell, Sánchez-
Esguevillas [17] mentioned that context construction is presented in the form of storytelling,
providing a rich story context and touching pictures. Based on the agricultural story context
and constructs of the scene, the Silvers are eager to immerse themselves in the situation of
the recall farm.

Ang [2] mentioned that the Minnan language in Kaohsiung is a local feature. In the
past research, few virtual situations used the Minnan language as the main language for
the design of works. In this study, the Minnan language is used for the Silvers to experience
and learn about the names of agricultural implements and how to pronounce and listen.
The plot of the recall farm’s story helps increase speaking ability and helps the Silvers with
listening, particularly to stories. Past research has shown that as the Silvers grow older,
their speaking and hearing ability, and the memories of when they were young degenerate.
Therefore, the Silvers are often heard talking about their youthful experiences. This study
also aims to recall the memories of the Silvers. Shennong (also referred to as the Farmer
God) is the protagonist used to tell the agricultural story in Taiwan (Figure 1) so that the
Silvers who participate in the experience can learn how agricultural tools are used.

   
(a) (b) (c) 

Figure 1. (a) Shennong, who tells the story of farm tools; (b) plow; (c) wheelbarrow.

Agricultural Story: “In the blazing morning sun, the farmer pushed his wheelbarrow
to the edge of the field. The wheelbarrow was filled with carefully prepared compost, ready
to provide the nutrients required by the land. He first started plowing the field with his
plow. The plow was inserted into the soil, and he used the plow handle to guide the tool,
turning the soil via the plowshare to make it loose for creating ridges and sowing. Then,
he transported the compost to this newly loosened land with his wheelbarrow, carefully
depositing the compost from the wheelbarrow bit by bit into these plow grooves. This rich
compost could provide nutrients to the new seeds, helping them grow robustly”.

The purpose of the study is to explore the influence of the integration of sharing
experienced learning into the virtual recall of farms on the Silvers’ learning motivation of
the Minnan language and experience of Kaohsiung’s agricultural situation (Figure 2). The
experimental interview method was used for discussion, and the elderly in Kaohsiung area
were taken as the research object. An innovative virtual recall farm situation operation was
carried out through sharing experience learning.

In the study, 10 Silvers were interviewed, and the virtual situations of the recall of
farms were designed for sharing. The Silvers could recall farms in different places via
internet connection (Figure 3). In the situation, the Silvers can see other Silvers through the
connection with the guidance of the Shennong avatar to allow them to quickly adapt to the
virtual reality and reduce the feeling of discomfort.
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Figure 2. Zhuangjia ancient house situation.

 

Figure 3. Architecture of silvers’ sharing experience.

4. Conclusions

The use of experiential activities can make the Silvers immersed in the situation,
and the guidance of Shennong’s virtual characters serves as an effective learning method.
The Silvers still have memories of Kaohsiung’s agricultural situation. Over time, most
agricultural tools no longer exist, and even their appearance is somewhat forgotten. After
experiencing the farm environment, most of the Silvers can clearly explain how to use
various agricultural tools. The research results show that the experience can make a deep
impression on the Silvers, and they recall the local agricultural situation in the past. They
can learn about the changes in the agricultural environment experience.

In an interview, the Silvers said that their favorite situations involved experiencing
the old house of the Zhuangjia and the farm tool museum. They liked the content with
operability, interaction, and high autonomy. In the design of similar interactive situations
in the future, it is worth listing it as a design experience reference. Based on the face-to-face
feedback from the interviewed Silvers, it is found that the Silvers are interested in virtual
reality for shared experiential learning because the virtual character Shennong interacts
with the situation with the Minnan language. Shennong’s avatar guides the silvers to
experience important scenes in the situation, which produces a good learning effect for
the users.
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Abstract: In line with the broader learning of integrating technology into science, there is growing
demand for educational learning to apply electronic technologies in educational practice. Despite a
handful of accounts indicating the advantages of this equipment and these tools, objective empirical
research on their role in learning and their application in the learning process is lacking. Over the
past ten years, studies have proven the Holistic Music Educational Approach for Young Children
(HMEAYC) to be an effective method to assist in the learning and development of children with
special needs. HMEAYC and technology integrated into instruction are both learning modes that
expect learners to achieve learning orientation through musical expression. This study aimed to
measure children with specific needs’ language comprehension and self-conduct abilities when
HMEAYC was combined with technology integrated into instruction in curriculum design. The
research, conducted at an early-intervention center in central Taiwan, included 389 children aged
between 4 and 6 years old with specific needs. These participants’ traits of learning and developing
more slowly than typical children of the same age were referred to as “specific needs” for this study.
They all participated in one 40 min session per week for a total of 16 weeks. The research results
showed that HMEAYC combined with music technology could enhance the development of language
comprehension and the self-conduct of children with specific needs.

Keywords: music technology; Holistic Music Educational Approach for Young Children (HMEAYC);
children with specific needs; language comprehension

1. Introduction

Over the past ten years, research has proven the Holistic Music Educational Approach
for Young Children (HMEAYC) to be an effective method for assisting in the learning
and development of children with special needs [1–4]. The musical activity evidence
base assists with early language and behavior development. Music can enhance learning
motivation, which helps induce a different learning trigger whereby music has a positive
effect on growth, making learning lively and dynamic. This article begins with an overview
of HMEAYC and music technology in children with specific needs’ education today, its
history, and its current status. The applications of science and technology, multi-sensory
equipment, and traditional instruments are mentioned. Technology equipment in music
courses designed for assisted instruction is established. Research on young children
and music technology is conducted, with references to work performed on integrating
technology into science.

1.1. Child Music Course Models in Taiwan

For over 20 years in Taiwan, HMEAYC has commonly been accepted as an excellent
practice for music education in the area. As a model, HMEAYC encourages training and
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experience in early childhood music [1] and shows that music is an excellent medium for
young children’s learning development [2,3]. Previous studies have shown positive effects
in implementation experiments on the development of young children with developmental
delays; the interaction of preschool children with developmental delays with musical
technology instruments, whereby they learn the effectiveness of comprehension, physical
movement, and social skills, can be improved by musical performances. Music addresses
difficulties in children with disabilities, such as emotional, health, social interaction, intel-
lectual, language, and creative [4]. Singing, rhymes, musical games, and instruments are
all effective ways for young children to learn [5–8]. A significant finding is that HMEAYC
positively affects young children with developmental delays.

Reviewing the research in the literature means finding positive results in learning
efficiency [9], including improvements in language communication and physical and
emotional abilities in children with special needs [5,10]. In addition to improvements
in children with developmental delays, positive outcomes have been found in learning
effectiveness through HMEAYC for all young children [11]. It is confirmed by research
studies conducted on young children with developmental delays to enhance language
comprehension and self-control. In other studies, the focus is on establishing particular
musical elements, such as rhythmic and movement performance [12–14] and music image
technology [10], to meet rehabilitation and treatment needs. Another evidence-based
finding regarding the issue of children with developmental delays was that music could best
enable children to process information visually. On a pragmatic note, the special preschool
needs environment represents an obtainable source field, making opportunities to integrate
music technology into education for young children with special needs easily accessible.

With the growth of research emphasizing the importance of early education for
children with specific needs, educators face challenges in incorporating teaching prac-
tices. These practices focus less on the information technology integrated into instruction.
HMEAYC and technology integrated into instruction are both learning modes that ex-
pect learners to achieve learning orientation through musical expression. This study
aimed to measure children with specific needs’ language comprehension and self-conduct
abilities when HMEAYC was combined with technology integrated into instruction in
curriculum design.

1.2. Current Study on Young Children with Developmental Delays in Music Technology

HMEAYC is a decades-old innovative education model that combines modern science
and technology, multi-sensory equipment, and traditional instruments with creative mu-
sic [9,15]. HMEAYC is a positive-enhancement course model. Its effects on the learning
levels of young children with developmental delays were investigated by monitoring their
participation in musical activities. Children with developmental delays improved their
learning process via rhythmic and movement performance, demonstrating that music with
technology effectively promotes learning [16–20].

2. Method

This study was designed with a pretest–post-test control group quasi-experimental
research method. The research, conducted at an early-intervention center in central Taiwan,
included 389 children aged between 4 and 6 years old with specific needs. These partici-
pants’ traits of learning and developing more slowly than typical children of the same age
were referred to as “specific needs” for this study. All the young children with developmen-
tal delays from one group were used in the experimental group, and all participants from
the other group were determined to be the control group. The music image technology
embedded into the HMEAYC course was utilized with the experimental group for 40 min
weekly over 16 weeks.

The study was conducted in an educational institution in central Taiwan in a non-
profit early-intervention center that frequently received young children with progression
through predictable developmental phases of varying degrees, such as developmental
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delay. Gay et al. proposed that different student groups be selected as the experimental
and control groups to reduce the interaction between the groups during the experimental
intervention process and increase internal validity. All children between 4 and 6 years with
developmental delays in the group in which the first author worked as a music teacher were
chosen as the experimental group. All the participants in the other group were selected
as the control group. In the research design, to examine participants’ experiences in the
experimental and control group through quantitative data, a structured assessment form
was used.

3. Findings and Results

This study is based on the HMEAYC and technology integrated into instruction
learning modes. Seven indices were selected for overall model evaluation. In the chi-square
test, the p-value = 0.000. In this study, χ2 and the df ratio of the model are smaller than 5
(3.96). The GFI and AGFI of this model are 0.95, respectively. In this study, the RMSEA is
0.087. The CFI acceptable standard should be >0.9, and CFI for this study model is 0.95.
The above results indicate that this study model is acceptable (Figure 1 and Table 1).

 

Figure 1. Covariance model of the effect of music image technology.

176



Eng. Proc. 2023, 55, 27

Table 1. Empirical results of research hypotheses on language comprehension (LC).

Path Relationship Path Coefficients Support for Hypothesis

1. LC→ look at each other properly when talking. 0.84 Yes

2. LC→ listens carefully when others speak to him. 0.76 Yes

3. LC→ could adequately express their inner thoughts. 0.76 Yes

4. LC→ could respond to the content of the conversation. 0.70 Yes

5. LC→ could actively participate in group activities. 0.83 Yes

6. LC→ could relay the matters explained by teachers. 0.89 Yes

7. LC→ could refuse the improper request of others. 0.87 Yes

8. SC→ could maintain the cleanliness of personal appearance. 0.87 Yes

9. SC→ will dress according to the weather changes. 0.88 Yes

10. SC→ could adequately manage their belongings. 0.85 Yes

11. SC→ when the requirements are unmet immediately, appropriate
measures will be taken to deal with them. 0.87 Yes

12. SC→ could cooperate with the daily routine of kindergarten. 0.89 Yes

13. SC→ ability to work independently. 0.87 Yes

14. SC→ try to do it by yourself before asking for help. 0.89 Yes

15. SC→ can deal with the disruptive behavior of others. 0.88 Yes

The study results are divided into two sections. Language comprehension and self-
conduct are learning path coefficients, and music technology’s effects account for 72% of
their variance. The estimated reliability of the music technology’s effects on learning in
children with specific needs is 0.72. The squared multiple correlations can be interpreted
as follows.

• First, in Hypothesis 1, the path value, 0.84 (p < 0.05), reaches a significant level,
indicating support for the hypothesis that participants have more positive scores for
“look at each other properly when talking.”

• The path value of Hypothesis 2, 0.76 (p < 0.05), does reach a significant level, and it
gives support to the hypothesis that a participants have more positive “listens carefully
when others speak to him” scores.

• In Hypothesis 3, the path value, 0.76 (p < 0.05), reaches a significant level. The
hypothesis “could adequately express their inner thoughts” is supported, with more
participants receiving positive scores in both learning modes.

• In Hypothesis 4, the path value, 0.70 (p < 0.05), does reach a significant level, and it
gives support to the hypothesis of more positive “could respond to the content of the
conversation” scores.

• In Hypothesis 5, the path value, 0.83 (p < 0.05), does reach a significant level, and it
gives support to the hypothesis of more positive “could actively participate in group
activities” scores.

• The path value of Hypothesis 6, 0.89 (p < 0.05), does reach a significant level and
gives support to the hypothesis of more positive “could relay the matters explained by
teachers” scores.

• In Hypothesis 7, the path value, 0.87 (p < 0.05), reaches a significant level, indicating
support for the hypothesis that participants have more positive “could refuse the
improper request of others” scores.
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• Then, in Hypothesis 8, the path value, 0.87 (p < 0.05), reaches a significant level,
indicating support for the hypothesis that participants receive more positive scores for
“could maintain the cleanliness of personal appearance.”

• The path value of Hypothesis 9, 0.88 (p < 0.05), does reach a significant level and
gives support to the hypothesis of more positive “will dress according to the weather
changes” scores.

• In Hypothesis 10, the path value, 0.85 (p < 0.05), reaches a significant level.
• In Hypothesis 11, the path value, 0.87 (p < 0.05), does reach a considerable level,

and it gives support to the hypothesis of more positive “when the needs are unmet
immediately, appropriate measures will be taken to deal with them” scores. The
assumption “could adequately manage their belongings,” is supported, with more
participants receiving positive scores and benefitting from both learning modes.

• In Hypothesis 12, the path value, 0.89 (p < 0.05), does reach a significant level, and
it gives support to the hypothesis of more positive “could cooperate with the daily
routine of kindergarten” scores.

4. Conclusions and Recommendations

This study demonstrates that the test depends on an observed variable called earning,
which could be interpreted as an underlying ability (language comprehension and self-
conduct) that is not directly observed. According to the model, performance in the two
tests depends on this ability. The research results showed that HMEAYC combined with
music technology could enhance the development of language comprehension and the
self-conduct of children with specific needs.

5. Discussion and Conclusions

This research found that music image technology effectively promoted participants’
language comprehension. The results show that the model fit was adequate after adding
error covariances between the pre- and post-tests in the hypothesis model for participants.
The study suggests that music image technology significantly increased scores for young
children with developmental delays in HMEAYC.

This study proved that there was an increase in the experimental group’s language
comprehension in the music image technology post-test scores. The post-test results were
higher for young children with developmental delays in the control group than the pretest
results. When the groups were compared, more significant improvements were observed in
language comprehension in the experimental group due to the experimental intervention
(the music image technology). In the end, all measurements showed a significant relation-
ship with comprehension. The results of this study demonstrated that more activity using
music technology related to educational practice is needed. At the same time, attention
is given to methods and strategies to make more music technology accessible to various
learners [2,7,17].

As a result of the experiments, we concluded that the significant relationships between
language comprehension and self-control in the pretest and post-test are consistent with
previous studies. From a language comprehension perspective, it was established that
music image technology [4,5,9,12,14,18] was influential in language comprehension and
promoted higher scores in the experimental group than the control group with statistical
significance. This study’s findings resemble previous experimental participants’ findings
regarding music technology in the language learning literature.

When participants understand the group rule, they demonstrate group-normative
behavior in musical activities. As can be seen from this study, music is an excellent medium
for young children’s learning development [1,4,12,13]. The participants showed that the
music image technology led to a positive change in learning behaviors, increased course
engagement, and positive changes in interactive communication [10,11,20]. Within the
limitations of these results, music image technology could likely contribute to evidence of
language comprehension development in young children with developmental delays.
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Abstract: The surge in e-commerce and the COVID-19 pandemic has dramatically driven the demand
for home appliances. However, this surge has also resulted in a proportional increase in electrical
accidents. Furthermore, the current product manual does not provide users with intuitive and timely
information. Virtual reality (VR) can deliver effective learning information with its exceptional
simulation capabilities and immersive content. Thus, we explored the application of VR to enhance
home appliances’ display and user experience for user demand to deliver the manuals on the
appliances and promote safe uses. A purposive sampling technique was employed, and 12 target
users participated in the in-depth interviews. In the study, the VR application of the home appliance
product experience and learning showed positive outcomes. The results can be used as a reference for
future design. According to the users’ feedback, we summarized and proposed eight future design
directions for enhancing the virtual home appliance experience.

Keywords: virtual reality; home appliance; user experience; service design

1. Introduction

The rapid growth of e-commerce and the global pandemic’s impact has boosted the
stay-at-home economy, which has increased the demand for home appliances. Unfortu-
nately, this increased demand has been accompanied by accidents stemming from improper
operation and a lack of knowledge of products, especially for those that require high
temperatures and complex procedures. In addition, product instructions do not convey
enough information for users to learn how to use the home appliances intuitively and
efficiently. Virtual reality (VR) has a high degree of simulation capability and immersion
characteristics that can block external interference. Thus, it has better efficiency for good
learning results. The purpose of this study was to explore the possibility of applying VR
to use home appliances by understanding the needs and ideas of users to improve user
understanding and safety in using home appliances.

2. Literature Review

2.1. VR Application

Nowadays, VR devices provide a highly realistic and more immersive experience.
From a design point of view, VR can easily switch between physical and virtual spaces,
becoming a convenient tool and saving the unnecessary waste of resources and time
consumption with diverse innovations and applications [1,2]. Future VR technology is
committed to simulating more realistic situations with the characteristics of the natural
world to 3D virtual objects based on user behaviors and operations similar to the real world.
This improves the quality of virtual situations [3–5]. However, VR technology in recent
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years has been mainly used in entertainment and games and has yet to be applied to solve
problems in life.

2.2. Home Appliances and Hazards

According to the global home appliance market analysis in 2020, the total output
value of the year was USD 448 billion, and more than 10% of households owned one or
more home appliances [6]. At the same time, a home appliance safety research report
conducted by London Economics from March to November 2021 pointed out that about
750,000 accidental injuries were caused by unsafe home appliances every year [7]. Common
home appliances, such as ovens, microwave ovens, and induction cookers, generate high
temperatures and heat, which may cause a fire if improperly used [8]. However, products
with complex operation functions cause incorrect use behaviors. To prevent disasters, users
must clearly understand the correct usage and equipment maintenance before purchasing
the product [7]. However, most current product information provides cumbersome manuals
and videos. If the product operation is complicated, the communication is limited [9,10].

2.3. User Experience

In operating a product or service, the user’s subjective experience is affected by the
difference in experience among individuals [11]. Although most products are purchased
with manuals to assist in learning how to use them. Therefore, to communicate well, it is
necessary to use the user-centered concept and understand the target group’s use behavior
and pattern before designing [12]. Sharp, Preece, and Rogers [13] pointed out that user
experience goals included satisfying, enjoyable, fun, entertaining, helpful, motivating,
aesthetically pleasing, supportive of creativity, rewarding, and emotionally fulfilling. In
addition, Chauvergne, Hachet, and Prouzeau [14] developed a framework for the user
guidance phase in VR, including onboarding context, degree of flexibility, degree of cover-
age, inputs onboarding, degree of interactivity, type of assistance, degree of feedback, and
instruction modalities.

3. Methods

3.1. Participants

To ensure the authenticity and effectiveness of the research as well as the availabil-
ity of data, we considered the age, gender, education level, and monthly income of the
participants before conducting the interviews. They were selected by using a purposeful
sampling technique. A total of 12 adult participants with home appliance experience and
purchasing power were invited for the in-depth interviews.

3.2. Interview

The content of the interview was divided into the following three parts. To make it
easier for the participants to recall, an oven with high temperature and an espresso machine
with highly complex were chosen for the user experience as they were easily found at home.

3.2.1. Descriptive Statistics of Participants

The following questions were included in the interview to understand the personal
background of the participants.

• What should I call you?
• What is your gender?
• What is your age?
• Your education level?
• What is your monthly income?

3.2.2. Home Appliances Using and Learning Experience

To understand the participants’ experience in using home appliances, the following
questions were asked during the interview.
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• Did you encounter any difficulties when you first used the new oven? (Figure 1)

 
Figure 1. Examples of oven and espresso machine.

• Did you encounter any difficulties when you first used the new espresso machine?
(Figure 1)

• Have you used any home appliances in the past that made you feel bad? (Open-
ended/Psychological factors)

• Have you ever used other household electrical appliances with complex operation
and high risk? (Open-ended/External factors)

• How do you learn to use a new home appliance? (See product manuals, teaching
videos, others. . .)

• Learning by watching product manuals, what do you think are the advantages and
disadvantages of this method?

• Learning by watching teaching videos, what do you think are the advantages and
disadvantages of this method?

• The existing product introduction is almost dominated by manuals and videos. What
is your opinion on this? How do you feel?

• Do you think the teaching method of watching the product operation on-site will
improve your learning effect?

• When you get a new product, do you read about product hazards?

3.2.3. Home Appliances Virtual Experience Demands

To find out what demands the participants had for home appliances and their experi-
ence with VR devices, the following questions were asked during the interview.

• Have you ever used VR-related equipment?
• If there is a virtual home appliance product experience today, what services would

you expect it to provide? (Open discussion based on the following items)

- Display: product function introduction, display product structure, power knowl-
edge, precautions, repeated viewing. . .

- Auxiliary: visual product teaching, text description, audio commentary. . .
- Experience: practical operation experience, error reminder, situational simulation. . .

• For the above question, what items do you think are particularly important?
• What kind of reasons will increase your willingness to try a VR virtual home appli-

ance experience?

4. Results

In terms of a user-centered perspective, we explored users’ experience in using and
learning home appliances, as well as users’ needs and opinions on the experience of using
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VR in home appliances. The results of the interview with 12 participants were analyzed
as follows.

4.1. Descriptive Statistics of Participants

The basic information of the participants is summarized in Table 1. In-depth interviews
were followed by asking questions on the information as shown in Figure 2.

Table 1. Basic information of participants.

No. Gender Age Income (monthly) Date Time Place

V1 male 23 30,000–40,000 NTD 2023/05/22 30 min research room
V2 female 23 20,000–30,000 NTD 2023/05/22 31 min research room
V3 male 25 30,000–40,000 NTD 2023/05/22 45 min research room
V4 male 38 60,000–70,000 NTD 2023/05/22 43 min research room
V5 male 24 20,000–30,000 NTD 2023/05/23 32 min research room
V6 female 37 40,000–50,000 NTD 2023/05/23 42 min research room
V7 male 23 30,000–40,000 NTD 2023/05/23 38 min research room
V8 female 24 30,000–40,000 NTD 2023/05/24 42 min research room
V9 female 23 20,000–30,000 NTD 2023/05/24 59 min research room

V10 male 25 30,000–40,000 NTD 2023/05/25 30 min research room
V11 female 29 30,000–40,000 NTD 2023/05/25 47 min research room
V12 female 32 40,000–50,000 NTD 2023/05/25 40 min research room

 

Figure 2. In-depth interviews.

4.2. Causes of Difficulties in Using Home Appliances

According to the interview with the participants on the user experience of the oven and
espresso machine, users had trouble because they did not learn how to use the functions
correctly and follow the steps to operate. This result was consistent with other literature.
In the case of ovens, the product did not show the recommended temperatures in the
manuals. In addition, for preheating the oven, temperature control was necessary, such
as upper heating, lower heating, and upper and lower heating. It was difficult to use the
product at a high temperature and heat risk. Users were worried and afraid when they
did not understand how to operate the oven appropriately. For the espresso machine, the
participants said it had more functions than other appliances. The operation included
pre-work, use, and cleaning, which required the correct order of operation. More espresso
machines are designed with complex user interfaces, including operation buttons, which
need more time to understand the operation.

4.3. Limitations of Home Appliance Experience and Learning

According to the feedback from the participants, it was found that various home
appliances were difficult to learn proper operations for due to different shapes, multiple
ways of use, and complex functions. Most users read product manuals and watch teaching
videos as the primary way of experiencing and learning. However, the existing methods
were not effective and immersive. Regarding product manuals, most participants said
that the content was too complicated to read. It took a long time for them to read it, and
the manual was easy to lose. Several participants believed that the manuals were official
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information and were reliable (Table 2). Online teaching videos were more intuitive than
manuals and easier to understand the operation method. However, most online teaching
videos were about the evaluation of the products and not many videos were provided by
the official. The quality of the videos often varied depending on the photographers’ editing
style, camera angle, and video script. With such a difference, the user must understand by
themselves. Therefore, there were many disadvantages to using written and video manuals
(Table 3).

Table 2. Results of user interviews on product manuals.

Comments Participants Feedback

Negative Comments

The disadvantage of the manual is that if the product itself is complicated, it takes time to
understand, and I prefer to read fewer words. (V3)

Time is precious, and the manuals are very thick, so it will take time to find important
information. (V4)

He will make people instinctively feel that it should be complicated and it will feel so boring. (V5)

I am a more visual person. (V6)

I will not have the patience to watch it. (V8)

For the details, the manual usually cannot present the parts clearly. (V10)

Some manuals like to use irregular nouns, have a high repetition rate, do not speak directly, or
have a long list of information without clear descriptions, making it difficult to read. (V12)

Positive Comments

Because it is an official message, it should be very reliable. In addition, the process will be very
clear. (V7)

I prioritize reading the manual, which should be trusted, because if you read it, you can see how
he designed it, and you will know how to use it. There is a set of logic behind it. (V11)

Table 3. Results of user interviews on teaching video.

Comments Participants Feedback

Negative Comments

The video is better than the product manual, but sometimes it does not even bring the scene to the
scene. I watched it 2 or 3 times and still need to learn how to do it. (V2)

Sometimes if I want to find out what a function is, and then I do not talk about it from the end to the
end of the teaching video, it feels like a waste of time. (V3)

Because I have become a passive recipient of information, the accuracy of the information will be
low. (V7)

The button design of the new product is different, but some brands will not update the teaching
video, and it will always be the first or second generation, and I will not trust that video. (V8)

I would not say I like teaching videos very much because I think it is a waste of time, the speech is
very long, and there is no way you can scan it like pictures or text. (V11)

It can be messy because of the photographer’s style or because the script did not get it so well. (V12)

Positive Comments
The video is great, and I find it intuitive. (V1)

Someone may tell you how to use it, and it feels more vivid. (V5)

4.4. Dangers of Home Appliances

In addition to the oven and espresso machine mentioned in the interview, 12 par-
ticipants also pointed out that they had used high-risk household appliances in their
experience. Participants (V2, V5, V6, V8, V11, and V12) were not sure which materials were
microwavable and not, which might cause dangerous accidents. Air fryers (V1 and V6),
vacuum cleaners (V2 and V4), and other products also had complex structures and were
operated at a high temperature. However, 9 out of 12 participants said that they did not pay
attention to the precautions related to danger because the appliances were easy to contact
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in our daily lives and subconsciously mistakenly thought that they were familiar with them.
They did not like to spend too much time learning about home appliance products and
ignoring important information. Only three participants paid attention to dangers at the
beginning and tried to judge whether the product was dangerous. However, they worried
because of the fear of product damage, not the safety and other reasons.

4.5. User Expectation for Virtual Home Appliance Experience

Compared with the written product manuals and teaching videos, users generally
believed that a more specific visual representation improved the learning effect via an
immersive product experience and display. After the interviews, the users’ needs and
expectations for VR for home appliances were compiled according to their descriptions, as
shown in Table 4.

Table 4. Results of virtual home appliance experience interview.

Needs and Expectations Participants Feedback

360◦ Product experience
I can be more specific about the product I am about to use. (V6)

If I can watch the product in 3D from the front or the side of the product, it will
improve the learning effect and experience. (V7)

Entertaining Teaching

If there is an element of entertainment, some interactivity, I want to use it
before I buy it. (V1)

I hope it does not look like a commercial film and it can simulate a situational
case, like playing a game. (V6)

Deepen the Impression of Use

Because I have personally experienced it from the first-person perspective, it
will be easier to deepen the impression of using it. (V4)

Some words are forgotten after you read them, but the virtual experience can
make me more aware of how to use this thing. (V9)

Remote Experience Anytime and Anywhere If I suddenly want to buy in the middle of the night and want to place an order,
the virtual experience is very convenient. (V11)

Increase Product Life
If you have been misusing it for a long time, the consumption rate of the
product will be faster. If there is a reminder of the error in the virtual
experience, the error can be corrected in time. (V6)

Full Communication of Official Content The physical store is full of people, so he may miss something, but if it is a
virtual experience, it is less likely to miss. (V7)

Safe to Try Out New Features If I do not know how to use home appliances, I will be afraid to use them, but I
can try them confidently in VR. (V2)

5. Discussion

According to the results, several emphasized suggestions for the user demands in VR
were made for experiencing and learning home appliances.

5.1. Easy-to-Learn Methods

Even with the complicated content and difficulty, the manual has credibility as it
was provided officially, and the operation process and introduction of the product were
more precise in the manual. Therefore, the official initiative must provide a virtual home
appliance experience. Users are less likely to feel fatigued in understanding the product’s
online teaching videos. However, due to the editing style and camera angle limitation, the
visual teaching also shows problems. Therefore, the virtual experience is more acceptable
as it can provide a 360-degree viewing angle.

5.2. Appropriate Reminders

Dangerous accidents occur with familiar and easily accessible household appliances.
Since most users learn less about how to use home appliances, extra attention needs to be
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paid to hazard-related precautions. The participants said that if the product had a chance of
causing harm, they were willing to learn how to prevent it via appropriate learning. Thus,
reminders are required and must be short to the point or playful to grab the user’s attention.

6. Conclusions

Considering the research results of this study and the user experience revealed in
the literature, the following eight design directions for virtual home appliance experience
were proposed.

1. Visual 3D function instruction of the product is required by viewing the product
according to the user’s needs. Users are allowed to move and watch freely on the
product’s front, side, or back.

2. Via block-based product teaching, product functions and operations need to be taught
step by step. It needs to be formulated for users of different levels so that users can be
more familiar with the product.

3. Precautions and knowledge need to be supplied for users to have more information.
Rather than writing information in the product manual, precautions must be included
in the product introduction for users to read it interestingly and shortly.

4. Errors must be shown instead of showing error reminders. Error reminders must
be displayed in erroneous product operations. The error reminders can correct the
users’ wrong operation, as frequent mistakes easily cause negative emotions such
as frustration.

5. To correct usage behavior, repeated learning is required. This also helps household
appliances prolong their lifespan. For new functions and different operation methods
of the product, users need to watch it repeatedly to become familiar with it.

6. Audio commentary is required to provide a product introduction. In the product in-
troduction, sensory aids such as vision, hearing, or touch can be introduced, allowing
users to choose them according to their preferences.

7. Actual cases need to be included in virtual teaching. As virtual teaching needs to be
as close as possible to the actual behavior and situation, the gap needs to be narrowed
between the virtual environment and actual situations to ensure no problems when
the user operates.

8. Entertainment elements are necessary to effectively arouse users’ interest and increase
user interaction and participation in the product introduction, avoiding explana-
tions only.
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Abstract: As an alternate non-destructive analytical modality for monitoring from pre-harvest
to post-storage, optical imaging with near-infrared wavelength is used to forecast the quality of
numerous fruits. In the near-infrared spectrum, bio-chemicals are identified and measured with
light by penetrating deeply into food components. In addition, apples and other fruits with a
high water content benefit from water absorption capabilities. The optical approaches are efficient,
inexpensive, and environmentally beneficial. This study is performed to examine the setup of
reflection imaging to pick the near-infrared wavelength and optimize the distance between the
detector and the light source. Molecular Optical Simulation Environment (MOSE) and Monte Carlo
multi-layered programs (MCML) were used to simulate the light propagation in a model of apple
tissue to select the appropriate wavelength for evaluating food quality in experiments and optimize
the position of the reflected signal receiver. As a consequence, the 700–900 nm wavelength has
great promise for use in assessing food quality, particularly apple quality. One centimeter is the
optimal distance between the detector and the light source. The data may be used to organize an
experiment and create an evaluation tool for determining the quality of fruits using optical methods,
particularly apples.

Keywords: optical imaging; light propagation; near-infrared; Monte Carlo; MOSE; MCML

1. Introduction

Methods of nondestructive food quality evaluation based on optical features have
been an increasing trend in fruit quality testing. As a result of the complexity of light
propagation in multilayered food tissue, the optical assessment of food quality confronts
several problems. The light propagation model using the Monte Carlo simulation (MC)
approach is a typical and effective tool for gaining a deeper comprehension of the interaction
between tissue and light. Moreover, in recent years, the modeling of light propagation in
foods such as apples, onions, and citrus fruits has been investigated more extensively to
anticipate their optical characteristics [1–3]. It provides guidelines for improving systems
and creating noninvasive optical technologies for assessing food quality.

Light transmission through opaque tissues, such as fruit, is complex and is related to
absorption and scattering of photons. Therefore, an understanding of optical characteristics
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is necessary to better comprehend the light-tissue interaction or to enhance nondestructive
assessment methods. This research is carried out for the propagation of light in apples
between 500 and 1000 nm with the Monte Carlo method. In this investigation, the sim-
ulation model is spherical. The light source is positioned at a certain distance from the
surface of the sample. The purpose of this research is to analyze backscatter pictures using
a simulated Charge-Couple Device (CCD) to determine the optimal probe location.

2. Materials and Methods

2.1. Monte Carlo Method

Radiative Transfer Equation describes the transmission of light in opaque tissues such
as fruit (RTE). The RTE equation is used to represent the propagation of light in turbid
media and light’s wave qualities, such as diffraction and interference. There are several
ways to solve RTE equations, including analytical and numerical approaches. However, the
MC simulation approach is considered the standard for resolving this radiation transport
issue due to its simplicity. Moreover, determining the appropriate inaccuracy to decrease
computational effort is simple [4,5].

The MC approach enables simulating the transport of radiation in an opaque model
based on the likelihood of a mean free route whose direction changes owing to Fresnel
reflection scattering, and absorption. The probability relies on optical characteristics such
as the scattering coefficient μs the absorption coefficient μa, and refractive index n, the
anisotropic scattering coefficient g. The chemical makeup of opaque tissue is primarily
responsible for its ability to absorb light. On the other hand, light scattering in tissue is
dependent on the structural characteristics of the propagation medium (density, particle
size) and the cellular structure [6].

2.2. Simulation Model

To run the simulation, the model needs geometrical parameters and optical qualities.
In this study, the Monte Carlo Multi-Layered (MCML) program and the Molecular Optical
Simulation Environment (MOSE) tool are used to simulate the Granny Smith apple [7,8].
The radius of the simulated apple sample model is 2.5 cm. The optical characteristics in
Table 1 are derived from the research conducted by Cen et al. [9]. In addition, the Granny
Smith sample’s refractive index n and anisotropic scattering coefficient g are 1.35 and 0.80,
respectively [6]. At MOSE, the acquisition of the reflected signal is mimicked by the default
setup of the Charge Coupled Device (CCD). The resolution of the acquisition is 512 by
512 pixels.

Table 1. Inputs for MCML and MOSE simulation.

Parameter Value

Photon 1,000,000
Resolution of radial distance dr 0.01 cm
Resolution of tissue depth dz 0.01 cm
Number of grids for radial distance r 500
Number of grids for tissue depth z 500
Refractive index for medium above/below (air) 1.0
Radius of the light beam (1/e2 radius) 0.15 cm

3. Results and Discussion

3.1. Penetration Depth

Extremely dense materials prevent the transmission of light. Instead, the photon
packet is separated into tissue absorption, diffuse reflection, and specular reflectance [10].
In the simulation model, photons penetrate to a maximum depth of about 3.0 cm at all
wavelengths, as seen in Figure 1.

189



Eng. Proc. 2023, 55, 29

 

Figure 1. Penetrating ability of wavelengths.

As illustrated in Figure 1, 500–1000 nm wavelengths may profoundly enter apple
tissue via absorption and scattering. However, it is difficult to transmit these wavelengths.
As a result of the characteristics of the apple’s optical properties, a high incident light
intensity in transmittance is necessary for light to pass through the whole fruit. Due to the
high power consumption in transmittance mode, the light may harm the apple’s surface
and affect the spectral properties. Several studies have referenced this material [3,10,11]. In
the light-based approach for non-destructive quality evaluation, the reflection mode has
more promise than the transmission mode.

3.2. Diffuse Reflection

Figure 2 shows the diffuse reflectance spectra of a simulated apple model throughout
the wavelength of 500–1000 nm. The diffuse reflection is weakest at 650 nm wavelength and
brightest at 750 nm. The optical properties of the simulated apple model at various wave-
lengths are characterized by the variation in diffuse reflectance at different wavelengths.
As a result of the interior composition of apple tissue, high internal absorption occurs at
600 nm, absorbing the majority of photons, while mild absorption occurs at 750 nm.

 

Figure 2. Diffuse reflectance spectrum.
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3.3. Optimizing Source-Detector Distance

The distance between the source and detector is optimized with a wavelength of
750 nm. As demonstrated in Figure 2, this wavelength has more benefits than other
wavelengths. Therefore, it gives additional information for evaluating apple quality. The
diffuse reflection of radius r at 750 nm as simulated by the MCML software (version 1.2.2)
is seen in Figure 3.

 

Figure 3. Diffuse reflectance at 750 nm.

Attenuation of the obtained diffusely reflected signal diminishes with increasing
distance, with the strongest signal received at a distance of 0.0 cm (or close to the surface). In
practice, it is altered by the light source diffusing straight into the detector. The acquisition
of a diffusely reflected signal is deemed appropriate within a radius of 1.0 cm. After a
radius of 1.0 cm, the reflected signal begins to degrade and provides insufficient data
for assessment.

3.4. Back-Scattering Image by MOSE

Figure 4 depicts the simulated back-scattering picture and intensity profile generated
by the MOSE program. As illustrated in Figure 5, the program is produced when the light
source is positioned in the middle of the CCD. In this arrangement, the light source and
CCD detector are simulated to be 1.0 cm from the surface of the apple. However, this setup
is not working.

Figure 4. Simulated back-scattering image and its profile along its center.
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Figure 5. Light source (red dot) is placed at the center of the CCD detector.

Figures 6–8 illustrate the outcome of varying the distance between the light source
and the CCD detector while maintaining the same arrangement as Figure 5.

When the distance of the light source from the center of the CCD detector is set as
0.9 cm, Figure 6 depicts the simulated back-scattering picture and its profile along its center.

Figure 6. Simulated back-scattering image and its profile along its center (source-detector distance is
0.9 cm).

When the light source is situated 2.0 cm from the center of the CCD detector, Figure 7
depicts the simulated back-scattering picture and its profile along its center.

Figure 8 depicts the simulated back-scattering picture and its profile along its center
when the light source is situated 3.0 cm from the CCD detector’s center. As seen in
Figures 7 and 8, a design with a source-detector distance of less than 1.0 cm provides a
greater signal-to-noise ratio and more information.
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Figure 7. Simulated back-scattering image and its profile along its center (source-detector distance is
2.0 cm).

Figure 8. Simulated back-scattering image and its profile along its center (source-detector distance is
3.0 cm).

4. Conclusions

We study light propagation through a model of apple tissue using the Monte Carlo
simulation approach and the MCML and MOSE programs. In the MOSE model, the Granny
Smith apple was represented as a 3D spherical model. The findings of the simulation
demonstrate that light cannot flow through the model. The result demonstrates that the
reflection mode is superior to the transmission mode in the visual evaluation of food quality.
The diffuse reflectance spectral band has the highest reflectivity at 750 nm. Therefore, it
is recommended to utilize it to build a nondestructive optical method for assessing food
quality. The optimal positioning of the detector probe is less than 1.0 cm from the light
source. The arrangement with a source-detector distance of less than one centimeter may
provide more data and a greater signal-to-noise ratio.
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Abstract: The COVID-19 epidemic, which can be compared to the economic catastrophe of World War
II, slowed down business activities and had a significant impact on all aspects of business operations.
Fuzzy scales are popular MCDM (multi-criteria decision-making) methods in modeling COVID-19
problems owing to the multi-dimensionality and complexity of health and socio-economic systems.
This study aims to examine 104 works that used MCDM approaches with fuzzy scales in various
COVID-19 pandemic issues and were published in top peer-reviewed journals indexed in Web of
Science and Scopus. This study presents a systematic review of (1) the prevalence of fuzzy scales in
scientific research for multiple criteria decision-making during COVID-19; (2) bibliometric analysis
was used to identify the most important articles, authors, journals, themes, and countries; and (3) the
impact of fuzzy scales on spreading established fields of research in new directions was iew of Fuzzy
Scales for Multiple Criteriaconsidered. Furthermore, it addresses pertinent filed criticism, validating
certain claims and dispelling others. Finally, the present study result helps regulators, academic
scholars, and policy-makers to understand the current perspective and trends on multiple criteria
decision-making with fuzzy scales during COVID-19 and understand the relevant areas that require
further investigation.

Keywords: fuzzy theory; trends and characteristics; multiple criteria decision making; COVID-19;
systematic review

1. Introduction

One of the most significant pandemics in the last two generations has affected the
world from December 2019 to the present day. Every day, countless individuals lose
their lives, and thousands of people become infected with this new coronavirus, which
is characterized by its highly contagious nature [1]. Humans are typically affected by
respiratory infections, which range in severity from the common cold to serious conditions
like Middle East respiratory syndrome (MERS) or severe acute respiratory syndrome
(SARS) [2]. The actual pandemic (COVID-19), which was introduced by the recently
identified coronavirus SARS-CoV-2, has a higher mortality and contagiousness ratio than
its predecessors [3]. The rapid spread of SARS-CoV-2, which has resulted in 102 million
cases and 2.2 million fatalities worldwide, was made possible by ignorance and the virus’
unknown nature.

Governments, nations, and societies have learned from each of these waves and im-
proved their response mechanisms. However, given the virus’ unpredictable behavior,
somatological diversity, and the recent emergence of new virus variants [2], we continue
to face numerous new challenges to the global healthcare system’s viability. Numerous
operational, logistical, organizational, and moral–ethical standards have been established
in this area as a result of COVID-19 and among its waves for management, healthcare
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professionals, and associates. Similarly, it is more than likely that a fourth wave could occur,
given the difficulties encountered in the distribution and application of the COVID-19 vac-
cine and the accumulated total of active cases. This is more likely to result in a saturation of
the healthcare system. The management of specialized training for medical personnel must,
therefore, be improved in light of current conditions, and buildings must be transformed
into patient accommodations.

Decision-making models are currently used in patient emergencies to deal with this
crisis by providing crucial data regarding the prediction of spreading, the evaluation of
various factors, determining the weights of criteria, and restructuring decision-making [4].
In this regard, fuzzy-based decision models, based on the theory put forth in the early
1800s, have significant application in decision-making, as they are thought to be a more
flexible and dynamic approach and, at the same time, a procedure that is more sensitive to
real-life scenarios.

This broad shift in perspective has created the opportunity for future research ques-
tions, investigations of previously overlooked positive phenomena, and novel approaches
to well-established areas of research. Accordingly, during recent decades, this movement
has triggered a growth in research in various fields of study. As a result, this movement has
made ripples with regard to the MCDM (multi-criteria decision-making) methods. Thus,
we attempt to assess the situation and pose the following questions: what are the notable
characteristics of the existing research inspired by this viewpoint?; how have researchers
across the MCDM with fuzzy scales engaged and interpreted this viewpoint?; and what
are amongst the most significant contributions that have originated?

2. Literature Review

Numerous fuzzy MCDM (FMCDM) methods have been proposed in the literature over
the years, differing in terms of questions, theories, and results. Various techniques were not
applied to other problems because they were developed for a specific problem. A variety of
FMCDM techniques have recently been developed to select the best compromise options.
The motivation for developing the FMCDM approaches came from a variety of real-world
issues that call for the consideration of multiple criteria, as well as from the desire of
practitioners to improve decision-making processes as a result of recent advancements in
computer technology, scientific computing, and mathematical optimization [5]. All methods
aim to improve decision-making by making it more informed and formalized. MCDM and
FMCDM are classified into various fields and approaches in previous studies [6,7]. The
MCDM approach can be divided into two groups [4,8]: traditional MCDM and FMCDM.

Since the MCDM problems are diverse, many different techniques have been suggested
as solutions. Complete aggregation methods were the first ones including SAW (Simple
Additive Weighting) with two stages in weighting [9], TOPSIS (Technique for Order Perfor-
mance by Similarity to Ideal Solution) [10], WASPAS (Weighted Aggregated Sum Product
Assessment) [11], VIKOR (VlseKriterijumska Optimizacija Kompromisno Resenje) [12],
MAUA (Multi-Attribute Utility Analysis) [13], MOORA (Multi-Objective Optimization
based on Ratio Analysis) [14], COPRAS (Complex Proportional Assessment) [15], ARAS-F
(Fuzzy Additive Ratio Assessment Method), ARAS-G (Additive Ratio Assessment Method
with Gray values), MULTIMOORA (Multiobjective Optimization Ratio Analysis Plus Full
Multiplication Form) [16], COPRAS-G (Complex Proportional Assessment of alternatives
to Grey Relations), and ARAS (Additive Ratio Assessment) [1]. Case studies of incomplete
aggregation techniques, including NAIADE (Novel Approach to Imprecise Assessment
and Decision Environments) [3], PROMETHEE (Preference Ranking Organisation Method
for Enrichment Evaluations) [17], and ELECTRE (Elimination and Choice Translating Re-
ality Method), involve comparing alternatives in a pair-wise manner [18]. Additionally,
pair-wise comparisons have been used in the ANP (Analytical Network Process) and AHP
(Analytic Hierarchy Process) [4]. Fuzzy multi-attribute decision-making (FMADM) and
fuzzy multi-objective decision-making (FMODM) are the two subcategories of FMCDM [6].
Reference [2] investigated the development of MADM between 1900 and 2021.
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The FMADM approach has a finite and implicit goal, whereas the FMODM approach
has an infinite and explicit goal. The decision-objective-makers in FMADM are unified
under the decision-utility-maker, which is a super function that depends on the selection
criteria. Assigned fuzzy weights in FMODM reflect the relative importance of the decision-
maker’s goals, such as optimal resource utilization, quality improvement, and remaining
explicit. The ability of FMCDM models to take into account various selection criteria is their
most significant advantage. Fuzzy sets were used in the MCDM field [19]. The intersection
of all the fuzzy goals is what Ref. [3] refers to as the fuzzy set of a decision. Reference [20]
compiled a list of MADM problem applications for the fuzzy set theory.

The MCDM problems are greatly impacted by aggregation techniques, and grouping
operators have been widely used in MCDM. Reference [19] created many functions for
evaluating each alternative’s suitability in light of a given set of MCDM criteria in a fuzzy
environment. Comparatively speaking, however, very few studies have concentrated on
the MCDM issues in a hesitant fuzzy environment. Additionally, hesitation and uncertainty
are typically viewed as unavoidable issues when making decisions. Numerous tools have
been developed in the literature to more accurately express the evaluation data of decision
makers, including fuzzy sets, fuzzy multi-sets, intuitionistic fuzzy sets, linguistic fuzzy
sets, interval-valued fuzzy sets, and type-2 fuzzy sets.

3. Methodology

To address the MCDM issues and avoid the inherent narrative reviews, we conducted
a systematic review of the literature on the topic of fuzzy scales [1]. A systematic literature
review is a type of secondary study defined by Ref. [13] as a method of locating, assessing,
and analyzing the evidence that is currently available and relevant to a specific research
issue or field of study. This type of analysis points us in the direction of a transparent and
repeatable process of selecting, analyzing, and reporting previously conducted research
into a specific subject [20]. A literature review, in terms of research methodology, combines
qualitative and quantitative analysis to investigate a specific issue of subjective interest [21].
Furthermore, few studies have created frameworks for conducting a systematic review.
The first stage of the review is a systematic literature review, as recommended by Ref. [4].
Then, data collection and screening procedures were devised under the guidelines adapted
from Ref. [9]. Furthermore, bibliometric analysis follows from Ref. [22]. This systematic
review was conducted for two primary reasons. Firstly, researchers reviewing healthcare
studies [15], supply chain management [18], and sustainability in emerging situations have
frequently used this method in the context of MCDM with fuzzy scales during COVID-19
and the effectiveness of fuzzy scales’ perspectives and research trend studies [11]. The
second concern is the different approaches for conducting a systematic literature review
that considers how fuzzy theory affects MCDM problems [7]. The four main stages of the
systematic review process are shown and described as follows:

(1) Systematic review of the literature (Section II);
(2) Data collection: Scopus and Web of Science (WoS) were utilized to collect the necessary

data (Section A);
(3) Data screening: using a quantitative approach, formal aspects of the collected data

were evaluated and examined (Section A);
(4) Applied techniques: bibliometric analysis and a review of the academic studies of

MCDM issues were conducted during COVID-19 (Section IV).

Data Collection

The most complete scientific databases, namely Web of Science and Scopus, were used
to gather the data (WoS), enabling the execution of trustworthy bibliometric studies [14].
The broad keywords MCDM issues, the COVID-19 pandemic, the fuzzy scales, and various
country or sector names were used in both databases as research criteria to photograph
fuzzy scales for MCDM issues affecting the scientific community. While authors, titles, and
keywords were the research criteria in WoS, they were authors, abstracts, and keywords in
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Scopus. The first step in the review procedure was defining the unit of analysis. The sole
research article was taken into account for this review as a whole. As a result, the article
was the sole source of results in both databases. Finally, we chose only English-language
articles. As it is the language that is most frequently used in both databases and widely
regarded as the international academic language, English was chosen as the study’s main
language [8]. There were no time restrictions. In August 2022, the queries on the various
databases were performed. In comparison to WoS, which produced 43 recognized results,
using Scopus, we produced a total of 61 results. Duplicates from both databases were
subsequently deleted. As a result, in total, 104 papers were reviewed and listed in Figure 1.

Figure 1. Recently published articles on this topic.

4. Result and Discussions

This section explains the prevalence and bibliometric analysis results.

4.1. Prevalence

Table 1 shows the proof that specific nations and areas frequently serve as hubs within
continents. There is evidence that certain countries and regions tend to be at the center of
this growth, even though the current systematic review confirms the use of fuzzy scales for
MCDM issues during the COVID-19 pandemic. For instance, 54% of the publications using
samples from (k = 67 articles) for the MCDM with fuzzy scale were in Asia. Only 5% of the
articles were published in Europe, 8% were published in Australia/Oceania, and 33% were
published in Africa. Antarctica and North/South America displayed comparable trends.
The majority of articles in Asia were from China and India. In Southern Africa, Cabo Verde
produced 50% of the articles, with the remainder distributed throughout Europe. However,
there has been an increase in interest in several new countries and regions with regard to
using fuzzy scales to address MCDM issues. In the dataset, participant samples only ever
represented 84 of the world’s countries once, and of these 14, 6 were only ever used in
multinational studies’ empirical research.
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Table 1. Articles published statistical results.

Region Country Number of Articles

Asia China, India 67

Africa Southern Africa, Cabo Verde 24

Europe United Kingdom 8

North/South America USA 6

Australia/Oceania Australia, Samoa 19

4.2. Bibliometric Analysis

Figure 2 shows that numerous research methodologies have been used to conduct
studies in the field of MCDM. The 124 publications were manually grouped into 4 different
study types to analyze the various research approaches that have been used in this field:
quantitative, qualitative, mixed, and other. Quantitative studies emphasize the gathering
of quantifiable data and the application of mathematical, statistical, or computational
techniques. In the context of this article, qualitative studies are a type of research that
focuses on gathering information through conversation and open-ended questions. Studies
that combine quantitative and qualitative methods are called mixed studies. The other
category includes case studies and other types of reports.

Figure 2. Sample statistics of 124 articles based on this study.

Figure 2 exhibits the percentage of various study types that were used in the fuzzy
scale to address the study of MCDM issues. Only 25% of the 124 articles consisted of
mixed-approach studies. Instead, 56% were qualitative and 18% were quantitative. Only
a few articles used a combination of methods to develop their approaches. According
to current qualitative and quantitative theories, the question “what” has been answered
fairly effectively, but “how” is still a mystery. It is also clear that there are not many review
articles available that offer current information on MCDM issues.

5. Conclusions and Future Directions

This study conducted a systematic literature review to understand the importance
and characteristics of fuzzy scales among MCDM studies during the COVID-19 pandemic.
We determined the current trends through prevalence and Bibliometric analysis. However,
the current trends confirmed that fuzzy scales are key to investigating MCDM issues.
The conducted studies originated from Asian countries. In general, Asian countries and
businesses were affected by the COVID-19 pandemic [5]. This is the positive outcome of
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this study’s results. This study is contributing to the theory by identifying the current
trends in and usefulness of the fuzzy scales while addressing the MCDM issues among
businesses and societies.

However, there are limitations to this study. Multi-criteria methodologies are still
developing and exponentially spreading in the international scientific community, despite
being a relatively new research method, to simplify complex decision-making situations.
They have been successfully used as ideal decision-maker methodologies to handle com-
plex situations, as demonstrated in prior studies [6]. Commercial and energy fields have
emerged in engineering, in addition to gaining importance in other industries. The applica-
tions of FMCDA and FMCDM that have been reviewed confirm their enormous value in
situations like the COVID-19 pandemic. The future of FMCDA must be made clear, and
the sooner we succeed in the vast array of fuzzy sets [23], obtaining an improvement in the
social health of the population, the earlier we can realize the significance of fMCDA deci-
sion sciences within the various scientific fields. This is a crucial fact to consider, especially
for emergency first aid teams, who also need to concentrate on other pertinent issues [11].

In addition, future works need to consider fuzzy multi-criteria decision analysis
techniques that are used to investigate various factors, including isolation planning, the
location of quarantine centers, safe nursing homes, safe homes, safe masks, an epidemic-
controlling model, and an intensive care unit beds augmentation model for COVID-19
hospitals, and ensure that a large number of patients receive the care they need. Better
staffing for COVID-19 management can be ensured through studies involving various
lockdown models or policing the individuals who have produced COVID-19 antibodies.
Understanding the degree of community spread will be made easier with thorough research
and data analytics. Additionally, new SARS-CoV-2 virus variants are discovered every
week. Therefore, the decision criteria must either ensure that the current testing, treatment,
and vaccines are still effective or consider alternative approaches to combating the virus’
effects. The application of the fuzzy-based MCDM method can also be modified based on
each patient’s unique circumstances.
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Abstract: Due to the COVID-19 pandemic, courses for all ages in many countries moved online.
The ability to use information technology fluently for learning has become a vital issue. Whether
students can develop computational thinking (CT) literacy in online or offline learning environments
is investigated. Two web games, Rummikub and Robozzle, are applied to teach computational
thinking through Google Meet, Google Classroom, and offline live teaching. The results indicate that
offline training activities are more appropriate for middle school students.

Keywords: computational thinking; digital games; digital literacy; game-based learning; K-12 education

1. Introduction

With the rapid changes brought on by the COVID-19 epidemic situation, both stu-
dents’ learning methods and teachers’ teaching ways faced unprecedented challenges and
changes [1]. In response to various policies put in place during the epidemic, hybrid, online,
and physical teaching methods have been alternately implemented. These conditions test
whether teachers are flexible enough to change what and how they teach and whether
students can learn the content. This process of change and adjustment requires using
information technology to solve problems, conduct tests, and enhance interactions. The
competencies required in this process are also known as computational thinking and digital
literacy, which are skills that must be acquired through training [2]. With the increasing
reliance of computer technology in the age of AI and big data, students must develop
CT skills. Despite the increasing literature on CT, there is still a considerable amount of
discussion and development regarding the cultivation of CT in education [3].

Digital games can support the development of a variety of computational thinking
skills. Game-based learning environments enable students to understand complex systems
independently or collaboratively, reflect on the solutions they find critically, and use an-
alytical thinking to identify logical problem-solving strategies [4]. Gee [5] indicated that
the characteristics of games, such as providing immediate feedback, analyzing the course
of self-activity, involving students in trial and error, motivating the implementation of
reasoning strategies, and providing algorithmic structures, are essential for developing
students’ problem-solving skills. For example, students who regularly play “informa-
tion/logic games” demonstrate higher levels of algorithmic thinking, cooperation, and
problem-solving than those who do not [4]. Pattern recognition is one of the four corner-
stones of computational thinking. It involves finding similarities or patterns between minor,
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disaggregated problems that can help in solving complex problems more effectively. The
goal of the game Rummikub is to place tiles in sets of either a group (i.e., include at least
three tiles of the same number in a different color) or a run (i.e., include at least three tiles
with consecutive numbers in the same color) [6]. The combinations in each round differ
depending on how the tiles were placed in the previous round. Players must figure out the
release pattern and constantly think about how to place tiles to conform to the set rules and
figure out how to play (Figure 1).

 
Figure 1. Pattern recognition and group interaction in Rummikub.

Algorithmic thinking is another derivative of computer science and coding. Its core
concept is automating the problem-solving process by creating a series of systematic, logical
steps. For example, Google applies the PageRank algorithm, which assigns a webpage’s
importance based on the number of sites linking to it, to bring important search results
to the top of the page [7]. Another example is long division, which follows the standard
division algorithm by dividing multi-digit integers to calculate the quotient. Robozzle is
a puzzle game that requires the player to program a robot through a maze to collect all
the stars on the board (Figure 2). Students have to think about how to use the existing
instructions and a limited number of moves to design a path so that the robot can collect
all the stars during the gameplay [8]. The process mentioned above needs algorithmic
thinking to design a good solution.

 

Figure 2. Planning algorithm in Robozzle.

Due to the epidemic’s impact, the mode of teaching has changed from offline to online.
Without the regular classroom environment and teachers’ direct regulation, the effect on
students’ learning has been a significant concern [9]. This study aimed to explore and
compare different teaching modes (online and offline) to train students’ computational
thinking ability by asking them to solve problems logically and go step by step when they
encounter problems.

2. Literature Review

2.1. Online and Offline Learning

In 2020, teaching globally was switched to emergency online teaching [9]. Students
need basic digital literacy to take advantage of online learning opportunities. Digital literacy,
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including using digital technologies to search, process, manipulate and create data, online
communication, and collaboration skills are also perceived as a form of computational
thinking [10]. Before the COVID-19 pandemic in 2020, many researchers employed offline
activities (e.g., unplugged activities and board games) to investigate computational thinking
concepts and found that they could serve as a platform with which to promote students’
CT learning [11]. Others also used online resources to cultivate CT abilities, such as
programming or game-based learning [12]. The method of course delivery (i.e., online
or offline) affects student performance, satisfaction, and understanding [13]. However,
the benefits of online instruction for students are expected to be highly heterogeneous,
and there will be learning boundaries and occasionally even no learning outcomes during
online learning [14]. There is a lack of investigations that compare the effectiveness of CT
gameplay activities with online and offline learning approaches.

2.2. Digital Game-Based Learning and CT

Computational thinking enables people to understand and process complex problems
and formulate possible solutions [15,16]. Both computers and humans can understand
these solutions. Computational thinking has four cornerstones: decomposition, pattern
recognition, abstraction, and algorithm thinking [16]. For example, imitating codes with
similar functions allows students to discover small pieces of code, and adjusting a suitable
algorithm can speed up problem-solving and reduce the computing power need for com-
puters in CS course teaching. However, many Asia students are accustomed to accepting
and following teachers’ orders for learning and lack the ability and opportunity to man-
age their own learning time independently [17]. It is difficult for teachers to adequately
describe the search for rules and conceptualization in the classroom. Nowadays, teachers
and researchers are applying digital games as a potential tool for teaching computational
thinking in the classroom [18]. Students can be guided to find solutions, cultivate their CT
abilities, and enhance their learning performance in a digital game-based learning (DGBL)
environment [19]. For example, students in the UK use a free online learning resource, a
gaming platform, that explains all aspects of CT skills [15]. In addition, adopting digital
games in CT training activities can promote students’ creativity and stimulate their mo-
tivation [17]. Learners with different CT abilities will develop different strategies in the
game to complete the game levels. Digital games facilitate students’ ability to apply logical
thinking, memory, visualization, and problem-solving skills in real life [18]. Therefore, we
used two games, Rummikub and Robozzle, to compare the effectiveness of online and
offline activities in developing CT.

3. Methods

3.1. Study Design and Participants

Our primary study goal was to determine the influence of online and offline activities
on CT abilities among a group of seventh-grade students playing two web-based games.
Study participants volunteered in a two-day computational thinking training camp in July
2021. Students in the online camp joined the activities via the Google Meet and Google
Classroom applications and the offline group attended a face-to-face camp at the school.
The camp activities were divided into three parts. The first part included a Bebras pre-
test and game teaching for two hours. In this stage, students were guided on how to
play Robozzle and Rummikub. Then, students had one-day of gameplay time with an
accompanying teacher and instructions. A game competition was held after self-gameplay.
The goals were to solve the most Robozzle puzzles and get the highest Rummikub scores.
The last part included the Bebras post-test to test students’ skills (Figure 3).
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Figure 3. Online and offline training camp process.

We used the Bebras Challenge [20] to test students’ computational thinking abilities in
this study. The participant sample comprised 66 seventh-grade students from secondary
high schools in Northern Taiwan. A total of 26 students participated in the online camp,
while 40 participated in the offline camp. Half the people in each camp played Rummikub
and half played Robozzle. Seven questions were selected from the seventh-grade question
datasets, including easy, medium, and hard levels. The score range for the pre- and
post-tests was 0–7.

3.2. Exploration and Competiton Strategy

Camp activities were held during holidays, so students participated in computational
thinking training activities with their parents’ consent or through voluntary registration.
Self-exploration and competition strategies were applied to enhance learning motivation
and encourage engagement in the activities. During the self-exploration stage, students
could use the taught game skills to explore gaming environments and find any game tips.
Students in the online group could use Google Meet to discuss solutions with other partici-
pants, while students in the offline group could only complete the paperwork specified
by the activity. In addition, the competitive mode was applied to prompt the middle
school students to devote more time and energy to mastering one job [21]. Students played
against the computer in single-player mode for two games. Their ranking in the game was
recorded, and the highest-ranked student was rewarded.

4. Results and Discussion

Students’ CT ability was improved after the game-based learning camp activities
(t = 2.96, p = 0.032). The post-test scores (M = 3.273, SD = 1.750) were significantly higher
than the pre-test scores (M = 2.773, SD = 1.537) (Tables 1 and 2). To determine whether the
online teaching method differs from the offline teaching method, we looked at descriptive
statistics for both the online and offline groups and found that the mean of both groups
improved (Table 3). After analyzing students’ progress (differences in pre- and post-
test scores) by using a paired-sample t-test (assuming unequal variance), we found no
significant difference between the online and offline groups (t = 0.14, p = 0.886) (Table 4).

Table 1. Descriptive statistics of pre-test and post-test CT scores of all participants.

N = 66

Mean S.D.

Pre-test 2.773 1.537
Post-test 3.273 1.750
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Table 2. Paired-sample t-test of pre-test and post-test scores of all participants (n = 66).

df t p-Value

Overall 65 2.96 * 0.032
* p < 0.05.

Table 3. Descriptive statistics of pre-test and post-test scores of online and offline groups.

Min Max Mean S.D.

Online (N = 26)
Pre-test 0 7 3.077 1.787
Post-test 0 7 3.538 1.985

Offline (N = 40)
Pre-test 0 5 2.575 1.338
Post-test 0 6 3.1 1.582

Table 4. Paired-sample t-test of the pre-and post-test scores of online and offline groups (n = 66).

df t p-Value

Overall 62 0.14 0.886

Next, we attempted to determine if any differences existed between the two games.
We divided students into groups according to the type of game played and the method of
teaching activities. Table 5. shows all students’ progress and regression in performance by
subtracting the post- and pre-test scores.

Table 5. Descriptive statistics of progress in CT performance in playing Rummikub and Robozzle.

N Min Max Mean S.D.

Rummikub
Online 13 −5 4 0.69 1.702
Offline 20 −4 5 1.15 2.300

Robozzle
Online 13 −2 2 0.23 1.363
Offline 20 −3 3 −0.01 1.586

A paired-sample t-test was applied to detect differences between the same game with
different teaching methods (Table 6), and the results show a significant difference when
Rummikub was played in the offline mode. The progress in offline activity performance
(M = 1.15, S.D. = 2.330) was better than that in online activity performance (M = 0.69,
S.D. = 1.702). However, we found no significant difference between the online and offline
modes for students playing Robozzle. Comparing the Rummikub and Robozzle games, the
former involves group interactions and emphasizes peer interaction and communication
in the learning process. Therefore, we can infer that if learning is carried out in groups or
classes, the offline mode will be more effective than the online mode.

Table 6. Paired-sample t-test of pre- and post-test scores for different game-based learning environments.

N df t p Value

Rummikub
Online 13 12 −0.61 0.553
Offline 20 19 −2.24 0.037 *

Robozzle
Online 13 12 −1.47 0.168
Offline 20 19 0.28 0.781

* p < 0.05.
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5. Conclusions

Comparing students’ performance in the digital game camps with online and offline
CT abilities, we found that students in both the online and offline groups played games on
their computers, so the results were not significantly different. However, when analyzing
Rummikub and Robozzle separately, the CT training outcomes for online and offline
activities differed.

During the Rummikub multiplayer game, players must take turns taking cards and
figuring out how to win the game. The opponents are nearby in the offline activity, so the
students playing the game can further judge how to play their card by observing their
opponent’s voice, expressions, and even body language. In the online group, the cameras
were set above the neck of the students, and they could only look at the computer screen,
so students in this group had far less information than in the offline group. Furthermore,
in offline activities, students can hear the voices of competitors from other groups, while
in online games, students can only hear the voices of the people from their groups, so
offline activities have a stronger sense of immersion than online activities. In addition, the
player does not need to interact with other players, and the winner of the competition is
determined by students’ tanking in the Robozzle single-player game. Individual gameplay
did not affect CT ability regardless of whether the students participated in online or
offline activities.

The study results show that different teaching methods and gameplay methods will
cause differences in students’ CT ability performance. Therefore, when planning for
online-game-based learning or developing an online learning platform, it is necessary to
consider the gameplay type so that it is possible to produce learning outcomes and promote
computational thinking abilities.
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Abstract: The impact of Generative artificial intelligence (GAI) on footwear design creativity and fea-
sibility was investigated in this study. Using a text-to-image GAI tool called Midjourney, 17 prompts
were tested to generate footwear concepts. Ten distinct outcomes were selected from the results and
evaluated by seven experts in footwear design. Prompt implementation correlated weakly positively
with design creativity and feasibility. A set of prompts in the Japanese style showed significantly
higher creativity due to explicit style descriptions. Sharp generative design features had higher cre-
ativity but lower feasibility. Concepts generated without subcategories induced lower feasibility and
prompt implementation. These findings offer insights into GAI’s role in footwear design innovation.

Keywords: AI-generated content; footwear; design ideation; expert evaluation

1. Introduction

Artificial intelligence (AI) has been rapidly adopted by the industry, revolutionizing
various aspects of our lives. Generative artificial intelligence (GAI) has especially shown
extensive and profound advancements and significantly impacted the global economy [1].
GAI generates new content of text, images, or audio, based on training data. Prominent
examples of GAI include GPT-4 and Midjourney, both of which are widely adopted, im-
pacting work and communication practices [2]. The development of AI traces back to 1956
when John McCarthy coined the term “artificial intelligence.” In 1997, the supercomputer
“Deep Blue” achieved a significant milestone by defeating the world champion chess player
and establishing a clear benchmark in AI capabilities. More recently, in 2022, Midjourney,
Inc. (San Francisco, CA, USA) released the Midjourney Discord bot. The refinement of
large language models, such as ChatGPT, has been developed via various methods, includ-
ing supervised learning, machine learning, and reinforcement learning. Moreover, latent
text-to-image diffusion models such as Stable Diffusion and Midjourney have been widely
applied in visual GAI software. Due to its capacity to process and analyze vast amounts of
data quickly and accurately, AI is already being employed in diverse applications, employ-
ing natural language processing and autonomous vehicles. Its prevalence is expected to
continue soaring in the coming years [3]. Machine learning is one of the key techniques
used in AI. By learning from patterns and features in previous data, AI combines vast
amounts of information with fast and iterative processing and intelligent algorithms to
generate new content. In machine learning, AI is trained to identify patterns and make
predictions based on existing data. By automating tasks that are currently handled by
humans, AI allows for more time and resources for other activities that require human
attention. In other words, its potential to enhance efficiency and productivity leads to
cost savings, quicker delivery times, and improved overall performance [3]. This presents
both opportunities and challenges across a wide range of professions and research areas,
including education [4], healthcare [5], marketing [6], and transportation [7]. The applica-
tion of GAI has been extensively explored in various design research, such as architectural
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design [8], fashion design [9], household appliance design [10], and industrial design [11].
In particular, Taiwan has gained recognition for its advanced footwear manufacturing
technology and thriving footwear industry cluster.

This study aims to delve into the utilization of GAI to harness the accumulated indus-
trial and technological knowledge and its influence on practical footwear design and the
innovation process and investigate how GAI effectively integrates the industrial innovation
process for footwear design. To examine the potential advantages and disadvantages
of such integration, the creative concept development process of footwear design was
incorporated into Midjourney V4, a text-to-image GAI. Midjourney V4 was selected based
on its specific ability to generate visual outputs from textual input. Furthermore, to gain
valuable insights into the impact of integrating GAI into the design process, seven experts
in footwear design were invited to evaluate the results from the incorporation of Midjour-
ney V4. The evaluation focused on assessing the creativity and feasibility of the generated
designs. By involving the experts in the assessment, a comprehensive understanding of the
implications and potential benefits of applying text-to-image GAI was obtained in footwear
design. In this study, the various advantages that text-to-image GAI offers were explored in
footwear design. Additionally, the influence of GAI on the overall design thinking process
was assessed with a particular emphasis on creative concept development. By investigating
these aspects, the result of this study suggests novel possibilities and challenges in the
application of GAI in the footwear industry.

2. Literature Review

2.1. Defamiliarization

In the research of GAI, designers have challenges of the authority of a technocratic
elite by employing the technique of defamiliarization. This approach allows for the present
design or artistic works that highlight the disparities between machinic decision-making
and human intuition [12]. The concept of defamiliarization was introduced by Shklovsky,
who suggested that artistic or literary works can portray familiar objects or situations in an
unfamiliar manner, thus prolonging the perceptive process and offering a fresh perspec-
tive [13]. Shklovsky’s examples were derived from literature showing how Tolstoy depicted
ordinary things by describing them in intricate detail rather than using conventional names
or signifiers. By avoiding precise nouns or conventional representations, these objects were
presented as something distinct from well-known practices, prompting readers to think
inductively rather than simply matching ideas with conventional concepts and archety-
pal images [14]. In particular, art removes objects from automatic perception to estrange
common objects and present them in an unfamiliar light. This process slows down the
reader’s perceptual experience and deautomates their perception and restoring awareness
of perpetual change [15].

2.2. Design Thinking and Black Box

Design solutions are proposed to address specific problems. In the exploration of
potential solutions, creativity is consistently recognized as a crucial element. However,
design experts tend to rely heavily on their intuition during the generation phase [16].
This intuitive and enigmatic aspect of the design process often leads to a misconception of
design expertise [17]. As a result, significant research has been devoted to demystifying
creative design [16]. The black box metaphor is frequently employed to illustrate the
process of creative development because the inputs and outputs of the design process are
sometimes unobservable. Furthermore, the black box metaphor implies that failures in the
design and creativity process remain hidden [17]. By providing clear descriptions of design
methods and processes, it becomes possible to unveil designers’ private thinking and clarify
the overall process. This enables other stakeholders to participate more consciously and
rationally. These characteristics have a profound influence on designers, allowing them to
adapt their working methods and thinking styles, with the Double Diamond model serving
as a valuable reference [18].
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The Double Diamond model, introduced by the British Design Council, represents
a design process that incorporates both divergent and convergent thinking and forms
cycles in an iterative development process. Divergent thinking enables designers to explore
an issue more extensively or deeply, while convergent thinking involves taking focused
action. The Double Diamond model consists of four distinct phases that shape the iterative
process, namely Discover, Define, Develop, and Deliver [19,20]. The first phase, Discover,
marks the initial stage of divergent thinking in the Double Diamond model. It allows
designers to deeply understand the problem by engaging with stakeholders affected by the
issues. The insights gathered from the discovery phase then assist designers in defining the
challenge from a fresh perspective, completing the first diamond. Moving on to the second
diamond, the Development phase encourages designers to seek inspiration and explore
diverse possibilities. In this phase, different solutions and ideas are generated. Lastly, the
Delivery phase prototypes and tests various solutions for designers to identify and reject
those that are not suitable or effective [19]. Experienced designers often apply additional
constraints during the solution generation phase to refine the solution and facilitate the
generation of viable concepts. Throughout such a design process, designers modify goals
and adjust constraints for a deeper understanding of the problem and progress in defining
the solution. Despite these changes, designers endeavor to maintain their major solution
concept for as long as possible. The purpose of these adjustments is to overcome challenges
that emerge during the design process [16].

3. Method

3.1. Concept Ideation with Midjourney

The impact of GAI was explored on the application of both conventional and unfamil-
iar categories in the image generation process using Midjourney. Specifically, it investigated
how GAI influenced the generation of different types of footwear designs. It was assumed
that the existing subcategories of footwear were considered as known archetypal images
while defining unfamiliar shoe styles, such as “protective devices for the feet”, which
required a careful redefinition of component attributes. A lack of archetypal definitions
increases conceptual creativity and flexibility but entails greater risks. On the other hand,
explicit subcategory definitions may reduce the risk in design thinking but potentially limit
creativity and innovativeness. To test these hypotheses, seventeen sets of footwear design
proposals were generated using prompts with obviously different word counts and image
styles. After decreasing homogeneity and similarity, ten sets of outcomes were selected for
expert evaluation. Table 1 provides a summary of ten prompts for Midjourney V4. Then,
all ten sets of results generated by Midjourney are shown in Figures 1–5.

Table 1. Ten sets of prompts for Midjourney V4.

No. Subcategories (Image Style) Word Count of Prompts

1 Soccer shoe (Chelsea style) 10
2 Women’s sporty sneaker (Futuristic style) 15
3 Football shoe (Mutation style) 19
4 Police tactical boots (Geometric Style) 38
5 Running shoe (Geometric Style) 73
6 Lady running shoes (Futuristic style) 34
7 Children’s shoes (Vivian Westwood style) 59
8 Children’s rain boots (Vivian Westwood style) 54
9 High-heeled shoes (Japanese kimono-style) 45

10 Protective devices for the feet (No style) 220
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Figure 1. Generative results of soccer shoes with Chelsea style (left) and women sporty sneakers
with futuristic style (right).

  

Figure 2. Generative results of football shoes with mutation style (left) and police tactical boots with
geometric style (right).

  

Figure 3. Generative results of running shoes with geometric style (left) and lady running shoes with
futuristic style (right).
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Figure 4. Generative results of children’s shoes with Vivian Westwood style (left) and children’s rain
boots with Vivian Westwood style (right).

  

Figure 5. Generative results of high-heeled shoes with Japanese kimono-style (left) and protective
devices for the feet without definition of style (right).

3.2. Expert Evaluation

Seven experts in footwear design evaluated and examined the ten sets of conceptual
designs using explanations in English and their Chinese translations. The 11-point Likert
scale (ranging from 0 to 10, where 0 represented the least and 10 represented the most)
was applied to subjectively assess the results in terms of prompt implementation, design
creativity, and practical feasibility. Additionally, these ten experts described three aspects
of the outcomes qualitatively to articulate professional insights. Table 2 presents the profile
of the design experts who participated in the evaluation process.

Table 2. Profile of participating design experts.

No. Gender Age Years of Experience

E1 Woman 34 10
E2 Woman 25 1
E3 Woman 37 12
E4 Man 35 6
E5 Woman 30 7.5
E6 Woman 23 1
E7 Woman 27 1

4. Results

4.1. Quantitative Analysis

In the descriptive statistical analysis, the sixth and ninth sets of generative results
received higher scores in all three aspects. The tenth set received the lowest scores in prompt
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implementation. The seventh set scored the lowest in creativity, and the third set scored the
lowest in feasibility (Figure 6). The results of ANOVA indicated significant differences in
prompt implementation (F [9, 69] = 2.165, p = 0.037), creativity (F [9, 69] = 4.017, p = 0.000),
and feasibility (F [9, 69] = 3.598, p = 0.001). The post hoc test result (Duncan) for prompt
implementation revealed a significant difference, with the 9th set (7.86) scoring significantly
higher than the 3rd set (5.29), 7th set (5.00), 4th set (4.71), 5th set (4.71), and 10th set (4.57).
In creativity, the post hoc test (Duncan) indicated that both the 3rd set (7.71) and 9th set
(7.71) scored significantly higher than the 4th set (4.43) and 7th set (3.71). For feasibility, the
8th set (8.00), 6th set (7.43), and 4th set (7.29) scored significantly higher than the 10th set
(3.86) and 3rd set (3.57).

Figure 6. Average evaluation scores of concept ideas by design experts.

4.2. Qualitative Analysis

Qualitative assessments were conducted for prompt implementation, design creativ-
ity, and practical feasibility by the experts. The summary of the qualitative assessment
regarding the implementation of prompts is presented in Tables 3–5.

Table 3. Key assessment for prompt implementation.

Expert Ideation Comments

E1 9th I found this set of results to be highly artistic, with almost all the
prompts successfully fulfilled, except for the generation of fish scales.

E4 9th The Japanese style is evident in the presentation.

E5 9th The implementation rate of prompts is not high, and many
conditions interfere with each other.

E3 10th The implementation rate of prompts is not high, and many
conditions interfere with each other.

E5 10th
The settings and conditions in the prompts are specific and detailed,
but GAI lacks integration capability, essentially only fulfilling the first
two prompts.
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Table 4. Key assessment for creativity.

Expert Ideation Comments

E1 9th
GAI doesn’t excel as much in the creativity of footwear design, perhaps
because it analyzes big data using the shoe’s original stereotypes and
archetypes to determine the shape the shoe should be.

E3 9th GAI can combine difficult-to-imagine style features to generate
designs rapidly.

E2 3rd
I find these computation results very innovative and creative!
However, the design of this footwear makes it challenging to convey
the elegance of women’s high-top shoes.

E2 4th
In terms of creativity, I believe these results are rather conservative,
resembling the boots available in the market. Therefore, from a
development standpoint, they seem quite reasonable.

E6 4th
These are relatively common among AI-generated results, but I believe
they would be more widely accepted. Moreover, the development
process should be easier compared to other results.

E4 7th The prompts are more specific, resulting in a lower level of creativity.

Table 5. Key assessment for feasibility.

Expert Ideation Comments

E6 8th
I personally find it quite attractive, and the development process
shouldn’t be difficult either. This design has a certain charm that makes
you want to buy it and keep it as a collectible.

E4 8th The shiny polyethylene and transparent materials are
presented reasonably.

E2 6th
Most sock-style sneakers tend to enhance the stability of the heel. In
this set of results, I noticed that both the upper and the heel counter are
supported by TPU or leather materials.

E5 10th
Regarding setting prompts, I recommend using no more than three
design conditions for design generation and then using them as
inspiration for the design.

E1 3rd It has a visual impact but lacks consideration for wearability.

E4 3rd
It is challenging for GAI to simultaneously assess the practical
feasibility of both materials and craftsmanship in the development
process.

5. Conclusions

The application of GAI in footwear design was evaluated from three perspectives. The
results of the quantitative analysis showed that footwear designs referencing particular
cultural styles demonstrated creativity and prompt implementation, especially in the case of
the ninth set of results. However, deliberate avoidance of the specification of subcategories
for footwear and refraining from incorporating specific cultural styles hindered the high
integration of design definitions as suggested by prompts. In design creativity, the results
exhibited a negative correlation between creativity and feasibility. For instance, the fourth,
seventh, and eighth sets lacked creativity due to their excessive feasibility and similarity to
existing products. Moreover, the majority of low feasibility resulted from shattered designs
or sharp features that conflicted with comfort requirements, resulting in relatively low
feasibility. Expert evaluations also indicated that GAI lacked integration, particularly when
design conditions interfered with each other. Additionally, GAI’s prediction of material
wearability during usage still requires improvement. These are areas where GAI can
potentially enhance its design applications in the future.

Funding: This research was funded by the National Science and Technology Council of Taiwan grant
number NSTC 111-2410-H-011-042.
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Abstract: In response to the rapid development of the global economy and FinTech innovation,
Taiwan’s government has continuously promoted digital transformation policies for the financial
industry and encouraged the industry to strengthen infrastructure constructions and upgrade in-
novative financial services and patents. Novel ideas are proposed to create a new situation and
make banks invincible but it is questionable if such innovations necessarily bring competitiveness
or business performance. To answer this question, we analyzed market competition using the PR
test and data envelopment analysis (DEA) to study the operational efficiency of banks. K-means
were also used to segment banks into three groups, Leader, Chaser, and Laggard. The data included
financial (business performance) and patent data (innovation) of Taiwan’s banks from 2013 to 2020.
The research results revealed that the market competition in the Leader group was the most intense.
Quasi-public banks were relatively inefficient in creating revenue, while private banks were more
efficient. The Chaser group showed the most apparent changes in operational efficiency from 2013 to
2020. The banks in the Laggard group needed to strengthen the relative efficiency of revenue, and
financial innovation needed to be individualized in this competitive market group.

Keywords: financial innovation; market competition; relative efficiency; DEA

1. Introduction

Is innovation always good for competitiveness or business performance? Two cases
were studied to answer this question. The Shanghai Commercial and Savings Bank (SCSB)
was the first bank in Taiwan to offer 24 h service of automatic teller machines (ATM)
and cooperate with convenience stores for the service. SCSB was undoubtedly a pioneer
in the banking industry at that time. However, under fierce competition, the SCSB’s
ATM occupancy rate of convenience stores in recent years has decreased due to large
consumer banks’ marketing. E. Sun Bank once wanted to launch electronic money but as
various online payments in Taiwan have become popular, they gave up the project. After
adjusting the innovation strategy to the target market, they introduced mobile payment in
the e-commerce market combined with cross-border transactions as the services are used
by people. Although it is not the most advanced technology, it meets the expectations
of consumers.

The above two cases showed that the use of the newest innovative technology for
services may not be enough to outperform the competitors. The service needs to meet the
demand of the target customer to obtain a competitive edge. Novel ideas sometimes create
a situation for banks to remain competitive but it is unclear when individual banks face
an unsolvable situation and what they need to do for it. It is also questionable how much
effort needs to be put into the development of the service and how long it would take.

In response to the rapid development of the global economy and financial technology,
Taiwan’s government has continuously promoted digital transformation in the financial
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industry and encouraged the industry to build infrastructures and provide innovative
financial services. However, the banks always keep an eye on what competitors are
doing. Innovation cannot be achieved by following what others do. The authority is
vigorously promoting financial innovation and digital transformation to enhance the global
competitiveness of Taiwan’s financial industry.

Therefore, it is required to provide useful information in developing innovation
strategies considering any difference in the intensity of market competition of banks
according to their size and the promotion of financial patents to enhance competitiveness.
In this study, we analyzed the degree of competition in Taiwan’s financial market using the
data envelopment analysis (DEA) and the PR test for the financial data of Taiwan’s banking
industry and the government’s financial data [1]. The efficiency of the operation of banks
of different sizes was evaluated.

The organization of this article is as follows. After introducing the research background
and purpose in Section 1, Section 2 reviews the related literature regarding financial
innovation, market competition, and business performance evaluation. Section 3 describes
the data set and analytical models. Finally, the research results and conclusion are presented
in Sections 4 and 5.

2. Literature Review

2.1. Financial Innovation

There is no consistent standard for financial innovation. Most research extended
Schumpeter’s viewpoint on innovation [2] to define financial innovation. Reference [2]
claimed that innovation was the driving force for the advancement of society. Innovation
was to constantly break the old framework through a cycle of continuous reorganization
among new products, methods, markets, resources, and organizations. Reference [3]
mentioned that financial innovation was to provide new products, new transaction models,
new organizational behaviors, or new services to meet the needs of financial market
participants. Financial innovation included novel financial technologies or ubiquitous
equipment such as automatic teller machines (ATMs). Any change in financial-related
participants, products, services, and processes can be called innovation. It is a financial
phenomenon that reflects market changes in satisfying consumer demand or increasing
suppliers’ profits.

Compared with innovation, the patent system has cons and pros. References [4,5]
mentioned that because financial innovation was relatively easy to imitate for a new
financial product, competitors could launch similar ones in the market to obtain short-term
benefits. It is difficult for financial institutions to use this innovation to obtain higher
returns. Reference [6] argued that the emergence of the patent system encouraged and
protected the benefits brought by innovation. The patent system is open and transparent,
and provides better rewards for innovations that are easy to copy but costly to develop.
However, the innovation is incremental or requires multiple different combinations of
technology. Benefits and protection of the patent may suffer losses due to early disclosure
of information.

Taiwan’s financial regulatory authorities vigorously promote the transformation of
banks and financial patents. More researchers have paid attention to the quantitative data
of financial patents for their analytical value. Taiwan’s central bank pointed out that if
financial institutions implement the patent system, the system becomes more suitable for
financial innovation.

Reference [7] studied consumer and corporate finance banks from 1994 to 2007 in
Taiwan’s financial environment. The innovation of technological services by corporate
finance banks has not been effective for financial performance. However, the innovation
deployed by consumer finance banks has effectively increased operating income and market
share. Reference [8] showed that the banking industry gradually reduced its attention to
financial innovation because the intensity of market competition increased, which let the
degree of market competition and financial innovation show a negative correlation from
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2003 to 2011 in Taiwan. It coincided with Schumpeter’s theory. The financial innovation of
the leader can create profits but competition and imitation may weaken leaders’ willingness
to re-innovate. Reference [9] suggested that banks appropriately increased employee
salaries to stimulate innovation activities and create more profits. Then, better profits could
allow banks to have more resources for financial innovation. Positive feedback could be
formed within the enterprise.

In terms of the external environment, it was mentioned that financial innovation
improved the efficiency of the public’s use of financial services and the enhancement of
this momentum stimulated the invention and popularization of new technologies [10].
Conversely, changes in demand caused by technological progress and economic growth
catalyzed financial innovation. Therefore, financial innovation, technological progress, and
economic growth have a positive relationship. Based on the above arguments, investment
in financial innovation is beneficial to the public in terms of convenience and efficiency.
However, the revenue and competitiveness of banks are related to how many resources a
bank needs to invest, which is the main concern of this study.

2.2. Market Competition and PR Test

For the impact of innovation, the degree of overall market competition is considered
first. Two major theories were reviewed in this study to discuss innovation and market
competition. One is the “Schumpeter Theory” which explains that innovative products dis-
turb the equilibrium of a competitive market and allow gaining a short-lived monopoly [2].
In this theory, the innovator tries their best to prolong the monopoly, while the opponents
try to break the innovator’s monopoly through improvement or imitation. Such a com-
petitive relationship weakens the innovator’s willingness to re-innovate. The other is the
“competition avoidance hypothesis”. Although competition causes companies lagging far
behind to stop innovating, it still helps companies compete with each other and accelerate
innovation because companies hope to dominate the market and lead competitors by a
large margin through innovation to avoid competition [11].

The PR test [1] was used to observe the degree of market competition in the non-
structural analysis by calculating the relevant degree of market competition by the H
statistical value [9]. H ≤ 0 means monopoly, 0 < H < 1 means monopolistic competition,
and H = 1 means perfect competition. The PR test has been widely used to evaluate
competitive behavior [12]. Reference [13] used linear regression to obtain the value of H
statistics. However, it also has limitations and inconveniences. For example, to use the PR
test method, it must be confirmed that the overall market is in a long-term equilibrium
because a whole set of sample data is what is the only way to properly calculate H statistical
value. Therefore, it is more suitable to calculate the degree of market competition within
a certain range but, in this case, the individual competitiveness of a single case is not
examined. The degree of market competition in Asian countries from 1994 to 2008 showed
perfect or exclusive competition in the banking industry [14].

2.3. Business Performance Evaluation with DEA

The traditional profit sources of the banking industry are interest income and non-
interest income. Reference [15] proposed that banks with more deposits have higher risks
and therefore need higher net interest margins. Therefore, the correlation between deposit
scale and net interest profit margin is positive. However, smaller banks have higher profit
margins than large banks. In the non-interest income of Taiwan’s banking industry, the
higher the non-interest income, the lower the relative risk value [16].

For the evaluation of business performance with innovation, indicators of financial
risks are used. For example, the current Basel III regulations provide a risk reference
indicator for financial institutions. Reference [17] studied the relevant regulations of Basel
III and pointed out that if the regulations of Basel III comply with the prediction of the
bank’s Z-Score and return on asset (ROA), the bank’s default risk is reduced during the
crisis. In recent years, Taiwan has referred to the capital adequacy ratio defined by Basel
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III when measuring Domestic Systemically Important Banks (D-SIBs). Therefore, for the
operating performance and profitability of various banks, the capital adequacy ratio needs
to be considered as a relevant research factor.

Pareto proposed the idea of the non-dominance solution. Although apples and oranges
cannot be compared, two oranges and three apples are better than one orange and two
apples, This non-overriding solution is also called Pareto optimality. DEA adopts the
concept of Pareto optimality as a mathematical model derived from the concept of technical
efficiency evaluation. Reference [18] constructed a Charnes, Cooper, and Rhodes (CCR)
model with various inputs and outputs assuming a fixed scale return (Constant Return to
Scale (CRS)). The technical efficiency value model called the Banker, Chames, and Cooper
(BCC) model was proposed assuming Variable Return to Scale (VRS) [19]. Most relevant
studies were based on the expansion of the two models. Most of the DEA analysis tools
provide improvement targets among variables. The most important information of the
DEA model is to provide the relative efficiency of input and output factors and the most
favorable results under the objective environment. The DEA model is widely used for
research on the innovation and technology of the financial industry. For example, the
factors affecting the technical efficiency of the US banking industry were studied using the
model [20], and the result showed that the scale of the bank was positively correlated with
the efficiency value.

Regardless of the businesses of the company, the core value is judged by the public
based on its operating performance. Innovation is important in a competitive market.
Market competitiveness and business performance are indicators of the innovation of
new products, services, and models. Most of the previous studies analyzed the technical
efficiency and performance of each bank in the market or its scale. The size of the banks
varies all the time. Big banks are the leaders in the industry. To prevent the followers from
having the opportunity to surpass, they use various innovative methods by cooperating
with the government regarding government policies or securing unique customer bases.
When discussing the technological innovation of the banking industry, it is appropriate to
study different groups separately to observe what role banks of different sizes need to play
for the competition.

3. Research Method

3.1. Data Set

We obtained the financial data from Taiwan banking companies from 2013 to 2020 in
the Taiwan Economic Journal (TEJ) database and the patent information on the banking
industry from the Intellectual Property Bureau of the Ministry of Economic Affairs. Because
Taiwan’s banking industry is subject to government supervision, the Bank of Taiwan (BOT)
is responsible for cooperating with the government, and when observing the total assets of
34 banks in 2013, the assets of BOT far exceeded those of others. Therefore, we excluded
BOT. A total of 33 banking companies were selected in this study.

3.2. Segment of Banks by Scale

Based on total assets and net income in 2013, we clustered 33 banks into three groups
using K-means as shown in Table 1. The banks in the leader group had a large asset size
and net income.

Table 1. Three bank groups in 2013.

Laggard Leader Chaser

Number of banks 19 7 7
Average Total Assets (NT$ 1 m) 391,794 2,376,754 1,441,082
Average Net Income (NT$ 1 m) 8258 38,405 26,389

Data source: TEJ database.
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3.3. Financial Patents

The number of financial patent applications in Taiwan’s banking industry was scarce
before 2016, but with the development and promotion of financial technology, it has
increased since 2017. The number of patents of 33 banks has increased from 158 in 2017
to more than 500 pieces per year in 2020 (Figure 1). For the types of patent applications
(code of the international patent classification (IPC)), Figure 2 shows the bar chart of the
patents applied for by the 33 banks. G06Q40 (finance and insurance) is the largest, followed
by G06Q20 (payment solutions), G06Q10 (administrative management) and G06Q30 (e-
commerce). Most patents filed by Taiwan’s banking industry focused on the application of
financial technology.

Figure 1. Number of patents publicly announced by 33 banks.

 
Figure 2. Bar chart of financial patents according to the IPC classification code of 33 banks from 2013
to 2020 (https://topic.tipo.gov.tw/patents-tw/sp-ipcq-full-101.html (accessed on 30 March 2023)).

3.4. Market Competition by PR Test

To construct a PR Model, we set Net Revenue as a target variable and labor price (PL),
capital price (PC), and price of fund (PF) as input variables. The definition of the PR Model
is shown in Table 2.
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Table 2. Operational definition of variables in the PR model.

Variable Variable Role Variable Description

lnTR Target Variable ln (Net Revenue)
lnPL PL ln (Employee salary and benefits/(Total Assets-Total Fixed Assets))
lnPC PC ln (the other administration and operating expense/Total Fixed Assets)
lnPF PF ln (Interest expense/Deposit amount)
lnTA Control Variable ln (Total Assets)
lnBIS Control Variable ln (Capital adequacy ratio)
lnPT Control Variable ln (Effective number of patents)
lnLR Control Variable ln (Overdue loan ratio)

The relationship between market competition and innovation is presented in the PR
Model (Equation (1)). H statistics are determined by Equation (2).

lnTR = α + β1lnPL + β2lnPC + β3lnPF + γ1lnTA + γ2lnBIS + γ3lnPT + γ4lnLR, (1)

H statistics = β1 + β2 + β3, (2)

where β1, β2, and β3 are estimated from Equation (1).

3.5. Input and Output of DEA Model

In the analysis of relative cost efficiency, the input and output are as follows.

• Input: operating expenses, net self-owned capital, and total deposits.
• Output: total risk assets and total loans.

Output is at a fixed level, and input is relative efficiency.
The relative revenue efficiency analysis factors are as follows.

• Input: total risky assets, total loans, interest expenses.
• Output: fee income, interest income.

When the input is assumed to be fixed, the relative efficiency of output is obtained.
Input-oriented efficiency (cost-relative efficiency) of the CCR model is represented by
Equations (3)–(5), while the output-oriented efficiency (revenue-relative efficiency) is re-
ferred to Ref. [21].

Min Hk= θ− ε
(
∑m

i=1 S−
i + ∑s

r=1 S+
r

)
, (3)

s.t.
n

∑
j=1

λjXij + S−
i = θXik, (4)

∑n
j=1 λjYrj − S+

r = Yrk, (5)

λj, S−
i , S+

r ≥ 0, i = 1 . . . m, j = 1 . . . n, r = 1 . . . s

Hk = relative efficiency value of the kth DMU.
θ = 1 represents efficient.
λj= relative efficiency value of the jth DMU.
Xij = the ith input of the jth DMU.
Yrj = the rth output of the jth DMU.
S−

i = the ith input slack.
S+

r = the rth output surplus.
n = the number of DMU.
m = the number of inputs.
s = the number of outputs.
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4. Result and Discussion

4.1. PR Model Analysis

Table 3 shows the results of three bank groups during 2013–2016 and 2017–2020. The
PR model adopted a regression method. The explanatory power of each group’s model was
above 80%. The degree of market competition of the Leader group was 0.9771 from 2013 to
2016, and 1.033 from 2017 to 2020, indicating a state of perfect competition. The degree of
the Chaser group was 0.4319 from 2013 to 2016 and increased to 0.5456 from 2017 to 2020.
The degree of the Laggard group was 0.1468 from 2013 to 2016 and 0.0942 from 2017 to
2020, which indicated that the degree of market competition was monopolistic. However,
the PR model only calculated the H statistics within a group. Thus, it did not show the
changes in the individual competitiveness and technology gap of a single bank. Therefore,
the DEA model was used to explore the changes and relationships between the technical
efficiency and business performance of each bank.

Table 3. Market competition analysis using H statistics.

Date Range
2013–2016
(Leader)

2017–2020
(Leader)

2013–2016
(Chaser)

2017–2020
(Chaser)

2013–2016
(Laggard)

2017–2020
(Laggard)

lnPC 0.3248 *** 0.1688 *** −0.0487 −0.2494 * −0.0034 0.0599 *
lnPF −0.1129 0.1193 * 0.2049 * 0.022 −0.2136 *** −0.0948
lnPL 0.7652 *** 0.7449 *** 0.2757 * 0.7731 * 0.3637 *** 0.1292
lnTA 0.8153 *** 0.78 *** 0.4459 *** 1.052 *** 0.9048 *** 0.9554 ***
lnBIS 0.156 0.5622 * 1.172 *** 0.8665 * 0.986 *** 1.1506 ***
lnPT 0.0125 0.002 −0.1798 * −0.0692 * 0 −0.0167
lnLR −0.001 0.1104 *** −0.2355 *** −0.22 −0.0385 −0.0338

H statistics 0.9771 1.033 0.4319 0.5456 0.1468 0.0942
R-square 0.9712 0.9848 0.8964 0.8452 0.9181 0.9287

Adjusted R-square 0.9611 0.9795 0.8601 0.791 0.9097 0.9214
Number of observations 28 28 28 28 76 76

Market Competition High High Medium Medium Low Low
Change in Competition Increase Increase Decrease

*** p < 0.01. * 0.01 < p < 0.1.

4.2. CCR Model Results of Leader Group

Using the annual data from 2013 to 2020, the CCR model was used to obtain the
input-oriented and the output-oriented efficiency (Figure 3). The relative cost efficiency and
revenue efficiency of most banks in the Leader Group were above 75%. The relative cost
efficiency of Cathay United Bank (Tick No: 5835) in 2020 was lower than 75%. The relative
revenue efficiency of private banks was better than that of quasi-public banks. In 2013 and
2020, the Land Bank of Taiwan (Tick No: 5857) showed the best relative cost efficiency. In
2020, the gap between the relative cost efficiency of all banks and the Land Bank increased
significantly. Most banks showed stable or slightly declined relative revenue efficiency.
Only Taiwan Cooperative Bank (Tick No: 5854) increased efficiency by 5.50% from 79.20 to
84.70%.

Figure 4 shows that, since 2017, the number of financial patents increased significantly.
In terms of the number of effective patents in the three bank groups, the Leader group and
Chaser group accounted for 95%. We analyzed the patents of the two groups. According to
the statistics, from 2017 to 2020, the number of patents by quasi-public banks was 981, and
that by private banks was 334 (Figure 5). Table 4 shows the correlation coefficient between
the number of effective patents and financial performance variables.
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Figure 3. Scatter plot of CCR Model for Leader Group based on cost efficiency and revenue efficiency
in 2013 and 2020.

 

Figure 4. Number of effective patents of the three bank groups. (ps. Blue bars belong to Leader
group; orange bars belong to Chaser group; purple bars belong to Lagger group).

 

Figure 5. Statistics on number of invention and new model patents from 2017 to 2020. (Seven
quasi-public banks).
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Table 4. Correlation coefficient table between the number of effective patents and financial perfor-
mance variables.

Private Banks Quasi-Public Banks

net self-owned capital 0.59 0.49
total deposits 0.66 0.5

total loans 0.66 0.46
fee income 0.59 0.55

interest income 0.57 0.31

5. Conclusions

Using financial innovation and efficiency analysis, we studied the current market
competition in Taiwan’s banking industry and the differences in the efficiency of their
operations in different groups of banks. It was reviewed whether individual banks had
to strengthen their investment in financial innovation or just follow in the footsteps of
leaders. The analysis result of effective patents (Figure 5 and Table 4) showed that the
correlation between the number of effective patents and financial performance variables
of quasi-public banks was less significant than that of private banks. In cost and revenue
efficiency (Figure 3), quasi-public banks showed lower values than private banks. The
number of inventions and patents of quasi-public banks was about three times higher
than that of private banks (Figure 5). The degree of market competition in the Lagger
group showed monopolistic characteristics. They showed decreased efficiencies and less
investment in patents. This unwillingness to invest in increasing patents and strengthening
market competitiveness coincided with the “escape from competition hypothesis”. The
banks were losing their motivation to invest in innovation. The Leader group was in the
phase of perfect competition. In the market competition of the Chaser group, the changes
in the competition degree were rapid in the two periods. During the eight years, two banks
had caught up with the leader group in terms of the size.
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Abstract: Technology is used in research to satisfy the needs of the public. As there is a growing trend
for adaptive/personalized learning, intelligent tutoring systems are used in various studies to over-
come personal limitations. Thus, we reviewed the trends and characteristics of adaptive/personalized
learning and intelligent tutoring systems in mathematics learning. Fifty-four relevant research articles
(from 2010 to 2022) were selected and analyzed to investigate system parameters, roles of the systems
in learning, mathematics contents, and learning outcomes. The analysis results showed the trends in
research issues and challenges to be solved.

Keywords: personalized learning; adaptive learning; intelligent tutoring system; mathematics education;
application in subject areas

1. Introduction

Abstract concepts in mathematics are always referred to for understanding why learn-
ers have difficulty in learning mathematics. Many scholars have proposed methods to help
students learn mathematics with appropriate technology. Emerging adaptive/personalized
learning and intelligent tutoring systems have been developed to support learners in acquir-
ing mathematics skills more efficiently. According to the definition from the United States
National Education Technology Plan 2017, personalized learning represents instructions in
which the pace of learning and the instructional approach are optimized for the needs of
each learner. Learning objectives, instructional approaches, and instructional content (and
its sequencing) vary depending on learner needs. Learning activities need to be meaningful
and relevant to learners, driven by their interests, and often self-initiated [1].

The activities are for learners who struggle with learning mathematics. In particular,
an adaptive learning feature was considered regarding the state of technology-enhanced
mathematics learning by Plass and Pawar. A learning system was used to investigate
a learner’s specific needs for appropriate adjustments to enhance learning outcomes [2].
The characteristics of personal learning showed that implementing technology-assisted
learners was effective for learning mathematics. With technological development, an
“Intelligent Tutoring System” has been proposed. For example, intelligent tutoring systems
(ITSs) are computer programs that incorporate AI technology to provide tutors with what,
who, and how to teach [3].

These three definitions focused on using technology to develop learning aids to assist
learners and construct a learning environment in the classroom. Learning behavior needs to
be understood for learner-centered teaching. Therefore, an application to the classroom is
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required. Based on students’ characteristics, personalized learning systems in mathematics
education can be developed [4–8]. Accordingly, we researched articles on personalized
learning, adaptive learning, and intelligent tutoring systems in mathematics learning to
investigate the system parameters used to develop the systems, the roles of the system in
providing support, the contents and educational levels, and how to measure the learning
outcomes in mathematics education using data from 2010 to 2022.

2. Data Collection and Process

2.1. Resources

The selected articles were found using the keywords “personalized learning in mathe-
matics”, “adaptive learning in mathematics”, and “intelligent tutoring system in mathemat-
ics” in the Web of Science database. The publication years were set from 2010 to 2022. The
results showed 197 related articles. A total of 54 articles not in the first quartile in education
were excluded. In addition, articles related to pedagogical content knowledge, professional
development, non-technological personalized learning, non-mathematics content, and
STEM were excluded. Lastly, 54 articles were selected for this study.

2.2. Selected Articles

Figure 1 shows an overall increase in the number of relevant articles with decreases in
2011–2015 and 2016–2019. From 2020 to 2022, the number of articles increased significantly.
The direction of researched showed a great leap forward. A previous study [9] in 2011
implemented Cognitive Tutor Authoring Tools (CTATs) for high school learners to study
algebra. At that time, the system used embedded adaptive features (i.e., feedback and
on-demand tips) to support learning by analyzing a learner’s behavior, such as marking
erroneous text/answers with red and providing clues after a third mistake. In other words,
the system understood personal abilities based on a framework to recommend appropriate
tasks, materials, and tools to assist the learner in reaching the learning goals. Digital games
were designed to support mathematics learning and adaptive/personalized learning using
learning concepts through playing [10–12].

 

Figure 1. Number of publications from 2010 to 2022.

2.3. Coding Scheme

In this study, five categories of coding schemes were used.

1. Code for the system parameters: The code for system parameters refers to how
technologies support mathematics learning, the learning activity environment, the
assessment process, teacher–learner interactions, and the learning environment.

2. Code for system roles: The code for system roles is about how learners acquire
knowledge while learning with the systems. In this study, the regulation proposed
by Lai and Hwang [5] was used for accessible material, learning with the material,
conducting assessments, and learning with full online support. Full online support
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refers to systems that offer learning materials, allow learners to use the system,
evaluate their learning abilities, and promote teacher–learner interaction.

3. Code for mathematics content: The code for mathematics content is used to categorize
the systems based on the particular mathematics content designed for learners to
learn. Likewise, this study classified rational numbers and fractions, algebra, calculus,
geometry, probability, arithmetic operations, decimal numbers, modeling, arithmetic
mean, mixed contents in mathematics, and non-specified content.

4. Code for learners: The code for learners is used to investigate the learners’ levels of
education. Therefore, we categorized it as kindergarten, elementary school, junior
and senior high school, higher education, teachers, and non-specified educational
level.

5. Code for learning outcomes: This code was used for three themes—cognitive, affective,
and technical–behavioral correlation, referred to in Ref. [5].

3. Results

3.1. System Parameters

For 54 reviewed articles, 43.08% showed a feature that supported mathematics learn-
ing. There were five top-trend traits, including feedback, adaptive activity, on-demand
hints, tutoring, and interactive tools. Other characteristics were content sequencing con-
cerns, i.e., mastery approach, consecutive questions, or content. The support features for
learning management were explored by 22.64% of the articles, including environmental
structuring, individual learning paths, learning status, reviewing graded work, learning
time, and student preferences. Similarly, assessment support features were used to identify
a collection of log files to monitor learning paths and to serve formative and summative
assessments in 14.78%. Additionally, the teacher–learner-interaction-supported feature was
investigated in terms of collaborative activity, seeking assistance, and use of a chat room
or online viewing mode and forum in 13.84%. These features were typically developed to
allow learners and teachers to interact simultaneously. In 5.66% of articles, features that
contributed to an excellent learning environment were explored using a combination of
gamification (i.e., score, time) and emotional support (i.e., animated characters, avatars).

3.2. System Roles

Twenty-two articles (40.74%) showed that learners only participated in the systems
by accessing the provided materials. However, accessible material did not mean handouts
and assignments but activities for learning, practicing, and relearning by themselves. In
total, 38.89% of learners used the provided materials. Full online learning support was
important. In 20.37% of articles, the support was considered significant. For instance,
an intelligent tutoring system was designed to help learners with intelligent tutoring
systems (ITSs) combined with cognitive tutor authoring tools (CTATs) individually and
collaboratively [13].

3.3. Mathematics Content

Rational numbers and fractions content was considered the most, in 20.37%. Non-
specified content was the second most important as explored in 18.52% [14,15]. Arithmetic
operations were also important in mathematics learning systems. Algebra-related content
was the third most investigated, in 16.67%. The frequency of content was considered
differently depending on geometry, decimals, calculus, and probability. Rational num-
bers and fractions, arithmetic operations, and algebra were considered appropriate to be
implemented in the adaptive/personalized or intellectual tutoring systems at various diffi-
culty levels. However, higher level concepts were considered in few studies, which needs
further study.
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3.4. Learner Level

Adaptive/personalized and intellectual tutoring systems in mathematics learning
in the articles were explored for an elementary level in 51.72% (30 of 58 articles). At the
junior and senior high school levels, 22.41% of the articles explored these systems. For
higher education, 7 of 58 articles investigated the use of these systems. In Ref. [16], higher
education, elementary level, and junior and senior high level were evenly explored for
the use of the systems. Mathematics teachers’ roles were regarded as important in 8.62%.
However, the learner level was not specified in two articles. Instead, they explained the
system design rather than the implementation. Lastly, in one study, a system for pupils at
the kindergarten level was developed. The results showed that adaptive/personalized and
intellectual tutoring systems could be used for mathematics learning in any age range.

3.5. Learning Outcomes

In 46.15%, learners’ cognitive abilities were measured. In 32.05%, the technological–
behavioral correlation was considered, while in 21.79%, learning effectiveness was deter-
mined. Cognitive abilities were focused on in all studies. In the cognitive category, learning
achievement was studied in 23 articles, whereas low- or high-order thinking skills were ex-
plored in 7 articles. In terms of technical–behavioral correlation, in 14 articles the correlation
between learning performance and the usability of systems was considered. In seven arti-
cles, the cause and effect of the use of the systems were explored. Learners’ behaviors were
investigated in four articles. An adaptive digital game called the Number Navigation Game
(NNG) was used to enhance flexibility and adaptivity in mathematical thinking [10]. In
six articles, self-efficacy was measured. Attitude, perception, self-regulation, and mathe-
matics anxiety were examined in a few studies.

4. Discussions and Conclusions

The results of the research on articles from 2010 to 2022 showed what needs to be
studied further in mathematics education. Elementary-level mathematics contents were
usually taught at the elementary stage including arithmetic operations, rational numbers,
and fractions as fundamental concepts, which are a foundation of in-depth knowledge.
Understanding rational numbers was crucial for learning primary school mathematics
as pointed out by Refs. [17,18], where students’ arithmetic achievement was predicted.
It was essential for mathematical proficiency to be developed every day in life. A few
existing practical tools were used to support learning mathematical concepts [17]. For
system development, feedback and adaptive features were considered top priorities in
developing systems for learning mathematics. The lack of fundamental concepts impacted
the learners’ hierarchical mathematics learning. Thus, feedback and adaptive features were
critical to a supported mathematics learning system. Reference [19] developed an adaptive
software based on the concept of rational numbers and fractions, namely Woot Math
Adaptive Learning (WMAL), a minor revision in 2020, for students to learn mathematics
by providing automatic feedback. However, the system provided alternative features such
as an assessment process, self-sequencing, collaborative working, or learning stimuli to
increase learners’ opportunities to participate in after-school or private learning [15,20].

Most learning systems were designed to provide learning materials. At the same time,
several systems combined accessible learning materials and an evaluation of learning. In
Ref. [12], a system was developed to embed adaptive learning based on an assessment
approach. It was possible to provide feedback and support to learners individually. In
an adaptive game [18], the learning materials and assessments were provided for personal
users. Full online support systems were explored in a few studies. In the future, such
systems are required to focus on the learning process, assessment, and the interaction be-
tween teachers and students. These features can be used to increase learners’ engagement
and their use of an adaptive/personalized or intellectual tutoring mathematics learning
environment. The MathE platform was developed as an interactive environment where
learners followed the individual learning process, increased their learning engagement,
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and improved learning outcomes [4]. It was an online collaborative system that consisted
of three sections: learners’ assessment, a library (learning tools), and a community for
practice. These supports could provide a favorable environment for learners. Learning
outcomes were in the cognitive domain. Technical–behavioral correlation was investigated
in several studies as adaptive/personalized learning or intelligent tutoring systems re-
sponded directly to personal needs and abilities and positively impacted learning. Thus,
efficacy studies on the impact of use, the relation between parameters, or even the expected
behaviors/skills were carried out [13,21].

The findings in this study showed that the use of adaptive/personalized learning
or intelligent tutoring systems in learning mathematics enhanced learners’ abilities or
learning process in any mathematics content at different learner levels. The characteristics
of the systems support the learning process and help learners acquire and improve their
mathematics knowledge/skills. Their cognition ability could be improved at the right
pace. Therefore, the development of adaptive/personalized learning or intelligent tutoring
systems is necessary to consider in the future to teach at various levels and provide appro-
priate mathematics content. The features of the system need to be adaptive depending on
learners’ preferences. In addition, assessment is required to process learning achievements
and provide on-demand hints/suggestions. The collaboration in learning mathematics
through the system allows learner and learner or learner and teacher to work online/learn
together in real-time, which requires further research in mathematics education.
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Abstract: Surface coatings are widely used for preventive maintenance, as they prolong the durability
of concrete structures. Partial short cover depth may result due to poor construction quality and
uneven formwork. In this study, lithium nitrite-based gel was used as an anodic corrosion inhibitor
coating material to investigate its influence on the corrosion of rebar embedded in a partial short
cover depth in the presence of chloride. The specimens were cured at a temperature of 20 ◦C and a
relative humidity of higher than 95%. (a) Macrocell corrosion current density, (b) microcell corrosion
current, and (c) polarization curves were measured, and the results were compared with those of
uncoated specimens after aging for 28 days. The results revealed that the corrosion rate was reduced
considerably due to the application of the coating with the gel type.

Keywords: chloride attack; corrosion current densities; lithium nitrite-based gel; partial short cover
depth; rebar corrosion

1. Introduction

The corrosion of steel in concrete depends on cover depth, chloride environment,
coarse and fine aggregate, and the water–cement (W/C) ratio of the concrete. The rebar is
highly alkaline due to the large amount of calcium hydroxide contained in cement. Calcium
hydroxide protects the rebar from external effects due to a protective coating effect of the
passive film. This passive film is destroyed when the amount of chloride ions present in
the concrete exceeds a certain level or threshold for corrosion. Sea sand, chloride ions from
seawater, airborne chloride, and anti-freezing agents are the main sources of chlorides.
A partial short cover depth results from the dealignment of spacers or poor construction
quality. A rebar with an adequate cover depth significantly decreases the corrosion density
by 50% compared to that with a low W/C mortar subjected to an aggressive chloride
environment [1]. The gel contains lithium nitrite as an anodic corrosion inhibitor. Nitrite
ions (NO2

−) diffuse through the concrete surface and react with ferrous ions (Fe2+) to form
a passive film [2]. Lithium-ion gel has been used for the repair of ASR deterioration in the
concrete and also as a rust inhibitor in solution form. The gel-type penetrant effectively
delays the corrosion rate of rebar in concrete [3,4]. However, its influence on the corrosion
of rebar embedded in partial short cover depth has not yet been investigated. Thus, we
explored the effect of the nitrite-based gel-type surface penetrant against the corrosion
of rebar with partial short cover depth in the presence of chlorides using quantitative
electrochemical methods.
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2. Materials and Methods

2.1. Specimen

The specimen is shown in Figure 1. For the measurement of corrosion current densities
in the rebars, six (06) (D10, 295) steel elements [5] 25 mm in length were connected through
the high-insulating epoxy resin to form a 180 mm long bar. The cover depth was 20 mm
and 7.5 mm. Ordinary Portland Cement (OPC) was used with W/C = 0.50 for both the
20 mm and 7.5 mm cover depth. Chloride ions of 2.5 kg/m3 were added to the mortar of
the 7.5 mm cover depth portion only. The chloride ions were added by mixing sodium
chloride (NaCl) in water at the kneading time.

Figure 1. Partial short cover depth specimen with special divided bar.

The purpose of adding chloride ions was to simulate the penetration of chloride
ions in short cover depth and to achieve a potential difference that enhances macrocell
corrosion [6]. The mortar mix proportions are shown in Table 1. After casting, initial curing
was completed in wet conditions at 20 ◦C and RH > 95% for 27 days, followed by 7 days
of drying at 20 ◦C and RH = 60% to ensure that the surface moisture was less than 6%, as
recommended by the manufacturer for coating. The gel-type coating was applied to the
specimens at 1 kg/m2 by using the brush. The antirust agent-mixed gel was an aqueous
solution of lithium nitrite that was moderately thickened using a thickener. The amount
of nitrite ions in the gel was 360 kg/m3. The specimens were dried in dry conditions for
7 days and then cured in wet conditions for 27 days.

Table 1. Mortar mixture proportions.

W/C S/C Unit Weight (kg/m3)

0.50 2.5
W C S

276 553 1384

2.2. Electrochemical Measurement

The current flowing between the steel elements was referred to as macrocell corrosion
current density. The positive macrocell was anodic and the negative macrocell was cathodic
in the macrocell corrosion current. However, the current flowing in the individual steel
element was referred to as microcell corrosion current density. The summation of the anodic
macrocell of an individual steel element and the microcell for that element was defined
as total corrosion current density [7]. The polarization resistance was determined by the
AC impedance method. Polarization curves were drawn in the three-electrode system.
Ag/Agcl was used as a reference electrode. Potential at the rate of 1 mV/s was applied
and the corresponding current was measured.
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3. Results and Discussions

3.1. Corrosion Current Density

The graphs in Figure 2a,b show the variation in macrocell, microcell, and total cor-
rosion current densities for all the steel elements along the rebar with cover depth and
amount of chloride ion concentration for coated and uncoated specimens at the age of
28 days after coating. Figure 3 shows the result of the comparison of the average of the
maximum total corrosion current densities of specimens that were coated and uncoated.
The corrosion current densities for the coated specimen were lower than for the uncoated
specimen. The average total corrosion current density for the specimen coated with the gel
type was less than 0.1 μA/cm2, which was a “Negligible corrosion level” as per RILEM
recommendations [8].

(a) (b) 

Figure 2. Showing comparison of macrocell, microcell, and total corrosion current densities of coated
and uncoated specimens. (a) Variation in corrosion current densities along the length of rebar for
specimen coated with nitrite-based gel; (b) variation in corrosion current densities along the length of
rebar for the uncoated specimen.

Figure 3. Comparison of avg. total corrosion current densities of coated and uncoated specimens.

3.2. Anodic Polarization Curves

Figure 4 shows the comparison of the anodic polarization curves at the age of 28 days
after coating. The graph depicts that the current density at any potential difference is
lower for coated specimens than the uncoated specimens. This confirmed the existence of
lithium nitrite as an anodic corrosion inhibitor which reacted with the Fe2+ to regenerate
the passive film and delay the corrosion reaction at the anode.
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Figure 4. Anodic polarization curve of the coated specimen with anti-rust lithium nitrite gel type
and uncoated specimen.

4. Conclusions

The performance of lithium nitrite-based gel as an anodic corrosion inhibitor was
evaluated for the corrosion of rebar embedded in specimens with a partial short cover depth
by using quantitative electrochemical measurements. The total corrosion current density for
the coated specimen with the nitrite-based gel was less than that for the uncoated specimen
for the partial short cover depth specimen. The magnitude of the current for the gel type
was less than that of the uncoated specimen in the anodic polarization curves, indicating
that the gel-type penetrant regenerated the passive film and delayed the initiation of
corrosion. The application of the gel-type penetrant for partial short cover depth saves
labor by delaying the corrosion that results in the spalling of concrete, thereby decreasing
maintenance costs.
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Abstract: As a new sustainable catalyst and green solvent, ionic liquid has important applications
in catalytic reduction. In this study, four quinuclidinol-based quaternary ammonium ionic liquids
(ILs)were at first prepared using simple procedures, and then they were used as catalyst for acetophe-
none reduction. The main catalytic conditions were studied and screened through a comparison
among the reaction results. It showed that the highest yield of 1-phenylethanol was 88.6% when
[MenQu]Cl was used as a catalyst; the ideal solvent was ethanol; the amount of catalyst was 20 mol%,
and the reaction temperature was 25 ◦C. More substrates were employed to validate the universality
of the developed method using such an IL. Moreover, potential reaction mechanisms and an IL
recovery method were also suggested, which laid the foundation for its further applications in the
field of sustainable chemistry and cleaner industrial production.

Keywords: ionic liquid; catalysis; reduction; acetophenone; mechanisms

1. Introduction

A cleaner and friendly technological route is the focus of both academic and industrial
circles. As one of the new sustainable means to achieve an intensive development mode
of economy and society, the use of ionic liquid (IL) is becoming more and more attractive.
Ionic liquid is a kind of room-temperature-molten salt composed of organic cations and
inorganic anions. It has many characteristics, such as its low vapor pressure, non-volatility,
easy recovery, good stability, and so on. It has gradually become a good substitute for
traditional organic solvents [1]. The application of this green solvent for catalytic reduction
is an important sustainable way to solve the shortcomings of the existing reaction system.
It has been widely used in organic synthesis because of advantages such as its high activity,
strong catalytic effect, broad solubility, friendliness, adjustable function, flexible applied
forms, low production cost, etc. Ionic liquids can be used as catalysts for olefine reduction,
nitro reduction, carbonyl reduction, and other reactions and have a great application
prospect in many reaction systems [2–4], especially for those used for the preparation of
products with great value in the medical and healthcare fields.

Acetophenone, also known as acetylbenzene, is the simplest aromatic ketone, and
its aromatic nucleus is directly connected to a carbonyl group. Acetophenone exists in
the essential oils of some plants in a free state and has an aroma like hawthorn, so it can
be used to prepare spices and as a raw material for pharmaceutical and other organic
synthesis. Acetophenone can be reduced to form 1-phenylethanol (also known as α-
phenylethylalcohol). This kind of product is a colorless liquid with a light gardenia flavor,
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which also has a wide range of applications in the pharmaceutical field. Benzeneethanol
can be used as an analgesic, antibacterial, antiviral, and anti-tumor agent, among other
things, and it can also be used as an intermediate in the preparation of some drugs, such
as phenylethanolamine, phenylethanolic acid, etc. Traditional acetophenone reduction
systems have shortcomings such as a low catalytic efficiency, high reagent costs, unfriendly
conditions, and poor sustainability, which urgently need improvement [5].

At present, the applied ILs for reduction reactions include [Bmim][Br], [Bmim][BF4],
[Bmim][AlmCln], [DMEA][Lac], [HBth]HSO4, etc. These green sustainable solvents have
been found to contribute to the formation of intermediates, reducing the activation energy
and enhancing system miscibility. Overall, the current IL types are very limited, mainly
consisting of the imidazolium type, and there is still room for further improvement in
the yield of reduction products (usually below 80%). For instance, electroreduction with
sodium borohydrate occurs in ionic liquids [Bmim][Br]/water mixtures. When a certain
amount of ionic liquid is added to pure water as a reaction solvent, the substrate and
sodium borohydrate dissolved in the water are changed from a two-phase system to a
homogeneous system, with a final product yield of 75% [6]. In order to expand the types of
IL used for reduction and explore potential reaction mechanisms, this study prepared a
unique type of IL using quinolinol and menthol as the main raw materials, exploring its
potential application possibilities in the catalytic field.

2. Experiment

2.1. Reagents and Materials

Acetophenone and isopropanol were provided byKelong Chemical Plant
(Chengdu, China). R-3-quinuclidinol, menthol, chloroacetic acid, o-hydroxyacetophenone,
o-methylacetophenone, p-methylacetophenone, p-nitroacetophenone, parabromoacetophe-
none, potassium hexafluorophosphate, potassium trifluoromethanesulfonate, sodium
tetrafluoroborate, and p-bromophenone were purchased from Adamas Reagent Company
(Shanghai, China). Silica thin-layer plates were sourced from Ocean Chemicals (Qingdao,
China). N-hexane was purchased from Thermo Fisher Scientific (Waltham, MA, USA).
Except for the chromatographic-grade isopropanol and n-hexane used for a quantitative
analysis, all the reagents and solvents were of an analytical pure grade and were used
without further purification if not stated otherwise.

2.2. Instruments

The quantitative determination of 1-phenylethanol was performed usingLC3000 high-
performance liquid chromatography (Innovation Tongheng Technology Co., Ltd., Beijing,
China) equipped with a Welchrom-C18 chromatographic column (4.6 mm × 250 mm, 5 μm)
with methanol-water (60:40, v/v) and detected at 254 nm. When the enantiomers of the
1-phenylethanol were analyzed, the Chiralcel OD-H column (250 × 4.6 mm, 5 μm; DAICEL
Inc., Tokyo, Japan) was used with an n-Hexane and iso-propanol mixture (95:5, v/v) in an
isocratic mode at 0.9 mL/min [7].

2.3. Synthesis of Quinuclidinol-Based Quaternyl Ammonium Ionic Liquids

Taking the IL of [MenQu]Clas an example (see Figure 1), firstly, menthol and chloroacetic
acid were combined to obtain the product of menthol chloroacetate rapidly. Secondly,
30 mL ethyl acetate was poured into a single neck bottom flask of 100 mL; then 5 mmol
(0.635 g) of R-3-quinuclidinol was added, and ultrasonic oscillation was applied to assist
its dissolution. After thorough dissolution, the round bottom bottle was put into an oil
bath at 40 ◦C for heat preservation, and magnetic stirring was turned on. In addition,
5 mmol of menthol chloroacetate(1.164 g) was dissolved in 10 mL of ethyl acetate and
added in the reactive system using the drop funnel with a speed of one to two drops per
second. After adding the menthol chloroacetate solution, the drop funnel was replaced
with a spherical condensate tube, and the condensate water was turned on; meanwhile, the
oil bath’s temperature was raised to 60 ◦C to continue the reaction. During the reaction,
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white solids continued to precipitate. After 5 h of reaction, the heating and stirring power
was turned off. After the reactant was slightly cold, a great amount of white precipitates
were obtained. After filtration, the filter cake was washed with an appropriate volume of
ethyl acetate for three times to remove unreacted components and other impurities. After
drying, the white solid was placed in the air-dryer (50 ◦C) for 24 h and then transferred to
the vacuum-dryer for preservation. Three other ionic liquids with the same cation could
be obtained via an anion exchange with corresponding salts, and then Cl− was changed
to be BF4

−, PF6
−, and CF3SO3

−. All the IL products were checked and confirmed using a
spectral analysis.

Figure 1. Schematic diagram of the experimental process of quinuclidinol-based quaternyl ammo-
nium ILs (1: [MenQu]Cl; 2: [MenQu]BF4; 3: [MenQu]PF6; and 4: [MenQu]CF3SO3).

2.4. Reduction of Acetophenone

At room temperature, 5 mL of solvent (water/acetone/methanol, etc.) was added to
the 25 mL round bottom flask; then, 1 mmol (0.1202 g) of acetophenone and 20 mol% of
quinuclidinol-based quaternyl ammonium IL were also added to the flask with thorough
mixing. Then, 0.0567 g (1.5 mmol) of sodium tetrafluoroborate was slowly added to the
reactive system under continuous magnetic stirring. The reaction process was detected
using thin-layer chromatography with chloroform-methanol as the developing reagent, and
the position and size of the reactants and product spots were observed under a UV lamp
with a wavelength of 254 nm. When the spots of the reactants completely disappeared,
5 mL of saturated ammonium chloride solution was added in the reactive system to quench
the reduction reaction; then, 8 mL of ethyl acetate was applied to extract the product of
1-phenylethanol from the reaction solution three times, which could be obtained with
liquid–liquid separation and concentration under vacuum. The yield was calculated using
the results through liquid chromatography.

3. Results and Discussion

3.1. Investigation on Reaction Conditions
3.1.1. Effect of the IL Anions on the Reaction Results

The applied frequency of the Cl−, BF4
−, PF6

−, and CF3SO3
−of the IL is high for the

catalysis in the current study, and the performance difference among them was investigated
first. The experimental results are included in Table 1, and the reaction route is shown in
Figure 2. After comparing the yield and reaction time of the reduction process, it was found
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that the IL with the best performance was [MenQu]Cl, and the yield was 77.7% (that of the
other three was below 70%); moreover, the reaction duration was less than 3 h. The reason
is that the polarity of ionic liquids depends on their anions when their cation remains
unchanged; meanwhile, the reactive system is more inclined to form homogenization in
the IL with Cl− than in the ILs with BF4

−, PF6
−, and CF3SO3

−, so their reaction efficiency
differed [8,9].

Table 1. Yields of catalytic reactions with four ILs with different anions.

Experimental Group Catalyst IL Content Reaction Time/h Yield (%)

1 [MenQu]Cl 20 mol% 2 h 77.7
2 [MenQu]BF4 20 mol% 2 h 63.7
3 [MenQu]PF6 20 mol% 3 h 66.3
4 [MenQu]CF3SO3 20 mol% 3 h 60.2

Figure 2. Reaction scheme for the investigation of IL anions.

3.1.2. Effect of Different Solvents on the Reaction Results

The experimental results of solvent replacement are summarized in Table 2, and the
reaction route is shown in Figure 3. After screening the solvents, the best candidate is
found to be EtOH, which can result in the highest yield (88.6%) within the shortest duration
(1 h). This may be related to the viscosity, polarity, and solubility of these solvents, and the
reaction with the solvent system with a good miscibility with acetophenone is faster [10]. To
make the reaction more efficient, ethanol was selected as the ideal solvent for the reaction
in subsequent experiments.

Table 2. Results of catalytic reactions in different solvents.

Experimental Group Catalyst Solvent Reaction Time/h Yield (%)

1 [MenQu]Cl isopropanol 4.5 h 70.0
2 [MenQu]Cl THF 20 h 54.29
3 [MenQu]Cl EtOH 1 h 88.6
4 [MenQu]Cl MeOH 1 h 79.2
5 [MenQu]Cl n-Hexanol 24 h -
6 [MenQu]Cl DMF 4 h 73.0
7 [MenQu]Cl glycol 9 h 87.8
8 [MenQu]Cl glycerol 9 h 67.9
9 [MenQu]Cl n-Butanol 24 h -
10 [MenQu]Cl H2O 2 h 77.7

Figure 3. Reaction scheme for the investigation on different solvents.

3.1.3. Effect of IL Dosage on the Reaction Results

Through the screening experiment of catalyst dosage, it is found that the amount of
IL catalyst has little effect on the experimental results; the specific results are included in
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Table 3, and the reaction route is shown in Figure 4. This suggests that a small amount
of IL can achieve the desired catalytic effect and that its activity is very high, while a
large amount of IL can actually cause an increase in system viscosity, as well as a difficult
recovery and unnecessary waste; at the same time, the probability of side reactions may
also increase as a result [11]. Finally, the 20 mol% [MenQu]Cl was selected to explore the
subsequent reaction conditions.

Table 3. Effect of IL dosage on yield of reaction results.

Experimental Group Catalyst IL Content (mol%) Reaction Time (h) Yield (%)

1 [MenQu]Cl 10 1 78.9
2 [MenQu]Cl 20 1 88.6
3 [MenQu]Cl 40 1 82.5
4 [MenQu]Cl 60 1 81.6
5 [MenQu]Cl 100 1 80.7

Figure 4. Reaction scheme for the investigation on IL dosage.

3.1.4. Effect of Temperature on the Reaction

Based on the reaction route in Figure 5, the data in Table 4 show that the change of tem-
perature has a less obvious effect on the yield of the reaction. Considering that the freezing
point of ethanol is much lower than 0 ◦C, here, we have investigated the reaction results
below the freezing point. It is found that mild conditions under room temperature can
achieve the satisfied results. However, with the decrease in temperature, the reaction time
will be prolonged; meanwhile, it still maintains a yield near 70% at −20 ◦C. Previous studies
also indicate that the temperature may affect the reaction efficiency without noticeably
changing the reaction yield, but it can have an impact on enantiomers [12,13]. According
to the experimental screening results, the subsequent reaction at a room temperature of
25 ◦C was selected.

Figure 5. Reaction scheme for the investigation on temperature.

Table 4. Effect of temperature on reaction results.

Experimental
Group

Catalyst
Reaction Temperature

(◦C)
Reaction
Time (h)

Yield (%)

1 [MenQu]Cl 25 1 88.6
2 [MenQu]Cl 10 1.5 73.1
3 [MenQu]Cl 0 2 71.9
4 [MenQu]Cl −10 4 70.3
5 [MenQu]Cl −20 10 68.9
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3.2. Expansion of Reaction Substrate

With the reaction route in Figure 6, it is found from the results in Table 5 that
the developed IL-based catalytic method is applicable to other substrates with similar
structures of acetophenone. Here, o-hydroxyacetophenone, o-methylacetophenone, p-
methylacetophenone, p-nitroacetophenone, and parabromoacetophenone were selected to
make comparison with acetophenone. It can be found that different R groups have some
influence on the reaction carbonyl group and that the reaction efficiency of the electron-
absorbing group is higher [12]. Therefore, the best catalytic result is still obtained with
the [MenQu]Cl-promoted reduction of p-nitroacetophenone within 0.5 h, and the reaction
speed is high.

 
Figure 6. Reaction scheme for the investigation on different substrates.

Table 5. Reaction results of different substrates.

Experimental
Group

Reaction
Substrate

Reaction Temperature
(◦C)

Reaction
Time (h)

Yield (%)

1

 

25 2 88.5

2 25 4 91.3

3 25 4 84.2

4 25 0.5 94.8

5 25 1 86.1

3.3. Potential Reaction Mechanism

Based on the above results and the existing literature [5,6], the following potential
mechanism is suggested. As shown in Figure 7a, sodium borohydride first forms a reductive
borane complex with the ionic liquid, and then a hydrogen of borane is removed, attacking
the carbonyl’s carbon-positive ion, finally forming a new chiral center. If the system where
the N+ center is located has a stabilizing effect on the carbonyl group of acetophenone, the
transition state is easier to form and more stable. Furthermore, through the steric hindrance
in the menthol plane and the steric hindrance outside the ring of quinuclidinol, the spatial
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steric hindrance of menthol is promoted; the anions of BH4
−from the back of the bridge

ring approach the center of N+, so acetophenone is close to the anions of BH4
−from the

back. Therefore, the main product should be 1-phenylethanol with α-OH, which has been
confirmed with the enantioseparation results using achiral chromatographic column under
the analytical conditions in Section 2.2.

 

Figure 7. (a) Possible reduction mechanisms catalyzed via IL and (b) yield in the IL reused process.

3.4. Recovery and Reuse of IL

As a sustainable solvent, a good recyclability is required for [MenQu]Cl. After the
reaction was completed, ethyl acetate was used to extract the product, and then isochoric
n-butanol was further applied to extract and recover the ionic liquid from the residual
solution two times. After back-washing with redistilled water, the n-butanol extract was
concentrated and dried under vacuum and then used for the next parallel reuse experiment.
The results of five recycling experiments are shown in Figure 7b (when the reused time = 0,
yield = 88.6%), indicating that the above recovery method can maintain an acceptable IL
catalytic activity over a certain number of cycles. But, when the color of the recovered
[MenQu]Cl was found to have significantly deepened, a more complex regeneration way
was needed, and the experimental results suggested that the D101 macroporous resin can
achieve a satisfactory performance with 95% of ethanol as the eluent reagent.

4. Conclusions

The newly synthesized quinuclidinol-based quaternary ammonium ionic liquids
were applied to the hydrogenation and reduction of chiral ketones. The optimum catalytic
conditions were determined by screening the catalyst type, reaction solvent, catalyst dosage,
reaction temperature, and so on. Through the investigation on their effects, the results
indicate that the catalytic activity of different ILs from high to low follows the order
of [MenQu]Cl > [MenQu]BF4 > [MenQu]PF6 > [MenQu]CF3SO3. The reaction can be
completed under mild conditions around room temperature, and a low IL dosage is enough
for its effective effect. The most effective catalytic conditions were as follows: [MenQu]Cl
as a catalyst, ethanol as a solvent, a catalyst dosage of 20 mol%, and a reaction temperature
of 25 ◦C. The yield of 1-phenylethanol was 88.6%. It was found in the substrate expansion
experiments that similar substrates can be also suitable for such an IL catalyst, which
means that it has good universality. On the basis of the above results and current studies,
possible experimental mechanisms were suggested, which provided a meaningful reference
for the subsequent structure optimization of the catalyst. Finally, the IL was well-reused
through simple recovery procedures, and it is necessary for sustainable chemistry and
cleaner production processes.
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Abstract: The objective of this study is to incorporate varied geospatial data into CAD/BIM systems,
which are now essential design tools for architects. Those geospatial data include digital information
of topography, water features, roads and streets, existing buildings, and so on. Those data have been
released by the government as public information, and their full utilization in actual design projects
would be highly beneficial.

Keywords: geospatial data; architectural design; CAD; BIM; GIS

1. Background

In the current field of Architectural Design Education, a course of learning CAD
(Computer Aided Design) is incorporated in the curriculum, and students are encouraged
to use CAD for their design studies. Given the fact that the CAD system has widely been
used in design firms, students need to improve their skills in using CAD in their school
days. To meet with the desire of architects for the novelty in designs, the software as a
design tool has evolved gradually since 1980s. Nowadays, architects can easily handle the
complexity of geometric form such as solid objects and free curved surfaces.

Recently its evolution is observed in the design system called BIM (Building Informa-
tion Modelling). There, such architectural components as column, wall, floor, roof, etc., are
assembled within a virtual 3-dimensional space. They are 3D solid objects, and each object
knows how to behave itself when it meets with the other components.

On the other hand, in the field of geography, valuable geospatial data have been
prepared and provided by the government, so as to meet varied public needs. The extensive
use of the Satellite Positioning and Navigating System has backed up this trend. In
Japan, the Geospatial Information Authority (hereinafter GSI) started the distribution of
“Fundamental Geospatial Data” in 2007 under the law of the “Basic Act on the Advancement
of Utilizing Geospatial Information”. Those data include topographic contour lines, water
features, railways, streets and sidewalks, footprints of existing building, and so on. This set
of information will give a tremendous advantage to architectural design studies. They are
freely downloadable and cover the entire land space of Japan. Those data can be read and
visualized on the software called GIS (Geographic Information System).

However, at this point, architects are not able to easily handle those valuable data in
their design practices. Those geographic data are not transferrable among the systems of
CAD, BIM, and GIS. From an architect’s viewpoint, this prevents the full utilization of data
related to an existing urban context for a specific design project.

For architectural design practices, those design tools need to be integrated so that a
seamless dataflow between the systems is enabled. To examine the portability of data, a
piece of land, approximately the surface area of 1000 m × 750 m adjacent to the campus of
the Shizuoka Institute of Science and Technology, is chosen as a case study site.
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In this study, AutoCAD 2024, Revit 2024 and QGIS 3.26 are used as basic design tools.
Additionally, a series of Python and Lisp scripts are written and utilized for the data transfer
from GIS to CAD. In the Python codes, the GeoPandas library is used for data analysis and to
coordinate conversion between the global polar and the local orthogonal systems.

2. Site

The site for the case study is shown on the map and in the aerial photo below
(Figures 1 and 2), which were visualized on QGIS (https://qgis.org). The specified land
is located on a hilly terrain, and several settlements extend along the valleys. Geospatial data
within the boundary, as shown in a red rectangle, are to be transferred to CAD systems. Both
the map and the aerial photo are raster images on GIS at this stage, and vector data of varied
features are needed for the development on CAD systems. The size of the bounding rectangle
is 1000 m × 750 m. On QGIS, the CRS (Coordinate Reference System) of the image is set to
Japan Plane Rectangular CS VIII, which covers the area over the Shizuoka Prefecture.

 
Figure 1. Site for case study/1000 m × 750 m.

 

Figure 2. Aerial photo and the bounding rectangle.

3. Fundamental Geospatial Data

Anyone can freely access and download the “Fundamental Geospatial Data” on the
website of the Geospatial Information Authority (GSI). On the download page, “Funda-
mental Geospatial Data” or “Digital Elevation Model” can be chosen. Both data are used
for this study. It is noteworthy that those digital data cover the entire land space of Japan.

Downloaded data are stored in a GML file format, which is a kind of text data containing
the coordinates of longitude, latitude and altitude. This needs to be converted into Shape file
format, which is commonly used in GIS systems. For this purpose, a short Python script is
written using GeoPandas library. Pandas is a library for handling 2-dimensional tables like
spread sheets, and GeoPandas is its extension to geospatial data. GeoPandas can read GML
files and transform them into Shape files, while conducting coordinate conversions.

The image below (Figure 3) shows the Fundamental Geospatial Data of the area over
Fukuroi city on QGIS. This set of geospatial data includes topographic contour lines, water
features, railways, roads and streets, and existing buildings.
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Figure 3. Fundamental Geospatial Data/Visualization on QGIS.

Now let us zoom into the specified land of 1000 m × 750 m for this case study (Figure 4).
In this image, the map underlay is not displayed. The geospatial data of contour lines,
water features, roads and buildings are all vectors consisting of coordinates of longitude
and latitude. Converting those coordinate values into the local orthogonal system leads to
the utilization of data in CAD and BIM systems. For this operation, we are reminded that
the geospatial data are basically 2-dimensional. For instance, as for the contour data, the
altitude is given as an attribute to the 2-dimensional point data.

 
Figure 4. Zooming into the specified site.

In the following study, these contour data are not used because their vertical interval
is set to 10 m. Instead, more precise information of the altitude is gained from the “Digital
Elevation Model”, and contour lines are calculated based on the altitude data on each point
of the 5 m × 5 m mesh grid over the land. The accuracy of the data is reported to be less
than 30 cm, and this figure is more than necessary for preliminary studies of a specific
architectural design project.

4. Digital Elevation Model

The DEM (Digital Elevation Model) data are also downloadable from the website of
GSI. The downloaded dataset is also stored in GML file format. However, it contains a
list of three-dimensional point data and, therefore, GeoPandas cannot read the data. For
reading and visualizing the data, one idea is to use a utility program called the Fundamental
Geospatial Data Reader, which is provided by GSI. With that program, file conversion from
GML format to a simple XYZ text format is possible. Another idea is to write a Python
script to read GML files and output a simple CSV file, which contains a list of coordinates
consisting of longitude, latitude, and altitude of points. The original dataset is huge, and
another script for cropping data within the specified boundary is also needed.
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So, data created in this way should be structured grid-data; however, the original
data contain missing points over the water features. The dataset is discrete, and needs
to be structured. For this, using Scipy library on Python, linear interpolation to the data
is applied and a structured-grid dataset is achieved. Then, on the dense grid data, the
calculation of contour lines is enabled with the help of ContourPy library.

5. Data Transfer to AutoCAD

In order to read geospatial data in AutoCAD [1], an intermediate data file is prepared.
That file stores point data of the serially described x, y, and z coordinate values. To make
this intermediate data file, a Python script is written. That script mainly works on two
points: (1) the conversion of a coordinate reference system (from polar to orthogonal), and
(2) the Boolean operation between objects (“features”, in geospatial terms).

For CRS (Coordinate Reference System) conversion, GeoPandas library is used. More
specifically, it works on the conversion from JGD2011 to JGD2011/Japan Plane Rectangular
CS VIII. JGD2011 is the most common CRS in publications of GSI.

For cropping varied features within the rectangular boundary, Boolean operations
are applied, which include such operations as union, subtract, and intersect between
2-dimensional geometric objects. A geospatial dataset comprises basically three object
types: Point, LineString and Polygon. To work on those Boolean operations in Python
codes, a library called Shapely is used.

Once this intermediate data file is created, then an application program to read and
draw data in AutoCAD is needed. Historically, in AutoCAD, Lisp interpreter works as
a man–machine interface for the system. Therefore, a Lisp script is written for reading
geospatial data described in the intermediate files. There, the data types of Point, LineString,
and Polygon are replaced with Point, Open Polyline and Closed Polyline of AutoCAD.

Thus, the geospatial data are imported to AutoCAD (Figures 5 and 6), which includes
contour lines (3D Polyline), water features (2D Closed Polyline), roads (2D Polyline), and
building footprints (2D Closed Polyline).

 

Figure 5. Visualization of data on AutoCAD/plan view.
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Figure 6. Visualization of data on AutoCAD/isometric view.

By extruding the drawn footprints, 3D building objects are created as 3D Solid. For
this, building elevations need to be calculated beforehand. Since we already know the
altitudes of every 5 m grid over the land, it is easy to calculate the elevation of each
building. However, as for the height of the building, there is no information in the current
Fundamental Geospatial Data. The profile of each building in the drawing does not
represent its actual height. Knowing this limitation, the drawing still seems highly effective
for architectural studies.

6. Development on Revit

On Revit, the topography of the land is generated by importing the grid data of altitude.
The generated topographic object is called topo-solid in Revit (Figure 7). Regarding the
roads and the water features, sub-regions on the topo-solid need to be specified.

 

Figure 7. An environmental model of Revit/Topo-solid and sub-regions.
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To create sub-regions, firstly AutoCAD data are imported, and the boundaries of each
sub-region are traced. In Revit, this operation is called “sketching”. In fact, this sketching is
a time-consuming task, and another solution needs to be developed in the future. As for
the buildings, they are imported from the AutoCAD data and converted into Mass objects
of Revit.

On the surface of the topo-solid, you can easily place such landscape elements as
natural trees, human profiles, and so on. Based on this environmental model, a specific
site for a project can be set up as a sub-region on a topo-solid. Students will develop their
design exercise on that project site.

7. Conclusions

The objective of this study has been to create an urban-scale model on CAD/BIM
systems for architectural design on a specific site. By utilizing geospatial data, which are
now available through public services, architects can extend their capability of handling
the complexity of the real city.

The photograph below (Figure 8) is an example of a site model, which was made
by students at a design studio for a certain project. That model is made with paper
and styrofoam. Architects make such urban-scale models at the very beginning of the
preliminary study for a project.

 

Figure 8. An example of a site model.

The aim of the study as so far carried out is to replace this real model with a virtual
model on the computer. At this moment, the situation of data sharing between the CAD,
BIM and GIS systems is inadequate. To read geospatial data, which basically comprise
2-dimensional geometric objects stored in the form of Shape file, and also to visualize the
data on CAD/BIM systems, it is necessary to write a series of custom add-in programs
at this stage. CAD, BIM and GIS systems are essentially the tools for manipulation of
geometric objects and, therefore, integration of those tools is expected to be achieved soon.

Another subject to be resolved is related to the height, the shape, and the structure
of existing buildings. At this moment, 2-dimensional information of existing buildings
is provided in the “Fundamental Geospatial Data”. When three-dimensional data of
features are made available, our virtual model will become much closer to the real urban
environment. It will definitely contribute to the design studies by architects.
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Abstract: The Waikato Environment for Knowledge Analysis (WEKA), a machine learning tool, was
used to develop a model to identify product styles, and the style of classic chairs was determined
using the model. Data used to develop the model consisted of 100 images of four styles of chairs such
as Windsor, Shaker, Thonet, and Ming. After pre-processing the images using the image filters of
WEKA, the images were used to train the model to classify chair styles. The accuracy of the model
ranged from 96 to 98%. This validated the performance of the proposed method in classifying the
styles of chairs, which helps the design of new chairs.

Keywords: product style; image recognition; machine learning

1. Introduction

In the field of industrial design, the style of a product may vary depending on the
design concept, material, and function [1]. For the ever-changing needs of consumers,
designers are looking for inspiration for better product designs. The design industry
has been inspired by the art and styles of the past [2]. Product style is important in
the communication of consumers with designers, allowing consumers to understand the
function of the product and the concept and meaning of the product design [3]. Therefore,
designers need to choose the most appropriate and accurate product style to meet the
consumer’s needs. Product style is defined by the visual impressions affected by shape, line,
and decoration [4]. Designers categorize styles based on experience by referring to relevant
image recognition theories. The following are the relevant theories of image recognition.

• Feature-matching theory: Things or shapes have attributes or features that must be
analyzed while considering the quality and quantity of the attributes [5].

• Shape recognition: If the pattern is identified for each component, the recognition of
the whole pattern is required with generalization, which is a bottom-up processing
of the feature comparison theory. If the pattern is identified by the overall pattern,
each component can be identified. This process is called a top-down process of the
template comparison theory [6].

Manual classification is not rational or sufficiently scientific to classify product styles.
Therefore, machine learning (ML) is used for classification models in design. ML imitates
the central nervous system of humans to learn multi-level concepts and has been applied
to image, motion, and speech recognition [7]. Image processing with ML is used to identify
colors and textures in images to determine features [8]. Those features are used with hue
saturation value (HSV) extraction and the gray level co-occurrence matrix (GLCM) calcula-
tion [9]. In the manufacturing industry, the inspection of parts is important. Therefore, deep
learning (DL) is used to learn the correct object image and identify defective products [10].
Davis stated that it was difficult to define the boundaries of images but that ML could be
used to build a database for the classification of images [11].
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The recognition of the product style belongs to image recognition and concept classifi-
cation [3]. Thus, ML can be used as a tool for the development of products and designs. In
industrial design, the product style is determined according to the design concept, material,
and function [1]. Thus, it is necessary for designers to accurately identify the product.
The purpose of this study is to investigate whether Waikato Environment for Knowledge
Analysis (WEKA) can be used as an effective method for the categorization of the product
style. In this study, we used the designs of chairs to investigate the use of the WEKA model
for the extraction of the features of the images. The model was trained to recognize and
classify product styles. The result helps develop new products and their styles that are
preferred by consumers.

2. Method

2.1. Chairs

There are a variety of design styles for chairs according to history, region, designer,
or thought. Whether it is modern or classical; Chinese or European; or made of solid
wood, steel, bamboo, or man-made materials, each style represents the history and design
philosophy [4]. Therefore, the most representative and influential chairs were selected
in this study. In the history of furniture, the Windsor chair represents the origin of the
chair. For hundreds of years, throughout Europe and the United States, it has been used,
and this has greatly contributed to the popularization of the chair [12]. Mr. Sanshiro
Ikeda of Matsumoto Folk Art Furniture, who made the Windsor chair in Japan, said, “The
Windsor chair is the ultimate chair [13]. This shows that the style of the Windsor chair
really influenced the development of the chair in the future”.

After the Second World War, Wegner’s “The Chair”, with its organic curves from
the back to the arms and legs made of teak wood, became a model of Danish organic
design [14]. Hans Wegner designed more than 500 chairs in his lifetime, the most classic
being the Chinese Chair designed in 1944. His design concept was inspired by the ancient
tradition of Corinthian design, and he developed this, bringing the essence of the Chinese
Ming-style circle chair [15]. The smooth lines show a deep Chinese flavor and foundation of
the Ming-style chair. Shimazaki said that in the history of chairs, whenever a new material
was developed, an epoch-making chair was introduced [16]. Therefore, in the case of chairs
made of wood, the wood-bending technology developed by Thonet allows for a wider
range of chair designs. It is even possible to produce a curved surface that conforms to the
human body, and mass production is also possible. Thonet’s wood-bending technology
developed the furniture manufacturing industry and influenced the furniture of future
generations. Therefore, we selected the Windsor chair, the Thonet chair, the Ming chair,
and the Shaker chair for this study.

2.2. Research Methodology

To use the WEKA model to identify the product style, appropriate images needed to
be chosen for the model to learn. A total of 100 pictures of each style of the four chairs were
collected as shown in Table 1. Categories were defined (Table 2) for the chairs that did not
belong to these four styles to help the model detect the style of chairs accurately. The final
database was imported into the data for learning. The styles of the chairs were classified
into five categories (Figure 1).

In the first phase of this study, we identified the filter to extract the image features
and the classifier to classify the recognized image features for ML. In the second phase, we
investigated whether the proposed WEKA model classified the styles of chairs accurately.
Table 3 shows the result of the classification of the chair style with different filters. The
best accuracy was obtained with JpegCoefficientFilter. Compared with the other filters, the
accuracy (95%) of JpegCoefficientFilter was higher with a lower absolute difference, which
means that the stability of this filter was higher. The filter captured features by calculating
quantile coefficients in the image that were not visible to humans. The absolute difference
was the other way to verify the feature extraction.
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Table 1. Four types of chair styles.

Images

Chair Shaker Ming Thonet Windsor

Table 2. Chairs not classified as these four styles.

Figures

Chair Other

 

Figure 1. Five categories for machine learning training.

Table 4 shows that the correctness of each classifier was similar, but the performance of
SMO was significantly lower than the other classifiers in terms of failure rate and absolute
difference. This indicated that SMO was more stable in classification.
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Table 3. Accuracy of four methods with different image filters.

Filter Function Accuracy Absolute Dispersion

BinaryPatterns
PyramidFilter

Extraction of rotation-invariant numerical
histograms of local binary patterns from images. 90% 25%

EdgeHistogramFilter A filter for extracting MPEG7 boundary histogram
features from pictures. 85% 37%

JpegCoefficientFilter A batch filter for extracting JPEG coefficients
from images 95% 11%

PHOGFilter A filter for extracting the directional gradient
histogram value PHOG from the image. 90% 26%

Table 4. Accuracy rates of the five methods with different classifiers.

Classifier Success Rate Failure Rate Absolute Dispersion

SMO 98% 0.073 8%

J48 96% 0.097 16%

RandomForest 99% 0.096 19%

RandomComitee 99% 0.097 16%

RandomSubspace 99% 0.097 18%

The JpegCoefficientFilter filter and the SMO classifier were tested in the first phase
for image recognition and the most stability. Then, they were tested in the second phase
to classify the chair styles. The accuracy of the training was 100%, which implied that the
WEKA model accurately learned the images (Figure 2).
 

 

Figure 2. Numerical result of classification of five categories.

The chairs in Figure 3 were used to train the model for the prediction and classification
of chair styles. The results are shown in Figures 3–5. Chairs 5, 6, 7, and 8 in Table 2 were
classified as Ming style. Chair 9 was classified as a new style. This prediction was accurate
because the WEKA model accurately classified chairs. The WEKA model can be used to
classify other product styles without manual classification and the influence of subjectivity
and uncertainty.
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Figure 3. Random chair images.

 

Figure 4. Classification matrix.

 

 

Figure 5. Predicted data by WEKA model.

3. Conclusions

We demonstrated the effectiveness of the Weka model in classifying the four styles of
100 chairs. The results indicated that industrial designers could use the proposed model
to classify and identify product styles. New applications of ML could be developed for
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product design based on the result of this study. Future research is required to classify and
identify product styles using AI technology.
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Abstract: As information explosion and algorithms are proliferated in the digital age, computational
thinking becomes more critical. Nevertheless, most activities that promote computational thinking
are always presented in a programming or block language, which tends to horrify students. This
study aimed to develop a series of non-programmed, computational-thinking training activities
to demonstrate if they improve students’ computational thinking skills without writing code. In
the meantime, it is checked whether students’ learning styles influence their outcomes. After an
investigation consisting of a 16 h gamified learning session, we observed that students’ computational
thinking skills improved overall. Furthermore, the initial learning style of the students influenced the
effect of different dimensions of computational thinking in the learning procedures.

Keywords: computational thinking; learning style; game-based learning; digital learning

1. Introduction

In the digital age, encouraging students to use computational thinking to solve, ana-
lyze, criticize, judge, and summarize is the focus of AI and Big Data generation education.
As the community increasingly depends on computer technology, developing computing
thinking becomes essential in long-term teaching principles, and different countries have
developed separate national education strategies to meet these challenges [1]. For example,
the UK has incorporated computational thinking education into the regular curriculum,
meaning primary and secondary school students must learn how to program. Moreover,
states and provinces in the United States, such as Massachusetts, have developed exclusive
curricula and standards to evaluate skills for computational thinking [2].

With the development of computational thinking training, approaches to training
computational thinking have expanded into non-programming (e.g., digital games) and
unplugged activities in addition to general programming training [3,4]. Asbell-Clarke et al.
exploited Zoombinis, a popular Computational Thinking (CT) learning game for age eight
to adults, to train students in grades three to eight [5] and proved that well-crafted learning
games could be effective in promoting student learning. Hooshya et al. also obtained
similar results when they developed an adaptive educational game, AutoThinking, to train
computational thinking skills and conceptual knowledge in fifth graders [6]. In gamified
and non-programmed environments, students have demonstrated higher levels of interest,
satisfaction, and technology acceptance in learning computational thinking [7,8].

The non-programmed activities’ goal is to enable students become accustomed to
thinking in the mode of computer scientists, including through programming and related
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classroom activities, learning to discover problems, disassemble problems, conceptualize
and model, and find feasible computing solutions. However, students’ acceptance and
management of the learning materials vary according to each student’s thinking ability.
Students’ habits of absorbing and managing material affect their learning styles [9], which
is a preferred way of learning that affects how an individual receives stimuli, remembers,
thinks, and solves problems. Students who have different learning styles have different
problem-solving abilities [10]. To cultivate students’ computational thinking literacy, we
must consider their different learning styles.

In this study, we aim to prove that the latest training improves CT literacy and to
investigate the relationship between learning style and computational thinking ability.

2. Literature Review

2.1. Learning Style

A learning style is a preferred way of learning that affects how an individual receives
stimuli, remembers, thinks, and resolves problems. Since students with different learning
styles solve problems differently, how they solve them influences how well they absorb
information [11]. Many study results have shown how to advance the teaching of various
subjects, including mathematics and science [9]. In this study, we applied the Felder–
Silverman learning style model from North Carolina State University to group our students
into four dimensions of learning style (Figure 1) [12].

Figure 1. Felder–Silverman learning style model.

(1) Active/reflective continuum: First, there is the active/reflective continuum, which
determines the method of processing information preferred by learners. Learners
with an active learning style show action-oriented learning characteristics and are
accustomed to understanding how things work through trying. Reversely, learners
with a reflective learning style are likely to be introverted but good at thinking and
prefer to work alone.

(2) Sensing/Intuitive continuum: The second dimension determines how learners prefer
to take in the information, which is divided into the sensing and intuitive continuums.
A learner with the sensing style is good at memorizing concrete facts rather than
abstractive theories and generally performs with patience and caution. Conversely, a
learner with the intuitive style is excellent at figuring out innovative concepts. Most of
them find it hard to endure to learn with many memorable and tedious calculations.

(3) Visual/verbal continuum: The visual/verbal continuum is the third dimension de-
termining how learners prefer information to be presented. Students who prefer the
visual style perform better on graphics or video scaffolds. On the other hand, students
who prefer the verbal style benefit from the written or spoken narration. However,
there is no noticeable difference when studying because the information is generally
present in visual and written narrations simultaneously.

(4) Sequential/global continuum: As the last dimension, the sequential/global contin-
uum indicates learners’ preferences for organizing information. A learner with a
sequential-style preference is good at linear inference, which means learning step by
step. A learner who prefers the global learning method is used to mastering the whole
cycle of the learning content first. Once the global-style learners understand the gen-
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eral direction of the whole, they can quickly solve complex problems or summarize
things innovatively.

Even though the model presents learning styles in four pairs of opposing styles, the
learning styles possessed by learners are not strictly dichotomous but rather entail a number
of heavily weighted items. It means students may have both active and reflective learning
styles, but one’s learning attitude may be more active. Therefore, each learner obtains four
tendencies in four dimensions after completing the measurement.

2.2. Computational Thinking

The concept of computational thinking (CT) first appeared in Jeanette Wing’s study in
2006. In Wing’s definition, CT is the concept of representing the formulation and solution
of a problem in a way that computers can understand and implement [13]. Over the
past decades, increasing attention has been paid to applied CT in education, and various
definitions of CT have emerged from different disciplines [14].

We applied the classification of CT from the Google educational resource website
to design our curriculum [15]. The four indicators in the definition are decomposition,
pattern recognition, abstraction, and algorithm design separately. First, decomposition
relates to breaking down problems into a series of minor ones. Pattern recognition refers to
the ability to generate predictions and test models by observing each small problem and
considering how similar problems have been solved. Another indicator is an abstraction,
which focuses on the essential details while ignoring redundant information. In the process
of abstraction, laws or principles will be discovered that underlie the patterns. Lastly,
algorithm design relates to the ability to develop the instructions to solve similar problems
and repeat the process.

3. Method

3.1. Experimental Design

The research designed a 16 h course separated into four days to examine whether
non-programmed gamified activities could cultivate students’ computational thinking.
The Google educational resource website [15] (Computational Thinking for Educators)
suggests four concrete elements in computational thinking: problem decomposition, pattern
recognition, abstraction, and algorithm design. In the courses, we applied different types of
games to cultivate these computational literacies, e.g., Little Alchemy, Rummikub, Gartic.io,
and Robozzle.

In the experiment, we designed three parts of the process in each of the four compe-
tence courses. The first part focused on game teaching for an hour. The second part was a
self-exploring period that allowed for students to play the game and find winning tips in
two hours. The last part was the game competition and post-test the next day.

3.2. Self-Exploring Design

After game teaching, a self-exploring period was arranged for students to explore
the tips of the games taught. During the self-exploring period, the experiment requested
students to finish their study sheet as a scaffold when learning the games. There were
also two trainers for 40 students to help if students encountered any problems that were
difficult to resolve, ensuring that self-exploration was smooth.

3.3. Competition Design

The courses designed the game competition to increase students’ motivation when
studying alone. After the self-exploring, students played the game in the single-mode in
all the games to battle with the computer. Meanwhile, the trainers recorded their game
ranking and rewarded the class’s highest-ranking students.
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3.4. Assessment Design

In order to evaluate students’ original degree of CT competence and its promotion
after the courses, the study used Bebras Challenge [16], an international challenge that tests
informatics and computational thinking, to examine the results. The researchers selected
questions from the Bebras Australia Computational Thinking Challenges of 2017, 2020, and
2021 and translated them into the junior high school level. There were 15 questions in total
as a formal contest with 5 questions for each level (easy, medium, hard).

4. Results and Discussion

4.1. Dataset

The sample for this study consisted of 352 seventh-grade students from a secondary
school in Taichung. In the experiment, all the students participated in the gamified courses
corresponding to problem decomposition, pattern recognition, abstraction, and algorithm
design, which are four kinds of core competencies designed by experts. Since the course
lasted four days, several subjects could not participate in the entire process, so 307 samples
were obtained after deducting the subjects absent in the middle.

The pretest assessment consisted of fifteen questions worth 8 points, while the post-test
consisted of six questions on each dimension, totaling twenty-four. The score range was 0
to 120.

4.2. Data Results

Among the 175 males (56.8%) and 133 females (43.2%) in the course, the mean post-test
score was higher in both genders than the pretest score (Table 1). In this study, gender
was used as an independent variable, and an independent-sample one-way analysis of
covariance (ANCOVA) was performed on the post-test scores, controlling for pretest to
eliminate student differences. According to the analysis, CT learning outcomes were not
different between genders, F (1, 304) = 0.902, p = 0.343 (Table 2).

Table 1. Descriptive statistics of pretest and posttest.

Gender N Min Max Mean Standard Deviation

Pretest

Overall 307 0 112 59.01 23.34

Male 174 8 112 59.84 23.69

Female 133 0 112 57.92 22.91

Posttest

Overall 307 20 120 61.09 18.47

Male 174 20 120 62.14 19.48

Female 133 20 105 59.70 17.03

Table 2. ANCOVA of gender on post-test.

Source Type III Sum of Squares df Mean Square F Sig.

Between groups 227.50 1 227.5 0.902 0.343

Within groups 76,710.906 304 252.239

Total 1,248,500 307

Previously, this course has been tested for its learning effect in a short-term version, so
we are confident that this experiment improves students’ computational thinking skills,
and the research results support this hypothesis (Table 3).
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Table 3. Paired t-test of pretest and post-test of overall.

N df t stat t critical p-Value

Overall 307 306 1.724 0.089 0.043 *
* p < 0.05.

Since we want to examine whether students’ original learning styles influence their
computational thinking literacy improvement, we first observed the frequency distribution
table of their learning styles (Table 4). According to the results, the student’s preference is
average in the first, second, and fourth dimensions. Nevertheless, more students prefer the
visual learning style to the verbal one.

Table 4. Frequency distribution table of Soloman’s learning style.

Preference N Percentage

1st dimension
Active 190 61.9%

Reflective 117 38.1%

2nd dimension
Sensing 160 52.1%

Intuitive 147 47.9%

3rd dimension
Visual 261 85%

Verbal 46 15%

4th dimension
Sequential 138 45%

Global 169 55%

We implemented four UNIANOVA tests to detect the difference between four learning
style dimensions with four competence improvements. In each ANOVA test, the interaction
effect between dimensions was examined to guarantee independence, and all interaction
effects had no significance.

The competencies’ advances in composition and abstraction were not affected dif-
ferently depending on the type of learning style. In contrast, pattern recognition and
algorithm design differed significantly in how they were taught in terms of the second and
first dimensions (Tables 5 and 6), in which pattern recognition was more advanced among
intuitive learners than sensing learners, and algorithm design displayed more remarkable
improvements among reflective learners than active learners.

Table 5. UNIANOVA of pattern recognition improvement.

Source Type III Sum of Squares df Mean Square F Sig.

Between groups
(2nd dimension) 227.655 1 227.655 4.179 0.042 *

Within groups 16,616.597 289 54.481

Total 18,156.052 307
* p < 0.05.

Table 6. UNIANOVA of algorithm design improvement.

Source Type III Sum of Squares df Mean Square F Sig.

Between groups
(1st dimension) 305.671 1 305.671 5.48 0.020 *

Within groups 16,120.267 289 55.779

Total 16,978.184 307
* p < 0.05.
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5. Conclusions

The experimental results showed no significant difference between male and female
groups. Gender was not a significant factor that caused apparent differences when con-
ducting the computational thinking training courses. Despite this, students’ computational
thinking skills improved after the courses, and their original learning styles significantly
influenced their computational thinking literacy growth.

We found that intuitive learners showed more significant gains in pattern recognition
competence training than sensing learners. Sensing learners preferred to learn concrete and
factual information and details, facts, and figures and disliked surprises and complications.
Conversely, intuitive learners preferred abstract and original information, preferring to
discover relationships and possibilities. To learn pattern recognition, learners must experi-
ment with several combinations to find the best fit. It may not appeal to intuitive learners,
which explains why intuitive learners performed better than sensing learners.

Aside from that, the analysis also found that reflective learners performed better in
algorithm design training than active learners. Students in algorithm design training solved
puzzles independently without a need to discuss or compete with others, which required
more patience to brainstorm and try. In contrast to reflective learners, active learners
processed information by attempting it rather than negotiating and explaining it. It may be
a crucial difference that separates reflective learners from active learners.

As discussed above, this study proved that the gamification training method is ef-
fective for secondary school students. However, students’ learning styles influence the
course improvement. In order to ensure that students with distinct learning preferences
can participate in the curriculum to their strengths, learning styles and a variety of teaching
activities (e.g., teamwork) need to be considered for each core competency in the future.

Author Contributions: Conceptualization, Y.-Y.C. and S.-M.Y.; methodology, Y.-Y.C. and S.-M.Y.;
validation, Y.-Y.C.; S.-W.S. and C.-H.L.; formal analysis, Y.-Y.C. and S.-W.S.; data curation, Y.-Y.C. and
S.-W.S.; writing—original draft preparation, Y.-Y.C. and S.-W.S.; writing—review and editing, Y.-Y.C.
and S.-M.Y.; visualization, L.-X.C. and C.-H.L.; project administration, S.-M.Y. All authors have read
and agreed to the published version of the manuscript.

Funding: This work was partially funded by National Science and Technology Council Taiwan (grant
number: 108-2511-H-009-009-MY3).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available upon request from the
corresponding author.

Acknowledgments: The authors wish to thank the blind reviewers for their insightful and construc-
tive comments.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Angeli, C.; Voogt, J.; Fluck, A.; Webb, M.; Cox, M.; Malyn-Smith, J.; Zagami, J. A K-6 computational thinking curriculum
framework: Implications for teacher knowledge. J. Educ. Technol. Soc. 2016, 19, 47–57.

2. Masami, I.; Roberto, A.; Maitree, N. Develop Computational Thinking on AI and Big Data Era for Digital Society-
Recommendations from APEC InMside I Project. 2018. Available online: https://www.criced.tsukuba.ac.jp/math/apec/2021
/pdf/InMsideFinal.pdf (accessed on 10 December 2022).

3. Liao, C.H.; Yan, J.Y.; Yuan, S.M.; Chen, L.X. Research on cultivating the computational thinking literacy of secondary school
students through non-programming activities. In Proceedings of the 4th Eurasian Conference on Educational Innovation 2021,
Taitung, Taiwan, 5–7 February 2021.

4. Chen, L.X.; Su, S.W.; Chen YYLiao, C.H.; Yuan, S.M. Cultivating The Computational Thinking Literacy Through Online and
Offline Game-based Activities. In Proceedings of the 5th IEEE Eurasian Conference on Educational Innovation, Taipei, Taiwan,
10–12 February 2022.

272



Eng. Proc. 2023, 55, 40

5. Asbell-Clarke, J.; Rowe, E.; Almeda, V.; Edwards, T.; Bardar, E.; Gasca, S.; Baker, R.S.; Scruggs, R. The development of students’
computational thinking practices in elementary-and middle-school classes using the learning game, Zoombinis. Comput. Hum.
Behav. 2021, 115, 106587. [CrossRef]

6. Hooshyar, D.; Pedaste, M.; Yang, Y.; Malva, L.; Hwang, G.J.; Wang, M.; Lim, H.; Delev, D. From gaming to computational thinking:
An adaptive educational computer game-based learning approach. J. Educ. Comput. Res. 2021, 59, 383–409. [CrossRef]

7. Sun, C.-T.; Chen, L.-X.; Chu, H.-M. Associations among scaffold presentation, reward mechanisms and problem-solving behaviors
in game play. Comput. Educ. 2018, 119, 95–111. [CrossRef]

8. Soflano, M.; Connolly, T.M.; Hainey, T. Learning style analysis in adaptive GBL application to teach SQL. Comput. Educ. 2015, 86,
105–119. [CrossRef]

9. Veronica, A.R.; Siswono TY, E.; Wiryanto, W. Primary School Students’ Computational Thinking in Solving Mathematics Problems
Based on Learning Style. Eduma Math. Educ. Learn. Teach. 2022, 11, 84–96. [CrossRef]

10. Hung, Y.H.; Chang, R.I.; Lin, C.F. Hybrid learning style identification and developing adaptive problem-solving learning activities.
Comput. Hum. Behav. 2016, 55, 552–561. [CrossRef]

11. Fadly, W. Profile of students analytical thinking skills in learning style for completing substance pressure problems. Jambura Phys.
J. 2021, 3, 1–15. [CrossRef]

12. North Carolina State University. Teaching and Learning STEM. Available online: https://www.engr.ncsu.edu/stem-resources/
(accessed on 16 July 2022).

13. Wing, J.M. Computational thinking. Commun. ACM 2006, 49, 33–35. [CrossRef]
14. Shute, V.J.; Sun, C.; Asbell-Clarke, J. Demystifying computational thinking. Educ. Res. Rev. 2017, 22, 142–158. [CrossRef]
15. Exploring Computational Thinking. Available online: https://ai.googleblog.com/2010/10/exploring-computational-thinking.

html (accessed on 15 July 2022).
16. Bebras Offical. What is Bebras. Available online: https://www.bebras.org/?q=goodtask (accessed on 15 July 2022).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

273



Citation: Ishikawa, H. Necessity of

Notification System Application

According to Elementary School

Teacher’s Environmental Behavior.

Eng. Proc. 2023, 55, 41. https://

doi.org/10.3390/engproc2023055041

Academic Editors: Teen-Hang Meen,

Kuei-Shu Hsu and Cheng-Fu Yang

Published: 1 December 2023

Copyright: © 2023 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Necessity of Notification System Application According to
Elementary School Teacher’s Environmental Behavior †

Haruno Ishikawa

Department of Architecture, Faculty of Science and Technology, Shizuoka Institute of Science and Technology,
2200-2 Toyosawa, Fukuroi City 437-0032, Shizuoka Prefecture, Japan; ishikawa.haruno@sist.ac.jp
† Presented at the IEEE 5th Eurasia Conference on Biomedical Engineering, Healthcare and Sustainability, Tainan,

Taiwan, 2–4 June 2023.

Abstract: In rural regions of Japan, specifically in Shizuoka, the majority of elementary school
classrooms lack ventilation systems, and the operation is manually conducted by teachers and
students. Instead of relying on the implementation of high-performance hardware solutions, the aim
is to strive for a harmonious coexistence of COVID-19 mitigation and Zero Energy Building (ZEB)
realization through appropriate information dissemination and proactive environmental behavior.
This paper investigates the environmental behavior of educators and its indicators, and assuming
homeroom teachers in X City implement classroom ventilation based on threshold value notifications,
it is demonstrated that a reduction of up to 20% in the current air conditioning heat load can
be achieved.

Keywords: elementary schools; environmental actions; ventilation in classrooms; ZEB; carbon neutrality

1. Introduction

Japan aims to achieve carbon neutrality by 2050 and reduce CO2 emissions by 46% by
2030. In the construction sector, it is planned that the majority of new public facilities will
achieve Zero Energy Building (ZEB) status by 2030. School facilities, which account for 40%
of public facilities, need to implement measures at an early stage.

Therefore, around 2018, when the government announced the promotion of ZEB in
public facilities, the existing school buildings in Shizuoka Prefecture, a warm region, had
extremely low insulation performance and minimal building facilities in classrooms. The
building facilities in classrooms include lighting, air conditioning, and ventilation systems.

Regarding ventilation systems, due to the lack of installed ventilation facilities in
classrooms in Shizuoka Prefecture, the preservation of the learning environment in each
classroom relies on the operation of the homeroom teachers [1,2]. For COVID-19 prevention
measures, manual window opening by teachers is the main method of ventilation.

In this paper, we investigate the operational conditions of teachers and their envi-
ronmental behavior in primary school classrooms during the summer, with a focus on
COVID-19 countermeasures. We aim to grasp the actual situation and demonstrate the
potential reduction in heat load achievable through systemization.

In the future, to maintain the classroom environment in X City’s elementary and mid-
dle schools while minimizing energy consumption, the introduction of an announcement
system in addition to the efforts of teachers is deemed effective.

In this paper, we aim to grasp the operational status and environmental behavior of
teachers focusing on COVID-19 measures in summer elementary school classrooms. We
calculate the potential reduction in energy consumption by introducing an unmanned
environmental notification system that allows users to engage in environmental behavior
to achieve a comfortable classroom environment.

In the future, to suppress energy consumption while maintaining classroom envi-
ronments in elementary and junior high schools in X City, unmanned environmental
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notification system applications that facilitate appropriate environmental behavior by
homeroom teachers will be effective.

2. Methodology

Shizuoka Prefecture is located on the Pacific side of mainland Honshu and is known
for its mild climate. Under the Building Energy Efficiency Law, Japan is divided into eight
regions for the calculation of target buildings based on regional characteristics. Due to the
large area of Shizuoka Prefecture, the cities and towns within the prefecture are divided
into five to seven regional classifications.

Therefore, in any region of Shizuoka Prefecture, the transitional period is long, and
the duration of heating and cooling through facilities is short. It has been found that public
elementary and junior high schools often fail to meet the standards for room temperature
set by the government, even when air conditioning is used for both cooling and heating
during the summer and winter, according to existing surveys. Classroom environmental
maintenance, including ventilation, has primarily been carried out by classroom teachers.

In this study, the target municipality was X City, Shizuoka Prefecture, and a question-
naire survey was conducted targeting teachers who are homeroom teachers in elementary
schools. X City has a total of 13 public elementary schools, with 223 regular classrooms and
35 special needs classrooms as the subjects.

The survey was conducted during the summer period from 29 September 2022 to 31
October 2022, for a duration of one month, using the web-based survey platform Forms.

The questionnaire items include demographic information, as well as the following
four items: (1) Psychological aspects of students and teachers during the summer as
perceived by teachers; (2) Concerns and actions related to air conditioning operation;
(3) Concerns and actions related to ventilation; and (4) Actual window opening time
and extent.

3. Simulation and Results

A total of 159 responses were obtained from teachers in 10 elementary schools (X
City), including 140 homeroom teachers and 19 special education teachers. The effective
response rate for homeroom teachers was 62.7%. Responses were received from individuals
spanning the age range of 20s to 60s, with relatively equal participation across all age
groups. The ratio of male to female respondents was 7:9.

Figure 1 presents the attributes. The distribution of homeroom teachers (n = 140) based
on the grade level they teach and the floor level of their classrooms is depicted in Figure 1a.
When classified into first floor, intermediate floors, and top floor categories, lower grade
levels were allocated to lower floors, while higher grade levels were positioned on upper
floors, with the top floor classrooms accounting for 41% of the total.
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Figure 1. The attributes. (a) The grades of the teachers and the floor of the classrooms; (b) The
teacher’s own thermal sensation.

The thermal sensation responses provided by the participating educators are illustrated
in Figure 1b. Approximately 50% of male respondents and 40% of female respondents
indicated being either “cold hands and feet” or “sweaty”.
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3.1. Results of Psychometric Survey of Students and Teachers

Figure 2 depicts the thermal sensations and satisfaction levels of the children, as
perceived by the faculty members, as well as the thermal sensation and satisfaction levels
reported by the faculty members themselves. There were no significant differences observed
between the faculty’s evaluation of the children’s condition and their own evaluation.
Regarding thermal sensation, approximately 75% of both the children and teachers reported
feeling “hot”, while 20% of the respondents, including both children and teachers, reported
feeling “very hot”. As for satisfaction levels, around 50% indicated being “satisfied”, while
approximately 35% expressed some level of dissatisfaction.

Figure 2. The thermal sensations and satisfaction levels of the students and the classroom teachers.

Figure 3 illustrates the operating hours and non-operating hours of the air condi-
tioning system, as reported by the faculty members. During instructional periods when
students are present or during lunchtime, the operating rate exceeds 90%. However, there
is variation in the usage of the system during non-instructional periods when students are
not present, such as during cleaning time or after-school hours when teachers utilize the
facility. Multiple responses indicated that determining the appropriate operation during
these periods is challenging for the faculty members, and it was also difficult to make
definitive judgments based on the written responses.

Figure 3. Air conditioning operating hours and non-operating hours.

Figure 4 displays the actual temperature settings adjusted by the faculty members
using the remote control, as well as their desired temperature settings. According to the
air conditioning system operation guidelines provided by the Education Committee of X
City, a recommended temperature range of 26 to 28 degrees is suggested for remote control
settings. Among the faculty members, the temperature setting of 26 degrees accounted for
48% of the total responses. On the other hand, the desired temperature settings indicated
by the faculty members were predominantly in the range of 24 to 26 degrees, representing
three-fourths of the total responses. This reveals that the faculty members have not lowered
the temperature setting to match their desired settings.
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Figure 4. Teacher’s air conditioning remote control set temperature and desired set temperature.

3.2. Points of Teachers’ Environmental Behavior

Figure 5a presents the evaluation of environmental factors as perceived by the faculty
members, categorized by assessment items. They rated the environmental factors during
classes on a 6-point scale.
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Figure 5. (a) Classroom environment items of concern during class. (b) Teacher environmental behavior.

Regarding the temperature distribution in the classroom (item 2), approximately
two-thirds of the faculty members responded with ratings indicating concern (ratings
+5, +4, or +3). Furthermore, for the following three items: (1) inability of the classroom
temperature to reach the desired level, (2) temperature differences at different heights
within the classroom, and (3) uneven distribution of air conditioning airflow, each of them
garnered concern ratings (ratings +5, +4, or +3) from approximately half of the respondents.
On the other hand, approximately two-thirds of the faculty members reported not being
concerned about noise in the classroom (specifically, noise generated by the air conditioning
system airflow).

Figure 5b presents the evaluation of the environmental behaviors carried out by the
faculty members, categorized by assessment items. These behaviors were also rated on a
6-point scale.

Regarding classroom ventilation, approximately 80% of the faculty members re-
sponded with ratings indicating that they consciously engage in actions such as “Open-
ing the outer windows” (item 13) and “Opening the hallway windows” (item 15), as
well as “Stirring the indoor air with a fan” (item 16). Regarding sunshade measures,
the most commonly reported behavior was “Closing the curtains” (item 11), accounting
for 63% of responses. As for air conditioning usage, measures such as “Pre-cooling the
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room in accordance with the children’s usage” (item 15) were reported by 54% of the
faculty members.

3.3. Window Opening Amount and Opening Time during Cooling

The relationship between the open area during class and the open area during clean-
ing is shown in Figure 6. The horizontal axis represents the classroom window open
area during class, with an average of 2.80 square meters (SD ± 2.90). This average corre-
sponds to an air exchange rate of 5.8 exchanges per hour when a natural wind speed of
0.5 m/s is introduced. Conversely, at the ventilation rate specified by the school environ-
mental hygiene standards of 2.2 exchanges per hour, the open area is 0.476 square meters
when the wind speed is 0.5 m/s. The vertical axis represents the difference in open area
between cleaning and class hours.

Figure 6. Opening area during class and during ventilation.

It can be observed that the open area during cleaning significantly differs from that
during class hours, as X City recommends window opening as a COVID-19 countermeasure
in each elementary school. According to the calculations based on teacher reports for the
second-floor classroom (Q Elementary School), the open area during class hours was
0.48 square meters. However, the average CO2 concentration measured in the classroom
was 1023 ppm, exceeding 1000 ppm in approximately 60% of the time when students
were present. On the other hand, for the third-floor classroom (Q Elementary School), the
calculated open area during class hours based on teacher reports was 4.42 square meters.
The measured CO2 concentration in the classroom had an average of 591 ppm, and it did
not exceed 1000 ppm during student occupancy. The significant variation in open area
reported by teachers indicates that in some cases, excessive ventilation may occur due to
the discretion of individual teachers.

Figure 7 presents the calculated classroom opening areas for indoor and outdoor
spaces based on teacher reports, along with actual measurement examples. The average
values reported by teachers indicate an average opening area of 1.32 square meters for
outdoor spaces and 1.93 square meters for indoor spaces, but with significant variation.
In the case of classrooms where “sufficient ventilation was achieved”, the opening area
towards the outdoor environment accounted for only 14% of the total.
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Figure 7. Average window opening areas for indoor and outdoor spaces.

Figure 8 presents the results of thermal load calculations [3] per classroom for four
different cases (Case 1 to Case 4) conducted in Q Elementary School, categorized into
upper and intermediate floors. Cases 1 and 3 represent scenarios where ventilation is
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ensured, while Cases 2 and 4 are calculated based on the average values derived from
the teacher-reported data in Figure 8. For Cases 1 and 2, the room temperature was set at
28 degrees Celsius, while for Cases 3 and 4, it was set at 26 degrees Celsius.
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Figure 8. The results of thermal load calculations per classroom for four different cases.

By transitioning to “cases with sufficient ventilation,” the thermal load of the class-
rooms can be reduced by 26% for the upper floor with a 28-degree setting, and by 12% for a
26-degree setting. Similarly, for the intermediate floor, the reduction amounts to 38% for a
28-degree setting and 23% for a 26-degree setting.

The thermal load reduction for Q Elementary School was calculated for each case. In
the scenario where sufficient ventilation is ensured (Case 3), a 31% reduction in thermal
load is achievable compared with the current state of all regular classrooms (Case 4) at
a 28-degree setting, and a 20% reduction at a 26-degree setting. When the calculation is
extended to the entire Q Elementary School with a 26-degree setting, the thermal load on
the hottest day, which was initially 7151.48 MJ, can be reduced to 5722.83 MJ.

4. Conclusions

In this paper, the following findings were obtained:

• The designated air conditioning temperature in X City is 26 to 28 degrees Celsius, but
the majority of teachers operate it at 26 degrees Celsius and express a preference for
temperatures ranging from 24 to 26 degrees Celsius.

• The homeroom teacher is particularly attentive to ventilation among the classroom
environmental conditions and takes actions such as opening windows and using
fans. However, these environmental practices are being carried out without any
scientific basis.

• Natural ventilation during air conditioning shows significant variation in terms of
window opening size and duration, as determined by individual teacher judgment,
leading to instances of excessive ventilation compared to the required amount.

• By implementing an announcement system that encourages appropriate environ-
mental behaviors, it is estimated that classroom thermal load can be reduced by
approximately 20%, resulting in a potential reduction of 1400 to 2000 MJ in thermal
load on the hottest days at the school level.
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Abstract: The noisy environment of hospitals has always been a problem for medical workers and
patients as people in hospitals need a quiet environment more than others. Thus, the study of the
noisy environment of hospital buildings has been carried out for a long time. This study aims to find
out the existing problems and explore solutions for improvement through research. The purpose is
to investigate and analyze the lower frequency range of current noise (25–200 Hz) in four central
hospitals (single building or group of buildings using a single lobby), following the research of
“Characterizing the subjective noise in hospital lobbies”. In this research, the acoustic environment
condition in the lobby after the road noise spread into the hospital and its environmental noise
problems were analyzed by the commercial acoustic simulation software SoundPLAN for scene
restoration and simulation. Focusing on reconstructing the noisy condition of the hospital lobby and
comparing the measurements with those of our previous study, acoustic experimental simulations are
conducted to acquire the indoor frequency spectrum. The experimental data are also compared with
the live measurement data to verify the reliability of SoundPlAN. Finally, the experimental result is
analyzed with the psychological experimental noisiness values in our previous study to identify the
sources of the main noise existing in the lobbies of the four hospitals.

Keywords: hospital-type building lobby; low-frequency noise (25–200 Hz); SoundPLAN acoustic
simulation software; correlation

1. Introduction

Many researchers have raised the noise problems of the hospital, indicated improve-
ment directions, and proposed related solutions. Nevertheless, in a noisy environment, one
phenomenon is generally ignored: low-frequency noise. When people are forced to adapt
to this noise, they would insensibly become irritable, and even irrational [1]. Prolonged
exposure to low-frequency noise is likely to result in neurological weakness, insomnia,
headaches, and other neurological dysfunctions, and even affect the fetus in the womb.
Compared with low-frequency noise, high-frequency noise decreases rapidly as the dis-
tance increases or when encountering obstacles. As low-frequency noise decreases slowly
and its sound waves are longer, they can easily pass through obstacles, run over long
distances, and penetrate walls and ears. Low-frequency noise, in general, has a common
nature. Their waves are formed by vibration being a form of energy transmission. A hospi-
tal requires a favorable rehabilitation environment and a working environment. Topf [2]
Noise in hospitals is not conducive to patients’ recovery, and they need an environment
that is quieter than the environment. They are usually experienced in daily life. Noise in
hospitals also distracts hospital staff and increases the risk of medical incidents. Torija [3,4]
suggested that low-frequency noise (or other acoustic features that are usually less im-
portant) is less dominant in the subjective response to other acoustic features (e.g., mid-
and high-frequency noise) in noise annoyance, and is a more critical factor under indoor
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conditions. Low-frequency noise may be more dominant than the other frequency bands
under indoor conditions Tomei [5] Increased noise will damage the human auditory system
and may also induce hypertension or other irreversible cardiovascular diseases. Using the
SoundPLAN acoustic simulation software, the propagation paths of low-frequency noise
and the coverage of low-frequency noise are investigated in the acoustic environment of
the four hospital halls. Then, the measured data in the field are compared to verify their
reliability and to improve the strategies and recommendations.

2. Purpose and Objects of Research

2.1. Purpose of Research

The following are the objectives of this study.

• To study the types of low-frequency noise in hospitals;
• To investigate the impact of low-frequency noise on people’s lives and their psycho-

logical perception of it;
• To continue the investigation of the current situation of noise in the lobby of a general

hospital in central Taiwan;
• To implement noise measurements in four hospitals in central Taiwan;
• To use the acoustic simulation software SoundPLAN to restore the acoustic environ-

ment scene during the measurement by Chen [6,7] for analysis and research.

2.2. Objectives of Research

In this study, low-frequency noise was measured and simulated at four hospitals
(Table 1) in Taichung City in order to design and improve the physical environment.

Table 1. Hospitals and the area of their lobbies.

Number Name Area/m2

a.
Taichung Hospital, Ministry

of Health and Welfare 1050

b. Jen-Ai Hospital Dali 1175
c. Ching-Chyuan Hospital Daya 531

d.
Cheng Ching Hospital Chung

Kang Branch 480

3. Experimental Sites

Torija [3] suggested that low-frequency noise (or other usually less important acoustic
features) may be more important than other acoustic features (such as MF and HF content)
that are less dominant such as indoor conditions. Low-frequency noise is relatively more
dominant indoors and behind noise barriers and relatively more significant, as it may lead
to irritation, excessive fatigue, inattention, sleep disorders, and troubles. Through animal
experiments, Spreng [8] found that the cellular cortisol of the tested animals would be
affected by noise and cause changes, and it would cause small changes in the heart and
adrenal glands.

Paunović [9] explored traffic noise-induced changes in blood pressure, heart and hemo-
dynamics in young adults. Their study included a total of 130 people (42 men, 88 women)
with an average age of 24 years old. The results of the study pointed out that 89 decibels
of traffic noise will produce blood changes, including increased blood vessel resistance
and reduced cardiac blood elimination. These changes occur when noise is exposed The
interplay of effects results in an increase in systolic and diastolic blood pressure.

3.1. Floor Plan Acquisition

Four central hospitals near the road were selected to study the low-frequency noise.
The criteria for measuring and setting the measuring points are selected following Chen’s
research [6].
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The measurement was conducted on normal working days from 9:00 a.m. to 5:00 p.m.
and from Monday to Friday. The reason was to avoid the special impact noise when the
hospital opens in the morning such as the noise of opening the iron gate, air conditioning,
mechanical equipment trial operation, and so on. Noise at night occurs from 9 p.m. to 5
a.m. The measuring points need to meet the following conditions.

1. The height between the measuring point and the ground must be 1.2–1.6 m;
2. The distance between the measuring point and each radiation surface in space must

be greater than 1.0 m;
3. The distance between each measuring point must be greater than 1.5 m;
4. The distance between the measuring point and the noise source in space must be

greater than 1.5 m.

The floor plan is shown in Figure 1.

 
 

(a) Taichung Hospital, Ministry of Health 
and Welfare 

(b) Jen-Ai Hospital Dali 

  

(c) Ching-Chyuan Hospital Daya (d) Cheng Ching Hospital Chung Kang 
Branch 

Figure 1. Floor plane of hospital lobbies for the research [6].

3.2. Data Acquisition

Chen [6] performed a psychological quantitative survey on the audience of hospital
users using the Likert Scale. It is a psychological reaction scale and is often used for
questionnaire surveys. The Likert scale has two extreme quantitative methods to measure
positive or negative responses. The subject scored the noise in the hospital hall at five levels
of very agree, agree, ordinary, disagree, and very disagree (Table 2).
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Table 2. Summary of noise incident questionnaire data.

Number a b c d

Reason for staying 3.16 3.41 3.06 3.45
Means of transportation 2.06 1.66 2.11 2.10

Home environment 2.41 2.49 2.21 2.35
Noise severity 2.78 3.16 2.85 3.02

Conversational voice 3.08 3.06 2.95 3.17
Children’s frolicking 3.08 3.52 3.31 3.23

Ambulance alarm 2.78 3.15 2.85 2.70
Medical equipment 2.57 2.48 2.40 2.37

Mechanical equipment 2.57 2.69 2.40 2.28
Broadcast 2.65 2.82 2.89 2.65
Call name 2.57 2.93 2.82 2.77
Footsteps 2.60 2.94 2.70 2.53

Opening/closing sound 2.72 2.57 2.63 2.52
Car sound 2.65 2.71 2.85 2.98

Construction operation 2.83 3.34 3.37 3.42
TV set 2.58 2.42 2.80 2.53

Traffic noise in the location 2.58 2.45 2.60 2.97
Ambulance sound in the location 2.50 2.71 2.63 2.78

Counterspeech in the location 2.52 2.65 2.33 2.68
Elevator/escalator in the location 2.52 2.62 2.25 2.39
Shuttle footsteps in the location 2.60 2.89 2.52 2.55

Sound of medical instruments in the location 2.70 2.78 2.38 2.36
Emergency room sound in the location 2.78 2.43 2.55 2.42

After collecting all data, the psychological noise parameters of the subjects in four
hospitals were obtained as shown in Table 3.

Table 3. Psychological noise parameter table.

Name Psychological Noise Value

Hospital a 3.393

Hospital b 3.417

Hospital c 2.600

Hospital d 3.617

The collated parameters were used in the later stage of the experiment with the
simulated indoor spectrum.

4. Methods

A SoundPlAN model was used for data acquisition, measurement, and simulation.

4.1. Model

Based on the floor plans of four hospitals obtained by Chen [6], AutoCAD was used
to restore the plans on an equal scale. The floor plans were imported into SoundPlAN to
establish a model as shown in Figure 2.
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Hospital a Hospital b 

 
 

Hospital c Hospital d 

Figure 2. Four hospital plans and 3D models in SoundPLAN.

4.2. Sound Absorption and Penetration

According to the field investigation and collection of data on the penetration coefficient
(ISO 12354) [10], a sound absorption coefficient (ISO 354) [11] of 20 cm reinforced concrete
walls was obtained as shown in Table 4.

Table 4. The 20 cm RC wall penetration and absorption coefficient spectrum.

Name/Band Hz/dB Penetration Coefficient Sound Absorption Coefficient

25 20.1 0.1
31 21.2 0.1
40 22.8 0.1
50 23.2 0.1
63 24.4 0.1
80 25.5 0.1

100 27.7 0.1
125 30.4 0.1
160 32.7 0.1
200 34.3 0.1
250 36.3 0.1
315 38.4 0.1
400 40.4 0.1
500 42.4 0.1
630 44.4 0.1
800 46.45 0.1
1000 48.4 0.1
1250 50.4 0.1
1600 52.4 0.1
2000 54.5 0.1
2500 56.5 0.1
3150 58.4 0.1
4000 60.5 0.1

5. Process and Results

Due to the shortage of outdoor noise measurement data in Chen [6], the field measure-
ment was obtained as the spectrum of outdoor noise sources. The measurement principle
followed by this outdoor noise spectrum collection is as follows.
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The measurement was carried out during the normal working day from Monday
to Friday every 30 min. The reason was to avoid the special noise that occurred when
the hospital opened in the morning such as opening the iron gate, air conditioning, me-
chanical equipment trial operation, and other noises. In case of sudden noise (except the
noise brought by the hospital such as the siren of an ambulance), the measurement was
terminated. The measurement time was 15 min and was repeated to ensure accuracy. The
measuring points meet the previous conditions.

Precision Sound 140 Sound Analyzer was used in this research. The obtained mea-
surement data are shown in Table 5.

Table 5. The 25–4 kHz frequency spectrum of outdoor noise in four hospitals.

Name/Band Hz Hospital a/dB Hospital b/dB Hospital c/dB Hospital d/dB

25 68.30 69.10 67.00 64.94
31 68.75 68.10 66.50 67.69
40 72.55 64.40 70.80 64.34
50 72.65 65.30 68.00 64.69
63 69.15 65.60 68.00 64.74
80 68.45 65.00 68.40 60.74

100 66.65 62.60 67.40 59.34
125 65.45 62.40 68.70 61.44
160 65.65 61.20 67.50 59.04
200 65.70 60.20 64.70 55.69
250 64.20 59.40 63.90 58.39
315 62.30 57.60 61.90 60.69
400 62.35 59.20 61.20 56.19
500 62.10 57.90 61.00 64.19
630 61.65 56.70 61.50 54.89
800 60.65 56.10 63.30 50.54

1000 60.45 56.90 64.50 52.19
1250 59.95 57.50 58.70 53.09
1600 58.55 56.30 57.60 52.84
2000 57.60 53.70 56.00 49.59
2500 56.05 52.60 54.70 48.74
3150 55.05 51.40 53.50 48.89
4000 52.15 48.60 51.30 42.94

Total 79.12 73.90 78.40 72.90
Data acquisition: field measurement.

After the establishment of the model, the input of various values and the setting of
the analytical program, the indoor acoustic environment spectrum of the four hospitals is
finally obtained as shown in Table 6. The indoor sound pressure distribution diagram is
shown in Figure 3.

Table 6. Indoor noise spectrum of four hospitals after simulation.

Name/Band Hz Hospital a/dB Hospital b/dB Hospital c/dB Hospital d/dB

25 68.30 64.50 59.60 66.4
31.5 68.75 69.1 59.1 69.8
40 72.55 68.1 58 65.95
50 72.65 64.4 57.1 66.4
63 69.15 65.3 58.4 66.05
80 68.45 65.6 54.6 62.25

100 66.65 65 55.5 61.25
125 65.45 62.6 54.5 63.5
160 65.65 62.4 52.5 63.5
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Table 6. Cont.

Name/Band Hz Hospital a/dB Hospital b/dB Hospital c/dB Hospital d/dB

200 65.7 61.2 54.2 58.15
250 64.2 60.2 55.6 59.75
315 62.3 59.5 55.9 61.55
400 62.35 57.7 57.8 57.8
500 62.1 59.3 57.5 64.85
630 61.65 58 57.4 56.8
800 60.65 56.8 57 53.4

1000 60.45 56.2 55.5 53.65
1250 59.95 57 57.1 53.9
1600 58.55 57.6 52.4 53.6
2000 57.6 56.4 50.1 55.15
2500 56.05 53.8 49.4 49.7
3150 55.05 52.6 55.9 49.6
4000 52.15 51.6 57.7 44.2

Total 78.82 74.9 69.2 74.22

 

 
Hospital a Hospital b 

 
Hospital c Hospital d 

Figure 3. Sound pressure distribution in the four hospitals.

The sound pressure distribution diagram shows the acoustic environment of the
hospital lobby. The red areas included the medication collection area, the entrance lobby,
and the rest and waiting area which were crowded. The second red area is for the sound
sources in the corridors and escalators are linear sources. The sound level was the most
prominent in the Daya Ching Chuen Hospital, presumably due to its proximity to the road.
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The correlation analysis result of the indoor spectrum in SoundPlaN and the psycho-
logical noise value is shown in Table 7.

Table 7. Correlation analysis result.

Name/Band Hz Correlation Coefficient

25 0.853337
31 0.928248
40 0.944554
50 0.833262
63 0.915337
80 0.969916

100 0.975709
125 0.933431
160 0.954515
200 0.877396
250 0.873824
315 0.834558
400 0.457622
500 0.490722
630 0.485701
800 0.244667
1000 0.450634
1250 0.274137
1600 0.882458
2000 0.984785
2500 0.782741
3150 −0.3497
4000 −0.515241

The experimental results show that the frequency band of noise was mainly concen-
trated in 25–315 Hz and 1600–2500 Hz and present the direction of looking for noise source
mainly in low frequency (Figure 4). It is shown that the main source of low-frequency noise
is in the halls of the four tested hospitals.

Figure 4. Correlation between subjective noisiness and sound pressure levels of simulated noise at
the range 25–160 Hz and 1600–2500 Hz.
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6. Conclusions

In this study, the acoustic environment of the lobby of the four hospitals was investi-
gated and compared to those of Chen [6], and the correlation between the measured data
and the psychological experimental data was compared.

According to the experimental results, the noise affecting the four hospitals is mainly
low-frequency noise. The psychological experiment data shows that the highest correlation
frequency bands are 25–315 Hz and 1600–2500 Hz. Therefore, the noise frequency band
with the highest perception by people in the lobby contains the middle and low followed
by the high-frequency band. The acoustic simulation software (SoundPLAN) was used to
restore the measurement by placing noise sources, installing noise barriers, and placing
measurement points and surfaces. The experiment results present that the four hospitals
had a wider distribution of indoor sound levels, and the most significant noise level was
found at Daya Ching Chuen Hospital, presumably because it is closer to the road than the
other three hospitals.
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Abstract: The architectural design process may utilize decision-making algorithms; usually, this takes
a long time when using analog methods. Today, sequential processing (CPU) or parallel processing
(GPU) works with architectural design in different ways, such as Graphical User Interfaces using
CPU or ray-tracing rendering using GPU. Architectural design paradigms have not yet fully adapted
to the processing computer core paradigm. Thus, this research proposes design guidelines to take the
computing core paradigm and transport it to architectural design with a practical case that tests the
core’s performance with a genetic algorithm (form-finding process). The genetic algorithm was tested
on a computer based on a central processing unit (CPU), another on a graphics processing unit (GPU),
and the last one on quantum computers (Quantum Gates). The guidelines operate these cores under
the cloud computing paradigm, supported by new components made in Rhinoceros–Grasshopper
3D. The discussion shows the integration of the computation core paradigm with the current digital
architecture design process.

Keywords: cloud computing; quantum computing; parametric design; genetic algorithm; architectural
design

1. Introduction

The architectural design process shows a relationship between the design procedure
and the calculation with or without computational tools. This research seeks a comparison
criterion to adapt the decision-making process in architectural design based on the advan-
tages of three different computing paradigms. The first is sequential computing with CPU,
the second is parallel processing using GPU, and the third is quantum processing using
quantum processors (QPU).

A genetic algorithm (GA) implemented in different computing paradigms proposes
how the architectural design process can improve considering the computer core processing.
The genetic algorithm requires an intensive calculation process. The CPU processor works
in Amazon Web Services (AWS) based in Intel, a GPU processor based in Nvidia was
used in AWS, and quantum computing works with AWS Bracket with a Rigetti server. A
graphic user interface (GUI) created in Rhinoceros–Grasshopper 3D allows connecting an
API connection located in AWS to access different computing processors.

Usually, studies on architectural design are associated with division and task integra-
tion into the abstraction process. Likewise, the abstraction process reduces the time process,
which is possible with parametric design technologies. In this way, Rhinoceros-Grasshopper
incorporation in this core computation evaluation is crucial.

The specific information technology architecture based on CPU, GPU, and QPU where
the GA is implemented is shown in Figure 1.

(Figure 1) shows the information technology (IT) architecture. Grasshopper and
Rhinoceros 3D in the right-side work as the frontend, which means a GUI; for this purpose,
there are two main areas: Grasshopper with the new component that works with send,
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receive, and transform data, and Rhinoceros 3D with the visual geometry. Another area is
on the top-left side, which consists of the EC2, a virtual machine that allows us to use a
CPU processor (based on Intel) and a GPU processor (based on Nvidia). The last area, on
the bottom-left side, is the Rigetti server, where the quantum algorithm runs, but to use
this service we have to connect through AWS Bracket.

 
Figure 1. Information technology architecture: backend and frontend.

The design process shown in this research has two main branches: the digital mor-
phogenesis process (A) and the analog morphogenesis process (B). In this way, a process
guided by the simulation of natural evolution was used (A.1).

1.1. Digital Morphogenesis
1.1.1. Guided by Simulation of Natural Evolution through Genetic Algorithms

In these processes, the algorithm produces a population that has the parameters as
genes. Once the selection and mutation mechanisms work, the best individuals can reach
the goal; in this way, analyzing the performance of each individual is necessary through a
mathematical procedure [1].

1.1.2. Guided by Emerging Patterns through Autonomous Agents

In this process, a population of agents is created, and each agent can communicate
with others through basic state rules and constant analysis of their environment [2].

1.1.3. Guided by Parameters and Geometry Transformation Processes through
Visual Programming

The process uses computational thinking to create shape relationships and data trans-
formations, usually via visual programming.

1.1.4. Guided by Animation Sequences through Dynamic Patterns

In these processes, design decisions are usually made based on the achievement of
frames in animated sequences where time is a variable to make decisions.
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1.1.5. Guided by Materials’ Behavior and Computational Physics

In these processes, the behavior of materials is usually analyzed with variables and
physical laws such as gravity or Hooke’s law to then make design decisions based on
these observations.

1.1.6. Guided by Manual Control of Digital Curve Points

In these processes, the designer determines the position of control points that model a
shape in space; Bezier or Nurbs curves are often used for these processes.

1.2. Morphogenesis with Analog Resources
1.2.1. Guided by Physical Model Transform to Digital Model

The process can transform the physical model made by hand or another method in
bits through points digitalization or 3D scanning.

1.2.2. From Free-Hand Drawing to Digital Model

The process uses free-hand drawings to transform into pictures using a scanning
process or a digital camera.

2. Information Technology Architecture

2.1. Genetic Algorithm Architecture

The genetic algorithm was made with the following parts:

1. Generating a population method:

The population is generated randomly with individuals that have binary-encoded
genes. These genes represent parameters in binary format.

2. Iterating with a stopping method:

The selection and evolution mechanism iteration reaches a parameter combination to
target approximate results and finally stop.

3. Individual evolving method:

The evolution and selection mechanisms have a closer relation. The best parent genes
(parameter value) are determined according to a selection rule for evolution.

4. Selecting the parent method:

The performance rule defines which individuals are better to adapt to environmen-
tal conditions.

5. Applying the crossover and mutation method to parents:

This operation uses a gene selection rule that determines, through operations in pairs,
which genes will be taken for the next generation and, in some cases, gene mutation.

2.2. Computation Processors in the Cloud

Amazon Web Services allows the use of different computation technologies through
servers such as AWS EC2 service (Intel i7 CPUs, the NVIDIA T4 Tensor Core GPUs) and
AWS Bracket using Aspen-10-25Q Rigetti processors used in this research.

1. AWS EC2 based on CPU

In this system architecture, connectivity was developed through a Rest API created
with the Express system, and then the genetic algorithm was implemented with NodeJs
that, through the Google V8 engine, can make use of the CPU (Figure 2).
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Figure 2. AWS EC2 instance based on Intel Core i7.

2. AWS EC2 based on GPU

In this architecture, the node-rapids technology connects the Nvidia GPU with NodeJs
through CUDA; this technology is exposed by using Rest API (Figure 3).

Figure 3. AWS EC2 instance based on Nvidia GPU.

3. AWS BRACKET based on Aspen-10-25Q Rigetti processors

This system architecture works with two cloud computing servers. First, Amazon
Web Services Bracket allows the use of Python-based Jupyter Notebooks to control load
execution and find out the status of computing tasks; second, the Rigetti Aspen 10 can
access this from AWS Bracket (Figure 4).

 
Figure 4. AWS Bracket is used to control a Rigetti Quantum core.

2.3. Frontend Anatomy in Grasshopper–Rhinoceros 3D

A new component was developed to connect the server with Grasshopper 3D. This
component considers the sending and receiving values in JSON (JavaScript Object Notation)
format, and their subsequent transformation into inputs to be used within parametric
design processes.

Figure 5 shows the Grasshopper 3D functions. The API function allows inserting data
from the user into the Grasshopper 3D component; after that, the transform class uses
this information to obtain data from the server with the API function. The API function
can obtain information from the server and transform the server response into data to
use. The output function takes the information from the transform function and gives the
information that the Grasshopper 3D user needs; after that, this information is shown in
Rhinoceros 3D.
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Figure 5. Frontend architecture is based on Rhinoceros 3D–Grasshopper.

3. Results

Architectural design currently does not differentiate between which computing tasks
to direct its processes towards. The different morphogenesis processes require different
computing capacities related to the following tasks:

A.1 Searches for the best combination and the best route.
A.2 Determination of states based on neighboring states.
A.3 Re-calculation based on a time frame.
A.4 Re-calculation based on picture frames.
A.5 Subdivision to generate analysis mesh.
A.6 Analysis via raytracing.
A.7 Statistical analysis of point concurrence.
In this research, the comparison of the “Search for the best combination” task was car-

ried out using a genetic algorithm implemented in the CPU, GPU, and QPU architectures.
For the first case (CPU), sequential tasks were developed based on the use of a server

with the Intel Core i7 processor (Figure 6).
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Figure 6. CPU task-solving model.

For the second case (GPU), the combination tasks were distributed in the different
cores of the GPU to obtain information about the performance of the offspring (Figure 7).

Figure 7. GPU task-solving model.

For the third case (QPU), the tasks were executed at the same time thanks to the
quantum entanglement and superposition mechanisms (Figure 8).

Figure 8. QPU task-solving model.

The results between the different processors show that the quantum computing proces-
sor performed better in finding the best combination of genetic algorithm genes to achieve
a performance goal (Figure 9).
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Figure 9. Time evaluation between CPU-GPU-QPU.

The objective of implementing a genetic algorithm is to show how the different pro-
cessing cores behave to determine strategies in architectural design processes. In terms
of processing speed, the QPU had better performance than the GPU, while the GPU was
superior to the CPU. With this observation, the following steps are proposed.

1. Define the type of problem to solve according to the morphogenesis process to take.
2. Analyze the compatibility of the problem with the type of processing paradigm to be

used, considering the following.

• If it is a general-purpose task and requires design platforms and low-intensity
computational capacity, it is recommended that the CPU is used; preferably, the
tasks should be executed sequentially and interdependently (Figure 10).

• If the task can be divided as in the determination of the state in autonomous
agents, the GPU should be used. Tasks are not sequential and interdependent [3]
(Figure 11).

• If the task can be divided and consists of reaching an objective solution in multiple
ways, as in the case of searching for the best route to reach an objective, it is
recommended to use the QPU. It seeks to take advantage of superposition and
quantum entanglement to execute tasks with Qubits (Figure 12).

 

Figure 10. Grasshopper component to connect AWS Instance based on CPU core.

 

Figure 11. Grasshopper component to connect AWS Instance based on GPU core.
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Figure 12. Grasshopper component to connect AWS Bracket based on QPU core.

3. Define the design problem to be solved according to a computational design process;
the use of a visual programming system such as Rhinoceros 3D–Grasshopper, or
Revit-Dynamo is recommended, or if possible, the use of explicit programming.

4. The indicators for this guideline are computing execution time and decision-making
time in the architectural design.

4. Future Work

This research proposes guidelines based on the evaluation of processing paradigms of
the CPU, GPU, and QPU. The implementation of a customizable genetic algorithm through
a component created ad hoc in the Rhinoceros 3D–Grasshopper computer system was used
as an example of implementation and demonstration.

The main selection criteria for the processing core were the computing tasks’ divisibil-
ity, the task’s flexibility, and the need for intensive computing. Future research will expand
the range of implementation examples focused on the creation and performance analysis
of machine learning engines; in this way, the focus will be on neural networks applied in
computing core paradigms and architectural design processes.
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Abstract: Four process parameters were investigated via regression analysis for their effects on
biodiesel production in the transesterification of biodiesel from waste soybean oil (WSO). The
maximum biodiesel conversion rate reached 98.56% at a methanol/oil ratio of 6:1, a reaction time of
60 min, a reaction temperature of 60 ◦C, and a catalyst loading of 0.5 wt.%. The functional group was
dominated by an ester with the wavenumber 1743.78, the group attribution C=O, a strong absorption
intensity, and a stretching vibration. The major methyl ester compounds of the biodiesel yielded from
the waste soybean oil were dominated by linoleic acid (37.53%), oleic acid (24.69%), and palmitic acid
(12.95%). The regression analysis result showed that the parameters influenced the biodiesel yield,
and that the reaction temperature contributed to the reaction more than the others.

Keywords: biodiesel production; waste soybean oil; transesterification process; methyl ester;
regression analysis

1. Introduction

Biodiesel is one of the most promising fuels because its raw materials are abundant.
Even though the cost of producing biodiesel is more than that of fossil fuels, many coun-
tries are producing biodiesel commercially to meet their energy needs because biodiesel
assures energy security, environmental friendliness, and socio-economic stability. With
similar properties to diesel oil, biodiesel can be used for any engine because of its excellent
lubricity. It is a renewable resource (vegetable oil or animal fat) and is biodegradable and
environmentally friendly. To produce biodiesel from vegetable oil, transesterification is
process most used to form a mixture of fatty acid methyl esters (FAMEs). Oils change their
chemical and physical properties if they are cooked many times. Waste or used cooking oil
can be used to produce biodiesel. The use of used cooking oil as a raw material (feedstock)
may increase the production of biodiesel and reduce environmental pollution [1]. Soybean
oil is the second most consumed vegetable oil in the world; hence, used soybean oil can be
used in many countries for the production of biodiesel [2–5].

Producing biodiesel from waste soybean oil via transesterification requires a catalyst.
There are many kinds of catalysts, including base and acid catalysts, that can increase
biodiesel production in the transesterification reaction. Catalysts must be chosen consid-
ering environmental aspects and costs. Potassium hydroxide, one of the base catalysts, is
used in the transesterification reaction and has shown a conversion yield of ethyl or methyl
ester of over 90% [1,6]. The transesterification reaction is shown in Equation (1).
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Triglycerides are heavy molecular fats and oils saponified (hydrolyzed) in a solution
to produce soap and glycerol. The glycerol is insoluble in the transesterification product
and easily separated with methyl ester because of its higher density. In transesterification
reactions, the soap is formed because free fatty acids (FFAs) from the oil react with the
catalyst. It is a reactant in the transesterification containing water, and the reaction increases
the quantity of FFAs in hydrolysis. This increases the formation of soap. The process of
soap formation with a high FFA content is expressed as follows:
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CH2OH
|

CHOH
|

CH2OH

+
R1COOCK
R2COOCK
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Triglyceride + Potassium Hydroxide → Glycerol + Potassium Carboxylate

(2)

In transesterification, the most active catalysts are methoxide radicals. The activity of
a particular catalyst depends on the number of methoxide radicals. These are used in the
reaction, as each mole of triglyceride reacts with 3 moles of primary alcohol, and yields 3
moles of alkyl ester (biodiesel) and 1 mole of glycerol (by-product). Dissolving potassium
in methanol produces the methoxide ion according to the following reaction:

OH− + 3CH3OH → 3CH3O− + H2O (3)

Biodiesel purification using a conventional catalyst requires high energy and large
water consumption, which causes environmental issues and affects the quality of the
biodiesel. To increase the biodiesel quality, a purification process for removing impurities
such as catalysts, methanol, glycerol, glyceride, water, soap, and other materials is necessary.
There are two often used methods, namely wet washing and dry washing. The wet washing
method is the best choice so far in purifying biodiesel after the transesterification reaction.

2. Materials and Methods

A transesterification method was used to obtain methyl ester biodiesel. In the trans-
esterification and purification, the operating conditions and homogeneous mixture were
controlled. The required raw materials were waste soybean oil, potassium hydroxide, and
methanol. Soybean oil was purchased from a local supermarket in Tainan, Taiwan. It was
used for frying fish or meat, and then became waste soybean oil as a feedstock. Methanol
was chosen because it was more suitable than other alcohols for transesterification when
considering the price and physical and chemical properties. Potassium hydroxide (KOH)
or sodium hydroxide (NaOH) were recommended to produce methyl ester. However,
considering the cost, KOH was chosen as it is cheaper than NaOH. The operating condi-
tions, regarding the oil/methanol molar ratios, catalyst loading, reaction time, and reaction
temperature, are presented in Table 1.
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Table 1. Operating conditions used to convert triglycerides from waste soybean oil to methyl
ester biodiesel.

Variable
Conditions

Reaction
Temperature (◦C)

Methanol/Oil
Ratio (mol/mol)

Reaction Time
(min.)

Catalyst
Loading (%)

Reaction
temperature

30, 40, 50, 60, 70, 80,
90, 110 6:1 60 0.5

Methanol/oil
molar ratio 60 3:1, 4:1, 5:1, 6:1,

8:1 60 0.5

Reaction time 60 6:1 30, 50, 60, 90,
120, 180 0.5

Catalyst loading 60 6:1 60 0.2, 0.5, 1, 2

First, waste soybean oil was heated up to 40 ◦C and then filtered to remove dirt,
charred food, and non-oil materials. Then, the oil was heated up to above 100 ◦C to remove
the water content. The catalyst was added to the methanol and stirred until all KOH
dissolved, and then it was mixed into the heated oil. The mixture was heated on a hot
plate stirrer. After heating, the separation of methyl ester and glycerin was performed for
60 min in a separatory funnel. The glycerin waste was drawn off from the bottom of the
settling vessel via gravity. The experimental process of biodiesel production is shown in
Figures 1 and 2.

Figure 1. Biodiesel production process; 1. Catalyst and methanol, 2. WSO, 3. Transesterification tank,
4. Separatory funnel, 5. Glycerol, 6. Biodiesel result of transesterification, 7. Purification/washing, 8.
Heating, 9. Methyl ester biodiesel, 10. Physical and chemical property test.

       
(a) (b) (c) (d) (e) (f) (g) 

Figure 2. Process of biodiesel production: (a) waste soybean oil (WSO); (b) transesterification reaction;
(c) separation process between biodiesel and glycerol; (d) the washing process; (e) separation process
between biodiesel and water; (f) the heating process; (g) pure biodiesel.

2.1. Analysis of Physicochemical Properties

The properties of biodiesel depend on the type and composition of the oil and the
transesterification operating conditions. FT-IR spectroscopy was used to identify the
presence of functional groups in the soybean oil, waste soybean oil, and biodiesel samples.
Equation (4) was applied to calculate the yield of the obtained biodiesel.

Yield of biodiesel (%) = [(biodiesel (wt.))/(WCO (wt.))] × 100% (4)

2.2. Regression Model

Regression analysis was used to analyze the experimental results. The variables are
shown in Table 1. The F-test was conducted to determine the effects of the independent
variable (X) on the dependent variable (Y) by comparing F-values at a significance level
of 5%. By finding a partial coefficient, the fitness of the model was tested. The effect was
identified by calculating the t-value and comparing it at a significance level of 5%. In the
regression model, the parameters (Table 1) of eight reaction temperatures, five methanol/ oil
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ratios, six reaction times, and four catalyst loadings were included as independent variables,
while biodiesel production (%) was included as a dependent variable. In the regression
analysis, each independent variable’s effect on the dependent variable was identified, and
function coefficients and polynomial functions were found. The regression equation was
a polynomial function that depended on the degree of freedom. The polynomial model
equation was as follows:

f(X) = Y = anXn + an−1Xn−1 + an−2Xn−2 + .... + a2X2 + a1X + a0 (5)

By entering all the variable conditions, the regression equation for eight reaction
temperatures was derived as follows:

Y = a11X1 + a01 + a12X2 + a02 + a13X3 + a03 + a14X4 + a04 + a15X5 + a05 + a16X6
+a06 + a17X7 + a07 + a18X8 + a08

(6)

Y = a21X2
1 + a11X1 + a01 + a22X2

2 + a12X2 + a02 + a23X2
3 + a13X3 + a03 + a24X2

4
+a14X4 + a04 + a25X2

5 + a15X5 + a05 + a26X2
6 + a16X6 + a06 + a27X2

7
+a17X7 + a07 + a28X2

8 + a18X8 + a08

(7)

Y = a31X3
1 + a21X2

1 + a11X1 + a01 + a32X3
2 + a22X2

2 + a12X2 + a02 + a33X3
3 + a23X2

3
+a13X3 + a03 + a34X3

4 + a24X2
4 + a14X4 + a04 + a35X3

5 + a25X2
5

+a15X5 + a05 + a36X3
6 + a26X2

6 + a16X6 + a06 + a37X3
7 + a27X2

7
+a17X7 + a07 + a38X3

8 + a28X2
8 + a18X8 + a08

(8)

where Y is for the biodiesel conversion, an, a(n−1), a(n−2), . . ., a2, a1, a0 are function coefficients,
n is the degree of freedom of the polynomial function, and X is the independent variable.

3. Results and Discussion

3.1. Regression Analysis

Figure 3 presents the estimation curves, which resemble quadratic and cubic curves.
The coefficients of determination (R2) of the linear, quadratic, and cubic curves were 0.209,
0.972, and 0.982 (with the variation in reaction temperature), 0.405, 0.985, and 0.991 (with
the variation in the methanol/oil ratio), 0.150, 0.450, and 0.729 (with the variation in reaction
time), and 0.839, 0.960, and 1 (with the variation in catalyst loading). The cubic curve was
similar to the observation data (R2 = 1) compared with the quadratic estimation curve for
all the variations.

The parameters of the reaction temperature (quadratic = 0.00 and cubic = 0.001),
methanol/oil ratio (quadratic = 0.015 and cubic = 0.009), and catalyst loading (Sig. = 0.000)
had a significant effect on biodiesel conversion. On the other hand, the reaction time did
not influence the biodiesel conversion significantly. The effect of the reaction temperature
(XT), methanol/oil ratio (Xmo), reaction time (Xt), and catalyst loading (Xc) on biodiesel con-
version Y((YT), (Ymo), (Yt), (Yc) and (YT)), respectively, was estimated using the following
regression models:

YT = 87.335 + 0.243XT + 0.00062X2
T − 2.494X3

T (9)

Ymo = 67.106 + 7.407Xmo − 0.06215X3
mo (10)

Yt = 80.888 + 0.529Xt − 0.0054X2
t + 0.0000155X3

t (11)

Yc = 89.912 + 36.096Xc − 43.625X2
c + 12.073X3

c (12)
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Figure 3. The biodiesel production with the variations in the reaction temperature (A), methanol/oil
ratio (B), reaction time (C), catalyst loading (D), the observation data compared with the
estimation curves.

3.2. Chemical Analysis of Biodiesel Using Fourier Transform Infrared (FTIR) Spectrum

Figure 4 displays the FTIR spectra results for the main functional group of soybean
oil, waste soybean oil, and biodiesel. Figure 5 shows the FTIR spectra of biodiesel under
different reaction times and catalyst loadings, respectively. The spectra of the samples
from soybean oil, waste soybean oil, and biodiesel were obtained at the ranges of 4000
to 400 cm−1.

Figure 4. Spectra at 4000–400 cm−1 were obtained for the soybean oil, waste soybean oil, and biodiesel
using the FTIR technique.
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There were no significant peaks in the regions of 1700−2800 cm−1 and 3000−4000 cm−1

for the soybean oil, waste soybean oil, and biodiesel for all conditions. There were strong
peaks between 2800 cm−1 and 3000 cm−1, corresponding to the C-H vibration. The main
characteristic peak for biodiesel was obtained at the spectrum of 1245 cm−1 (C-O), cor-
responding to the proportion of fatty acid methyl ester. Other peaks for biodiesel were
identified at the spectra of 1744 cm−1 (C=O) and 1057 cm−1 (C-O).

3.3. Gas Chromatography-Mass Spectrum (GC-MS) of Biodiesel Yield from Waste Soybean Oil

GC-MS was applied to determine the substance compositions or quality of the biodiesel
in terms of the presence of free fatty acid methyl ester. Figure 6 shows the chromatography
of biodiesel used to identify the compositions present in FAME. Table 2 shows data from
the GC-MS results, indicating the peak number, methyl ester names, molecular weight, and
approximate area values for each of the methyl ester compositions. The dominant fatty
acids were linoleic acid (37.53%), followed by oleic acid (24.69%) and palmitic acid (12.95%).

Figure 6. GC-MS of biodiesel made of waste soybean oil.

Table 2. Contents of methyl ester in the biodiesel yielded from waste soybean oil using GC-MS.

Peak no.
Molecular
Formula

Molecular
Weight

Formal Name
Common

Name
Approximate

Area (%)
MW

(g/mol)

4 C15H30O2 242 Methyl Tetradecanoate acid Myristic 0.45 1.089
8 C17H34O2 270 Hexadecenoic acid Palmitic 12.95 34.965

18 C19H36O2 296 9-Octadecenoic acid oleic 24.69 73.082
20 C19H36O2 294 9, 12-octadecadienoic acid linoleic 37.53 110.338
29 C21H42O2 354 Docosanoic acid Behenic 0.92 3.257

Total 96.5 282.995

4. Conclusions

The transesterification process produced biodiesel by reacting triglycerides with used
soybean oil with methanol and a KOH catalyst. Through the analysis of regression with four
process parameters, the maximum methyl ester biodiesel produced from waste soybean
oil was predicted at the operating conditions of 6:1 (methanol/ oil ratio), 0.5% (KOH
catalyst), 60 min (reaction time), 60 ◦C (reaction temperature), and 600 rpm (stirrer speed).
The reaction temperature, methanol to oil ratio, reaction time, and catalyst loading to the
biodiesel conversion formed a cubic curve, which was fitted in the regression analysis. The
FTIR spectra of the ester (C=O) were found at 1743, 1746, and 1743 cm−1 for the soybean
oil, waste soybean oil, and biodiesel, respectively. The prominent characteristic peaks
for biodiesel were identified at the spectra of 1245 cm−1 (C-O) and 1057 cm−1 (C-O). The
GC-MS result showed that the major methyl ester components of the biodiesel yielded
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from waste soybean oil were linoleic acid (37.53%), followed by oleic acid (24.69%) and
palmitic acid (12.95%).
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Abstract: Coronavirus (COVID-19) is a fast-spreading virus-related disease. On 28 March 2022,
Worldometer (COVID-19 live update) reported that there were about 482,338,923 COVID-19 cases and
6,149,387 fatalities worldwide. Moreover, there were about 416,884,712 recovered patients. The pri-
mary clinical mechanism currently utilized for COVID-19 identification is the Reverse Transcription–
Polymerase Chain Reaction (RT-PCR). Hospitals only have small quantities of COVID-19 test kits
available due to the daily increase in cases. As an alternative diagnosis possibility, an automatic
detection system was implemented. A vigorous technique for the automatic COVID-19 identification
is the deep learning approach. Chest X-ray (CXR) imaging is a modest tool that can be an alternate
for diagnosing COVID-19-infected patients. With the use of deep learning, deep layer characteristics
that are hidden from human sight may be observed using CXR imaging. One of the largest public
databases, the “COVID-19 Radiography Database”, comprises 21,164 CXR images and was taken
from Kaggle. To achieve the best accuracy in this work, data cleansing and the balanced dataset
approach were applied. The primary goal of data cleansing is to remove duplicate CXR images from
the database. The accuracy of three distinct pre-trained Convolutional Neural Networks (CNNs) was
compared and then analyzed (Xception, InceptionV3, and MobileNetV2). Among other models, Xcep-
tion achieved the best testing accuracy of 94.13% with plain lung CXR pictures. The Gabor filtering
image enhancement approach was also employed to identify COVID-19. Only for the MobileNetV2
model did enhance CXR images perform significantly better for classification than plain lung CXR
images. This study attempts to enhance the system’s accuracy to 100%, outperforming previous tests.

Keywords: COVID-19; Xception; InceptionV3; MobileNetV2; deep learning; CXR images; CNN;
image enhancement

1. Introduction

COVID-19 is a highly transmittable disease [1]. A CXR image-based COVID-19 de-
tection system is fast and widely available and has the ability to analyze multiple cases
simultaneously. A CNN model was proposed to categorize COVID-19, viral pneumonia,
lung opacity, and otherwise normal classes. In this paper, various previous works were
focused on to formulate a deep learning technique to recognize COVID-19-infected individ-
uals. Table 1 summarizes the previous related studies. Section 2 presents the methodology.
Section 3 demonstrates the experiment’s results and the related discussion. Section 4 has
the conclusion.
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Table 1. Database [2] and used dataset statistics.

Research
Paper.

Dataset
Number of Classes Best Model Name

Best Accuracy
(%)CXR Images COVID-19

[3] 3487 423
2 (COVID-19, Normal)

DenseNet201
99.70

3 (COVID-19, Viral Pneumonia, Normal) 97.94

[4] 7406 341
2 (COVID-19, Normal) ResNet50 96.10
2 (COVID-19, Viral Pneumonia) ResNet101 99.50
2 (COVID-19, Bacterial Pneumonia) ResNet50 99.70

[5] 6432 576 3 (COVID-19, Pneumonia, Normal) Xception 97.97

[6] 18,479 3616 3 (COVID-19, Lung opacity, Normal) ChexNet 96.29

[7] 458 295 3 (COVID-19, Pneumonia, Normal) SqueezeNet 99.27

[8] 1125 125
3 (COVID-19, Pneumonia, No Findings)

DarkCovidNet
98.08

2 (COVID-19, No Findings) 87.02

[9] 13,975 358 3 (COVID-19, Pneumonia, Normal) COVID-Net 93.30

[10] 1251 284

4 (COVID-19, Viral Pneumonia, Bacterial
Pneumonia, Normal)

CoroNet
89.60

3 (COVID-19, Pneumonia, Normal) 95.00
2 (COVID-19, Normal) 99.00

[11]
1125 125

3 (COVID-19, Pneumonia, No Findings)

Multiscale deep CNN

96.00
2 (COVID-19, No Findings) 100.00

9000 3000
3 (COVID-19, Pneumonia, No Findings) 97.17
2 (COVID-19, No Findings) 96.06

[12] 450 150 3 (COVID-19, Pneumonia, Normal) QuNet 92.92

[13] 21,165 3616 4 (COVID-19, Viral Pneumonia, Normal,
Lung Opacity)

Modified
MobileNetV2 95.80

2. Methodology

2.1. Dataset

In this experimental analysis, four classes of the ‘COVID-19 Radiography Database’
were used [2]. Normal, viral pneumonia, lung opacity, and COVID-19 were the classes that
related to CXR images. Among the most significant public datasets with 21,164 CXR images
is the “COVID-19 Radiography Database”. All data are CXR images, and each image is in
PNG format with the resolution of 299 × 299 pixels. Table 2 displays the number of images
in the dataset.

Table 2. Summary of the related work.

Medical Case
Number of CXR
Images

Used Images
Training Validation Testing

COVID-19 (positive) 3615 1000 145 200

Normal (healthy) 10,192 1000 145 200

Lung opacity 6012 1000 145 200

Viral pneumonia 1345 1000 145 200

2.2. Pre-Processing

Before applying CXR images as input to the systems, they were resized. Each CNN
had a different set of input specifications. With CAD, the resizing procedure is integrated.
Most CNNs were trained on 224 × 224 pixels image resolution [14]. Therefore, the size
changed from 299 × 299 pixels to 224 × 224 pixels. An image data generator was used for
data augmentation with rescaling at 1/255 and a rotation range value of 40. The range of
height shift, width shift, shear, and zoom was the same as 0.2, and the horizontal flip was
set as ‘True’.

The classes in the database contained a various number of images. The class imbalance
issue affects accuracy [10], and hence the dataset was balanced by using an exact number
of images in the viral pneumonia class because it has the least number of images.
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Many duplicate CXR images were available in the dataset, and the “dupeGuru” tool
was used to identify the duplicates [15]. Some images had 100% similar copies, and some
had more than 70% similarity. Figure 1 shows a set of sample duplicate images in the
database. The CXR images with less than 70% similarity display some visible differences.
Due to this, images with less than 70% similarity were selected to process. A new dataset
was created by removing duplicates with more than 70% similarity. After the cleansing
process, the “dupeGuru” tool was used several times to create a balanced dataset.

Figure 1. A sample of duplicate CXR images: (a) COVID-1, (b) COVID-140, and (c) COVID-591.

As a technique for the image enhancement process, Gabor filtering was used on the
CXR image. A convolution filter called Gabor represents a term that combines sinusoidal
and gaussian [16]. The sine element gives the directionality, whereas the Gaussian element
yields the weights. The optimal parameter values were lambda = 0.785; Theta = 1.571;
Gamma = 0.9; sigma = 1; phi = 0.8; ksize = 15 in Gabor filter. The variation between the
original and enhanced images in the four classes is exhibited in Figure 2.

Figure 2. The input CXR images and the output CXR images after passing through the Gabor
filter bank.

2.3. Proposed Method

Xception: It is an alteration of the Inception Net. In this model, the Inception Net
changed in terms of the size of the parameter, but the parameters of this method are closer
to the inception net. And also, the performance of the model was moderately better. This
Xception model has 22.9 million parameters and is 88 MB in size [17].

InceptionV3: It consists of a pre-trained CNN architecture with 48 layers. It is an
earlier version of the network that was trained using the ImageNet database. This model
has 23.9 million parameters and is 92 MB in size [17].

MobileNetV2: It is a CNN network that contains 53 layers. It has several advantages
such as a reduced network, fewer parameters, a smaller number of operations, excellent
efficiency, and low power consumption. This model has 3.5 million parameters and is
14 MB in size [17].
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Fine-tuning is a common technique for transfer learning [18]. It uses a model that has
already been trained to complete a specific task and then fine-tunes it to carry out a second
similar task [19]. Fine-tuning was used to match the pre-trained model with the created
dataset. The proposed architecture layout is shown in Figure 3.

Figure 3. Proposed method architecture for multiclass classification.

2.4. Specification of Model Training

Many pre-trained CNN models were processed in this study. Pre-trained models were
run on a Jupyter notebook with an Intel core i7 CPU, 2.8 GHz processor, and 16 GB Memory,
as well as an NVIDIA GTX 1650 GeForce 4-GB Graphics Processor Unit (GPU) card running
Windows 10 64-bit. Moreover, Google Colab was employed, which was linked to Python 3
Google Compute Engine (TPU) RAM: 35.25 GB Disk: 107.72 GB [20].

3. Result and Discussion

The experiments were performed to detect and categorize COVID-19, normal, lung-
opacity, and pneumonia (viral) using the CXR images. The database contained cleansed
data, and balanced CXR images were used during the process.

3.1. Without the Enhancement Technique

As the initial step, three different pre-trained CNN models were used to obtain training,
testing, and validation accuracies and a confusion matrix. The CNN models were pre-
trained with an adaptive moment estimation (ADAM) optimizer. Every experiment used
an experimental parameter of 40, 0.0001, 100, and 20 for the batch size, learning rate,
steps per epoch, and the total number of epochs. The last layer initiation function was
softmax, while the loss function was categorical cross-entropy. In addition, here, we used
224 × 224 pixel-resized images for all model processing.

3.2. With the Enhancement Technique

Secondly, three pre-trained CNN models (Xception, InceptionV3, and MobileNetV2)
were again processed with an image enhancement technique named Gabor filtering.
The hyperparameters were selected as the same as in the previous process. In a clas-
sification problem, the confusion matrix can be used to summarize prediction results.
Figure 4 shows the comparison of confusion matrix plots for pre-trained CNN models with
and without enhancement.
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Figure 4. Confusion matrix for pre-trained models with (without) enhancement.

Table 3 shows a comparison between training, validation, and testing accuracies for
Xception, InceptionV3, and MobileNetV2 models with and without using the enhancement
technique for the dataset. A comparison of performance evaluation matrices of different
pre-trained models with and without enhancement for the classification of the four classes
is shown in Table 4.

Table 3. Accuracy of pre-trained models with and without enhancement.

Model Name
Enhancement
Techniques
Used

Accuracy (%) Time Spent (min)

Training Validation Testing

MobileNetV2
Not used 83.67 83.28 88.75 50

Gabor filter 93.05 87.76 89.25 43

InceptionV3
Not used 97.85 91.38 91.75 84

Gabor filter 96.63 89.48 92.00 76

Xception
Not used 99.10 91.21 94.13 111

Gabor filter 98.68 89.83 92.62 125

Table 4. Comparison of performance evaluation matrices with and without enhancement technique.

Class
Enhancement
Techniques

Xception InceptionV3 MobileNetV2
Support

Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score

COVID-19
Not used 0.967 0.870 0.916 0.894 0.965 0.928 0.986 0.695 0.815 200

Gabor Filter 0.918 0.890 0.904 0.865 0.960 0.910 0.855 0.945 0.898 200

Lung opacity Not used 0.878 0.970 0.922 0.957 0.885 0.919 0.758 1.000 0.862 200

Gabor Filter 0.884 0.915 0.899 0.994 0.865 0.925 0.983 0.845 0.909 200

Normal
Not used 0.955 0.965 0.960 0.853 0.985 0.914 0.912 0.990 0.950 200

Gabor Filter 0.916 0.985 0.949 0.857 0.990 0.919 0.988 0.790 0.878 200

Viral
pneumonia

Not used 0.975 0.960 0.967 0.994 0.835 0.908 0.972 0.865 0.915 200

Gabor Filter 0.995 0.915 0.953 1.000 0.865 0.928 0.802 0.990 0.886 200

Accuracy Not used 0.941 0.917 0.887 800

Gabor Filter 0.926 0.920 0.892 800

Macro avg Not used 0.944 0.941 0.941 0.924 0.917 0.917 0.907 0.887 0.886 800

Gabor Filter 0.928 0.926 0.926 0.929 0.920 0.920 0.907 0.893 0.893 800

Weighted avg Not used 0.944 0.941 0.941 0.924 0.917 0.917 0.907 0.887 0.886 800

Gabor Filter 0.928 0.926 0.926 0.929 0.920 0.920 0.907 0.892 0.893 800
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Training and validation loss values at each epoch were reduced in consecutive epochs.
A comparison of training and validation losses in contrasting pre-trained models with and
without containing the enhancement mechanism is shown in Figure 5.

Figure 5. Comparison of three different pre-trained models with and without enhancement technique.

4. Conclusions

In this work, a deep learning-based method using CXR images to predict COVID-19
patients automatically was proposed. The Xception model showed the best testing accuracy
of 94.13% without enhancement technique. Considering all of the models with Gabor
filtering enhancement, the Xception model has the highest testing accuracy, but it is lower
than the accuracy result without enhancement for the Xception model. Moreover, the Gabor
filtering enhancement technique only positively affects MobileNetV2. As a result, training,
validation, and testing accuracies increased when we used the Gabor filtering enhancement
technique for MobileNetV2. In future work, the proposed methodology will be tested
on different CNN models to increase the system’s accuracy toward 100%, exceeding the
previous studies.
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Abstract: Lab-confined electroencephalogram experiments generally impel the subject’s mobility.
Hence, we provide a wearable solution enabling human brain activity while monitoring during
everyday activities, especially for neuroergonomics. This paper introduces CameraEEG, a new
Android application that allows for synchronized smartphone acquisition of electroencephalogram
(EEG) and camera data. Using a button on the app, the subject can record the witnessed audio-visual
events of interest. Android SDK version 28 and mBrainTrain’s Smarting Mobi SDK were used to
develop the app. The app can be used across all Android smartphones that have Android OS–Lollipop
at least. In this paper, we used the app to record synchronized video and EEG data from four subjects
during two tasks (namely, closed and open eyes), each under sitting conditions. We used the POz
electrode data for analysis. There was a visible difference between the power spectrums of both the
tasks, with the eyes-closed task reflecting an alpha band peak. Also, the obtained video and EEG
data showed accurate synchronization. A download weblink for the .apk file along with a detailed
help document for the developed app is provided for further testing.

Keywords: electroencephalogram; smartphone; Android application; EEG–video synchronization;
Neuroergonomics

1. Introduction

With the advancements in cognitive psychology, the present requirement is to in-
vestigate the neural responses that are naturally triggered by a dynamic environment
in synchronicity with the participant’s task [1]. Applications using restricted stimuli in
natural settings have also been developed in order to examine the variations in brain
responses [2]. Electroencephalogram (EEG) and smartphone integration have made brain
activity measurement possible on the move [3]. Attention studies that gauge the neural
activity corresponding to different contexts within a classroom also employ portable elec-
troencephalogram systems [4]. Recently, a study on the neuronal dynamics of interactive
synchrony among musicians reported using smartphone-based hyper-scanning [5]. The
above investigations might have been effective in locating events of interest if the camera
data were also added alongside the EEG.

Synchronized EEG and camera data streams seem to be of current interest for natural
environment experiments. Hence, we set up to develop a smartphone Android app called
“CameraEEG” that enables this. Since the app was built for natural environment cognitive
experiments, the EEG and rear camera data stream are synchronized. We used a transparent
mobile holder pouch for placing the smartphone to enable hands-free video mode recording.
Eventually, we tested the app’s performance with four subjects performing eyes-closed
and eyes-open tasks while sitting. Offline analysis was carried out for the synchronization
between the camera and electroencephalogram data streams. We then studied each task’s
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power spectral density (PSD) from the EEG signals. We believe that the CameraEEG app is
the first of its kind that enables synchronized video and brain signals to be recorded on an
Android platform.

Wascher et al. reviewed mobileEEG in neuroergonomics to understand mental states
in workplace environments [6]. Our CameraEEG app will play a vital role in such scenarios
by providing the opportunity to obtain EEG as well as video data. A portable solution
for examination of cognitive states in workplace and daily life situations is becoming
increasingly important for the neuroergonomics community.

2. Materials and Methodology

2.1. Software Architecture of Android Application

Java Development Kit (JDK) was used for the app development on Android Studio
(AS). The EEG device manufacturer’s software development kit (SDK), version 2019 for
data acquisition was also used, thus restricting the app to a particular EEG device, namely,
mBrainTrain. However, the performance was robust. Two modules related to camera and
EEG made up the app. An application programming interface (API) named camera2 was
used from AS to modify the camera module. Built-in camera unit facilitates and stores image
frames through a buffer. Google’s “Camera2Basic” functions were used to create the camera
preview of the app (https://github.com/googlearchive/android-Camera2Video, accessed
on 1 December 2023). This function uses a background handler thread to parallelize camera
preview as well as record the video on smartphone. The closing and opening overlay of
the camera device object was hindered by a binary semaphore. Resolution of the recorded
video through the back camera was kept at 480 p. The camera preview feed is automatically
scaled to fit the surface by rescaling its dimensions through a modified SurfaceTexture class
called “AutofitTexture”.

2.2. Operation of Android Application

The steps for utilizing the app to record data are shown in Figure 1. First, we must
connect the app to mBraintrain’s smarting EEG device’s Bluetooth. The app then activates
the recording button (Figure 2), which records the synchronized EEG data as well as the
video feed onto the smartphone as .bdf and .mp4 files, respectively.

Figure 1. CameraEEG application’s operational flow.
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Figure 2. Graphical user interface of the app: (a) preview of video recording, (b) button for connect-
ing/disconnecting to the EEG device, (c) button to mark events, (d) start/stop record button for
video–EEG, (e) chronometer for tracking the recording time.

Stopping and re-recording can be carried out using the same button on the app
(Figure 2d). An event marker button is also available for the subject to mark any unique
events during the experiment (Figure 2c). The apps. apk file is available for download at
the following link: https://github.com/NeuralLabIITGuwahati/CameraEEG, accessed on
1 December 2023.

2.3. Synchronized EEG and Video Data Acquisition

Consent was obtained from our institute’s ethics committee at IIT Guwahati for the
collection of data from human participants. Data were recorded from four subjects, three
male and one female with a mean age of 25 and standard deviation 2.16 for this study. We
used the developed app with an Easycap 24-channel headcap of mBraintrain smarting
device (https://mbraintrain.com/smarting-wireless-eeg/, accessed on 1 December 2023).
However, it is also compatible with 20-channel concealed-EEG (cEEGrid) electrodes. Before
starting the synchronized EEG and camera recording, impedance levels of each electrode
were checked using the SMARTING app. The Android smartphone was placed in a clear
mobile holder pouch as in Figure 3, which permitted the recording of video stream with the
rear camera and enabling touch-screen operation. The cell phone was not held continuously
in hand by the subject but worn as in Figure 3, with the rear camera pointed away from the
subject. A wearable experimental setup for the CameraEEG app is shown in Figure 3 and
can include 20 cEEGrid electrode or headcap EEG setups.

Synchronization of video and EEG streams as well as data fidelity were checked when
the subjects performed two tasks, namely, with their eyes open and closed. Each task lasted
for about 5 min. The app had an event marker button to record situations of interest, but
this was not used in this study.
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Figure 3. CameraEEG experimental setup with cEEGrid electrodes.

3. Results

The video and EEG from the synchronized recordings were analyzed for any infor-
mation loss and mismatch. The EEG and video data streams matched with less than
a ±5 ms inaccuracy for all four subjects when we evaluated the recorded sessions for
synchronization.

The recorded EEG time series during the two tasks were partitioned into two segments
using MATLAB (Version 2021a) and EEGLAB (Version 2021.1) for further analysis. Custom
scripts were written to analyze the data from the two tasks offline. The POz channel from
the 24-channel EEG electrode setup was employed in this study. Following this, the change
in the alpha activity was obtained as reported in [7]. Power spectral analysis depicted a
peak around ~10 Hz during the eyes-closed task (Figure 4) across all subjects, indicating, as
expected, a higher-alpha power.

 

Figure 4. Comparison of eyes-open and eyes-closed multisubject EEG recordings across POz channels.
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4. Discussion

The app’s performance was deciphered from the data fidelity using the eyes-closed
and eyes-open sessions, as performed in earlier works [8]. We observed an alpha peak in
the eyes-closed sessions across all subjects, showing that the built app correctly acquired
EEG data. Our CameraEEG app offers a straightforward integrated application to record
unrestricted, natural electroencephalogram and video data for neuroergonomics applica-
tions. This data can also be utilized as a biomarker in intelligent building applications [9]. It
also finds applications in understanding the mental implications for people living in urban
environments [10,11]. Garza et al. found that high-beta power PSDs from prefrontal and
frontal electrodes appeared during a museum walk compared with the baseline condition
(staring at the wall) [12]. They also observed high-alpha power PSDs in central, parietal
and occipital electrodes for the baseline condition. Hence, through this work, we demon-
strate that good-quality synchronized video–electroencephalogram data can be acquired
using an Android smartphone. This cost-effective solution also has numerous biomedical
applications like monitoring epileptic, Alzheimer’s and sleep disorder patients.

We show that a single Android app can record synchronized EEG and video streams,
in contrast to other research works, which appear to use several apps [1,13]. This configu-
ration makes it simple to re-engineer for different applications by adding extra modules,
decreasing the smartphone’s load compared with using multiple apps at once. However,
our app is only compatible with mBrainTrain-based EEG devices, because it uses libraries
from that specific EEG device manufacturer.

Although the recording sessions provided primary validation of the application’s
operation, longer-duration recordings are necessary to thoroughly assess the app’s robust-
ness. Running the CameraEEG application on Android phone models from later than 2020
(checked on the Redmi Note 7 pro with 4 GB RAM and Realme 5 pro with 6 GB RAM)
showed very little heating. However, an older Android smartphone may become heated
during extended recording sessions. Furthermore, since only 480 p resolution camera
recordings were used, higher resolutions can degrade the smartphone’s performance by
causing stutters of the toolbar. However, an enhanced video quality may provide increased
resolutions for observing specific natural environment stimulus. Going forward, future
challenges for this work include exploring the possibilities of online EEG analysis on
smartphones like artefact removal and classifying tasks.
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Abstract: The innovative thinking of artists highlights the influence of Bergson’s philosophy on
modern art, and the perception of the relationship of the inner essence of “mind and matter” through
observing and experiencing daily life helps artists design works according to the artists’ conception.
The innovative thinking of learners is based on the creation of art, namely duration, movement,
timeliness, and dynamics. We integrated the emotions of creators as the links of the creation of works
with the “aesthetic duration” of the viewer, the “movement” rhythm of visual transformation of
different “timeliness” provided by the workspace to evoke the “dynamics” of the viewers’ internal
thoughts. In this article, the creative thinking of three works, namely Growth, Fisherman, and
Virtuality and Reality, was analyzed for learners to discuss how the creators designed their works to
connect and reflect their creative thinking and creation with the help of emotion. The results of this
analysis of creative thinking helped students understand the process of artistic creation and have the
creative characteristics of Bergerson’s philosophy. The emotional elements of the creator need to be
integrated to evoke the deepest feelings and help viewers feel the beauty of works to the maximum.

Keywords: Bergson’s philosophy; innovative thinking; aesthetic duration

1. Introduction

A few years ago, the book titled “Bergson Style of Modern Painting—Creation and
Realization” by You Zhaoliang, an associate professor at the Taipei University of Nursing
and Health, was published, and it reflected Bergson’s thoughts [1]. There are similar
thoughts about past and present artistic creations. We analyzed Bergson’s thoughts by
connecting the innovative thinking of artistic creation with works of academic thought. The
trend of thought of Henri Bergson (1896–1941), which was popular in France in the early
20th century, focused on the process of consciousness duration in the way of “intuition”
and the analysis of the relationship between “mind and matter”. Bergson’s philosophy
has a social status and cultural significance that cannot be ignored for modern art and
exerts great impacts on modern art schools. He regarded the world as a process of constant
change and creation. The world is full of vigor and vitality. The essence of life is “change”.
Through thinking in life, we can understand the meaning and new values of human life.
When drawing, artists are stimulated by external objects, have a feeling, and then display
their innovative thinking by drawing.

People usually observe things in an “intuitive” way, without any intention, then look
at things “rationally” and take an objective view through many external factors to explore
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the truth through creative practice. In the history of Western art, from Impressionism to
Fauvism, Henri Matisse (1869–1954), and from Cubism to Futurism, there are different
ways of painting and thinking. This research was conducted to reveal the internal essence
of life things, observe the paintings from different angles, and reflect on the inner feelings.
We discussed the creative thinking of artistic creation with the relation between “mind and
matter” in Bergson’s philosophy in this article.

2. Literature Review

Rudolf Arnheim (1904–2007), an art and visual psychologist, mentioned that an artistic
image is not only the product of perception but also the product of evocation, where the
self-reproduction of the form is sought from a stimulus and food. We use the original
material of the stimulus projected on the retina to organize and the established media to
create an appropriate form to reproduce that perception [2]. The artist’s innovative thinking
has a feeling about the depicted objects. They take a step back when observing to make the
vision broader, obtain a suitable vision, display the essence of the images, and reach the
natural connotation. This is the artist’s respect for the visual and aesthetic thinking.

Zhu Guangqian, a contemporary esthetician, said that “beauty is something in the
objective aspect whose nature and form are suitable for the subjective ideology and can be
blended together to become a complete image.”; that is to say, only when people’s subjective
feelings, consciousness, and objects are combined to possess the unity of subjectivity and
objectivity in the “state of consciousness”; that is, emotions and thoughts can be produced
within it [3]. The beauty of art is the reaction triggered via a certain emotion, which depends
on visual observation.

Li Zehou, a Chinese philosopher, mentioned that art must be created as a structural
gestalt through materials to arouse similar reactions in the body and mind of the viewer,
not just to only make the audience understand its meaning through the theme and content.
The viewer only looks at the subject, but the expert directly understands the meaning of
the work from the body structure, resonating the same feeling in the body and mind [3].
The mirror refraction effect is added to the work to explore the mutual refraction between
people and things in the mirror. Through observing, the viewer’s heart is captured and
their feelings are affected.

The three Chinese and Western estheticians mentioned above put forward the same
argument as Bergson’s. If one wants to express the beauty of things, he/she needs to start
from a subjective and objective perspective with feelings. Things change over time, which is
not seen with eyes, but they are indeed changing. The creative thinking of the three works
was used to verify the profound influence of Bergson’s philosophy on artistic creation in
this study.

3. Connection between Bergson’s Philosophy and Modern Artistic Thinking

At the beginning of the Bergson trend, it exerted little influence on the art. Western art
was guided by Paul Cézanne (1839–1906) in his later years. Later, with the continuation of
various art schools, a Bergson style of “time revolution” with great changes and creativity
enriched the entire modern art performance.

3.1. Duration of Fauvism

Matisse put forward the idea of “duration” based on Bergson’s philosophy. Matisse
was once a traditional painter and had studied the style of the impressionists. Later, he
launched a revolution with a number impressionist artists. He abandoned the overly
detailed realism and instead painted the impression of the object he grasped. Matisse said
that no matter what color is used for harmony or contrast, it moves people. When he
worked, he always paid attention to the first fresh and superficial feeling. In the past, he
was satisfied when he achieved his goal. He secretly wondered whether he observed more
deeply. Even if he was satisfied with his paintings, the picture gave him vague aspects. He
recorded those fleeting feelings. Not only could he not show his current feelings, but the
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next day he no longer recognized what they were. The feeling no longer exists because the
thoughts have changed over time. As a result, there is a need to rely on the precipitation of
thoughts to sort it out.

Matthews also mentioned in his painting theory that he felt the cohesion to interpret
his paintings. The “feeling condensation” is a dense feeling as time goes by. In addition
to not making it fleeting, there is also a need to grasp this feeling and keep it in mind,
just as the condensation of various instant impressions following precipitation. Matisse
especially emphasized that “feeling is different”, and distinguished “superficial” and
“fleeting” feelings. In contrast, he put forward the relative vocabulary of “feeling cohesion”
to judge. The “inner thinking” is guided by the “visual sense”, and the deep feelings of the
soul are revealed in the picture through creation.

3.2. Movement and Timeliness of Cubism

The works of “multiple viewpoints” of Pablo Ruiz Picasso (1881–1973) and Georges
Braque (1882–1960), the great masters of Cubism, represent an artist’s cognitive attitude
and record the changing process of objects in time and space, which showed the spiritual
connotation of Bergson’s philosophy. Bergson said “I saw a static object, observed it in
the same direction and angle, and at the same time. The “vision” I got is not what I just
saw. The “vision” has changed. The external things change over time, let alone people
have emotional thinking. I will not say much about what will change in it.”. In the
early development of Cubism, cubists tried to contact Bergson, who had a high status
at that time. Although it was not accepted by Bergson, cubists were enthusiastic about
Bergson’s philosophy.

Cubists explored the moving process of object observation. They also introduced the
factors of “movement” and “time” into “space”. Bergson said, “When I see a moving object
moving to a certain point, there is no doubt that I imagine it can stop. Even if it does not
stop, I still tend to think that its process is like a temporary and infinite rest, because it takes
at least a little time to think. It is my imagination that is resting, while the moving object is
always moving”.

Cubism established a new milestone for modern painting. As time goes on, artists
must have a unique spiritual sentiment and reconstruct the “reproduction” of objects in
their works, which is the innovative thinking that has been discussed in this paper.

3.3. Dynamics and Continuity of Futurism

In the Declaration of Futurism, Umberto Boccioni (1882–1916) advocated “showing
universal dynamism, because everything is changing”. Boccini deeply explored the “char-
acteristics of perception” and combined the concept of “movement” and the “simultaneous
juxtaposition” image of viewing objects. Human consciousness and the image are continu-
ously changing, so there are no clear boundaries.

To some extent, the cubist thinking of “movement and timeliness” created futurism.
Both of them expressed time and space in the same picture. Futurism projected real feelings
into the picture, which made the images form a dynamic tension. Under the dynamic
tension, the outline of the object becomes vaguer, which also induces the familiar dynamic
sense. Futurism attempted to express the “continuous reality” of the object in creative
thinking, as reality itself is dynamic and continuous.

At that time, there was a fashion in Europe for people to express their actions through
snapshots and segmented images. Boccioni believed that this technique was just a vulgar
and incompetent act. He believed that a symbol must be pursued and represented in a
single form. Therefore, he especially pursued Bergson’s “continuity”, which replaced this
concept of “segmentation” with “continuity”. Anheim said “A person’s observation of
certain things at a specific moment was easily affected by what he has seen, thought about,
or learned before. Experience may be beneficial or harmful to his current observation”.
Only after visual perception is internalized can works of art be truly successful.
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4. Bergson’s Philosophy and The Practice of Innovative Thinking in Three Works

In this study, Bergson’s philosophical theory and the literature were analyzed through
the above Chinese and Western estheticians’ thoughts; the “mind and matter” were ex-
plored with the thinking method. Experience and data collection were implemented to
assess the innovative thinking and material application.

In 2008, a series of works of “mirror image” were published. “Image” and “mirror
refraction” were used to interweave images to present the inner image with rational
expression. For the experience, Bergson said “Experience tells us that the life of the soul
must be the combination and correlation of conscious life and physical life, and experience
is like this.”. In the creation of the “series of mirror images”, we raised the question of
“what is true” in an anti-traditional and anti-logical way of thinking. For example (Figure 1),
the work of Growth has been presented from three viewing angles. It illustrates the growth
and transformation of life and the unpredictable world through images. It is constantly
changing, but its future is hard to predict.

Figure 1. Tien–Chung Ho, Growth, 2008 (cardboard). Image output: 252 × 260 cm.

4.1. Growth

The front view of Growth (Figure 1) is a strip photo of a daughter when she was two
years old. These photos comprise thousands of growth records from her birth until she was
two years old. The growth of children is the ardent expectation of every family, and the
care and love of parents are hidden in the stripes. However, the environment is changing.

On the right side of Growth (Figure 2), a black-and-white ultrasound picture of a fetus
is shown. Thanks to modern technology, we can uncover a picture that cannot be seen via
the naked eye. As the world changes, we cannot see it with our eyes, but it is transforming.
On the left side of Growth (Figure 3), a normal image is presented. The strip disappears,
making the picture appear clearer. When observing closely, the emotional cohesion of the
creator and the visual impact of the viewer are uncovered.

Figure 2. Growth—an angle of 45◦ on the right.
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Figure 3. Growth—at an angle of 45◦ on the left.

4.2. Fisherman

Wu Kang divides memory into two forms in Bergson’s philosophy, namely habitual
memory (learning memory) and image recall memory (natural recall) [4]. The first memory
is termed “habit”. It has a fixed time pattern and a mechanical structure, depending on
natural habits. Fisherman, which is the text, belongs to “habitual memory”. “Memory of
recall” was drawn from the text of “Fisherman”. In countless memories, each memory
denotes a moment of truth in life, occupying the time extension, as it is the result of
numerous thoughts from childhood to the present.

Observed from the front, the Fisherman (Figure 4) is the interlaced picture composed
of the text of the Fisherman and the black and white orchid shape similar to a billowing
flower bud extending outward. The color image has been interwoven with the black-and-
white image, showing the communication between the present and the past. The text
“Fisherman” plays the key role of “traction” on time in the work, which illustrates a kind of
concern for the father who has been fishing outside for many years.

Figure 4. Tien–Chung Ho, Fisherman, 2017 (cardboard, watercolor, and stainless steel). Output:
60 × 120 × 6 cm.

On the left side of Fisherman (Figure 5), it is a work of a seemingly ordinary orchid,
which denotes the surging waves with the shape of the flower bud, constantly extending
outwards. There is no so-called pure art as the art that contains the emotional content of
people, and the construction and reconfirmation of human psychological feelings. On the
right side of Fisherman (Figure 6), the orchids in the picture are removed from the color,
showing that childhood memories have become fragments that are no longer clear. These
works retrieve memories. Although the characters in the picture are childhood memories,
many images in the past extend their activities and flow into the current reality perception
through the structure of the human nervous system.
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Figure 5. Fisherman—at an angle of 45 degrees on the right.

Figure 6. Fisherman—at an angle of 45 degrees on the left.

4.3. Virtuality and Reality

The factor of time is included in the painting of traditional space art to express the
representation of objects via continuous planes. The binary contrast of “past and present”,
“static and moving”, and “space and time” are incorporated into the picture, making the
means of expression of art more diversified and richer.

The mirror stainless steel in the picture allows for the viewer’s image and picture to
be mutually interwoven into what Futurism calls “intuitive common feelings”. “Virtuality
and Reality” allows for different views of appreciation. Through the interaction between
the work and the viewer, only when the viewer walks as they observe the work, “intuitive
empathy” with the creator can be felt.

Observed from the front, “Virtuality and Reality” (Figure 7) depicts the interlaced and
disordered picture between the virtual and the real. The viewer observes the picture from a
multi-perspective perspective from left to right. Depending on people’s keen observation,
the emotion is conveyed through art. It is a kind of interaction between the means of artistic
creation and attracting the viewer. On the left side of “Virtuality and Reality” (Figures 8
and 9), the scenery at first sight is an important source of creation. The deeper meaning can
be retrieved to improve the perception of things that cannot be seen via the naked eye in
your feelings and thoughts. Only by constructing and confirming human psychological
feelings can you highlight the more profound spirit.
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Figure 7. Tien–Chung Ho, Virtuality and Reality, 2017 (cardboard, watercolor, and stainless steel).
Output: 60 × 120 × 6 cm.

Figure 8. Virtuality and Reality—at an angle of 45 degrees on the right.

Figure 9. Virtuality and Reality—at an angle of 45 degrees on the left.

5. Conclusions

The beginning of the 20th century was a major turning point in art. Whether it
was Fauvism, Cubism, or Futurism, they were all inherited from Cezanne and started
by criticizing Impressionism. They shared a common element, which was the study of
the difference in “time”. Artistic creation was defined as the “continuity” in Bergson’s
philosophy, constantly seeking innovation and change in the creation. The mission of
innovative thinking is the common spiritual connotation of philosophy and art. The
philosophical worldview under the Chinese cultural tradition is a “continuity of existence”,
which is different from the “fragmentation of existence”. The concept of continuity of
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existence refers to the unity of the three aspects of “heaven and man, object and self, and
person and self” [5]. The ancients said that “when you read a hundred times, you can
see the meaning of the book”. Only by diversified innovative thinking can the source of
creation keep emerging.
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Abstract: The single-shot crossbow is an important ancient Chinese invention dating back to 600 B.C.
It was a weapon using elastic force to shoot arrows at targets at a distance. It was composed of a stock,
a bow, a string, and a trigger. By adding a magazine to a single-shot crossbow, the repeating crossbow
was allowed to shoot repeatedly without hesitation by operating the operating handle. According to
archaeological findings, the earliest repeating crossbow was excavated in Jiangling County, Hubei
Province, China, and dated back to 400 B.C. Based on the restored design of ancient crossbows, we
found six feasible designs of the earliest repeating crossbow. These designs adopted the mechanism
of “six members and seven joints”. One feasible design was selected to construct its model, using
computer animation as a DIY teaching aid. The research results can be used for STEM education in
museum exhibitions.

Keywords: repeating crossbow; reconstruction design method of ancient machinery; museum;
science education; mechanism design

1. Introduction

Numerous arrowheads made of animal bones or stones have been excavated in many
Neolithic sites. It is generally believed that prehistoric humans had developed hunting
tools, from rock slings to bows. The elastic force of the limbs and the string was used to
shoot targets over a long distance with a bow. With the gradual evolution of bows and
arrows, a diverse range of projectile weapons have been developed [1,2]. Among these
weapons, the development of single-shot crossbows was most eminent; by adding a stock
and a trigger to the original bow, the single-shot crossbow was updated to a bow with
delayed shooting. As shown in Figure 1, the trigger was operated with a cam mechanism
using the input link, the connecting link, and the hook link [3,4]. To use a single-shot
crossbow, the trigger was adjusted to the auto-locked state, then the crossbowman used
arms or arms and legs to pull the string and hook it to the connecting link of the trigger.
When the string was cocked tight, the crossbow was ready to shoot. When shooting, the
crossbowman needed to tap the input link to loosen the string and eject the bolt. Single-shot
crossbows overcame the three major shortcomings of original bows: manual cocking, the
impossibility of long-time aiming, and a short shooting range. In 600 B.C., single-shot
crossbows were widely used in the wars of ancient China. Since crossbows continued to be
used until the early 20th century, they represented historic ancient weapons.
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Figure 1. Single-shot crossbow [3,4].

The crossbow shooting was conducted in four steps: string cocking, bolt placement,
string release, and bolt launching. Shooting was completed with a repeating crossbow by
operating the input link [5]. According to archaeological findings, the earliest crossbow-
enabled and repeated bolt launching in ancient China was excavated from an ancient tomb
in Jiangling County of Hubei Province. Based on the location of the tomb and other relics
found in the tomb, it was determined to be a tomb of the Chu State built in the Warring
States period (475–221 B.C.). Since there is no historical record of this repeating crossbow,
it is named the Chu State Repeating Crossbow after the excavated location. As shown in
Figure 2, the magazine containing 20 bolts of the crossbow was affixed to the stock [6].
When the shooting was performed, the crossbowman held the input link (KI(4)) and pushed
it forward to hook the string to the hook link (KL(6)). Then, the archer moved the input link
backward until the percussion link (KPL(5)) and touched the switch point. At this point, the
two consecutive bolts were ready to launch. After a bolt was launched, the next bolt from
the magazine was dropped down due to gravity and the next shooting was waited for. As
the Chu State Repeating Crossbow used an ingenious mechanical structure, it is worthy
of in-depth research and discussion. Based on the restored design of ancient crossbows,
we formulated six feasible designs of the Chu State Repeating Crossbow. One feasible
design was selected to construct its model using computer animation. The results have
been already used for exhibition and science education in museums.

Figure 2. Chu State Repeating Crossbow [6].

2. Structure Analysis

A crossbow was assembled from multiple link members and various types of joints. It
has the function of string cocking and bolt launching for the operation of the input link.
The Chu State Repeating Crossbow comprised six link members: the stock (Member 1,
KF), the bow (Member 2, KCB), the string (Member 3, KT), the input link (Member 4, KI),
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the percussion link (Member 5, KPL), and the hook link (Member 6, KL) [7,8]. A bamboo
joint (JBB) was used to connect the bow and the stock between the string. The bow, the
string, and the hook link in the thread joint (JT) between the input link and the stock of the
sliding joint (JPx), the percussion link, the switch point (the stock) as the cam joint (JA) of
the input link, the percussion link, the hook link with two revolved joints (JRx), and the
cam joint (JA) were all made of bamboo. The Chu State Repeating Crossbow consisted of
six members and eight joints. The percussion link fixed the hook link so that the string
could hook to the hook link; then, the string could be released when the percussion link
touched the switch point by moving the input link to the extreme position. As shown
in Figure 3 [7,8], the restored design of a “6-member and 8-joint” Chu State Repeating
Crossbow was constructed based on the restored design.

Figure 3. Restored design methods of ancient crossbows [7,8].

We analyzed the structure and summarized the structural characteristics, as follows:

• The Chu State Repeating Crossbow adopts a “6-member (Members 1–6) and 8-joint”
mechanism.

• The stock (KF) is a three-joint link.
• The bow (KCB) is a two-joint link that connects the adjacent stock (KF) with bamboo

joints (JBB).
• The string (KT) is a two-joint link that connects the adjacent bow (KCB) and hook link

(KL) with thread joints (JT).
• The input link (KI) connects the adjacent stock (KF) with the sliding joint (JPx), but is

not adjacent to the string (KT).
• The percussion link (KPL) connects the adjacent stock (KF) with a cam joint (JA).

According to the structure, the diagrams of the “6-member and 8-joint” mechanism [9]
were drawn as shown in Figure 4.
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(a1) (a2) (a3) (a4) 

     
(a5) (a6) (a7) (a8) (a9) 

Figure 4. Diagrams of the “6-member and 8-joint” mechanism [9].

A pair of adjacent two-joint links must be used as the bow and the string, which was
adjacent to the three-joint link used as the stock. Therefore, only (a3) and (a6) in Figure 4
met the requirements. All feasible specialized chains were obtained through the following
steps.

Stock, bow, and string (KF, KCB, and KT)

A three-joint link was used for the stock (KF), and a pair of adjacent two-joint links
was used as the bow (KCB) and the string (KT) to be connected to the stock with bamboo
joints (JBB) and the thread joint (JT). Therefore, they were designed as follows. Regarding
the generalized chain in Figure 4a3, the pattern of the stock, the bow, and the string was
obtained as shown in Figure 5.

(a1) (a2) (b1) (b2) (c1) (c2) 

(d1) (d2) (d3) (d4) (d5) (d6) 

Figure 5. Specialization of the Chu State Repeating Crossbow.

Input link (KI)

Since the input link (KI) connected the adjacent stock (KF) to the sliding joint (JPx), it
had not to be adjacent to the string (KT). Two feasible designs of the specialized chains of
the stock, bow, string, and input link were obtained, which are shown in Figure 5b1,b2.

Percussion link and hook link (KPL and KL)

Since the percussion link (KPL) connected the adjacent stock (KF) with the cam joint
(JA), only one pattern of the percussion link and the hook link was obtained, as shown
in Figure 5c1. For the case shown in Figure 5b2, the pattern was obtained as shown in
Figure 5c2.

Then, a rectangular coordinate system was defined as shown in Figure 2. Bolt shooting
with the Chu State Repeating Crossbow was performed through the reciprocating motions
of the input link. As the pattern of the original joints was uncertain with multiple possibil-
ities, the uncertain joints were designed to have the specialized chains (Figure 5c1,c2) in
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six feasible patterns (Figure 5d1–d6). Considering the requirements for the movement and
functions of the mechanism, all specialized chains with designated joints were visualized
in the diagrams of the feasible mechanisms that conformed to the technical level of ancient
craftsmanship. As shown in Figure 6a–f, these diagrams were transformed into computer
graphics.

 
(a) (b) (c) 

(d) (e) (f) 

Figure 6. Diagrams of feasible designs for the Chu State Repeating Crossbow.

3. Museum Applications

The International Council of Museums (ICOM) defines a museum as “a non-profit,
permanent institution in the service of society and its development, open to the public,
which acquires, conserves, and researches the heritage of humanity and its environment for
education, study, and enjoyment” [10]. Therefore, the museum collects, researches, exhibits,
educates, and delivers information on the precious heritage of humanity to the public. The
National Science and Technology Museum is the largest museum of applied sciences in
Taiwan. Its main functions are research, collection, showing exhibitions of various science
and technology themes, and the promotion of social scientific and technological education
to introduce the impact of key scientific and technological development on human life. The
Chu State Repeating Crossbow has an ingenious mechanical structure. It is the earliest
repeating crossbow excavated and has a special historical position. Based on the restoration
of the mechanism and the feasible design (Figure 6d), the prototype was manufactured
using computer simulation, as shown in Figures 7 and 8. Figure 9 shows the design of the
DIY teaching aid for the relevant course for the promotion of science education.

 

Figure 7. A prototype for the Chu State Repeating Crossbow.
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(a) Pushing input link for-

ward (b) Hooking string (c) Percussion link touching switch 

  
(d) Loosing string (e) Launching bolts 

Figure 8. Computer animation of Chu State Repeating Crossbow.

   

Figure 9. DIY teaching aid and course for the promotion of science education regarding the Chu State
Repeating Crossbow.

4. Conclusions

We presented two types of ancient Chinese crossbows. The earliest use of single-
shot crossbows dates back to the 6th century B.C., with numerous relics and historical
records. The Chu State Repeating Crossbow appeared in the 4th century B.C., and was an
ingenious invention with real excavated relics without any historical records. As it was
the first crossbow used for repeated shooting, the demonstration of the ingenious design
of mechanisms by the ancients is worthy of in-depth research and educational promotion
in museums. In this study, we explained the process of the restoration of the design of
the Chu State Repeating Crossbow based on the restored six feasible designs. One design
was selected to construct its prototype using computer animation, and a DIY teaching
aid was manufactured. The research results already have been used for the exhibition
and promotion of science education in museums. People can learn about the ingeniously
designed mechanical device with historical significance.
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Abstract: Many of today’s computational design systems based on explicit or graphic programming
software require designers to determine relationships for morphogenesis based on computational
thinking supported by the abstraction process. This computational thinking process can reduce the
ability to generate analogies in design development and adverse vision related to computational
tools. It also reduces the innovation capacity of small companies that produce handicrafts and design
teaching in a customized way. This research promotes a computational model based on machine
learning combined with an analog creation process. Machine learning engines determine the objects
similarity percentage between students’ objects and master objects through a forecasting model.
There is a proposal to combine parametric design systems, such as Grasshopper3D, with cloud
computing and an edge computing device.

Keywords: edge computing; abstraction; machine learning; ceramics; SDG 1; SDG 9; cloud comput-
ing; IoT; digital craft

1. Introduction

A digital process in design is supported by computational thinking; therefore, by a
process of abstraction. Abstraction generates two main mental processes. The first is the
reduction of the variables that are present in any phenomenon of reality. An example is the
production of algorithms unlike the traditional design process based on analog objects. The
second is a generalization with the aim of generalizing reduction using the software [1].

To transform an analogic process into an industrialized one depends on the automati-
zation of the process that can reduce the skill to generate analogs and change the design
teaching process for handcrafted objects.

Nowadays, computational thinking in digital design is often underestimated because
there is the misconception in the current practice where computational design is equal to
superficial toll knowledge without algorithms knowledge [2]. The actual design practice
uses sketches, models, or another way to express ideas process, is closer to ancient practice
of art, there, creative achievement was linked to in-depth knowledge of tools. Also, the
computational thinking process is not part of the traditional practice with analogic tools
because the implementation cost is huge, and it needs professionals with higher education
training [3]. In this context, another creative practices such as craftsman process cannot
incorporated digital technologies based on computational thinking very well where the
craft master knowledge is the key piece to improve digital technologies.

There are contradictory points between the analog process of handicrafts and indus-
trialized production based on digital technologies. For instance, the production speed of
craft objects depends on the master craftsman time, which is finite. On the other hand,
digital technology has the advantage of reaching a lot of people around the world in a few
seconds. The handcrafted design can imprint the designer’s personality on each object,
which is something that the industrial process cannot do.
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The challenge to be overcome, in many cases, is the belief that being creative with
software is knowing the commands associated with the production of geometry and not
with the production of new strategies in the use and customization of software in original
ideas; the over-dependence on programming logic can reduce the intuition and sensitivity.

Figure 1 shows a handcraft master workshop with different objects made with clay. The
picture on the bottom shows the modeling platform; in this case, it is the workshop floor.

  

 

Figure 1. Handcraft master workshop; this is an ancestral practice.

2. Crafting Inference Engine

2.1. Research Site

This research was developed in Lamas city, San Martin, Peru, in the Wayku indigenous
community (Figure 2) and includes images taken in an artisan’s workshop located in the
community and images from a laboratory.

  
Figure 2. Pictures from the research place, an indigenous community.

2.2. Inference Engine Architecture

The system architecture was: Frontend in Rhinoceros 3D-Grasshopper (1), Backend in
Amazon Web Services (2), Frontend with Nvidia Jetson Nano (3), AI in edge computing
model (4), AI engine on cloud computing server (5) The five parts work in the Nvidia
Jetson Nano (3 and 4), Amazon Web Services (2 and 5), and Rhinoceros 3D-Grasshopper (1)
(Figure 3).
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Figure 3. Main architecture scheme.

The data collection starts in the Nvidia Jetson Nano and the ML engine-computer
vision, both works to send information to Amazon Web Services (AWS), which stores the
data and runs another ML engine for prediction, after Rhinoceros3D-Grasshopper receives
this prediction from AWS using an API Rest.

2.2.1. Frontend in Rhinoceros3D-Grasshopper

A connection system with AWS was made to transmit parametric design data and
know the inference results from the Nvidia Jetson Nano board (Figure 4).

Figure 4. Data workflow to connect Grasshopper3D with AWS.

This means the new component receives data from variables such as parameters and
produces results such as outputs. Once the user sends information through inputs, the
component uses a method to obtain information from AWS; in this way, the JSON message
format was used.

2.2.2. Backend in Amazon Web Services

The AWS backend was made to locate complementary microservices, such as databases,
computing without servers, unstructured data storage, support connections to foreign AWS,
and the forecasting engine model.

1. AWS API Gateway (API connections)
2. AWS DynamoDB (database)

AWS DynamoDB stores the data to be transferred from Grasshopper to Jetson, and
vice versa. A database is used to query and write information at high speeds;

3. AWS S3 (unstructured data storage)

It is used to store images that come from the Nvidia Jetson Nano device and allows us
to obtain this information not from the AWS application;

4. AWS Lambda (computation without servers)

To execute code without turning on a server, providing viability to the prototype, it is
used to process images, save them, and save information in a database;

5. AWS IoT Core (to connect edge device to AWS)

It is used to transfer the edge device results to the cloud using MQTT and HTTP
protocols;

6. AWS Forecast (ML engine to predict)

It is used with the DeepAR+ predictor that allows for a performance prediction based
on time series; this time series was previously saved using edge computing.

336



Eng. Proc. 2023, 55, 49

APIs are built based on the information transfer needs between Rhinoceros 3D-
Grasshopper and Nvidia Jetson Nano under the REST protocol.

2.2.3. Frontend with Nvidia Jetson Nano (Edge Computing)

This allows code execution for taking and sending images and also image processing
with a neural network.

2.2.4. ML Engine in Edge Computing Device

1. Finished object.

An ML engine recognizes that a ceramic work looks so much like one completed well
and another finished with deficiencies. This computer vision is a classification task built on
the Nvidia board with the ResNet 18 algorithm. The objective is to identify how much the
apprentice object resembles that of the master craftsman through a bank of photographs
(see Figure 5).

Figure 5. ML engine creation process for finished object.

2. Object making process.

To recognize the step in the object making process, a regression task was used with the
goal of detecting the position of the last ceramic mass with a real process (Figure 6). It was
also used to detect imperfections that can damage the final object (wrinkles and cracks).

In machine learning, the classification task is associated with engine training based on
categorical values as labels, where an object can be categorized as one type or another. A
regression task is also related to supervised learning, but the labels are not categorical and
are values that change according to a trend; this ML engine can recognize a specific point
in the image (Figure 7).
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Figure 6. First AI version test in a handcraft master workshop.

Figure 7. ML engine architecture to determine the completion percentage.

The reason for choosing an edge device was the need for ease-of-use in artisan com-
munities, where they do not usually have a personal computer with which to carry out
their activities; the other reason was the ability of the edge device to run high-intensity
computing tasks.

Regarding the connectivity of the device, the workshop has a telephone signal which
allows the Wi-Fi network to be generated from a mobile phone to speed up the train-
ing of neural networks. In the case of not having a connection that allows the use of
a mobile phone, it is possible to use a GPRS/GSM device, which allows access to the
telecommunications chip and, through it, the internet.

Electricity is important for the project; in this prototype, the artisans provided us with
the electrical connections, and the use of batteries is suggested.
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2.2.5. ML Engine on Cloud Computing Server

The methods are divided into two sets of microservices, to respond to (1) informa-
tion sent from the edge computing device, and (2) information sent from Rhinoceros3D-
Grasshopper. For both, the following procedure was used (Figure 8).

 

 
Figure 8. At the top, the forecast architecture process; at the bottom, the side temporal series schema.

After the ML forecasting was trained, it was important to connect this microservice
with AWS.

2.3. Data Capture and Processing

For the collection of information, the creation process stages suggested by the master
craftsman were taken. These stages were stored in the Jetson device, such as pictures to be
consumed, and a bank of images was developed to have labels related to the position of the
last clay mass (Figure 9). For this reason, it is possible to associate the advance percentage
with the position of the mass. These images were taken from various angles and under
different lighting conditions.

Figure 9. Handcraft master process for teaching.

2.4. System Features

The system uses two user interfaces—first, on the edge computing device, and second
in Rhinoceros 3D through a Grasshopper3D component. The edge computing device shows
that it looks very much like the object of the master (Figure 10). The Grasshopper interface
shows the prediction vector made by the Amazon Web Services server (Figure 11).
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Figure 10. The edge device allows the use two ML engines, classification and regression models.

 
Figure 11. Progress suggestion vector in Grasshopper3D from Amazon Web Services.

Figure 12 shows the image analysis using the custom Grasshopper component, this
sample image was attached to the Grasshopper route component, and after that, the custom
component sends the image to AWS as a base 64 string to activate the forecasting machine
learning engine on AWS, and the Nvidia Jetson to execute the second-, and third-machine
learning (ML) engine. The custom component has two input parameters, the image route
and the activation button. There are six output parameters; “cloudRes” shows the complete
response from AWS; “%_ToComplete” shows the percentage for completing the craftsman
object, this comes from Nvidia Jetson Nano with the ML classification Engine; “CloudAI-
Recog-X” and “CloudAI-Recog-Y” parameters show the point at X and Y coordinates on the
sample picture, this information comes from Nvidia with the ML regression engine; Nvidia
engines use AWS to send data; “CloudAI-Suggestion-X” and “CloudAI-Suggestion-Y”
come from a forecasting model located on AWS, and show the suggested vector that the
apprentice needs to get (green arrow) (Figure 11).
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Figure 12. Custom Grasshopper component to communicate AWS with Rhinoceros3D.

3. Conclusions

Usually, teaching design is a process of accompanying a teacher and apprentices. This
process is linked to the time and space in which the teacher can develop. In this research, it
is proposed that the prediction system allows the teacher’s design process to be captured
as a continuous process of geometry development to increase the scope of the teaching
process and provide better education with the teacher’s guidance in the computer system.

Designers can reduce the time taken with the suggestions and avoid losing the analo-
gies made by analog design. This means that the designer can learn to create forms without
explicit programming and with an assistant who suggests how to continue the development
of the physical object in a vector.

Analog design allows for the flexibility to incorporate different ideas into the design
and make quick decisions. The system captures the imprint of the designer or master
craftsman in the creation of physical objects to reduce the time it takes to learn the master
design process.

4. Discussion and Future Work

Small craft workshops in Latin America sell their products to tourists. Their produc-
tive capacity and income are related to the time that the master craftsman can dedicate to
the production of new pieces. To develop the skills of apprentices, years of accompaniment
are needed for education, and understand that the digital resources as a means for digi-
tal craftsmanship to bring together visual thinking with manual dexterity and practical
knowledge [4].

For the development and modernization of infrastructures, contemporary design tools
would be incorporated into a traditional process to improve the workshop’s production
capacity. Likewise, as it is connected to a server, the work can be viewed by potential buyers
on a website to evaluate which pieces are being developed as well as the connection with
other artisan workshops around the world to transmit their imprint through the machine
learning model.

How can the processes of machine learning be integrated into the manufacturing
creation process?

The apprentice needs the master’s guidance. This guidance is crucial to learning about
the development of physical objects and is delivered through suggestions made by machine
learning. In addition, the process of advancing the object and the detection of possible
faults in its creation are delivered by the Nvidia Jetson Nano through the user interface.

This research proposes the complementation of the parametric–generative system
to the analog process to use parameters and generative relations, such as application
for computational thinking, in explicit or visual programming with machine learning
suggestions made by an analog process.
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Abstract: 5G is transforming the healthcare industry by providing novel use cases and applications.
With a lower latency, a higher bandwidth, and massive machine-type communication capabilities,
5G supports the smart healthcare system in expanding its applications. This rapid adoption of 5G
technology increased the number of connected devices. However, the deployment of 5G networks
also introduced security challenges, especially for sensitive patient data which must be secured. Base
stations are a key component in connecting devices to the mobile network and need to be secured. As
unauthorized base stations cause interference or can be used as fake base stations to attack devices in
the network, it is crucial to address the security concerns associated with 5G-based smart healthcare
networks. Thus, we studied the case of base station security to investigate different methods for
detecting and mitigating the risks associated with unauthorized base stations. The results can be
used to better secure 5G-based smart healthcare networks.

Keywords: 5G; smart healthcare; base station; cyber security

1. Introduction

Amid the COVID-19 pandemic, the use and demand for telemedicine and remote
healthcare have increased significantly. Thus, new approaches for smart healthcare are
required for urgent application [1]. Smart healthcare integrates advanced technologies such
as 5G, Internet of Things (IoT) devices, AI, and data analytics into the healthcare industry. It
revolutionizes the delivery of healthcare services by enabling real-time monitoring, person-
alized treatment, and improved patient outcomes. Interconnected devices and networks
are used to collect and analyze health data, facilitating remote monitoring, telemedicine
consultations, and efficient data management. Wearable devices are used to monitor vital
signs for early detection and personalized interventions [2]. Smart healthcare systems
empower patients and provide access to medical records, personalized recommendations,
and virtual consultations. They also optimize care resource utilization and enhance the
efficiency of healthcare delivery.

Figure 1 illustrates an example architecture of a 5G-based smart healthcare network
connecting different devices to healthcare services. With the help of 5G, these applications
have become more reliable than before while serving more people in rural areas where
healthcare services were not easily available. The rapid adoption of 5G and IoT technology
increases the number of connected devices, including medical devices such as blood glucose
meters and heart rate monitors. These devices collect sensitive patient data that must be
protected from cyber-attacks. Base stations, which act as access points between these
devices and the network, are particularly vulnerable to cyber-attacks, as they are exposed
to public internet or radio attacks. Therefore, addressing cyber security concerns in 5G-
based smart healthcare networks is of paramount importance. Therefore, we explored base
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station security and how fake base stations became a threat to a smart healthcare network.
Then, possible measures were proposed to secure and detect such threats.

Figure 1. Example of a 5G-based smart healthcare network.

2. Research Background

We reviewed the related studies on 5G and 5G-based smart healthcare networks to
define cyber security problems in their use.

2.1. 5G and 5G-Based Smart Healthcare Networks

5G is an advanced mobile network technology that provides a low latency, a high
bandwidth, and massive machine-type communications serving large numbers of IoT
applications. These applications range from cars and robots to sensors and, in the context
of smart healthcare, medical equipment and wearable electronics. A 5G network mainly
comprises user equipment (UE), base stations, and core network [3], as follows:

• The UE is a modem and stores a permanent identifier called International Mobile
Subscriber Identity (IMSI) and a key used for mutual authentication between the user
and the network.

• The base station (BS) acts as the access point for UEs to attach to the Radio Access
Network (RAN), connecting it to the mobile network and, thus, to the Internet.

• The core network (CN) is the backbone of the mobile network; it performs all manage-
ment tasks and traffic routing.

Reference [4] described the architecture of 5G and IoT-enabled smart healthcare con-
sidering specific key-enabling technologies such as small cells and the software-defined
network (SDN). A taxonomy for 5G smart healthcare was also explained, and future re-
search opportunities applied to IoT-based 5G smart healthcare were reviewed. In Taiwan,
a 5G-based smart healthcare network has been trialed in hospitals with mobile network
operators that deployed 5G private networks. In the network, medical robots were used to
help doctors and nurses [5].

2.2. Cyber Security in a Smart Healthcare Network

The cyber security of a smart healthcare network is important in safely deploying
its healthcare services. Securing sensitive data and personal smart healthcare devices
is critical to the protection of the privacy of patients and medical personnel. A smart
healthcare service is also a mission-critical application that involves human well-being,
which requires high availability and reliability. Any security breach or service interruption
threatens patients and working personnel. Ahad et al. presented a comprehensive review
of 5G-based smart healthcare network security [6]. They investigated various technological
features and services related to 5G smart healthcare security, including authentication,
confidentiality availability, non-repudiation, and integrity. They also discussed many
security threats in 5G smart healthcare and proposed available solutions for issues of 5G-
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based smart healthcare security. Algarni classified schemes for smart healthcare systems
to explore important security issues and challenges and propose countermeasures and
directions for future research [7].

3. Base Station Security

Base stations play an important role in a mobile network and are terminals for encryp-
tion and integrity protection. Therefore, they are accessible to anyone controlling them and
implementing the software. We reviewed the security issues involved in the RAN and BSs.

3.1. Security of Base Station in a Mobile Network

The security of a BS and RAN is often underestimated in a mobile network compared
to the UE and CN. Securing the BS helps protect the mobile network as a whole. From the
perspective of security, the BS acts as the first line of defense against unauthorized access
and malicious activities by enforcing authentication and encryption protocols, monitoring
network traffic, and detecting and mitigating potential threats. For 5G to facilitate a higher
demand and amount of devices, the number of base stations is much larger than in previous
generations. A large number of base stations are now processing large amounts of data.

3.2. Fake Base Station

A fake base station (FBS), also known as a rogue base station (RBS), is a type of
malicious device that impersonates a real base station. The main goal of the attacker
is to trick UEs into connecting to unauthorized services and/or to steal the identity of
the user by tracking and collecting IMSI information from the user’s devices [8]. These
“IMSI-Catchers” have been spotted since the use of 2G globally. There are reports of
suspicious devices appearing in major cities and records of law enforcement using similar
equipment to conduct surveillance on suspects [9–11]. There was a recent case of using
a fake BS for phishing in Taiwan. The suspects were found to have purchased the fake
BS in China to transmit phishing SMS messages to trick people into giving away their
credit card information. For this, they downgraded the victims’ smartphones to use 2G
networks, so the victims were disconnected from the legitimate 4G/5G BS and became
vulnerable to phishing messages [12]. Similar cases had been also found in China before
and characterized to provide insights into the FBS spam ecosystem in China [13]. A typical
procedure for using a fake BS is illustrated in Figure 2.

 
Figure 2. Typical procedure of cyber-attacks using an FBS.

In using FBSs for phishing to steal credit card information in a 4G/5G mobile network,
phishing messages are usually modified to cheat unsuspected victims with fake hospitals,
healthcare websites, or banks. For example, during the pandemic, a fake website of an
economic relief package application was spread on social media. Advanced fake BSs are
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capable of performing Denial-of-Services (DoS) and Man-in-the-Middle (MitM) attacks.
While the cost of deploying mobile networks becomes cheaper thanks to much research
and development, so does the cost for malicious cyber-attacks to obtain the hardware
and software for setting up FBSs. Thus, cyber-attacks using low-cost FBSs are increasing
(Figure 3).

Figure 3. Security threat of a base station.

3.3. Threat to a Smart Healthcare Network

FBSs are a threat to smart healthcare networks. These threats were described in terms
of confidentiality, integrity, and availability in a CIA triad model, as follows:

• Confidentiality: Malfunctioned access control and authentication allow unautho-
rized access to a BS, leading to malicious cyber-attacks on sensitive healthcare data.
Poorly implemented encryption makes system information and user data vulnerable
to cyber-attacks. As a result, patients’ privacy is infringed by the theft of sensitive
healthcare data.

• Integrity: An FBS is placed between the victims and the real BS and is open to MitM at-
tacks. Information transmitted between the devices and the base station is intercepted
and modified to steal smart healthcare data.

• Availability: An FBS causes a DoS, and sensors and devices in the healthcare net-
work lose their connections to the real network, which paralyzes healthcare services
and data.

4. Discussion

Potential solutions for security problems are necessary to protect base stations in
5G-based smart healthcare networks. The following needs to be considered for networks’
security in this study.

Solution for Security

To prevent sensitive data from being exposed to a public mobile network, the use
of a private network dedicated to smart healthcare is encouraged. In a private network
of institutions, their connectivity can be more easily controlled, and the specific needs of
a smart healthcare service also can be satisfied. The private network still is vulnerable
to cyber-attacks using an FBS on the wireless interface. Several private networks share
resources with public networks through network function virtualization (NFV). In this case,
if the shared BS is attacked, the private network service is also affected [8]. Cryptography
and blockchain technology can be used to protect the network. Novel approaches were
already proposed for using those methods. Blockchain technology stores records and
allows safe and transparent data sharing for patients and network users. The decentralized
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framework provided by the distributed ledger facilitates privacy needs for numerous
applications in 5G. However, blockchain requires considerable computing power for small
IoT devices [14]. Detecting suspicious BSs for potential threats is necessary to identify
threats and take action before the damage occurs. To detect an FBS, network-, signal-, and
location-based detection schemes were suggested for 5G smart healthcare networks [15,16].

5. Conclusions

We explored the cyber security of 5G-based smart healthcare networks with an em-
phasis on BSs. We reviewed the related literature to explore the increasing importance of
the rapid expansion and importance of cyber security for 5G smart healthcare networks
and the IoT devices connected to them. Through a detailed investigation of the FBS attacks
in Taiwan, the security problems caused by FBSs were analyzed to describe the failure
to secure BSs and 5G-based smart healthcare networks. Potential security measures and
technology were also proposed to raise awareness of the importance of cyber security in
5G smart healthcare networks.

Smart healthcare and mobile network technology are constantly evolving, and so are
cyber-attackers. Although the proposed solutions are considered to solve security problems,
it is still necessary for healthcare service providers to be alerted to an increasing number
of exploits and attacks. Developing safe and efficient authentication methods is key for
the security of smart healthcare networks and connected devices. However, networks and
devices have different computing powers. Therefore, an ideal algorithm is required for
security by minimizing latency and computing costs. The large amounts of sensitive data
on the network require improved privacy and proper encrypted and processed methods.
Policies and security standards must be updated often to keep up with the constantly
evolving security threats. Healthcare workers, patients, and administrators must be aware
of the threats to smart healthcare technology.

Author Contributions: Validation, H.-C.H.; Writing—original draft, M.-H.L.; Writing—review &
editing, I.-H.L.; Supervision, J.-S.L. All authors have read and agreed to the published version of
the manuscript.

Funding: This work was supported by the National Science and Technology Council (NSTC) in
Taiwan under contract numbers 111-2221-E-006-079- and 112-2634-F-006-001-MBK.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data available on request due to restrictions e.g., privacy or ethical.
The data presented in this study are available on request from the corresponding author. The data are
not publicly available due to the dataset containing base station signal records that do not comply
with regulatory approvals.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Taiwo, O.; Ezugwu, A.E. Smart healthcare support for remote patient monitoring during COVID-19 quarantine. Inform. Med.
Unlocked 2020, 20, 100428. [CrossRef] [PubMed]

2. Baker, S.B.; Xiang, W.; Atkinson, I. Internet of Things for Smart Healthcare: Technologies, Challenges, and Opportunities. IEEE
Access 2017, 5, 26521–26544. [CrossRef]

3. 3GPP TS 23.501 System Architecture for the 5G System (5GS). Available online: https://www.etsi.org/deliver/etsi_ts/123500_1
23599/123501/16.06.00_60/ts_123501v160600p.pdf (accessed on 22 April 2023).

4. Ahad, A.; Tahir, M.; Yau, K.-L.A. 5G-Based Smart Healthcare Network: Architecture, Taxonomy, Challenges and Future Research
Directions. IEEE Access 2019, 7, 100747–100762. [CrossRef]

5. Taipei City Government. 5G Private Network Intelligent Disinfection and Transportation Robot. Available online: https:
//smartcity.taipei/projdetail/175?lang=en (accessed on 12 May 2023).

6. Ahad, A.; Ali, Z.; Mateen, A.; Tahir, M.; Hannan, A.; Garcia, N.M.; Pires, I.M. A Comprehensive review on 5G-based Smart
Healthcare Network Security: Taxonomy, Issues, Solutions and Future research directions. Array 2023, 18, 100290. [CrossRef]

347



Eng. Proc. 2023, 55, 50

7. Algarni, A. A Survey and Classification of Security and Privacy Research in Smart Healthcare Systems. IEEE Access 2019, 7,
101879–101894. [CrossRef]

8. Lee, M.-H.; Liu, I.-H.; Li, J.-S. Fake Base Station Threats in 5G Non-Public Networks. In Proceedings of the ICAROB 2023, Oita,
Japan, 9–12 February 2023.

9. Cullen, C.; Bureau, B. Someone Is Spying on Cellphones in the Nation’s Capital. CBC News. Available online: https://www.cbc.
ca/news/politics/imsi-cellphones-spying-ottawa-1.4050049 (accessed on 7 March 2023).

10. Ramirez, A. ICE Records Confirm That Immigration Enforcement Agencies Are Using Invasive Cell Phone Surveillance Devices; American
Civil Liberties Union: New York, NY, USA, 2020.

11. Chlosta, M.; Rupprecht, D.; Pöpper, C.; Holz, T. 5G SUCI-catchers: Still catching them all? In Proceedings of the 14th ACM
Conference on Security and Privacy in Wireless and Mobile Networks (WiSec ′21), New York, NY, USA, 28 June–2 July 2021.

12. Chiang, Y.; Su, S.; Ko, L. 12 Indicted over Credit Card Fraud Using Fake Base Stations. Focus Taiwan. Available online:
https://fostaiwan.tw/society/202304100016 (accessed on 22 April 2023).

13. Zhang, Y.; Liu, B.; Lu, C.; Li, Z.; Duan, H.; Hao, S.; Liu, M.; Liu, Y.; Wang, D.; Li, Q. Lies in the Air: Characterizing Fake-base-station
Spam Ecosystem in China. In Proceedings of the 2020 ACM SIGSAC Conference on Computer and Communications Security
(CCS ′20). Association for Computing Machinery, New York, NY, USA, 9–13 November 2020; pp. 521–534.

14. Tahir, M.; Habaebi, M.H.; Dabbagh, M.; Mughees, A.; Ahad, A.; Ahmed, K.I. A review on application of blockchain in 5G and
beyond networks: Taxonomy, field-trials, challenges and opportunities. IEEE Access 2020, 8, 115876–115904. [CrossRef]

15. Park, S.; Shaik, A.; Borgaonkar, R.; Martin, A.; Seifert, J.P. White-Stingray: Evaluating IMSI Catchers Detection Applications. In
Proceedings of the Workshop on Offensive Technologies (WOOT), Vancouver, BC, Canada, 14–15 August 2017.

16. Huang, K.-W.; Wang, H.-M. Identifying the Fake Base Station: A Location Based Approach. IEEE Commun. Lett. 2018, 22,
1604–1607. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

348



Citation: Jwo, J.-S.; Lee, C.-H.; Chen,

J.-T.; Lin, C.-S.; Lin, C.-Y.; Cheng,

W.-K.; Chang, C.-H.; King, J.-K.

Application of Tabu Search for Job

Shop Scheduling Based on

Manufacturing Order Swapping. Eng.

Proc. 2023, 55, 51. https://doi.org/

10.3390/engproc2023055051

Academic Editors: Teen-Hang Meen,

Kuei-Shu Hsu and Cheng-Fu Yang

Published: 5 December 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Application of Tabu Search for Job Shop Scheduling Based on
Manufacturing Order Swapping †

Jung-Sing Jwo 1, Cheng-Hsiung Lee 1, Jian-Tan Chen 1, Ching-Sheng Lin 1,*, Chun-Yu Lin 2, Wen-Kai Cheng 2,

Chun-Hao Chang 2 and Jen-Kai King 2

1 Master Program of Digital Innovation, Tunghai University, Taichung 40704, Taiwan
2 Aerospace Industrial Development Corporation, Taichung 407803, Taiwan
* Correspondence: cslin612@thu.edu.tw
† Presented at the IEEE 5th Eurasia Conference on Biomedical Engineering, Healthcare and Sustainability,

Tainan, Taiwan, 2–4 June 2023.

Abstract: Due to the characteristics of small-volume-large-variety production in the aircraft industry,
determining how to intelligently take men, machines, materials, methods, and environments into
account is critical for production, posing the challenge of scheduling the job shop. The existing
scheduling system is slow to adapt when the requirements change and, most importantly, slow
to consider the current situation of the production line. In this study, we apply the Tabu search
algorithm to resolve the scheduling problem. This method swaps manufacturing orders with the
consideration of the due date, working hours, and current delays via the finite capacity assumption.
Meanwhile, we set up extreme bounds using the infinite capacity assumption for comparison. The
case study is conducted in a work center that uses pliers to trim parts for use in the aircraft industry.
The results show the closeness to the extreme bounds and indicate this method’s practical feasibility
for industrial applications.

Keywords: job shop scheduling; Tabu search; manufacturing orders; extreme bounds; aircraft
industry

1. Introduction

With the rapid development of Internet of Things (IoT) technology, the concepts and
implementations of smart manufacturing have been widely studied. Since the produc-
tion of composite materials is a crucial manufacturing process in the aircraft industry,
it is important to introduce smart manufacturing-related technologies into current man-
ufacturing processes. Properly arranging the manufacturing orders (MOs) of the jobs
is the key to increasing the efficiency of product life cycles and successfully moving to-
ward smart manufacturing. The main characteristic of processes in the aircraft industry is
small-volume-large-variety production, posing the challenge of scheduling the job shop.

Job shop scheduling is considered to be combinatorial optimization and belongs
to the class of NP-hard problems [1]. Many different methods have been explored in
relation to this research topic, including analytical algorithms and artificial intelligence-
based methods [2]. Queuing theory and simulation models are popular in analytical
algorithms. Artificial intelligence-based optimization techniques mainly include Tabu
search and genetic algorithms. In this study, we apply the Tabu search algorithm to address
the job shop scheduling by swapping MOs. Using the finite capacity assumption, we
consider the due date, working hours, and current delays for each job. To evaluate the
effectiveness of the proposed solution, we compute extreme bounds based on the infinite
capacity assumption to determine how far the proposed method is from optimality. The
empirical study is conducted in a work center which uses pliers to trim parts for use in the
aircraft industry.
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The rest of this paper is structured as follows. Section 2 reviews several prior studies.
Section 3 discusses the proposed scheduling method. The experiments are described in
Section 4 and the conclusions are provided in Section 5.

2. Literature Review

Prior studies related to this paper are discussed with regard to Tabu search-based
approaches and AI-related models.

2.1. Tabu Search Overview

Tabu search was created by Glover in 1986 for optimization problems [3,4]. There
are two properties, local search and the Tabu list, in the Tabu search that enhance its
optimization ability. The local search technique includes movements which do not improve
the performance if no better moves are found. These worse but acceptable moves help
the optimization process escape from local optima by exploring the solution space more
thoroughly. The Tabu list is a form of short-term memory that records the most recently
visited moves and discourages the Tabu search from revisiting them to prevent cycles [5]. To
generate more neighborhoods, a method to resolve the distributed permutation flow-shop
scheduling problem (DPFSP) is proposed, which involves swapping the sub-sequences
of jobs [6]. A parallel computing approach based on Tabu search is used to speed up the
computation time taken to resolve the blocking job shop scheduling problem [7]. The
experiment was conducted on a cluster-based supercomputer using 512 CPU cores.

2.2. Other AI Approaches

Due to the booming development of deep learning techniques, neural network-based
approaches have also been investigated in relation to the scheduling problem. Actor–Critic
is a model-free reinforcement learning technique in which the actor network is taught how
to behave in given environments, whereas the critic network learns to give feedback to
the actor network [8]. An actor–critic deep reinforcement learning model is proposed to
solve the job shop scheduling problem, in which the actor network assigns a job and the
critic network provides rewards according to the processing time of the job [9]. A Deep
Q-Network (DQN) is adopted for semiconductor manufacturing scheduling by using an
agent to perform job assignments for each work center [10]. Another DQN method based
on edge computing is proposed to solve the scheduling problem for a smart semiconductor
manufacturing factory [11]. Unlike the traditional DQN, which supports only one decision,
this method outputs multiple dispatching rules for multiple edge devices. To better handle
the highly dynamic and changeable conditions in the factory, a dueling double DQN is
designed to deal with the adaptive job shop scheduling problem by training a CNN to
approximate the state-action value function [12].

3. Scheduling by Manufacturing Order Swapping

The proposed Tabu search scheduling based on manufacturing order swapping is
introduced to discuss the research problem, the concept of the proposed solution, and the
objectives. The detailed algorithm used for Tabu search scheduling is also described in the
second section.

3.1. Problem Definition

We focus on scheduling one of the work centers in the aircraft process. For each day,
there are new MOs to be dispatched. The unprocessed MOs from the previous day, they are
combined with new MOs for the current day for dispatch. The initial sorting of MOs each
day is performed using First in First out (FIFO) and Earliest Due Date (EDD) processes.
The notations are defined as follows.

WO: working hours per day for the current work center (CWC).
i: MO, i = 1, 2, . . .I.
PT(i): processing time (scaled by hours) for MO i.
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LT(i): average lead time (scaled by days) for MO i after CWC.
SD(i): the scheduled day (noted by 1, 2, 3, . . .) for the MO i where 1 means today, 2 means
tomorrow, and so on.
DD(i): due date for MO i.
BPDD(i): number of days the MO i before or past the due date at the CWC by computing
(Today-DD(i)).
EDD_FCA(i): expected delay days for MO i under finite capacity assumption by computing
BPDD (i) + SD(i) + LT(i) where a positive value represents a delay and a negative value is
one that occurs before the start of the schedule.

Due to the specific production requirements of composite materials in the aerospace
industry, there are three minimum optimization problems to overcome: (i) total expected
early completion days (TEECD), (ii) total expected delay days (TEDD), and (iii) total number
of delayed manufacturing orders (TNDMO). For each MO i, we calculate the EDD_FCA(i).
The TEECD is defined as the total sum of those EDD_FCA which are smaller than 0, as
in “(1)”, whereas TEDD is defined as the total sum of those EDD_FCA which are greater
than 0, as in “(2)”. The TNDMO is the number of MOs which have EDD_FCA greater than
0, as in “(3)”. Another notation is the total number of early completion manufacturing
orders (TNECMO), as in “(4)”. After each schedule, we assign SD(i) by accumulating PT(i)
and considering WO. The estimated values of TEECD, TEDD, and TNDMO are calculated
as well.

TEECD = ∑I
i=1 EDD_FCA(i), where EDD_FCA(i) <0 (1)

TEDD = ∑I
i=1 EDD_FCA(i), where EDD_FCA(i) ≥0 (2)

TNDMO =|{i|EDD_FCA(i)≥ 0∀i}| (3)

TNECMO =|{i|EDD_FCA(i)< 0∀i}| (4)

The workflow of the scheduling process is shown in Figure 1. For each daily schedul-
ing, we set the initial sorting (FIFO or EDD) for MOs. The Tabu search is applied to the
schedule to compute TEECD, TEDD, and TNDMO. These values are used to evaluate the
effectiveness of the method. Those MOs that are unable to be processed are moved to the
next day for further scheduling.

Figure 1. Process of scheduling.
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3.2. Scheduling Algorithm

The concept of the Tabu search scheduling is to switch the MOs and obtain the best
TEECD, TEDD, and TNDMO. To be specific, for each MO i with EDD_FCA(i) ≥ 0, we switch
i with all other MOs and re-calculate SD to obtain new EDD_FCA. With the new EDD_FCA,
we compute new TEECD, TEDD, and TNDMO for comparison. The switch frequencies are
TNDMO × (TNDMO + TNECMO − 1). The above process operates iteratively.

The details of the scheduling algorithm are shown in Algorithm 1. The input S_init is
an initial sorting by FIFO or EDD. The variable assignment occurs from lines 1 to 5, where
sBest denotes the overall best scheduling and iterBest denotes the best scheduling in each
iteration. Each day, we perform an N iteration to find the best schedule. The function
getNeighbors is used to find out all possible schedules by swapping the elements in setDelay
with the elements in set_All and storing all possible schedulings into sNeighborhood
(lines 7–10). Then, we loop over each scheduling in sNeighborhood to find the best
scheduling for the given iteration (lines 11–16). The function checkMinOptimization checks
whether the current scheduling sCandidate has lower TEECD, TEDD, and TNDMO than
iterBest. If the current schedule already exists in the tabuList, we skip the comparison. In
the next step, we use the same function to compare iterBest with sBest (lines 17–18). Lastly,
iterBest is put into tabuList to avoid being trapped in the local optimum (lines 19–20).

Algorithm 1: Tabu Search Scheduling by Manufacturing Order Swapping.

Input: S_init which is an initial scheduling by FIFO or EDD

1: sBest ← S_init
2: iterBest ← S_init
3: tabuList ← []
4: tabuList.push(S_init)
5: iteration ← N
6: while iteration:
7: set_Delay = { MO i | EDD_FCA(i) ≥ 0 ∀ i based on iterBest}
8: set_All = {MO i based on iterBest}
9: #Get all possible schedulings based on iterBest
10: sNeighborhood ← getNeighbors(set_Delay, set_All)
11: #Find the best scheduling in this iteration
12: for (sCandidate in sNeighborhood)
13: if (not tabuList.contains(sCandidate))
14: iterBest ← checkMinOptimization(sCandidate, iterBest)
15: end
16: end
17: #Is iterBest better than sBest?
18: sBest ← checkMinOptimization(iterBest, sBest)
19: #Put iterBest into tabuList to avoid trapped in the local optimum
20: tabuList.push(iterBest)
21: End

4. Experimental Results

For each day, there are new manufacturing orders (NMO) sent to the work center:
total manufacturing orders (TMO), finished manufacturing orders (FMO), finished but
delayed manufacturing orders (FDMO), and total number of delayed manufacturing orders
(TNDMO). The TMO is the NMO combined with the previous unprocessed MOs. The FMO
represents the number of MOs which finish on that day, while FDMO indicates those FMO
that pass the due dates. Based on the scheduling, TNDMO is used to represent the total
number of MOs that pass the due dates.

To obtain evaluation metrics with which to assess the approach, we introduce three
bounds including UBTEECD, LBTEDD and LBTNDMO. The assumption is based on
infinite capacity, which implies all new MOs are finished on one day without carrying
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over to the next day. The UBTEECD is used to represent the maximum of total expected
early completion days, LBTEDD represents the minimum of total expected delay days, and
LBTNDMO represents the minimum total number of delayed manufacturing orders. As
mentioned before, the minimum of TEECD is considered due to the special requirements
of composite materials.

In this empirical study, five days of scheduling are presented. Since the total number
of delayed manufacturing orders is the most critical factor in the factory, we start with the
evaluation of TNDMO. Both FIFO and EDD are used for initial scheduling. The results
are shown in Tables 1 and 2. The scheduling approach with FIFO initialization reaches
the LBTNDMO every day, whereas EDD initialization is not promising. More detailed
evaluations of TEECD, TEDD, and TNDMO with FIFO and EDD initializations are also
conducted. Table 3 demonstrates the FIFO scheduling and the proposed scheduling with
FIFO initialization. Directly applying FIFO for scheduling does not provide good results,
while the proposed method achieves good performance in TEDD and TNDMO. In Table 4,
we employ EDD and the proposed method with EDD initialization for comparison. Directly
applying EDD for scheduling does not achieve good performance either, but the FIFO
scheduling outperforms EDD scheduling. Similarly, the proposed method with FIFO
initialization is better than EDD initialization. In conclusion, the proposed method works
better in terms of TEDD and TNDMO, though there is still room to improve the values of
the TEECD.

Table 1. Tabu search with initial scheduling via FIFO compared with the LBTNDMO.

Day1 Day2 Day3 Day4 Day5

NMO 369 66 94 123 121

TMO 369 393 402 508 594

FMO 42 85 17 35 56

FDMO 34 54 9 34 48

TNDMO 63 61 21 40 50

LBTNDMO 63 61 21 40 50

Table 2. Tabu search with initial scheduling via EDD compared with the LBTNDMO.

Day1 Day2 Day3 Day4 Day5

NMO 369 66 94 123 121

TMO 369 397 451 557 655

FMO 38 40 17 23 48

FDMO 27 37 13 20 41

TNDMO 71 81 53 65 84

LBTNDMO 63 68 45 60 84
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5. Conclusions

We present a Tabu search schedule based on swapping the manufacturing orders. We
conduct empirical studies in the aerospace industry with FIFO and EDD initializations.
The proposed approach achieves good performance with regard to minimizing the total
expected delay days and the total number of delayed manufacturing orders. In future work,
we will focus on the improvement of the total expected early completion days and also
expand our method to different work centers to evaluate its effectiveness and robustness.
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Abstract: The emerging advances in deep learning and computer vision have enabled traditional
cloud-based decision-making through edge computing with artificial intelligent internet of things
(AIoT) image sensors (AIoT-IS). As a result, the timeliness and security of image recognition can be
obtained. This study aims to develop an AIoT-IS-based smart safety control device for construction
sites (“SmartCon” hereafter) for the operations of mobile cranes. The research is carried out to
include the definition of hazardous control areas and the identification of unsafe scenarios for crane
operations, the development of an intelligent prototype system for the safety control of lifting
operations, system application demonstrations, and the evaluation of effectiveness. It is intended
to assist labor inspection agencies and industry practitioners with a tool for monitoring lifting
operations. The results of two empirical field tests show that the proposed SmartCon improves the
safety monitoring of the operation of the machine through the real-time response to the identified
potential risks on construction sites.

Keywords: construction safety; AIoT image sensor; site management; YOLO; image recognition

1. Introduction

The construction industry is considered a key driver for economic development by
the governments of most countries in the world. According to the latest statistics from the
Industry and Service Census conducted by the Directorate General of Budget, Accounting
and Statistics (DGBAS) of the Executive Yuan in Taiwan (R.O.C), the construction industry
employs more than 913,000 workers, which accounts for 7.49% of the total employed
population [1]. More than 2.49 million family members are supported by construction
employees. About 3.77% of Taiwan’s gross national product (GNP) is contributed by the
construction industry. Dividing the industry’s output value by the number of employees
shows that the per-capita GNP of the construction industry is significantly lower than the
national average. On the other hand, the income of 913,000 construction workers is the
main source of income for their families. When occupational accidents occur, the families
of wounded workers often face a significant economic impact. This, in turn, affects the
whole society.

Construction accidents have long taken up the highest percentage of industrial and
serious occupational accidents around the world. There are significant harmful impacts
on industrial production and workers’ lives. The main reason is that construction sites are
open to risks.
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According to the latest statistics from the DGBAS of the Executive Yuan in Taiwan in
2019 [2], there were 313 significant occupational casualties in Taiwan’s entire industry, of
which the construction industry accounted for 46.32% (a total of 145 casualties). Statistics
from 2012 to 2020 showed the total number of fatal occupational accidents in the industry
was 2879, and the construction industry accounted for 47.65% (a total of 1372 casualties),
which was about half of that of all industries. These statistics highlight the severity of safety
issues for construction workers.

Referring to Article 22 of “Taiwan’s Enforcement Rules of Occupational Safety and
Health Act”, dangerous machinery includes fixed and mobile cranes. According to statistics
collected by earlier research [3,4], there have been 12 to 19 major occupational accidents in-
volving mobile cranes in Taiwan annually since 2002. Between that year to 2012, 104 people
died of these accidents. Three people suffered from minor injuries, whereas ten people
suffered from serious injuries. In the analysis of the causes of accidents, “management
factors” constituted the most significant portion (66%), followed by “human factors” (22%),
“equipment factors” (8.5%), and “environmental factors” (3%). Materials falling, cranes
tipping over, being caught, being hit, and electric shock are the leading causes of accidents.
Although the relevant safety regulations have been issued by the competent authorities [5],
the primary approaches to safety management and disaster prevention still mainly rely on
manual inspection by occupational safety management personnel. There are still problems
in practice. Even with detailed laws and regulations governing occupational safety, reduc-
ing site risks and implementing immediate control and prevention remain challenging. A
promising solution for construction site safety management is to use information and com-
puter technology (ICT) technology to help site safety managers improve the deficiencies of
manual safety management.

Deep neural networks (DNN) have advanced quickly during the past decade as an
emerging artificial intelligence (AI) technology [6]. Machine learning (ML) can judge and
evaluate a worker’s safety on site in real time. Based on the above discussion, this research
is carried out to apply AI technology based on DNN to the technology for construction
site visual recognition and analysis to detect labor safety hazards of workers automatically
during crane operations. The goal is to provide early warning of labor hazards to reduce
or avoid the occurrence of construction accidents on site and achieve a safer working
environment for construction workers.

The rest of this article is organized as follows. Section 2 sorts out some related works
about construction safety. The methodology and framework of the proposed method are
described in Section 3. The testing results are shown in Section 4. Lastly, Section 5 concludes
this study.

2. Related Works

In recent years, various advanced technologies have been developed to assist in the
safety control of construction sites and reduce the risks caused by lifting operations. For
example, the Taipei City government in Taiwan continues to promote smart city-related
plans, one of which is to use Bluetooth low-energy (BLE) technology to assist in the safety
management of construction sites [7]. This technology installs Bluetooth transmitters
(iBeacon) on the worker’s helmet or personal protection equipment (PPE). When the
Bluetooth receiver receives the signal from the transmitter, it accurately calculates the
position of the personnel or equipment, thereby notifying the construction workers to avoid
entering the safety control area. In addition, CTCI Inc. developed technology to calculate
the construction site by recognizing the triangular cone of lifting operations. It sends a
warning to notify the workers when they work under lifting objects or pass through the
range of a construction area [8]. Japan’s Taisei Corporation also uses the GPS positioning of
construction machinery and construction workers to remind the workers not to enter the
lifting area of construction machinery [9]. If workers are close to construction machinery,
alarms are sent to smart watches.
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In addition to general site safety control technology, the Swedish company Gigasense
has developed a set of weight sensors installed on lifting equipment to monitor equipment
in real time to ensure the balance state of lifting operations [10]. China Xiamen Baima
Technology has also developed a remote monitoring system to monitor the lifting operations
in a construction site [11]. The various sensors installed on the lifting equipment can obtain
the data of the operation in real time and carry out calculations to identify the limitations of
lifting operations such as anti-collision calculation, weight limit, torque limit, height limit,
amplitude limit, angle limit, wind speed alarm, and main track anti-tilt.

Nath et al. proposed a construction site safety monitoring method in 2020 [12], which
applied the convolutional neural network (CNN) to identify and monitor the protective
equipment of workers. The method achieved 72.3% mAP (mean average precision) at an
11-FPS (frames per second) detection speed. However, the proposed method can only
identify the correct wearing of labor personal protective equipment and no other automatic
hazard identification functions.

Golcarenarenji et al. proposed a method called CraneNet in 2021 to detect people
under crane lifting equipment [13]. In this method, a camera is hung on a hanging hook,
and an image is transmitted to a small computer with NVIDIA Jetson Xavier through a
wireless network. The ML technology based on CNN is applied (YOLOv4) to detect the
position of personnel under crane lifting operations. On construction sites with complex
environments that require real-time detection, this method achieves an accuracy of 92.59%
at a detection speed of 19 FPS, which is close to the accuracy of human judgment. Although
the accuracy is improved, the disadvantage of the CraneNet method is similar to the
limitation of the method of Chen and Fang et al. [14,15]. Misrecognition was found due
to the dynamic change of the background or the similarity of the object’s color to the
background. Therefore, there are still difficulties in application in construction site practice.

On the other hand, Liu et al. proposed a method in 2021 to detect whether people
are dozing off to prevent accidents caused by operational errors [16]. They used a cam-
era to detect a driver’s face through DL technologies using CNN and LSTM and then
extract the facial features to classify the driver’s behavior such as talking, sleepy eyes,
yawning, and napping. If any behavior that affects safety is detected, it warns the driver to
avoid accidents.

The above summarizes the advanced technology and latest research literature on the
application of image recognition and sensing technology to the safety control of construction
lifting operations. This technology’s technical viability, maturity, mobility, and economic
viability must be considered to make the technology applicable to the actual construction
site in this study.

3. Proposed Method

In this section, we describe the design of the proposed AIoT device, the smart con-
struction site safety control device (SmartCon), for the lifting operations of mobile cranes
on construction sites.

3.1. System Architecture

The SmartCon is an all-in-one and single independent device that can operate inde-
pendently. The schematic design of the proposed SmartCon is shown in Figure 1.

To meet the practical needs of the construction site, multiple control devices can be
moved and set up quickly at different locations according to the on-site environmental
conditions to monitor multiple cranes and multiple lifting operations. The SmartCon uses
a customized extendable stand to set up a waterproofed IP camera, network device, AI
development board, alarm, battery, and other devices. All the devices and a battery must
be set up in the case (except the IP camera) to make sure that the SmartCon is waterproof
for all weather.

358



Eng. Proc. 2023, 55, 52

Figure 1. SmartCon all-in-one diagram.

The following SmartCon features, including portability, heat dissipation, and water
resistance, are considered in designing the SmartCon.

1. Portability: the extendable stand includes all components, including the battery, con-
troller, computing devices, and IP camera. Furthermore, the Jetson Nano computing
device utilized in the design has a compact size, is lightweight, and has low power
consumption, which increases the mobility of the SmartCon.

2. Heat dissipation: considering the SmartCon’s outdoor operation requirement, the
SmartCon may need to operate under the hot sun for a long time. If it is overheated,
it damages the hardware. In this regard, we must consider isolating the external tem-
perature and strengthening the internal heat dissipation. The internal heat dissipation
is related to the device’s portability. The smaller the size, the higher the portability. By
contrast, the interior heat dissipation space of the device is smaller. Therefore, it is
necessary to install some fans to ensure that the heat in the space can be dissipated.

3. Water resistance: considering the uncertainty of the weather at the construction site,
the SmartCon may be used on rainy days. Thus, water resistance must be implemented
to ensure that the device circuit will not be damaged.

The system architecture of the SmartCon is shown in Figure 2. The blue block is
the hardware module in the device, including a 4G Wi-Fi router, Nvidia AI development
board, RF receiver, alarm, and IP cam. The green blocks are the operator’s smartphone
device and RF remote control. Furthermore, the device is connected to Line Notify for
alert notifications.

The detailed specifications of the above components are described as follows.

1. 4G Wi-Fi router: the SmartCon uses a 4G Wi-Fi Router to establish local networks
for connecting devices. The IP camera uses PoE (power over ethernet) for the power
supply and network connection. The router also connects the Jetson® development
board with ethernet. Externally, the 4G network is used for external communication,
e.g., Line notification.

2. Jetson development board and core: the SmartCon uses the Jetson Nano®, an em-
bedded system developed by Nvidia®. The development board contains a high-
performance computer. The hardware design is optimized for AI computing, and the
product has the features of a small size and low power consumption. The small size
reduces the weight and volume of the SmartCon, and the low power consumption
reduces the battery capacity requirement. Since the battery capacity is proportional to
the weight and volume of the battery, the physical volume and weight can be reduced
by using the selected development board.
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Figure 2. SmartCon system architecture.

The proposed core includes a network module, video streaming module, AI recog-
nition module, GPIO control module, Line API, and electronic fence module. The video
stream of the IP camera is communicated through the RTSP streaming protocol and then
detected by the AI recognition module. In this study, YOLOv4 is used for object detection.
YOLO is a neural network for object detection characterized by its light weight and high
efficiency. YOLOv4 is implemented using the darknet architecture. After identifying the
object, it determines whether it conforms to the set rules of the electronic fence. If the
preset conditions of the alarm are met, the recording and alarm notification are performed,
including Line notification and the activation of the alarm.

1. IP camera: the SmartCon uses a network camera with full HD (FHD) resolution, a
PoE power supply, and a real-time streaming protocol (RTSP) as the video source. The
characteristics of the IP camera in this study are as follows.

• FHD resolution: the image resolution is proportional to the recognition rate, but
inversely proportional to the recognition speed. Such cameras transmit lower-
resolution images that need to be adjusted according to the requirements to
achieve balance with speed.

• PoE power supply: although this system provides Wi-Fi as the function of
device connection, the wired network is still more stable than the wireless net-
work. Users can connect to the internet without a network line through Wi-
Fi, but it still requires a power line for the power supply. Through the PoE
function, it only needs a single network line to power on, and connects to the
internet simultaneously.

• Real-time streaming protocol (RTSP): RTSP is an application layer communi-
cation protocol for multimedia streaming. It is used in multimedia transmis-
sion to establish a connection between a multimedia server and a client to
monitor multimedia.

2. Smartphone: the web interface can be used to set and monitor the SmartCon. Users
can use any smartphone with a web browser and connect to the 4G Wi-Fi Router. The
web interface functions include video streaming monitoring, electronic fence settings,
enabling and disabling controls, and more parameter settings.
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3. Remote control: the SmartCon system provides a radio frequency (RF) remote con-
troller, which is convenient for users to perform wireless control operations quickly.
This RF communication refers to radio waves with frequencies ranging from 3 kHz to
300 GHz to transmit over long distances.

4. Alarm: to create a more significant warning impact in the construction site environ-
ment, the SmartCon employs a higher-power alarm as a warning device.

5. Line notification: when the danger alarm is triggered, the system transmits the time,
place, and photo through the Line API to a Line account owned by the relevant
personnel managing the construction site. This is convenient to understand the
situation on the construction site quickly.

3.2. Deep Learning Module

As described in the previous system architecture, the SmartCon applied YOLO object
recognition techniques for AI recognition module development, and the model training
dataset uses the MS COCO dataset [17]. The MS COCO dataset is a massive object database
with many images; more than 200,000 objects are labeled in the images. These labels
are divided into 81 categories, with detailed information, including object location and
image context.

3.3. Development Board

In order to reduce the cost of system implementation, we use the “Jetson Nano” for
system development. “Jetson Nano” is the basic entry-level model of the Jetson embedded
systems. Although the hardware capability is the lowest, it also has the lowest power
consumption and weight, which reduces the battery capacity requirement and the weight
of the host. Moreover, it optimizes the system environment and code as much as possible.
The maximum hardware capacity is used to reduce hardware costs. As the functions
increase and the system operation burden increases, higher-end hardware can be adopted
in the future.

When image data are transmitted through the network, the image data are usually
compressed through image coding to reduce the bandwidth required for transmission.
Therefore, the receiving end must decode the information to obtain the original multimedia
information. The CPU usually processes this decoding work, but the Jetson Nano® is
equipped with a multimedia decoding chip, which effectively improves the speed of the
system reading camera images and reduces the CPU load.

4. Implementation and Testing

This section presents the implementation of the SmartCon and the experimental results
in real-world construction sites.

4.1. System Implementation

The hardware architecture of the SmartCon is shown in Figure 3. The device is a
stainless steel waterproof case covering the battery and electronics. On one side of the
stand, the tube can be derived to give the camera a better angle for monitoring. The size
of the battery case is 44 cm × 30 cm × 24 cm (width × height × depth). The size of the
second case is 44 cm × 30 cm × 24 cm (width × height × depth). The extendable stand
can be extended to 148 cm. The total weight without a battery is about 10 kg, whereas it is
about 12.8 kg with a battery.

The operation web interface of the proposed system is shown in Figure 4, which in-
cludes the following functions: user login, real-time screen, control area setting, fine-tuning
button, undo setting, clear area, status, enabling/disabling controls, showing alarm status,
modifying the location name, modifying the equipment name, setting Line notifications,
system log, and shutdown.
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(a) (b) (c) 

Figure 3. Photo of the SmartCon implementation. (a) Left-side view, (b) front view, (c) inside view.

Figure 4. Web interface of SmartCon.

Users need to log in with a password to access the web interface. The user can monitor
the real-time IP camera image in the interface and set the range of the control area. After
enabling the control state via a one-click button, the workers are not allowed to enter the
preset control area. If any workers enter the control area, the alarm is set, and the Line
notification is sent immediately.

4.2. AI Model Selection

The AI recognition module refers to the preset usage situation. We set the camera
resolution to 1920 × 1080, and set the camera at a height of 10 m to overlook the ground
for actual testing. During the test, a video is recorded in this environment. The video has
495 image frames recording one worker passing through the control area. Figure 5 is a
screenshot of the two experimental site recognition results. The recognized object (person)
is displayed on a frame line with a confidence value (the larger the value, the more similar
the object, a worker, is).
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(a) (b) 

Figure 5. Experimental site recognition result. (a) Site 1, (b) site 2.

In this test, various YOLO models were used for the object recognition test, and the
confidence value was set to be greater than 0.7 before the recognition result was passed.
The recognition rate of the model for this environment was calculated through the inference
results of each model.

The actual test data results in Table 1 show that the yolov4-608 (FP16) model obtained
the highest recognition rate, and the subsequent system deployment is based on yolov4-608
(FP16).

Table 1. Evaluation of Recognition Precision and FPS.

Model Name:
Version-Pixel Size

Recognition Precision Frame Per Second (FPS)

yolov3-tiny-288 11/495 = 0.022 26.54

yolov3-tiny-416 41/495 = 0.082 20.40

yolov3-288 157/495 = 0.317 7.56

yolov3-416 266/495 = 0.537 4.70

yolov3-608 290/495 = 0.585 2.40

yolov3-spp-288 181/495 = 0.365 7.80

yolov3-spp-416 113/495 = 0.228 4.68

yolov3-spp-608 294/495 = 0.593 2.45

yolov4-tiny-288 28/495 = 0.050 26.72

yolov4-tiny-416 81/495 = 0.163 20.40

yolov4-288 246/495 = 0.496 7.56

yolov4-416 298/495 = 0.602 4.46

yolov4-608 321/495 = 0.648 2.30

yolov4-csp-256 42/495 = 0.084 11.80

yolov4-csp-512 269/495 = 0.543 4.00

yolov4x-mish-320 176/495 = 0.355 4.60

yolov4x-mish-640 291/495 = 0.587 1.44

4.3. Power Consumption

The developed equipment is easy to carry and is not troubled by the power supply.
Thus, a large-capacity battery of 96,000 mAh is set up to power the system’s operation.
After the system starts to detect, the maximum wattage detected per hour is 23.5 W. We
estimated that the battery could run the system for about 13 h. The battery can run the
system for 13.06 h in theory. In the field test, the SmartCon could be used for about 10 h.
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4.4. System Evaluation

Table 2 shows the evaluation results of the two sites. In this experiment, we calculate
the accuracy with only the alarm triggered by the SmartCon when workers enter the control
area. For the alarm trigger accuracy, it reaches over 98% in the threshold of confidence
between 0.5 to 0.7. In this test, 0.5 is better for the alarm trigger accuracy. The Jetson
Nano® development board has been optimized as systematically as possible to maximize
its benefits. The average response time is 0.53 s in Jetson Nano®. Without cost limitations,
it could recognize larger or more real-time images if upgraded to higher-end hardware (for
example, Jetson AGX Xavier). The price will undoubtedly rise along with the upgrade.

Table 2. Evaluation of response time and alarm trigger accuracy.

Experimental Site Threshold Average Response Time (s) Alarm Trigger Accuracy

Site 1 0.7 0.53 100.00%

Site 1 0.6 0.53 100.00%

Site 1 0.5 0.53 100.00%

Site 2 0.7 0.53 98.80%

Site 2 0.6 0.53 99.60%

Site 2 0.5 0.53 100.00%

4.5. Comparison

We also developed a previous device version with comparable features to the one
developed in this study. To examine the differences between the previous and current
versions, we compared the outcomes of this research and the previous systems. The
comparisons are shown in Table 3. Figure 6 shows the previous edge device without
computing. All of the image recognition must be recognized in the remote server (with
GPU). The previous version device was developed with a server and client system (cloud-
based) architecture, so the device is hard to install and store. Even if the detection speed is
better than the current version, the connection response becomes slow when the internet
connection is unstable.

Table 3. Comparison of Previous and New-version Devices.

Items Previous Version Current Version

System architecture Server and client
(compute in server)

AIoT
(compute in edge, Jetson)

Hardware architecture Tripod stands with a case, but
needs to set up the server host All-in-one

Ease of installation and storage Hard Easy

Detection speed Normal Slow

Connection response Slow Fast

Water resistance Not Available Yes

Heat dissipation Not Available Yes

Battery capacity 53,600 mAh 96,000 mAh

By contrast, the current version has advantages because it is developed with edge
computing. The AI algorithm can be processed at the edge, so the overall device is designed
as all-in-one, which is convenient for installation and storage. Table 3 shows that the new
design is more portable and convenient with water resistance and heat dissipation, making
the equipment more suitable for construction management environments.
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Figure 6. Photo of the previous-version device.

5. Conclusions

The proposed SmartCon offers an effective tool for improving the safety monitoring of
construction site operations by a real-time response to detecting potential risks, according
to the findings of two empirical field tests.

This experiment was conducted on a real-world construction site, with Earthpower
Construction providing a site for us to finish the experiment. The cost of hardware parts
was about USD 1600 excluding assembly, software system installation, maintenance, and
repair costs. In the future, the price of hardware will become lower. If the user uses a chip
with better performance to achieve a more accurate or faster recognition effect, the cost of
the hardware will increase to upgrade the level of the Jetson development board.

We hope to deploy the SmartCon to more construction sites to obtain more test results
in future research. Furthermore, we also plan to complete the detection of helmets and vests
to better ensure the safety of workers in the monitoring area to make the system perfect.
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Abstract: Under the influence of sexually conservative Chinese culture, sex has always been an
untouchable issue for a long time. As “Sex” has been a long-standing social taboo, sex-related
knowledge and discourses have become scarce. The knowledge of the majority of Taiwanese on sex
has been obtained from banned books and videos such as porn videos. This made people have the
worst knowledge and information on it. No matter how open people are, the ability to feel sexuality
rights among sexuality, sexuality education, sexology, trans/Gender studies, and LesBiGay due to
the sexual legal norms (SLNs) in Taiwan is always lacking. Therefore, not only can young Taiwanese
people enjoy the thrill of riding on the sexual waves, but as time passes, old Taiwanese people are also
supposed to enjoy themselves without any pressure from society. Therefore, we developed sexual
education on Taiwanese sexuality rights from a legal perspective by integrating the four essential
SLNs: (1) the Sexual Harassment Prevention Act was instituted for establishing the sources of law
in the various sexuality interactive behaviors; (2) the Act of Gender Equality in Employment was
instituted for providing sources of law to promote male and female sexual employment; (3) the
Communicable Disease Control Act was instituted for constructing the sources of law to prevent the
STDs; and (4) the Gender Equity Education Act was instituted for instituting the sources of law. There
is still unfair and unbalanced sexual violence in the current society. Thus, a future study is required
to analyze and identify the legal determinants of sexual rights. For this, empirical suggestions were
made to form more efficient SLNs for a harmonious and diverse Taiwanese society.

Keywords: Taiwanese sexuality development; sexuality rights; sexual legal norms (SLNs)

1. Introduction

Since 1987, martial law has been suspended due to the most powerful rise of various
social movements and the long-repressed surging Taiwanese social energy. This developed
tendency of social change has been driven by the economic boom in previous decades
which again has changed interpersonal relationships and connections. With the realiza-
tion of the social circumstances, diversified sexuality activities and products are available
and gradually overflowing (not referring to adult sex toys, but all kinds of commodities
associated with sexual desire as their symbolic values). The sexy body and open sexual
remarks have been regarded as a new social phenomenon to attract wide public attention.
However, it produced various anxieties and concerns in society. Significantly, the popular
but authoritative foreign sexology reports such as the Kinsey sexology report caught the
public’s attention. Furthermore, the academic achievements and discourses of professional
sexologists have set up new institutes of sexology and gender research in higher educa-
tion [1]. Under the influence of conservative Chinese culture, sex has always been taboo, so
sex-related knowledge and discourses have become scarce. The sexual knowledge of the
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majority of Taiwanese people has been obtained from the circulated forbidden books and
videos such as porn videos. This induced the worst sexual knowledge and information.
Therefore, with the awareness and acceptance of sexuality, the sexual revolution has been
paid for by the public which increased demand for sex information and knowledge. The
popularization and dissemination of sexuality reports have become important in the sexual-
ity revolution, and deepen and normalize the practices in the sexuality revolution. In 1992,
the Teacher Zhang Publishing House boldly issued the Chinese translation of “New Jinsai
Sexology Report”, which sold 100,000 copies in a year. At the same time, sex-related topics,
themes, and writings have been dealt with by social media including popular magazines
and TV programs, and a lot of columns were written about sex. Taiwanese publishers
have even conducted self-made questionnaires to obtain knowledge of sexology to impress
people to quickly produce local sexuality reports, articles, and papers to meet the Taiwanese
public sexuality demands [2].

Since the end of the 1980s, experts and scholars who have spoken and published
publicly on sexuality-targeted issues, and health professionals or physicians (urologists
and gynecologists) have often talked about sex-related issues from their professional
standpoints and perspectives of disease and hygiene. Regarding the exploration and
experimentation of sexuality, the sexuality anxiety and pleasure brought about by the
erotic frenzy were not represented. “Sex Mood Workshops” sprang up like mushrooms
in Taiwan at the end of the 1990s to discuss the experience of women’s sexual desires and
development and love trends. To open up in a positive, where positive concerned women’s
sexuality development, taboos needed to be removed for the feelings of the Taiwanese
public defenders’ uneasiness to deal with eroticism. People were driven to talk about sex
but did not consider sexually transmitted diseases (STDs) and sexual legal norms (SLNs).
These emotions did not confront the challenge and issue of the sexual revolution. STDs
and SLNs were regarded as a threat, which did not coincide with the professional position
of public health or medical treatment. As a result, most experts and professionals only
describe sexuality as dangerous and terrible activities and behaviors and regard abstinence
as the main resolution without talking about how to protect one’s health and create one’s
pleasure in sexual activities and behaviors. Intimidating words are used for STD prevention
and SLN development [3].

This social atmosphere continues to equate sex with danger, making women lack
cultural enjoyment of eroticism and avoid practicing due to fear and guilt. Thus, there
are still questions about developing and mastering the body and desires, how to face the
rising culture of lust, what to use to participate in related activities, and how to actively and
positively meet the sexuality revolution. The answers to these questions have instigated
feminist thought that requires active thinking for freedom from chronic repression and
has continued for a long time. To discuss it simply, the sexuality revolution and openness
have certainly created a demand for sexuality information and knowledge and asked ‘Does
the existing information and knowledge meet the interests and needs of male and female
subjects?’ The sexuality experts, professionals, and researchers have no overlap on these
issues. Although experts such as doctors join the debate, they no longer continue the
dialogue. On the contrary, such dialogues in social media have gradually increased the
public’s interest in and reflection on sexuality issues for the male and the female.

At the beginning of 2000, a series of sexual movements opened up space for sexology
development that caused erotic discourses and social movements for public health in
social media. Concretely, new sexual realities brought about by rapid social changes have
constantly forced public health and sex education professionals to consider how to apply
their knowledge to the policy. Therefore, erotic discourses have confronted public health
and medical professionals.

However, the sex movement has uncovered the blind spots of sexuality, sexuality
education, sexology, trans/Gender studies, and LesBiGay, as well as the indifference to
human sexuality rights in society. Therefore, academic conferences were held to have
different analytical perspectives and propose different points of view to enrich the research
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and thinking of “sexuality” regarding sexology to combine gender studies and homosexual
studies (lesbian and gay studies), and research in interdisciplinary perspectives. As a result,
since the Fourth International Conference on Sexuality Education, Sexology, Trans/Gender
Studies, and LesBiGay Studies (Four Sex Symposiums) was hosted in 1996, the topics have
been officially discussed by the public health, medical, and sex education professionals.
Sexology was defined by Taiwanese academic legitimacy to announce related professional
discourses for the first time in Taiwan. This conceptual view emphasized sexual norms and
normality. The Sex/Gender Research Office of Central University, known for promoting
sexual liberation, has actively collaborated with the Gender and Space Research Office of
National Taiwan University and the Gender and Society of Tsinghua University according
to the Taiwanese past cross-examination experience and public consent.

Significantly, the developed mainstream research of sexuality, sexuality education,
sexology, trans/Gender studies, and LesBiGay often fails to consider and discuss the
related issues using the theoretical presuppositions in various research directions such
as human culture, society, history, and rights. The majority of research topics regarding
sexual preference have been shunned. The reason was that academic sexology focusing on
indoctrination and a normal/abnormal distinction created more anxiety and reluctance to
recognize and respect differences, and inhibited thought about erotic justice. How social
restrictions for erotic justice are allocated on sexual issues regarding the topics is also
lacking in pertinence to the ever-growing sexual issues.

With the awareness of human rights, most researchers and experts have paid more
attention to sexuality rights and researched the scope and topics of sex research, the
importance of sex research, the pragmatic presentation of sex, the possibility of sex research,
the effect of conservative ethics and outdated laws on the research, academic autonomy,
and the diversified philia and sexual preference link case related to the academic legitimacy
of sexology and sexuality.

Foremost, the sex rights movement and sexology research are facing the changing
social reality: various new legislations and enforcements (SLNs) in Taiwan still limit
sex research in society with taboos (especially age and gender stereotypes). The new
legislation (SLNs) includes the Sexual Harassment Prevention Act as the jurisdiction of
the Ministry of Health and Welfare for establishing the sources of law in the various
sexuality interactive behaviors (in 2009), the Act of Gender Equality in Employment as
the jurisdiction of the Ministry of Labor for providing sources of law to promote male
and female sexual employment (in 2016), The Communicable Disease Control Act as the
jurisdiction of the Ministry of Health and Welfare for constructing the sources of law to
prevent the STDs (in 2019), and the Gender Equity Education Act as the jurisdiction of
the Ministry of Education for instituting the sources of law to develop sexual education
(in 2022). The social space of sexuality imposes increasingly tight legal norms due to the
rapid development of diversified sexuality. The circulation of various sexual speeches,
articles, videos, and sexual information developed under the jurisdiction of the laws is
inhibited. However, to “protect individuals from inappropriate information”, new public
opinions have been formed to “purify” the media, education, publishing, and academia.
The development of these legalisms has further standardized the territory of sexology, and
at the same time promoted the positive development of sexual rights [4].

Therefore, we preliminarily discussed the impact of these four new legislations and
enforcements (SLNs) on Taiwanese sexuality rights development from a legal analytical
perspective, as illustrated in Figure 1.
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Figure 1. The four main Taiwanese SLNs.

2. Literature Review

To recognize the impact of the SLNs on the four legislations, the definition of sexual
harassment and the handling and prevention of incidents need to be stipulated under the
law. What is not regulated must be dealt with under other laws. Except for Articles 12,
24, and 25, the Gender Equality in Employment Act and the Gender Equality Education
Act do not apply to the regulations of the present Act” [5]. In the Act of Gender Equality
in Employment (2016), Article 1 reads, “The Act is enacted to protect gender equality in
right-to-work, implement thoroughly the constitutional mandate of eliminating gender
discrimination, and promote the spirit of substantial gender equality” [5]. In the Com-
municable Disease Control Act (2019), Article 1 is written as “To arrest the occurrence,
infection, and spread of communicable diseases, this Act is specifically formulated”; Article
2: “Competent authorities” in this Act mean the Ministry of Health and Welfare at the
central level; the municipality governments at the municipality level; and the county (city)
governments at the county (city) level.” [5]. In the Gender Equity Education Act (2022), Arti-
cle 1 states “This Act is prescribed to promote substantive gender equality, eliminate gender
discrimination, uphold human dignity, and improve and establish education resources and
environment of gender equality” [5].

3. Evaluation Method

We comprehensively explored the impact of the sexual legal norms (SLNs) of the
(1) Sexual Harassment Prevention Act, (2) Act of Gender Equality in Employment, (3) Com-
municable Disease Control Act, and (4) Gender Equity Education Act on the development
of the Taiwanese sexuality rights from a legal perspective to view the Taiwanese sexual
rights from the legal perspective as shown in Figure 2 [6–11].

 
Figure 2. The research method.

370



Eng. Proc. 2023, 55, 53

4. Conclusions and Recommendations

No matter how open people are, the ability to enjoy sexuality rights for sexuality,
sexuality education, sexology, trans/Gender studies, and LesBiGay is limited due to the
SLNs in Taiwan. Therefore, young Taiwanese are on the verge of sexual waves, while old
Taiwanese may enjoy their rights without any pressure from society. We integrated the four
essential SLNs: (1) the Sexual Harassment Prevention Act was instituted for establishing
the sources of law in the various sexually interactive behaviors; (2) Act of Gender Equality
in Employment was instituted for providing sources of law to promote male and female
sexual employment; (3) Communicable Disease Control Act was instituted for constructing
the sources of law to prevent the STDs; and (4) the Gender Equity Education Act was
instituted for instituting the sources of law to develop sexual education on the development
of the Taiwanese sexuality rights from legal perspective. However, although sexuality
rights have been positively developed owing to these essential SLNs, there is still unfair
and unbalanced sexual violence in the current society [12–18]. Further study is necessary
to analyze and identify the legal determinants of sexuality rights and propose effective
suggestions to form efficient SLNs for a more harmonious and diverse Taiwanese society.
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Abstract: The preoperative diagnosis of ovarian cancer (OC) was developed based on risk factor
groups using secondary data. Binary and multiple logistic regression and its operating characteristic
curve were used to analyze the data of risk factor groups for tumor markers, complete blood count
(CBC), and liver function tests (LFT), respectively, and to explore potential predictors for each risk
factor group. The data of 202 patients with ovarian cancer were analyzed in this research. As
the tumor markers group, menopausal status, human epididymal protein 4, and cancer antigen
19-9 were included as the derivation of the preoperative diagnosis index. For the CBC group,
menopausal status, lymphocyte count, and basophil cell ratio were used as predictors. Menopausal
status, albumin, alkaline phosphatase, and indirect bilirubin were used as predictors for the LFT
group. The area under the receiver operating characteristic curve (AUROC) for tumor markers,
CBC, and LFT were 0.89 (95% CI, 0.845–0.935; sensitivity = 0.776, specificity = 0.919), 0.813 (95% CI,
0.755–0.871; sensitivity = 0.741, specificity = 0.767), and 0.81 (95% CI, 0.751–0.868; sensitivity = 0.664,
specificity = 0.837), respectively.

Keywords: ovarian cancer; tumor marker; complete blood count; liver function tests; preoperative
prediction

1. Introduction

Gynecological cancer is the most common cancer in women. However, its diagnosis
is complicated because the cancer is found in the pelvis and diagnosed only by internal
examination. Diagnosis may be delayed, which adversely affects the treatment of gyne-
cological cancer because it is more effective at an early stage than at an advanced stage.
Among gynecological cancers, ovarian cancer is the second most common, and the number
one cause of death. The age-standardized incidence rates per 100,000 women were 7.1 and
5.8 for countries with high/very high Human Development Index (HDI) and low/medium
HDI in 2020 [1]. Ovarian cancer does not show symptoms in its early stages often, causing
patients to come to the doctor in the advanced stage. This results in a high mortality rate
compared to other gynecological cancers. The important diagnostic method of ovarian
cancer is to detect pelvic masses that are relatively hard and have a rough texture along
with the presence of ascites. The stage of ovarian cancer is determined by the International
Federation of Gynecology and Obstetrics (FIGO) system for describing how much cancer is
in the body and determining how serious the cancer is. The initial treatment of patients at
early stages is planned, while cytoreductive surgery is usually considered for patients at
the advanced stage of ovarian cancer [2]. An important treatment can be decided based on
a preoperative diagnosis for patients with high or low risk. Generally, patients at high risk
must be referred to gynecologic oncologists for appropriate management.

Many indexes have been developed for preoperative diagnosis, such as the Risk of
Malignancy Index (RMI) [3] and the Risk of Ovarian Malignancy Algorithm (ROMA) [4].
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RMI is recommended by the American College of Obstetricians and Gynecologists (ACOG)
as a tool for referring patients to gynecologic oncologists [2]. These indexes require the
collection of demographic data, blood tests, morphological patterns, and biomarkers for
prognostic purposes in the preoperative diagnosis. Therefore, several hospitals are unable
to use these indexes to analyze patients due to a shortage of ultrasound specialists or
gynecologists. Therefore, preoperative diagnosis indexes were developed based on tumor
markers, complete blood count (CBC), and liver function tests (LFT), respectively, in women
without pelvic or adnexal mass data.

2. Methods

This research was for developing preoperative diagnostic methods as a retrospective
study using clinical data published by Mi et al. [5]. There were three groups of interesting
risk factors for ovarian cancer: tumor markers, CBC, and LFT. The data of each group
with different risk factors were analyzed to construct preoperative diagnosis indexes using
multiple logistic regression (or binary logistic regression) with SPSS. The significant predic-
tors were obtained based on the result of multiple logistic regression, and their predictive
significance was assessed based on the diagnostic odds ratio and p-value. These significant
predictors were then reanalyzed through regression until all variables became statistically
significant to determine the logistic response function. After that, the Hosmer–Lemeshow
goodness-of-fit statistics for logistic regression models was used to calibrate the models. The
discriminative ability or predictive performance was assessed by calculating the area under
the receiver operating characteristic curve (AUROC), which plotted the sensitivity against
1-specificity at various possible cut-off points. The optimal cut-off point was determined
by considering the point on the receiver operating characteristic curve which was closest
to the perfect cut-off point [6]. Furthermore, the sensitivity, specificity, positive predictive
value, negative predictive value, and accuracy were calculated using a 2 × 2 table.

3. Results

The data were collected from the records of 202 patients to develop the preoperative
diagnosis indexes [5]. The data contained information on the status, blood test results,
and biomarkers of each patient, including 86 without ovarian cancer and 116 with ovarian
cancer. The risk factors of ovarian cancer were divided into three groups: tumor markers,
CBC, and LFT. Menopause was included in the analysis because postmenopausal patients
are known to have a higher risk of developing epithelial cancer.

3.1. Logistic Regression Analysis: Tumor Marker Group

The preoperative diagnosis index based on tumor markers was created by using binary
logistic regression analysis. The tumor markers consisted of the levels of tumor markers:
human epididymis protein 4 (HE4) and carbohydrate antigen 19-9 (CA19-9). The details
and parameters of tumor markers are presented in Table 1. The logistic response function
of the tumor marker group was described as

P(OC) =
eβ0+β1 Menopausal+β2 HE4+β3CA19−9

1 + eβ0+β1 Menopausal+β2 HE4+β3CA19−9 , (1)

where β0 is the regression constant, β1≤i≤3 is the regression coefficient of each independent
variable, and 0 ≤ P(OC) ≤ 1; represents the probability of a patient with ovarian cancer.
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Table 1. Parameters and their details for creation of preoperative diagnosis index of tumor
marker group.

Parameter Details

Menopausal status menopausal =
{

1 , postmenopausal
0 , premenopausal

HE4 Level of human epididymis protein 4

CA19-9 Level of carbohydrate antigen 19-9

After conducting binary logistic regression based on tumor markers, the menopausal
status, human epididymis protein 4 level, and carbohydrate antigen 19-9 level were in-
cluded in the multiple logistic regression analysis. The model of the binary logistic regres-
sion was described as

P(OC) =
e−3.867+0.623Menopausal+0.056HE4+0.008(CA19−9)

1 + e−3.867+0.623Menopausal+0.056HE4+0.008(CA19−9)
, (2)

where the levels of HE4 and CA19-9 are measured in pmol/L and units/mL, respectively.
The results of multiple logistic regression analysis are presented in Table 2. For discrim-
inative ability, the area under the AUROC of the model of the tumor marker group was
0.89 (95% CI, 0.845–0.935), and the p-value of the Hosmer–Lemeshow goodness-of-fit test
was 0.694. With the optimal cutoff point of 0.5, the sensitivity, specificity, positive pre-
dictive value, negative predictive value, and accuracy were 0.776, 0.919, 0.928, 0.752, and
0.837, respectively.

Table 2. Result of logistic regression analysis of preoperative diagnosis index of tumor marker group.

Parameter Coefficient OR 95% CL p-Value

Menopausal status 0.623 1.865 0.682–5.104 0.225

HE4 0.056 1.058 1.030–1.086 <0.001

CA19-9 0.008 1.008 1.000–1.015 0.051

Constant −3.867 0.021 <0.001
Abbreviations: OR = odds ratio; Cl = confident interval; Significant at p < 0.05.

3.2. Logistic Regression Analysis: CBC Group

For the binary logistic regression analysis for creating the preoperative diagnosis index
of the CBC group, basophil count (BASO) and lymphocyte count (LYM) were included in
the regression analysis. The logistic response function is as follows.

P(OC) =
eβ0+β1BASO+β2LYM+β3 Menopausal

1 + eβ0+β1BASO+β2LYM+β3 Menopausal , (3)

where β0 is the regression constant, β1≤i≤3 is the regression coefficient of each independent
variable, and 0 ≤ P(OC) ≤ 1; represents the probability of a patient having ovarian cancer.
Table 3 presents information on the parameters of the index for the CBC group.

Table 3. Parameters and their details for creation of preoperative diagnosis index of CBC group.

Parameters Details

Menopausal status menopausal =
{

1 , postmenopausal
0 , premenopausal

BASO Basophil cell ratio

LYM Amount of lymphocyte
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The model based on the result of binary logistics regression analysis included the data
of BASO, LYM, and menopausal status where BASO and LYM were remeasured as their
ratios to the number of white blood cells and 109/l of it. The detail of the parameters for
multiple logistic regression analysis are shown in Table 4, and the logistic response function
is as follows:

P(OC) =
e2.395−1.02BASO−1.283LYM+1.87Menopausal

1 + e2.395−1.02BASO−1.283LYM+1.87Menopausal . (4)

Table 4. Result of logistic regression analysis of preoperative diagnosis index of CBC group.

Parameter Coefficient OR 95% CL p-Value

Menopausal status 1.870 6.48 0.682–14.018 <0.001

BASO −1.020 0.361 0.143–0.911 0.031

LYM −1.283 0.277 1.000–1.015 <0.001

Constant 2.395 10.698 <0.001
Significant at p < 0.05.

The AUROC of the model was 0.813 (95% CI, 0.755–0.871), and the model fitted the
data well (p-value = 0.2 in the Hosmer–Lemeshow test). At the optimal cutoff point of 0.53,
the sensitivity, specificity, positive predictive value, negative predictive value, and accuracy
were 0.741, 0.767, 0.811, 0.688, and 0.753, respectively.

3.3. Logistic Regression Analysis: LFT Group

The data of the LFT group included albumin (ALB), alkaline phosphatase (ALP), and
indirect bilirubin (IBIL). These parameters were used to create a preoperative diagnosis
index by using binary logistic regression. The information for each parameter is shown in
Table 5. The logistic function that describes the response of this case is expressed as

P(OC) =
eβ0+β1 Menopausal+β2 ALB+β3 ALP+β4 IBIL

1 + eβ0+β1 Menopausal+β2 ALB+β3 ALP+β4 IBIL , (5)

where β0 is the regression constant, β1≤i≤4 is the regression coefficient of each independent
variable, and 0 ≤ P(OC) ≤ 1; represents the probability of a patient having ovarian cancer.

Table 5. Parameters and their details for creation of preoperative diagnosis index of CBC group.

Parameters Details

Menopausal status menopausal =
{

1 , postmenopausal
0 , premenopausal

ALB The amount of albumin

ALP The amount of alkaline phosphatase

IBIL The amount of indirect bilirubin

In the binary logistics regression analysis, ALB, ALP, and IBIL, and menopausal status,
the units of ALB, ALP, and IBIL are g/L, units/L, and μmol/L, respectively. The coefficient
and detail of each parameter are shown in Table 6. The model is described as

P(OC) =
e2.606+1.919Menopausal−0.093ALB+0.02ALP−0.198IBIL

1 + e2.606+1.919Menopausal−0.093ALB+0.02ALP−0.198IBIL . (6)
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Table 6. Result of logistic regression analysis of preoperative diagnosis index of LFT group.

Parameter Coefficient OR 95% CL p-Value

Menopausal status 1.919 6.813 3.057–15.182 <0.001

ALB −0.093 0.911 0.848–0.979 0.011

ALP 0.020 1.021 1.005–1.037 0.011

IBIL −0.116 0.890 0.769–1.030 0.119

Constant 2.606 13.543 0.089
Significant at p < 0.05.

The AUROC of the receiver operating characteristic curve was 0.81 (95% CI, 0.751–0.868),
indicating a good fit of the model to the data (p-value = 0.596). With an optimal cutoff point
of 0.61, the sensitivity, specificity, positive predictive value, negative predictive value, and
accuracy were 0.664, 0.837, 0.846, 0.649, and 0.738, respectively.

4. Discussion and Conclusions

In this study, three binary logistic regression models were developed for the preop-
erative diagnosis of ovarian cancer based on the data of tumor markers, CBC, and LFT.
The model based on the data of tumor markers showed that HE4 and CA19-9 levels were
significant predictive parameters for the prediction of ovarian cancer, while the HE4 level
was presented the highest odds ratio. Menopausal status, BASO, and LYM were signifi-
cant predictive parameters in the preoperative diagnosis based on the CBC data. For the
preoperative diagnosis based on the data of LFT, menopausal status, ALB, ALP, and IBIL
were the significant parameters. Menopausal status had the highest odds in the CBC and
LFT groups. The discriminative performance of each model (Figure 1) was evaluated with
the AUROC of the logistic regression models for the tumor marker, CBC, and LFT groups.
The model of the tumor marker group had the largest AUROC, indicating better diagnostic
performance than that of the CBC and LFT groups. The diagnostic indexes of the models
for each group are compared in Table 7.

Figure 1. AUROC of logistic regression models of the tumor marker, CBC, and LFT groups.
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Table 7. Comparison of AUROC curves logistic regression models of the tumor marker, CBC, and
LFT groups.

Model Hosmer and Lemeshow AUROCC 95% CI

Tumor marker group Appropriate 0.890 0.845–0.935

CBC group Appropriate 0.813 0.755–0.871

LFT group Appropriate 0.810 0.751–0.868

It was found that the likelihood of ovarian cancer in patients decreased as the levels
of BASO and LYM increased. Therefore, treatments for increasing the level of BASO and
LYM are beneficial for treatment. The indexes of the model of the LFT group indicated that
increasing levels of ALB, IBIL, and DBIL decreased the likelihood of having the disease.

The developed preoperative diagnosis indexes of ovarian cancer without pelvic or
adnexal mass data can be used as a reference for the evaluation of patients presenting with
ovarian tumors by physicians or gynecologists and assist in management planning and
patient prioritization for surgery, potentially reducing surgical risks.
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Abstract: Comparing the distribution of school districts in Shizuoka Prefecture with a Voronoi
diagram generated for school locations, the application of Voronoi diagrams to the field of urban
planning is pursued. The original statistics have been released by the government in the form of GIS
data. Data processing and analysis are carried out utilizing open-source libraries.
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1. Background

Japan is suffering from depopulation, and Shizuoka Prefecture is not an exception to
this tendency. For the last 30 years, the total number of elementary schools in Shizuoka
Prefecture has decreased by approximately 10%. The loss of a school causes significant
damage to the community. However, the reorganization or the relocation of schools is
underway in many local municipalities. This has led to an inevitable metamorphosis in
urban structure.

Here, the distribution of school districts is chosen as a case study. A school district is
designated by the municipality, and all school children in that zone commute to that school.
And the cluster of the school district fills up the entire land space of the municipality. In
this configuration, a school can be seen as an attracter in each territory.

A similar configuration of a point and its territory is drawn as a Voronoi diagram [1]
(Figure 1). A Voronoi diagram is known as a method of spatial subdivision of a plane based
on the notion of “distance” between the two points. A set of distributed points creates a
cluster of polygons, and the boundary of each polygon represents the territory belonging
to the specific point.

Figure 1. Voronoi diagram generated from 100 seeds.
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The locations of elementary schools and each school district are accessible through
the webpages of the Ministry of Land, Infrastructure, Transport and Tourism (hereinafter
MLIT). Also, the population forecast until 2050 has been released by MLIT in the form of GIS
data. By synthesizing these data, the distribution of the population in each school district
is calculated and the future of elementary schools can be predicted. At the same time,
drawing a Voronoi diagram based on the school locations and calculating the population in
each Voronoi polygon reveal the effectiveness and the limitations of applying a Voronoi
diagram as a method of urban planning.

2. Population Forecast until 2050

The GIS data of the population forecast until 2050 is downloadable from the website
of MLIT [2]. The data include the population forecast on every 500 m × 500 m mesh grid
over the entire land of Shizuoka Prefecture for each time span of 5 years until 2050. This
forecast is carried out based on the national census of 2015, and it predicts the population
by age and sex.

By writing a short Python script [3], the population forecast is summarized as shown
in the bar chart below (Figure 2). Shizuoka Prefecture had a population of 3,615,586 in
2020, and it is predicted to decrease down to 2,791,692 in 2050. The decreasing rate is
approximately 77% in 30 years. For this calculation, the Pandas and GeoPandas libraries
are used to manipulate data tables.

Figure 2. Population forecast in Shizuoka Prefecture until 2050.

The original dataset has population columns for every 5 years from 2015 to 2050
on every 500 m × 500 m mesh grid. It is visualized on a map using red-blue gradation
(Figure 3). The reddish cells show dense areas with a population of around 10 to 40 per
hectare. The most populated cell has a density of 128 per hectare, and is located in the
southern part of Shizuoka City. On the contrary, in the mountain area, the cells are bluish
and have a density of less than 5 per hectare.

The original data are described by age, and the population of school children, that
is, between the ages 6 and 11, is calculated (Figure 4). In 2020, the total number of school
children amounts to 181,434, while this figure decreases down to 122,458 in 2050. The
decreasing rate is 67.4%. This figure is lower than the case of all ages, which seems to reflect
the ongoing tendency toward an aging society.
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Figure 3. Population on 500 m × 500 m mesh grids in 2050, shown as red-blue gradation (red: dense,
blue: sparse).

Figure 4. Forecast/number of school children.

3. Applying Population Forecast to School Districts

Combining the two datasets, the population forecast of school children on each
500 m × 500 m grid and the distribution of school districts, a diagram showing the chrono-
logical changes on each school district is obtained. The original GIS data of school districts
are available on the website of MLIT. That dataset basically reflects the status as of 2021;
however, some of the data have not yet been updated in some municipalities. For those
cases, the data of school districts as of 2010 are combined with the dataset of 2021.

On the map below (Figure 5), altogether, 473 elementary schools within Shizuoka
Prefecture are represented, whose locations are shown as blue points. Each school district
is drawn as a closed polyline, and the inside of the region is filled with a red-colored
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gradation. This color represents the calculated population of school children in 2050 in each
school district. The deeper the red, the lower the population becomes, while the whiter
districts have more school children.

 

Figure 5. School districts and population (school children) in 2050.

Extracting the number of school children in 2050 in each school district and sorting the
data in ascending order results in the following bar chart (Figure 6). There are 149 cases out
of 473 samples that are predicted to have fewer than 120 school children in the year 2050.
Suppose there are 20 students in each grade, and the school has 120 children altogether. If
the number of children becomes smaller than this figure, it seems that it would be difficult
to run that school any longer. This means that approximately 1/3 of the schools would
need to be reorganized.

Figure 6. Number of school children in 2050 (473 samples).

The line graph below (Figure 7) shows the chronological changes in the decreasing
rate of school children of the 473 samples in different colors.
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Figure 7. Decreasing rate of school children (473 samples).

4. Generating a Voronoi Diagram from the School Locations

Using QGIS [4], a visualizer of geospatial data, it is possible to create a Voronoi
diagram from the dataset of school locations. Also, the geometric intersection of the
Voronoi polygons and the bounding polygon of Shizuoka Prefecture are visualized using a
Python script. For this operation, i.e., a 2-dimensional Boolean operation, a library called
Shapely is used. The calculation of the number of school children on each Voronoi polygon
is made through the same process as explained before in the case of school districts.

On the following map (Figure 8), the number of school children within each Voronoi
polygon in the year 2050 is shown in red gradient colors. The deeper the red, the lower the
population becomes. This is the same as in the case of Figure 5.

 

Figure 8. Voronoi diagram generated from the 473 location points of elementary schools.

The shape of each Voronoi polygon approximates the bounding lines of the corre-
sponding school district. However, the actual school districts are determined based on
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their topographical and, sometimes, cultural characteristics. This causes a difference in
shapes between the actual school districts and virtual Voronoi polygons.

To numerically compare the cases of actual school districts (Figure 5) and the Voronoi
diagram (Figure 8), correlation coefficients are calculated. For this calculation, a Python script
in the Pandas library is written. A correlation coefficient takes a value between −1.0 and +1.0,
and the relationship between the two variables is stronger if the value becomes closer to +1.0.

Its result is shown in the bar chart below (Figure 9). Regarding the number of school
children, the coefficients exceed 0.87 throughout each time span of 5 years. As to the
coefficient related to the area of polygons, i.e., the square meterage of school districts
and Voronoi polygons, the value is 0.81, and it seems appropriate to conclude that their
relationship is relatively strong.

Figure 9. Correlation coefficients between school districts and Voronoi polygons.

5. Conclusions

Herein, the relationship of the actual school districts in Shizuoka Prefecture and the
Voronoi regions generated from the school locations is determined and examined. They
both fill up the entire land space, and geometrically, they both are configured as closed
polylines on a map. Therefore, it seems quite natural that they show a strong correlation.
However, when we apply the idea of the Voronoi diagram to various aspects in the field of
actual city planning, its effectiveness and limitations need to be considered.

A Voronoi diagram theoretically subdivides the land into a cluster of polygons. How-
ever, it is mathematically drawn on an abstract plane, which is 2-dimensional and com-
pletely flat. On the contrary, in the real environment, mountains and rivers create natural
topography, and human communities have been built on that basis. This seems to give the
difference in the values of correlation coefficients.

On the other hand, there can be many scenes predicted where the method of the
Voronoi diagram is applied to varied studies of urban planning. The operation of spatial
subdivision forms the fundamental basis for planning. Its optimization has always been
the central issue in urban planning.

A city can be viewed as a cluster of communities. Each community comprises a
population of approximately 7000 to 10,000. Elementary schools have functioned as cultural
and spiritual symbols of the community. The reorganization and consolidation of schools
is inevitable under the current tendency of depopulation. The studies that have been
conducted thus far can build a basis for planning the further reorganization of communities.

In this study, school districts are chosen as a case study. However, a real city can be con-
ceived as a polymerized entity consisting of numerous types of community. The configuration
of school districts is understood as one such example. In a real city, there exist multiple layers of
territories with different sizes, which have been generated by public institutions like hospitals,
post offices, museums, libraries, or even convenience stores. In the practice of urban planning,
Voronoi diagrams can be an effective tool for architects and planners.
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Abstract: In order to understand the air quality of fitness centers according to the Environmental
Protection Administration’s “Indoor Air Quality Standards”, as well as to discuss how fitness center
air-conditioning ventilation systems can effectively remove indoor air pollutants, this study focused
on six Taichung fitness centers in a seven-sample air quality investigation, employing handheld
precision instruments in space air testing and using linear regression analyses of the concentrations
of indoor chemical pollutants, including factors such as temperature, relative humidity, CO2, O3,
CO, CH2O, TVOC, PM2.5, and PM10. The results of this research are as follows: (1) Quantity of
indoor decorations: The decorative materials used in each of the sample spaces and their sources
are not the same. Even with the same quantity of decorations, the concentrations of CH2O and total
volatile organic compounds (TVOCs) that escaped into the atmosphere were different across the
samples, leading to a low correlation (R = 0.0316, R = −0.0976). Our findings on the influence of the
fitness center’s establishment date on the concentrations of formaldehyde (CH2O) and total volatile
organic compounds (TVOCs) that escaped into the indoor air indicate that this correlation is low and
insignificant (R = −0.3598, R = −0.5523), but show that the indoor concentration of formaldehyde
decreases with time. (2) Occupants’ indoor activities: The CO2 concentration generated by the static
and dynamic activities of indoor occupants is not reflected in real time but will gradually accumulate,
resulting in a moderate to low and insignificant correlation between the number of active occupants
and the level of CO2 (R = 0.4343). (3) The PM2.5 and PM10 sources of suspended particles are not
only related to the external air and interior decoration materials, but also to coarse surfaces, which
can easily attract dust accumulation. Therefore, materials made from fabric and artificial turf should
be reduced in order to reduce dust accumulating on the materials’ surfaces.

Keywords: indoor air quality; fitness center; ventilation; interior decorators

1. Background and Purposes

The prevalence of national sports in Taiwan has influenced the increasing emergence
of fitness centers in recent years. Expectedly, people have a preference for fitness centers
that are convenient and meet their fitness/exercise/health requirements. To reduce the
impact of the heavy weight of fitness center equipment on floors, many shock-absorbent
mats are usually laid on the floors of fitness centers. Cabinets and walls also have many
decorative materials on them. However, these interior decoration materials usually contain
formaldehyde and other volatile organic matters. Hence, excessive decoration and improper
construction methods in fitness centers lead to increased health risks and the possibility
of chemical gas emissions. Moreover, the combination of closed interior spaces and large
amounts of carbon dioxide produced after exercise can lead to the accumulation of indoor
pollutants [1].
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This study aimed to investigate the influence of decoration and usage patterns on
indoor air quality in emerging fitness centers. The indoor air quality of six private fit-
ness centers was measured in order to discuss the influence of indoor users, decorations,
and air exchange rates on their indoor air quality. This study measured the air quality
concentrations of all exercise periods to check whether they met the standards set by the
Environmental Protection Administration and to establish their correlation with the mea-
sured air pollutant concentrations [2]. It also discusses the relationship between indoor
air quality and various factors. The air exchange rates of the spaces that would meet the
carbon dioxide concentration standard set by the Environmental Protection Administration
were estimated using the mass balance equation, and are provided here for future design
organizations or owners to estimate the pollution concentrations of their spaces in advance,
so as to make provisions for good and healthy indoor air quality in these spaces. The
purposes of this study are as follows:

(1) to investigate the influence of people’s activities on the indoor air quality in fitness centers;
(2) to investigate the influence of interior decorations on the indoor air quality in fitness

centers;
(3) to understand the rationality behind the air conditioning mechanisms currently oper-

ating in fitness centers;
(4) to evaluate the fitness centers’ ventilation and propose the best operative method of

ventilation according to indoor users’ activities.

2. Theories and Methods

This study investigated the indoor air quality of fitness centers, mainly through on-
site diachronic monitoring, supplemented by manual records of the number of indoor
occupants. It focused on recording and discussing the indoor air quality in fitness centers,
so as to understand the influence of indoor space utilization and indoor decorations on
indoor air quality. This study can serve as a reference for important decisions on indoor air
quality in the future.

2.1. Theory Regarding the Concentration of Carbon Dioxide (CO2) Produced via the Metabolism of
Indoor Occupants

The relationship between indoor air quality and the density of indoor occupants and
the resulting different indoor air mixing efficiencies can be estimated using the calculation
method of the “pollutant mass balance model” under the condition of an existing legal
standard for the ventilation of an area [3–5]. This study explored the activities of dynamic
and static people indoors, so the equation was modified as follows (Equation (1)):

Ci = Co +
Si × (met st × n + metdy × n

)
× DF

K × Q0
(1)

Ci: indoor CO2 concentration (ppm)
Co: outdoor CO2 concentration (ppm)
Si: when the human metabolic rate reached 1 met, the amount of carbon dioxide

produced was assumed as a fixed value of 21.6 (m3/s)
met: metabolic equivalence, which was assumed as 1.2 for static people (st), and 6.0

for dynamic people (¬dy)
n: the number of indoor occupants
DF: people flow rate; the ratio of the maximum number of people in a day to the total

number of people on that day for each sample
K: air mixing (0.5)
Q0: external air volume (m3/s)
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2.2. Theory Regarding Indoor Ventilation

As an empirical coefficient, the air exchange rate is related to not only the nature of
air-conditioning in the rooms but also many other factors, such as the room’s size, height,
location, and mode of air supply, as well as the degree of indoor air deterioration. The
air exchange rate per unit hour was estimated using the ACH because it is related to the
indoor pollution concentrations, so as to estimate the air exchange rate required to achieve
a good air quality in each of the sample spaces (Equation (2)) [5], and serve as reference for
owners and design organizations.

ACH = Q × 60/V (2)

Q: air flow (m3/h)
V: indoor volume (m3)

2.3. Defining the Quantity of Decorations

The “decoration quantity” of each space was measured according to the ISO 16000
standard and then defined based on the “Green Building Evaluation Manual—Basic Version
(2015 edition)” (p. 100–104). Walls and ceilings decorated simply by painting, ceilings
decorated with simple flat panels under fire-extinguishing pipelines, or ceilings decorated
with simple lighting systems specified in the decoration quantity of a sample’s basic
structure were excluded from the decoration area in this study. Only the decoration area
outside of that specified in the decoration quantity of each sample’s basic structure was
included in this study. However, among the study samples, only the ceiling of one sample
was equipped with flat panels. Hence, this flat panel ceiling was included in the decoration
calculation herein (Equation (3)) (Figure 1).

LF = ∑ Ai/V (3)

Ai: area of all indoor decoration materials and furniture (m2)
V: indoor volume (m3)

 
Figure 1. Calculation principle of the decoration area.

3. Measurement Process

3.1. Description of Measurement Method

In this study, portable precision instruments were used for sampling to investigate
indoor air quality. These precision instruments can simultaneously detect humidity and
six other items specified by the Environmental Protection Administration. They also
display all detected data in real time. The concentrations of indoor pollutants specified
by the Environmental Protection Administration, including CO, O3, CH2O, CO2, VOC,
PM10, and PM2.5, were measured, respectively. The instrument’s specifications and ac-
curacy are shown in Table 1. The detection points were set according to the “measures for
the management of indoor air quality detection and measurement” of the Environmental
Protection Administration. The instruments were placed in areas which could reflect
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the main of users’ activities within their detection range and which tried to minimize
the instruments’ influence on the users within the tested area. They were positioned at
a distance of at least 0.5 m from indoor hardware structures and facilities and at least
3 m from doors or elevators. The sufficiency of the sample size to represent the level of
indoor air pollution in the detected area depended on the changes in the concentration
levels of all pollutants. The floor area of each of the seven samples in this study was
less than 500 m2, and according to regulations, at least one sampling point should be
selected for each sample. Because our instruments were limited and there was only one
instrument of each kind, it was impossible to complete sampling in one day. Therefore,
sampling was carried out separately, and the concentration levels were measured within
the same week. The measurements were made during business hours, and this lasted for
3–10 h.

Table 1. Ranges and accuracy levels of the measuring instruments.

Measuring Instruments
Measured

Gas
Measurement Range Location

Portable air quality tester
YesAir Datalog Session

YA1807K00903

CO 0–50.00 ppm

Indoor

O3 0–01.00 ppm

CH2O 0–05.00 ppm

CO2 0–9999 ppm

VOC 0–30.00 ppm

Direct-reading
instrument for measuring

suspended particles
Aerocet- 831 Aerosol

Suspended particle size
PM1, PM2.5, PM4, PM10

0–1000 μg/m3 Indoor

Carbon dioxide tester
TES-1370CO/CO2

CO2 0–6000 ppm Outdoor

3.2. Basic Introduction of All Sample Spaces

According to the field investigation, the average area of all samples was 160 m2. Their
decoration situations were as follows: their walls and ceilings were mainly painted; their
floors were mainly laid with shock-absorbent mats and artificial turf; their quantity of
decorations varied from 0.03 to 0.42 m2/m3; their establishment dates were all within the
last three years; and the measurement time was between 3 and 10 h (Table 2).

Table 2. Sample spaces overview.

Sample
Code

Establishment
Date (year)

Construction
Area
(m2)

Interior
Volume (m3)

Decoration
Rate

(m2/m3)
Overview of Interior Decoration

Measurement
Time

FL5 2017 198.35 595.05 0.42
Ceiling: basic paint

Wall: basic paint, wall paper
Floor: artificial turf, shock-absorbing mats

10:00–22:00

CY 2005 72.56 277.11 0.26
Ceiling: light steel joist ceiling

Wall: basic paint, some wooden sideboards
Floor: plastic flooring

17:00–20:00

FL4 2017 88.30 264.90 0.40
Ceiling: basic paint

Wall: basic paint
Floor: artificial turf, plastic flooring

10:00–12:00
14:00–15:00
19:00–20:00

IW 2018 145.00 580.00 0.28
Ceiling: basic paint

Wall: basic paint, wall paper
Floor: shock-absorbing mats

14:30–22:00
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Table 2. Cont.

Sample
Code

Establishment
Date (year)

Construction
Area
(m2)

Interior
Volume (m3)

Decoration
Rate

(m2/m3)
Overview of Interior Decoration

Measurement
Time

HU 2019 294.31 1177.24 0.25
Ceiling: basic paint

Wall: basic paint
Floor: artificial turf, shock-absorbing mats

10:00–22:00

EF 2017 110.00 308.00 0.03
Ceiling: basic paint

Wall: basic paint, some cabinets
Floor: plastic flooring

10:00–12:00
14:00–20:00

PS 2018 211.80 868.38 0.24
Ceiling: basic paint

Wall: basic paint
Floor: shock-absorbing mats

10:00–12:30
14:30–21:00

3.3. Current Indoor Air Quality of All Samples

This study investigated indoor air quality from both physical and chemical per-
spectives by referring to the concentration levels specified in the 2012 “Indoor Air
Quality Standards” from the Environmental Protection Administration. The diachronic
measurement results are shown in Table 3. The average CO2 concentration in CY was
2209 ppm, which was the highest, while the average CO2 concentration in IW was
1492 ppm; both of these were higher than the standard of 1000 ppm recommended by
the Environmental Protection Administration. The reasons for these excessive CO2
concentrations were imperfect indoor ventilation and a large number of indoor occu-
pants. The average concentrations of CO and O3 in all sample areas were lower than the
standards of 9.00 ppm and 0.06 ppm, respectively. The average CH2O concentrations
in all of the sample places were higher than the standard of 0.08 ppm, and the average
VOC concentrations in CY, FL4, and IW were higher than the standard of 0.56 ppm,
mainly because their decoration materials contained CH2O and VOC and their indoor
ventilation was perfect. The average concentrations of PM2.5 and PM10 in FL5, FL4,
and EF were higher than the standards of 35 μg/m3 and 75 μg/m3. These excessive
PM2.5 and PM10 concentrations in FL5 and FL4 were mainly attributed to improper
use of interior floor materials and inadequate cleaning, and the EF concentration was
mainly due to the external air.

Table 3. Diachronic measurement of the current indoor air quality of each sample.

Samples
CO

ppm
O3

ppm
CH2O
ppm

VOC
ppm

PM2.5

μg/m3
PM10

μg/m3

Standards 9.00 0.06 0.08 0.56 35 75

FL5 0.56 0 0.57 * 0.05 55.3 * 102.6 *

CY 3.51 0 1.36 * 0.65 * 6.2 26.0

FL4 0.03 0 0.51 * 0.66 * 35.9 * 82.3 *

IW 2.41 0 0.91 * 0.57 * 8.6 28.2

HU 0.79 0 0.62 * 0.20 21.2 34.6

EF 0.41 0 0.56 * 0.17 95.1 * 188.7 *

PS 0.07 0 0.37 * 0.09 25.0 61.6
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Table 3. Cont.

Samples
CO2

ppm
Number of Static People Number of Dynamic People

Decoration
Rate

m2/m3

Indoor
People Flow

Rate

Standards 1000 - - - -

FL5 776 6 6 0.42 0.63

CY 2209 * 3 16 0.26 1.00

FL4 519 1 4 0.40 0.26

IW 1492 * 6 11 0.28 0.89

HU 951 0 11 0.25 0.57

EF 563 10 8 0.03 0.94

PS 573 3 8 0.24 0.57

* indicates that the result is higher than the standard recommended by the Environmental Protection Administration.

3.4. Relationship between the Indoor Air Quality and Various Factors

This section discusses the CO2 concentration of IW and the suspended particles of FL5,
which both exceeded the standards of the Environmental Protection Administration. This
discussion is based on the data presented in Table 3. According to our diachronic measure-
ments, the CO concentrations in IW and EF5 were lower than the Taiwan Environmental
Protection Administration standard of 9 ppm.

• Carbon dioxide (CO2)

The number of users in a space influences its CO2 concentration. In the FL5, CY, IW,
and HU sample spaces, after 17:00, the CO2 concentration exceeded the Environmental
Protection Administration standard of 1000 ppm due to the increasing number of users
after that time. Also, due to the awful indoor ventilation in the CY sample space, the
concentration accumulated to 3680 ppm within a short time. In the other sample spaces (i.e.,
FL5, IW, and HU), due to the large number of people there at night and poor ventilation,
the CO2 accumulated and its concentration exceeded the standard (Figure 2).

Figure 2. Diachronic monitoring of variations in the CO2 concentration across the samples.
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Figure 3. Diachronic monitoring of variations in the formaldehyde (CH2O) concentration across the
samples.

• Formaldehyde (CH2O)

The CH2O concentrations in all samples exceeded the standard of 0.08 ppm given by
the Environmental Protection Administration, due to CH2O in the decoration materials.
The tested samples were all new fitness centers established within the last four years;
therefore, the CH2O in these spaces had not yet been dispersed, thus resulting in excessive
CH2O concentrations. For example, in sample EF (Figure 3), not only did the building
materials release formaldehyde, but also, spray cleaners caused the CH2O concentration to
rise sharply within a short time. The reason for this sharp fluctuations of data in the EF
sample within certain periods was that this fitness center’s classes were taken on an hourly
basis, and students entered and leaved the space on the hour.

• Total volatile organic compounds (TVOCs)

The total volatile organic compounds (TVOCs) were mainly found in building mate-
rials, furniture, and cleaning materials. Their concentrations in the CY and IW samples
occasionally exceeded the Environmental Protection Administration standard of 0.56 ppm.
The air conditioning in IW kept this sample under a constant temperature and humidity, but
the total volatile organic compounds (TVOCs) in this space increased gradually, because the
humidity rose slightly with increases in the number of indoor occupants (Figure 4). As men-
tioned in the literature review in Section 2, the diffusion coefficient of total volatile organic
compounds increases under high humidity (Kun-Chih Huang: ‘A study on the influence
of indoor thermal environment variation on adsorption and reduction of formaldehyde
from building materials’, 2011). In sample CY, the awful indoor ventilation led to a serious
accumulation of indoor pollutants.

• Suspended particles (PM2.5, PM10)

The suspended particles (PM2.5, PM10) mainly arose from the accumulation of indoor
pollutants and the external air. The suspended particle (PM2.5, PM10) concentrations in the
FL5, FL4, and EF samples exceeded the Environmental Protection Administration standards
of 35 μg/m3 and 75 μg/m3, respectively. The excessive suspended particle concentrations
in samples FL5 and FL4 can be attributed to the improper use of indoor floor materials
(plastic turf that is prone to dirt accumulation was used), which caused the pollutants to
release dust as people moved around; the concentrations rose as the number of indoor users
increased (Figures 5 and 6). The excessive suspended particle concentrations in sample EF
can be attributed to the external air. This sample space was naturally ventilated all day
long, leading to an excessive suspended particle (PM2.5, PM10) concentration, because the
polluted outdoor air entered the room.
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Figure 4. Diachronic monitoring of variations in the total volatile organic compound (TVOC) concen-
tration and humidity (RH) in the IW sample.

Figure 5. Diachronic monitoring of variations in the suspended particle (PM2.5) concentration across
the FL5 and FL4 samples.

Figure 6. Diachronic monitoring of variations in the suspended particle (PM10) concentration across
the FL5 and FL4 samples.
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4. Analyses of the Measured Results

To understand the relationship between various indoor factors and the indoor air
quality in fitness centers, our analyses involved a pairwise comparison with the factors
identified in seven samples. This analysis was carried out to establish the correlations
between indoor air quality and air pollutant concentrations and provide a basis for future
design organizations or owners to estimate the pollution concentrations of their buildings
in advance. The correlation analysis of various factors is shown in Table 4.

4.1. Summary of the Correlations between Various Pollutants and Indoor Air Quality

• Temperature (temp.): temperature was moderately correlated to various pollutant
factors (0.3 < R < 0.7). Since the sample spaces were under constant temperature
control via air conditioning systems, temperature was not the main factor influencing
the pollution factors.

• Humidity (RH): humidity was moderately correlated to the VOC concentration
(0.3 < R < 0.7), indicating that high humidity aids gas dispersion [6].

• CO: the indoor CO concentrations were lower than the corresponding Environmen-
tal Protection Administration standard, but the CH2O, CO2, and VOC were highly
correlated (R > 0.7), indicating that they mutually influenced one another.

• O3: the indoor O3 concentrations were all 0 ppm, which did not correlate to any of the
various pollutants.

• CO2: due to the nature of air concentration accumulation, the CO2 concentration
generated through the activities of indoor occupants could not be measured in real
time, resulting in a moderate correlation (R = 0.4343).

• Suspended particles: the suspended particles (PM2.5 and PM10) only had a mod-
erate and positive correlation with the temperature (0.3 < R < 0.7), and had a low
correlation with all other factors, indicating that external air mainly influenced the
suspended particles.

Table 4. Results of the correlation (R) analysis for the concentrations of various factors in indoor air.

Temp. RH CO O3 CH2O CO2 VOC PM2.5 PM10 People

Temp. 1.00 0.22 0.28 N/A 0.12 0.37 0.33 0.52 0.42 0.41
RH 1.00 0.19 N/A 0.16 0.21 0.37 0.22 0.21 0.29
CO 1.00 N/A 0.89 0.70 0.89 0.28 0.28 0.25
O3 1.00 N/A N/A N/A N/A N/A N/A

CH2O 1.00 0.69 0.90 0.21 0.23 0.20
CO2 1.00 0.62 0.41 0.39 0.43
VOC 1.00 0.33 0.29 0.22
PM2.5 1.00 0.96 0.29
PM10 1.00 0.26

People 1.00

4.2. Influence of Indoor Decorations on Indoor Air Quality

The CH2O and VOC concentrations in the samples were different even when they
had the same quantity of decorations, leading to a low correlation between the decoration
quantity and the CH2O and VOC concentrations (R = 0.0316, R = −0.0976) (Figures 7 and 8).
The establishment date had a low and negative correlation with the CH2O and VOC
(R = −003598, R = −0.5523) (Figures 9 and 10); this is consistent with the concept that gas
concentrations indoors decrease with time. Due to the awful environment in the CY sample
space, the concentrations were several times higher than those of the other samples, so the
CY data were excluded from this analysis.
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Figure 7. Correlation between the quantity of decorations and the CH2O concentration.

Figure 8. Correlation between the quantity of decorations and the VOC concentration.

Figure 9. Correlation between the establishment date and the CH2O concentration.

Figure 10. Correlation between the establishment date and the VOC concentration.

4.3. Air Exchange Volume Estimation for the Sample Spaces

Based on the measured data, the air exchange volume decreased during the periods
when the average CO2 concentrations in fitness centers exceeded the estimated standard.
The reasons for these excess concentrations were the maximum number of indoor occupants
allowable, and more importantly, the imperfect ventilation of the indoor air conditioning.
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The air exchange volume during the periods when the concentrations exceeded the standard
was modified and evaluated according to the calculation method of the “pollutant mass
balance model” and the theory of indoor ventilation. The FL5 sample entered its peak
period at 19:00, and its air exchange rate was only 0.79 h−1 at an indoor CO2 concentration
of 1104 ppm. To reduce the CO2 concentration in FL5 to below the 1000 ppm standard
set by the Environmental Protection Administration, the air exchange per hour (ACH)
should be increased from 0.79 h−1 to 1.00 h−1, which is equivalent to 53 min of continuous
operation of an exhaust fan with an exhaust air rate of 680 m3/h, so as to achieve good air
quality. Due to the small space and large number of people, the indoor CO2 concentration
exceeded the standard when the CY sample opened at 17:00 and violently rose to 3680 ppm
at 19:00, and the air exchange rate was only 0.34 h−1 at this concentration. To reduce the
CO2 concentration in CY to below the standard of 1000 ppm set by the Environmental
Protection Administration, the ACH should be increased from 0.34 h−1 to 2.22 h−1, as
shown in Table 5, which is equivalent to 55 min of continuous operation of an exhaust fan
with an exhaust air rate of 680 m3/h, so as to achieve good air quality.

Table 5. Air exchange volume estimations before and after modification.

Samples
Indoor

Volume
(m3)

Periods When
Standards are

Exceeded

Indoor CO2

Concentration
(ppm)

Outdoor CO2

Concentration
(ppm)

Dynamic
and Static

People

Original
ACH
(h−1)

Ideal ACH
(h−1)

FL5 595.05
19:00–20:00 1104 612 14, 4 0.79 1.00

20:00–21:00 1286 557 9, 3 0.24 0.40

CY 277.11

17:00–18:00 1003 547 12, 4 1.26 1.27

18:00–19:00 2322 527 15, 4 0.47 1.78

19:00–20:00 3680 514 19, 1 0.34 2.22

IW 580.00

17:00–18:00 1180 498 21, 8 0.89 1.21

18:00–19:00 1544 504 9, 6 0.14 0.29

19:00–20:00 1693 514 11, 3 0.13 0.31

20:00–21:00 2330 505 15, 5 0.16 0.60

21:00–22:00 2523 498 7, 7 0.05 0.22

HU 1177.24

18:00–19:00 1098 529 12, 0 0.14 0.17

19:00–20:00 1350 526 8, 0 0.04 0.07

20:00–21:00 1495 520 23, 0 0.30 0.61

21:00–22:00 1638 524 24, 0 0.28 0.67

5. Conclusions

More and more people have a preference for fitness centers that are convenient and
meet their fitness/exercise/health requirements. However, indoor fitness centers are often
overdecorated with heavy sports activities and have an over-concentrated number of
occupants, hence their concentrations of CO2, CH2O, and volatile organic compounds
(VOCs) are high. Inadvertently, people will be affected by prolonged exposures to these
poor quality environments even if they are in good health. This study examined the current
air quality in Taiwan’s fitness centers and proposes measures for the prevention of poor
air quality and for proper operation management in such centers. These are to serve as
references for owners and designers in the future, so that the concept of good and healthy
air quality can be implemented and extended to all fields.

5.1. Influence of Indoor Decorations and Occupants’ Activities on Fitness Center Air Quality

Indoor decoration quantity: The decoration materials used in all sample spaces and
their sources are not the same. Even with the same decoration quantity, the concentrations
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of CH2O and total volatile organic compounds (TVOCs) that escaped into the atmosphere
were different in each of the samples, leading to a low correlation (R = 0.0316, R = 0.0976).
Our findings on the influence of the establishment date on the concentrations of CH2O and
total volatile organic compounds (TVOCs) that escaped into the indoor air indicate that
the correlation is low and insignificant (R = 0.1968, R = 0.4429), but show that the indoor
concentration decreases with time. Indoor occupants’ activities: The CO2 concentration
generated via the static and dynamic activities of indoor occupants can not be reflected in
real time but will gradually accumulate.

5.2. Indoor Ventilation Predictions and Improvements

Indoor ventilation: The indoor volume, number of indoor occupants, and the various
factors causing indoor pollution were not the same in all fitness centers. In planning, designing,
and selecting ventilation facilities, attention should be paid to decoration materials and the
ventilation effects of facilities. The suspended particles we recorded were not only from
the external air but also from interior decoration materials, and rough and uneven surfaces
that easily attracted dust accumulation and pollution; therefore, materials made from fabric
and artificial turf should be reduced in order to achieve less dust accumulation on material
surfaces. While most of the tested sample spaces were equipped with air purifiers, the effects
of these were insignificant. Due to the large areas of fitness centers, the air purifiers could
not purify the indoor air effectively, resulting in the accumulation and high concentration
of indoor pollutants. Indoor ventilation improvements: CO2 was 60% correlated to indoor
CH2O and total volatile organic compounds (TVOCs) (R = 0.6856, R = 0.6156), 40% correlated
to suspended particles (PM2.5, PM10) (R = 0.3924, R = 0.413), and 70% correlated to CO
(R = 0.7045), indicating that CO2 is highly correlated to various indoor air pollution indicators.
By establishing real-time indoor CO2 measurement systems, fitness centers can reduce their
indoor concentrations of CO2 and other pollutants with effective ventilation.
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Abstract: We synthesized hollow spherical titanium oxide particles, which are one of the structural
features of fabricating a thin-film photoelectrode, using the particles and evaluated their properties.
The XRD diffraction results confirmed the main phase peaks of the target rutile-type hollow spherical
titanium oxide (HSTR) and bronze-type hollow spherical titanium oxide (TiO2(B)). The calcium
carbonate used in the core material was also removed. The photocatalytic reaction measurement
result showed that the activity of TiO2(B) in ultraviolet light of 365 nm was higher than that of TiO2(B).
As shown in the visible spectrum, the photo adsorption wavelength of HSTR was approxim ately
700 nm, whereas TiO2(B) was generally absorbed around 400 nm. A relationship between an electric
current peak and the square root of a scan potential speed suggested a reversible reaction system in
light irradiation.

Keywords: environment energy; TiO2; hollow spherical nanoparticles; photoelectrochemical measurement

1. Introduction

Energy is indispensable for our lives; however, the biggest problems in energy are the
depletion of energy resources and environmental problems. Energy production based on
fossil fuels causes air pollution and global warming, and the limited number of reservoirs
threatens the stability of future energy supplies. To solve this problem, the conventional
energy production method needs to be changed. Thus, renewable energy has been attracting
attention. Although solar cells are most popular in the production of renewable energy
using sunlight as an energy source, they have problems such as manufacturing costs and
the need for a large area of land to increase the amount of generated power.

Dye-sensitized solar cells (DSSCs) [1] and perovskite solar cells [2] have been exten-
sively studied to solve the above-mentioned problems. As DSSCs generally adopt halides
as electrolytes and perovskite solar cells employ lead halides as constituent elements, the
fabrication of devices does not emit toxic materials that harm the environment and the
human body. As shown in Figure 1a, a solar cell generates electric power that needs to be
converted and stored in the battery through a DC–DC converter. The quantity of energy
conversions increases the energy loss in the process of solar energy to electrical energy
and electrical energy to chemical energy. In addition, since the power generation part
and the storage part are separated, the whole system becomes large, which causes high
operation costs.

To solve the above-mentioned problems, we constructed a photoactive electrode of
solar cells without non-toxicity using titanium oxides. Titanium oxides undergo photoacti-
vation, known as the Honda–Fujishima effect [3]. This is a photoelectronic reaction in which
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titanium oxide particles are irradiated with ultraviolet light and electrons and holes are
excited, promoting a redox reaction. In addition, titanium oxides are used as an electrode
material for lithium-ion batteries; therefore, it is also possible to occlude lithium ions. If
the excited electrons produced from photoirradiation are consumed to store lithium ions
into titanium oxide particles on a single transparent electrode, a conventional solar system
can be replaced with an integrated single system of a solar cell and a lithium-ion battery
(Figure 1b). By making the primary particle shape a hollow sphere, the specific surface
area increases to promote the reaction near the particle interface and broaden the active
wavelength without adding other elements. Therefore, titanium oxides can be used as an
integrated electrode material to generate and store electricity, simplify the entire system,
and decrease the loss in energy conversion. Furthermore, they have little effect on the
environment and human health as they are used in cosmetics.

 
 

(a) (b) 

Figure 1. Difference between the conventional solar cell system (a) and the proposed photovoltaic
battery system (b).

Purpose

Figure 2 shows that titanium oxide has various crystal structures and that the bandgap
changes depending on the crystal structures [4]. In this study, we analyzed a photocatalytic
effect on the absorption wavelength produced by the differential crystal structure only by
controlling the primary particle shape without adding other elements. Furthermore, we
constructed the integrated battery system by fabricating the photoactive thin-film electrode
and evaluating its characteristics.

Figure 2. Crystal structures of polymorphic titanium oxide.

2. Material and Method

2.1. Sample Synthesis

We synthesized titanium oxides with hollow spherical primary particles [5]. First,
we fabricated calcium carbonate-coated titanium alkoxide (TCC). Starting from titanium
alkoxide (TTIP), it was hydrolyzed with distilled water and coated on calcium carbonate
(CaCO3) in ethanol. Next, amorphous titanium was synthesized as a precursor. CaCO3
particles in the core material were removed by stirring TCC at 300 rpm in a nitric acid
aqueous solution. Finally, hollow spherical titanium oxide (HSTiO2) was fabricated. Hollow
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spherical rutile-type titanium oxide (HSTR) was obtained by calcining spherical amorphous
titanium at 900 ◦C for 48 h under an air atmosphere, and hollow-spherical, anatase-type
titanium oxide (HSTA) was obtained by calcining spherical amorphous titanium at 500 ◦C
for 1 h in an air atmosphere (Figure 3).

Figure 3. Synthesis method of polymorphic hollow spherical titanium oxide.

2.2. Sample Analysis

The synthesized samples were analyzed using powder X-ray diffraction (XRD, Rigaku
(Akishima, Japan), SmartLab-SRD), a scanning electron microscope (SEM, Jeol (Akishima,
Japan), JSM-IT100), and energy-dispersive X-ray spectroscopy (EDX). The optical properties
of the samples were evaluated using ultraviolet–visible spectroscopy (UV-Vis., Jasco (Easton,
MD, USA), V-650). In the structural analysis, an XRD apparatus was set to a Cu Kα ray, an
accelerating voltage current of 40 kV-20 mA, and an angle range of 2θ = 10–90◦. A scanning
electron microscope with built-in EDX was used for shape observation and elemental
analysis. The acceleration voltage was set to 15 kV, the shape observation was to a probe
current (P.C.) of 40 mA, and the elemental analysis was set to P.C. 60 mA. The optical
properties were evaluated using UV-Vis. with irradiation wavelengths at 200–900 nm.

2.3. Fabrication of Thin-Film Electrodes

An electrode was fabricated using the synthesized sample in this study. A mixed
solution of polyvinylidene fluoride (PVdF) and HSTR was coated on an indium tin oxide
substrate (ITO-PET) to a thickness of 200 μm using a bar coater. Table 1 shows a mixing
ratio in weight of PVdF and HSTR.

Table 1. Mixing ratio of PVdF and HSTR.

PVdF [g] HSTR [g] wt. Ratio

0.05 non 1:0
0.05 0.05 1:1
0.05 0.02 1:0.4
0.05 0.01 1:0.2

2.4. Photoelectrochemical Properties

Using the prepared electrode as the working electrode, a photocatalytic reaction
measurement and photoelectrochemical measurement were performed. Distilled water and
absolute ethanol were used as solvents for photocatalytic reaction measurements, and a
carbon rod was used as the counter electrode. The generated amount of hydrogen gas was
estimated using the Faraday electrolysis formula (Equation (1)) by measuring the electrical
current value while 365 nm light was irradiated for 60 min.
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m = It
F ·M

n [g](
Current : I[A], Time; t[s], Faraday constant; F

(
9.6485 × 104 C/mol

)
,

Formula weight of reactants M[g/mol], Number of rection electrons; n[−])
(1)

In photoelectrochemical measurements, a Pt wire electrode was used as the counter
electrode, an Ag/AgCl electrode was used as the reference electrode, and a 1M Na2SO4
aqueous solution was used as the electrolyte. The conditions were in a potential range
between −0.4 and +0.4 V vs. Ag/AgCl, a sweep rate between 5 and 50 mV/s, and an
irradiation wavelength of 800 nm. Measurements were performed in UV-Vis. (Jasco,
V-630BIO) using a halogen lamp as the light source.

3. Results and Discussion

3.1. Sample Analysis

The results of the sample analysis of HSTR are shown in Figure 4. Based on the XRD
analysis result, we produced the rutile-type structure. The SEM observation result showed
spherical particles about 0.2 μm in diameter. The EDX elemental mapping result indicated
that the residual amount of calcium was negligible. TiO2(B) analysis results are shown
in Figure 5. XRD patterns in Figure 5a matched the crystal peak pattern of a previous
report [6] for the titanium oxide bronze, indicating successful synthesis. However, as
shown in Figure 5b, the desired hollow spherical shape was maintained, and the crystals
grew into the needle-like shape that is characteristic of the bronze type.

 
 

(a) (b) 

Figure 4. XRD analysis: (a) SEM image observation and EDX quantitative result (b) of HSTR.

 
 

(a) (b) 

Figure 5. XRD patterns: (a) SEM image and EDX elemental mapping images (b) of TiO2(B).
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The results of the UV-visible measurements (Figure 6) presented a red shift of a photo
adsorption wavelength in the rutile type due to a shaping effect on the hollow spheres,
whereas the wavelength of rutile-type TiO2 is generally observed at approximately 400 nm.
Since bronze crystals grew in a needle-like (layered) shape, the peak was the same as the
conventional peak.

Figure 6. UV-visible absorption wavelength of HSTR, TiO2(B) and previous reports [7,8].

3.2. Photoelectrochemical Properties

Figure 7 shows the results of a photocatalytic reaction measurement using HSTR,
which maintained the desired hollow and spherical shape. It was confirmed that the
catalytic reaction was carried out through light irradiation.

Figure 7. Emitting measurement of hydrogen gas during a photocatalytic reaction of thin-film
photoelectrodes coated with HSTR.

Photoelectrochemical measurements using cyclic voltammetry revealed a current peak
caused by redox reactions in the cyclic voltammogram (Figure 8a) when irradiated with
light at a specific wavelength. In the absence of light irradiation, no peaks associated with
redox reactions appeared during reductive and oxidative scans, and only peaks attributed
to a series resistance appeared. Two current peaks were observed on the reduction side.
However, Figure 8b showed that both peaks showed good linearity, suggesting that the
reaction progressed at the electrode interface in two stages on the reduction side.
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(a) (b) 

Figure 8. Cyclic voltammetry measurement result of HSTR-coated, thin-film photoelectrode with UV
irradiation (a). Relationship between peak current and the square root of sweep speed (b).

4. Conclusions

The primary particles of TiO2(B) could not maintain hollow spheres and grew needle-
like shapes. In addition, the light absorption wavelength corresponded to that of a previous
report. On the other hand, the absorption wavelength of HSTR shifted from the previous
report forward to the infrared wavelength side. This shift suggested that the shape affects
the primary particles. Oxidation and reduction peaks were confirmed in a cyclic voltammo-
gram, and current peak values changed linearly against the square root of the sweep speed.
Therefore, the fabricated photoelectrodes had a reversible redox reaction and promoted the
redox reaction in light irradiation.
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Abstract: Due to strong mobility, low costs, and easy parking, the scooter has become an important
mode of transportation in Taiwan. The number of traffic accidents is also increasing because of
drivers’ bad driving habits. For road traffic injury prevention, the government has approved the road
safety policy to promote awareness of road safety. Thus, we propose an AI-based driving assistance
system (AI-DAS) for scooter riders to prevent traffic accidents. In the AI-DAS, Raspberry Pi controls
the camera and sensors for the scooter. The AI-DAS detects pedestrians and monitors lanes not only
to warn riders and pedestrians by sound and light but also to drastically reduce accidents and traffic
jams. The AI-DAS is implemented using the python programming language and is tested on the
Raspberry Pi hardware platform.

Keywords: scooter; lane line detection; traffic accident; Raspberry Pi; OpenCV

1. Introduction

Due to strong mobility, low costs, and easy parking, the scooter has become an
important mode of transportation in Taiwan. The number of traffic accidents is also
increasing year by year because of the bad driving habits of riders, especially young riders.
Therefore, the number of people killed in traffic accidents is increasing in Taiwan.

Recently, there has been much research focusing on safety message dissemination [1,2]
and safe driving assistance systems [3–5] to avoid traffic accidents. In Refs. [1,2], each
vehicle broadcasts or rebroadcasts the safety message after receiving it. The safety message
for car crash alerts or rescue operation notifications must be rapidly and successfully
disseminated in risk areas to avoid potential traffic accidents. However, broadcasting
storms [6] may happen if all vehicles’ safety messages rebroadcast.

To prevent the broadcast storm problem, the safe driving assistance system [3–5]
has been developed. In Ref. [4], each vehicle collects near-crash and crash data by video
cameras to alert the driver and avoid potentially risky driving behaviors. In Ref. [3], LASER
radio detection sensors and global positioning system (GPS) sensors are necessary to detect
the vehicle and lane position. In Ref. [5], the obstacles in front of the car can be detected
and the distance between the car and the nearest obstacles can be estimated. In Refs. [3–5],
the obstacles and lane position can be seen. However, there no further operations are
performed for the purpose of avoiding traffic accidents.

As a result, an AI-based driving assistance system (AI-DAS) is proposed not only
to detect pedestrians and monitor lane lines but also to warn riders and pedestrians by
sound and light for in order to avoid accidents. The rest of this paper is organized as
follows. The hardware design of the AI-DAS is introduced in Section 2.1. The concepts of
the lane position detection and accident alerting system are proposed in Section 2.2. Finally,
Section 3 concludes the paper.

405



Eng. Proc. 2023, 55, 58

2. AI-Based Driving Assistance System (AI-DAS)

The functions of the AI-DAS are organized as follows.

Lane Line Detection Function

This function is used to detect the lane line by the output picture from the camera
module.

Scooter Position Detection Function

It is used to recognize the scooter position between two neighboring lane lines.

Turn Signal Function

The turn signal function is the main contribution of the AI-DAS. It is a function
designed to warn other drivers or pedestrians when the scooter begins to move out of its
lane according to the recognition results from the scooter position detection function. If the
scooter position is a little too far to the left/right, and the turn signal is not working, the
turn signal function turns on automatically.

The hardware and software design of the AI-DAS are illustrated as follows.

2.1. Hardware Design of AI-DAS

The hardware design and the actual implementation of the AI-DAS are shown in
Figures 1 and 2, respectively. The AI-DAS consists of a Raspberry Pi module, cellular
phone module, and camera module, where the scooter position detection function, lane
line detection function, and turn signal function are embedded in the Raspberry Pi module.
The camera module shown in Figure 2a is fixed to the handle pipe to obtain pictures or
video of the lane. In addition, the camera module communicates with the Raspberry Pi
module using a USB port connection.

 

Figure 1. Hardware components of the AI-DAS.

   
(a) (b) (c) 

Figure 2. Actual implementation of the AI-DAS in a (a) camera, (b) Raspberry Pi, and (c) cellular
phone, respectively.

As shown in Figure 2b, the Raspberry Pi module is powered by the scooter and is
placed in the storage compartment of the scooter. The cellular phone module is also fixed
to the handle pipe. As shown in Figure 2c, it displays the operational results of the lane line
detection and turn signal functions. The connection between the Raspberry Pi and cellular
phone modules is established as follows.

The cellular phone is set up as a virtual access point (AP).
The Raspberry Pi connects to the virtual AP by Wi-Fi communication.
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A virtual IP address is assigned to the Raspberry Pi.
An SSH connection app is installed on the cellular phone.
The Raspberry Pi is logged in with the virtual IP address by the SSH app.

2.2. Software Design of the AI-DAS

The software design of the AI-DAS consisting of the lane line detection, scooter
position detection, and turn signal functions is described in this section.

Lane line detection function: The lane line detection function is composed of the
following 5 stages.

Distortion Correction

Figure 3a shows the raw image from the camera module. In digital photography,
the optical aberration in a camera deforms and twists physically upright lines in the
resulting images and makes the images appear curvy. To make a distortion correction
to raw images, we obtained the camera calibration matrices and distortion coefficients
utilizing chessboard images.

  

  

  
(a) (b) 

Figure 3. (a) Raw images of the lane lines. (b) Distortion correction of (a).

OpenCV (Ver. 2.x) [7] is open source and widely used for image processing applica-
tions. In this paper, three functions, findChessboardCorners (), calibrateCamera (), and
undistort () are used for distortion correction. As a result, Figure 3a is modified to Figure 3b.

Thresholding

To make images easier to analyze, we convert the images from color to binary images
using gradients and color transforms. After thresholding, Figure 3b becomes Figure 4a.

Color Conversion

Figure 4a shows that the lane is not easy to recognize. Therefore, before thresholding,
we first transform RGB images into the HSV color space. cv2.cvtColor is used for conversion,
and the thresholding and color conversion results of Figure 3a are shown in Figure 4b.

Perspective Transformation

For lane line detection, we transform images into bird’s-eye-view image. cv2.getPerspe
ctiveTransform() is used to obtain the transformation matrix, and cv2.warpPerspective() is
used for bird’s-eye-view images. The transformation results are shown in Figure 5a.
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(a) (b) 

Figure 4. (a) Results of the thresholding. (b) Results of the color conversion.

  
(a) (b) 

Figure 5. (a) Result of the perspective transformation. (b) Results of the lane line detection.

Lane detection

Since the pixels of the lane lines are concentrated within a certain range of the x-axis,
the sliding window polynomial fitting approach [8,9] is used to detect the lane lines. The
detection results are shown in Figure 5b. The left lane line is marked as a red line and the
right lane line is marked as a blue line.

Scooter position detection: Figure 5b reveals that the position of the scooter is located
in the middle of the picture. In addition, we obtain the center position of the lane through
the center of the two-lane lines. Therefore, the offset of the scooter can be calculated by the
position of the scooter and the center position of the lane.

Finally, the results of the lane detection are shown in Figure 6.
Turn signal function: The turn signal controller controls the left and right lights and

is embedded in the scooter’s computer. After receiving a turn instruction from the lane
line detection module, the GPIO control pin of Raspberry Pi sends the signal to the turn
signal controller of the scooter. Therefore, the scooter rider can avoid damage as much
as possible.
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Figure 6. Result of the lane detection.

3. Conclusions

The scooter is an important mode of transportation in Taiwan, and the number of
traffic accidents is also increasing because of drivers’ bad driving habits. Thus, we propose
an AI-based driving assistance system (AI-DAS) for scooters in order to prevent road traffic
injuries. In the AI-DAS, we detect lanes and control the turn signals not only to warn riders
and pedestrians by sound and light but also to drastically reduce traffic accidents. In the
future, the AI-DAS will include a module for the detection of moving cars and a module
for the prediction of the direction of moving cars to further avoid traffic accidents.
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Abstract: We investigated the reducing rate of manganese oxides (MnOs) and organic matter in
water by using pre-oxidation and coagulation/sedimentation methods with different chemicals. The
reduction rate using NaOCl for organic matter was about 11%, while that of manganese was 12%.
The reduction rate using chlorine dioxide (ClO2) was only 7% for organic matter. However, the rate of
manganese was 29% when using ClO2. Potassium permanganate (KMnO4) removed organic matter
and MnOs more effectively, with a rate of 18 and 71%. Moreover, aluminum sulfate (Al2(SO4)3), ferric
chloride (FeCl3), and polysilicate iron (PSI) worked more effectively, with a reduction rate of 99% and
55% for turbidity and organic matter.

Keywords: pre-chlorination; manganese; organic matter; turbidity

1. Introduction

Drinking water in Taiwan is obtained from natural reservoirs. In summer, strong
sunlight and abundant nutrients in water trigger frequent eutrophication, which com-
plicates water purification processes. During the dry season, the storage of water in the
reservoir decreases, and dissolved oxygen (DO) decreases, which forms an anaerobic envi-
ronment at the bottom. The microbial reduction of iron and manganese oxides increases
the concentration of Fe2+ and Mn2+ in water and turbidity, which makes the water body
black and worsens the water quality. This also causes discoloration and a metallic taste
in drinking water, and residual manganese ions promote the growth and reproduction of
microorganisms. An increase in the number of microorganisms allows manganese oxides
to be formed and creates clogging in the pipelines [1,2]. The forms of manganese oxides
in water are diverse, including particulate manganese (>0.45 μm), colloidal manganese
(<30,000 Da~0.20 μm), and dissolved manganese. Colloidal and particulate manganese
can be removed using coagulation and filtration. Dissolved manganese requires oxidants
(chlorine, ClO2, and KMnO4) to be removed from water by forming manganese dioxide,
which coagulates and can be filtered out.

Natural organic matter is primarily derived from plants, animals, and their degrada-
tion products in aquatic, terrestrial, and marine environments [3]. Owing to the diversity
of sources, the composition and concentration of natural organic matter in the environment
vary depending on backgrounds, locations, climate, and human activities [4]. Natural
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organic matter is a complex multiphase mixture of organic substances with different molec-
ular sizes and physical and chemical properties, because it contains various functional
groups that include aromatic, aliphatic, phenolic, and quinone structures [5].

In the water-chlorination purification process, the phenols and carboxyls of organic
matter in water react with chlorine to generate disinfection byproducts (DBPs) such as
total trihalomethane, haloacetic acid, haloketone, and haloacetonitrile. The generation of
DBPs is determined by the type of organic matter, temperature, inorganic salts, and pH
value [6]. In general, pre-oxidation with coagulants for water purification is carried out to
remove organic matter. For this, coagulants such as iron and aluminum salts are hydrolyzed
into positively charged metal complex ions, which are then adsorbed onto the negatively
charged colloidal surface. Consequently, large polymers containing organic matter are
coagulated and deposited on the bottom. As the composition of natural organic matter in
different water bodies varies, the removal efficiency of organic matter becomes different.

Therefore, the optimal conditions and strategies for removing manganese oxides and
organic matter need to be determined. Thus, we performed related tests under different
types and doses of oxidants and coagulants to improve the efficiency of water purifica-
tion in this study. The result provides a basic reference for further investigation and the
development of more effective water treatment procedures.

2. Materials and Methods

The experimental process of this study is shown in Figure 1. The water samples
were obtained from reservoirs in south Taiwan. The concentrations of iron, manganese,
and total organic carbon (TOC) and the collective property of water were analyzed. The
characteristics of organic matter were also analyzed. In the pre-oxidation test, NaOCl,
ClO2, and KMnO4 were used as oxidants to investigate the effect of oxidants on the
TOC concentration in water. Changes in the organic matter composition in pre-oxidation
were analyzed using the excitation–emission matrix (EEM). The rate of coagulation and
sedimentation was measured using coagulants such as Al2(SO4)3, FeCl3, and PSI. The pH
and turbidity of water samples were measured to identify suitable dosing modes of the
coagulants. A simulated distribution system (SDS) was used for chlorination, as shown in
Figure 2. The SDS simulated the generation of DBPs in the water pipe after the chlorination
of treated water.

 
Figure 1. Experimental procedure of this study.

Figure 2. Illustration of SDS chlorination.

412



Eng. Proc. 2023, 55, 59

Water samples were collected in a 100 mL brown bottle, and an appropriate amount of
NaOCl was added to it to control the residual chlorine between 0.5 and 1 mg/L. After the
bottle was sealed, the samples were left for 24 h for enough of a reaction to be produced (in
real situations, drinking water needs a 24 h wait after NaOCl has been added in a water
purification station before reaching domestic homes). After 24 h, ascorbic acid was added
to terminate the chlorine reaction.

3. Results

3.1. Effect of Oxidants on Organic Matter
3.1.1. Types and Doses

As the dose of the oxidant increased, the removal rate of TOC increased (Figure 3).
However, an excessive amount of the oxidant decreased the removal rate of TOC.
References [7,8] pointed out that certain oxidants and excessive oxidants ruptured al-
gal cells, thus resulting in the release of intracellular organic matter. This increased the
organic matter content in water, which was reproduced in the results of the experiment in
this study. The water samples in this study were not filtered and directly oxidized. The
dominant algae species in the water samples were green and blue-green algae.

Figure 3. Effect of different oxidants and doses on TOC removal rate.

3.1.2. Effect of Oxidants on Coagulation and Sedimentation

The composition of particulate and dissolved organic matter in water was determined
based on the characteristic interval of the EEM. In this study, the excitation and emission
wavelength ranges were set to 200–400 and 250–500 nm, respectively. The spectra were
classified into four areas, such as by-product-like soluble microbial (Area I, SMP), humic-
acid-like soluble microbial (Area II, HA), fulvic-acid-like soluble microbial (Area III, FA),
and aromatic proteins soluble microbial (Area IV, AP).

Figure 4 presents the optimal removal dose of the TOC for different oxidants. In this
study, 2 mg/L of NaOCl, 1.5 mg/L of ClO2, and 2.3 mg/L of KMnO4 were added to the
water sample for pre-oxidation, and the mixture was stirred for 30 s at 200 rpm. Changes in
the organic matter composition before and after stirring were analyzed with EEM. Before
oxidation, the spectral intensity of the raw water was the strongest in Area III, followed
by Areas II, IV, and I. The organic matter composition in the water was primarily FA-like
in composition. With the other three oxidants, the spectral intensities of Areas I, II, and
III showed slight changes compared with those before oxidation. Meanwhile, the spectral
intensity of Area IV changed significantly after NaOCl was added. Fluorescence data
showed a significant weakening trend in Area IV. The decrease in the fluorescence intensity
of aromatic proteins was attributed to the generation of DBPs [9]. The addition of ClO2 and
KMnO4 also changed the spectral intensity slightly.
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(a) (b) 

  
(c) (d) 

Figure 4. EEM spectra of organic matter oxidized by oxidants: (a) no oxidation in water sample;
(b) 2 mg/L of NaOCl; (c) 1.5 mg/L of ClO2; (d) 2.3 mg/L of KMnO4.

3.2. Effect of Oxidants with Coagulants on Coagulation and Sedimentation

In this study, changes in the organic matter content in the water sample were caused
by different doses of oxidants. The best treatment method, using oxidants for water
purification, completely removed algal cells without rupture, which avoided an increase
in dissolved organic matter in water and the generation of DBPs [10]. Therefore, the
appropriate doses of oxidants and coagulants needed to be selected for coagulation and
sedimentation tests. The selected doses of NaOCl, ClO2, and KMnO4 were 2, 1.5, and
2.3 mg/L in this study.

Figures 5–8 show the changes in pH and the content of organic matter with three
oxidants and the different doses of Al2(SO4)3 and FeCl3. When the dose of Al2(SO4)3
increased, the removal rate of TOC also increased, while the pH value decreased to 6.7.
According to the on-site operation protocol of the water purification plant, the pH of the
treated water is maintained above 7 to not exceed the regulatory standards for pH level due
to the gradual acidification of drinking water during its transportation in the distribution
system. When the dose of FeCl3 increased, the removal rate of TOC kept increasing. The
dose of PSI was set independently. From the result, it was found that the appropriate doses
of Al2(SO4)3, FeCl3, and PSI were 8 mg/L (as 4.2 mg/L Al), 8 mg/L (as 2.8 mg/L Fe), and
3 mg/L (as 3 mg/L as Fe), respectively. In the test for coagulation and sedimentation, the
doses of the three oxidants were used with the doses of the three coagulants to produce
nine different dosing modes (Table 1). The result was analyzed to investigate the effects of
different dosing modes on pH, the concentration of manganese and iron ions, the content
of organic matter, and the generation of DBPs. The water samples in this study were not
filtered and pH adjusted.
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Figure 5. pH changes caused by three oxidants combined with different doses of Al2(SO4)3.

Figure 6. Changes in TOC removal rates caused by three oxidants combined with different doses
of Al2(SO4)3.

Figure 7. pH changes caused by three oxidants combined with different doses of FeCl3.
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Figure 8. Changes in TOC removal rates caused by three oxidants combined with different doses
of FeCl3.

Table 1. Nine different dosing operation modes.

Mode Dosing Operation

A 2 mg/L NaOCl + 8 mg/L Al2(SO4)3
B 2 mg/L NaOCl + 8 mg/L FeCl3
C 2 mg/L NaOCl + 3 mg/L PSI
D 1.5 mg/L ClO2 + 8 mg/L Al2(SO4)3
E 1.5 mg/L ClO2 + 8 mg/L FeCl3
F 1.5 mg/L ClO2 + 3 mg/L PSI
G 2.3 mg/L KMnO4 + 8 mg/L Al2(SO4)3
H 2.3 mg/L KMnO4 + 8 mg/L FeCl3
I 2.3 mg/L KMnO4 + 3 mg/L PSI

3.2.1. Manganese Removal

Table 2 shows the removal effects of manganese ions with different dosing modes.
With no coagulant, manganese ions were removed only via pre-oxidation with NaOCl, and
the removal rate was approximately 12%. When Al2(SO4)3, FeCl3, and PSI were added, the
removal rate of manganese ions increased to 37–50% with coagulation and sedimentation
but the concentration of manganese ions still exceeded 0.05 mg/L, which is a drinking
water standard. The higher concentration over 0.05 mg/L was maintained because NaOCl
could not effectively oxidize manganese ions in pre-oxidation, and a trace amount of
manganese ions were not oxidized. Consequently, manganese removal in subsequent
coagulation and sedimentation became less prominent. When ClO2 was used for pre-
oxidation, the removal rate of the manganese ions was approximately 30%. If three types
of coagulants were added, then the removal rate of manganese ions in coagulation and
sedimentation was 63–72%. Correspondingly, the concentration of residual manganese
ions in water was lower than 0.05 mg/L. The high oxidizing ability of ClO2 allowed a
considerable removal of manganese ions, which resulted in a better manganese removal
effect. When KMnO4 was used for pre-oxidation, the removal rate of manganese ions
reached 71%. With KMnO4 and the three coagulants, the removal rate of manganese ions
increased to 84–92%. Additionally, the residual manganese concentration was below the
drinking water standard. KMnO4 effectively and rapidly oxidized dissolved manganese
ions in water to form manganese particles. Coagulation and sedimentation derived an
effective removal effect. The experimental results showed that removing manganese ions
from water required extensive oxidation in the pre-oxidation process and coagulation
and sedimentation. The best oxidant for manganese removal was KMnO4. Appropriate
oxidants with coagulants for coagulation and sedimentation guarantee decreased residual
manganese in water, which satisfies the quality standards of drinking water.
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Table 2. Changes in manganese removal under nine dosing combinations.

Mode Mn Removal Rate (%) Residual Mn (mg/L)

Raw water N/A 0.134
NaOCl 12% 0.118

A 37% 0.085
B 54% 0.062
C 51% 0.065

ClO2 29% 0.095
D 65% 0.047
E 72% 0.038
F 69% 0.041

KMnO4 71% 0.039
G 84% 0.022
H 92% 0.011
I 89% 0.015

3.2.2. Turbidity Decrease

Table 3 shows the decrease in turbidity with nine dosing modes. Without coagulants,
the turbidity of the water sample was decreased only by pre-oxidation. When NaOCl
was used as the oxidant, the decrease rate of turbidity was only 3%, and no significant
improvement was indicated. With Al2(SO4)3, FeCl3, and PSI, the turbidity decreased
by 98%. Using coagulants and filtration, turbidity was reduced to 0.46 nephelometric
turbidity units (NTU). When ClO2 was used for pre-oxidation, turbidity decreased to 20%.
Pre-oxidation oxidized metal ions in water and produced metal particles that coagulated
and sedimented. If three coagulants were added, turbidity decreased by 98–99% through
coagulation and sedimentation. Oxidation by ClO2 did not change the distribution of
particle sizes but resulted in the micro-gelation of colloidal particles, thus facilitating
particle removal [11]. The maximum decrease rate of turbidity via pre-oxidation using
KMnO4 was approximately 36%. Using KMnO4 with the three coagulants, turbidity
decreased by 99%, mainly owing to the adsorption of manganese dioxide. Reference [7]
discovered that KMnO4 facilitated the removal of organic and inorganic particles. Their
experimental results showed that ClO2 and KMnO4 contributed to the removal of colloidal
particles in water. Al2(SO4)3 decreased turbidity most significantly. Meanwhile, using ClO2
and KMnO4 with Al2(SO4)3 showed a better effect on turbidity decrease. Using filtration,
turbidity could be maintained below the drinking water standard. Therefore, turbidity
could be decreased through coagulation, sedimentation, and filtration.

Table 3. Changes in turbidity removal under nine dosing combinations.

Mode Turbidity Removal Rate (%) Residual Turbidity (NTU)

Raw water N/A 213
Only NaOCl 3% 206

A 99% 2.86
B 98% 3.96
C 98% 4.22

Only ClO2 20% 170
D 99% 1.43
E 98% 3.71
F 98% 3.34

Only KMnO4 36% 136
G 100% 0.11
H 99% 2.92
I 99% 2.69

3.2.3. TOC Removal

Table 4 shows the removal rates of TOC in the water sample using oxidants and
coagulants. The results showed that TOC was removed by KMnO4 more than by NaOCl
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and ClO2. Among the coagulants, Al2(SO4)3 was the most effective in removing TOC,
with a removal rate of up to 55%. No significant difference was found in the removal
of TOC between FeCl3 and PSI. As organic matter was composed of various large- and
small-molecule organic components, the removal of different types of organic matter by
different coagulants could not be determined based on the removal results of the TOC.

Table 4. Changes in TOC removal under nine dosing combinations.

Mode
TOC Removal Rate

(%)
Residual TOC

(mg/L)

Raw water N/A 2.82

NaOCl
A 46% 1.51
B 30% 1.98
C 28% 2.03

ClO2

D 38% 1.75
E 23% 2.17
F 24% 2.13

KMnO4

G 55% 1.26
H 40% 1.69
I 37% 1.78

3.2.4. Effect of Organic Matter Composition on Its Removal

Table 5 shows the effect of oxidants and coagulants on the organic matter with different
compositions. The spectral intensity of the raw water was the highest in Area III, and Areas
II, IV, and I, in that order. Fluorescence intensities decreased according to the degree of
coagulation and sedimentation. The fluorescence intensities in Areas II (HA) and III (FA)
decreased most significantly. Thus, it was found that coagulation and sedimentation effec-
tively removed organic matter from water, and in particular large-molecule organic matter.
Higher removal rates were achieved with modes A, D, and G, in which Al2(SO4)3 was used
as a coagulant. Mode G showed the best removal efficiency of organic matter in Areas II
(HA) and III (FA), where the fluorescence reduction rates were 60 and 56%, respectively.
The fluorescence reduction rates using FeCl3 and PSI were similar to Al2(SO4)3. However,
the fluorescence intensity in Area IV with mode E removed more organic matter. The
high oxidizing ability of ClO2 allowed the disintegration of large-molecule organic matter
containing multiple benzene rings and phenolic groups in Areas II and III into aromatic
organic matter with smaller molecular weights. In Ref. [12], the molecular weight changes
in organic matter were observed after adding ClO2. It was discovered that ClO2 oxidized
and disintegrated large-molecule organic matter into smaller molecules. The combination
of KMnO4 and Al2(SO4)3 enabled the most significant decrease in the fluorescence intensity
of water after sedimentation. The reduced form of KMnO4 was adsorbed on the surface of
algal cells and organic matter, thus increasing the weight. Using coagulants reduced the
coagulation and sedimentation of organic matter. When the pH was greater than 7, the
hydrolysis products of Al2(SO4)3 became colloidal precipitates of Al(OH)3(s). At this point,
the gel plume formed became large [13], and organic matter in the water was removed
via sedimentation.
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Table 5. Analysis results of raw water EEM under different dosing operation modes.

Organic
Matter Type

Raw Water Mode A Mode B Mode C

Spectral
Intensity (E0)

Spectral
Intensity (E0)

Removal
Rate * (%)

Spectral
Intensity (E0)

Removal
Rate (%)

Spectral
Intensity (E0)

Removal
Rate (%)

SMP 51.172 34.842 32% 36.286 29% 34.971 32%

HA 75.366 34.634 54% 49.108 35% 48.607 36%

FA 128.23 63.388 51% 88.975 31% 88.355 31%

AP 64.506 49.504 23% 49.140 24% 46.599 28%

Organic Matter Type

Mode D Mode E Mode F

Spectral
intensity (E0)

Removal
rate * (%)

Spectral
intensity (E0)

Removal
Rate (%)

Spectral
intensity (E0)

Removal
Rate (%)

SMP 33.550 34% 42.301 17% 39.552 23%

HA 35.454 53% 51.184 32% 51.952 31%

FA 62.282 51% 95.687 25% 90.628 29%

AP 43.605 32% 66.207 −3% 46.727 28%

Organic Matter Type

Mode G Mode H Mode I

Spectral
intensity (E0)

Removal
rate * (%)

Spectral
intensity (E0)

Removal
Rate (%)

Spectral
intensity (E0)

Removal
Rate (%)

SMP 29.337 43% 32.914 36% 31.947 38%

HA 29.959 60% 49.305 35% 47.358 37%

FA 56.034 56% 90.962 29% 87.158 32%

AP 39.681 38% 44.134 32% 39.896 38%

* Removal rate (%) = (E0 − E1)/E0.

3.2.5. DBPs

With coagulation and sedimentation in different dosage modes, the number of DBPs
in water with the SDS chlorination experiment (24 h) was measured as shown in Table 6.
When KMnO4 and ClO2 were used as the pre-oxidant, the concentration of DBPs was more
effectively decreased than with NaOCl, and the decrease in haloacetic acid was significant.
If Al2(SO4)3 was used as the coagulant, the concentration of DBPs (total trihalomethane and
haloacetic acid) was lowered compared to those with FeCl3 and PSI. Al2(SO4)3 had the best
removal efficiency for organic matter in Areas II and III of the EEM. Since large-molecule
organic matter such as HA and FA contained more benzene rings and phenolic groups,
their disinfection by-product generation potential was higher than that of small-molecule
organic matter [14,15].

Table 6. Generation of DBPs under different dosing operation modes.

Mode
Disinfection By-Product

TTHMs HAAs

A 0.077 0.066
B 0.119 0.091
C 0.129 0.088
D 0.079 0.052
E 0.115 0.074
F 0.119 0.079
G 0.071 0.045
H 0.107 0.078
I 0.117 0.086

4. Conclusions

The experimental results on removing manganese ions from the water samples showed
that NaOCl, ClO2, and KMnO4 were effective oxidants. KMnO4 showed the highest
manganese removal rate, followed by ClO2. The best removal rate of TOC was observed
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when using KMnO4. Among the three coagulants, Al2(SO4)3 was better at removing TOC.
Using ClO2 and KMnO4 instead of NaOCl as pre-oxidants reduced the generation of
trihalomethane (THM) and haloacetic-acid (HAA). The amount of organic matter in Areas
II (HA) and III (FA) in the water sample was considerably decreased through coagulation
and sedimentation. A 0.45 μm nylon filter was used to simulate the filtration process in
this study; filters fabricated using quartz sand, anthracite, or other materials may be used
to construct a better water treatment process.

Author Contributions: Conceptualization, Y.-C.W., C.-C.K., S.-C.L.; methodology, Y.-C.W., C.-C.K.,
S.-C.L., F.-Y.Y.; software, Y.-C.W., F.-Y.Y.; validation, Y.-C.W., C.-C.K., F.-Y.Y.; formal analysis, Y.-C.W.,
F.-Y.Y.; investigation, Y.-C.W., C.-C.K., S.-C.L., F.-Y.Y.; resources, C.-C.K., S.-C.L.; data curation, Y.-C.W.,
C.-C.K., S.-C.L., F.-Y.Y.; writing—original draft preparation, Y.-C.W., C.-C.K., F.-Y.Y.; writing—review
and editing, Y.-C.W., S.-C.L., F.-Y.Y.; visualization, Y.-C.W.; supervision, C.-C.K., S.-C.L.; project
administration, C.-C.K., S.-C.L.; funding acquisition, C.-C.K. All authors have read and agreed to the
published version of the manuscript.

Funding: This research was funded by the Taiwan Water Corporation, No.2-1, Sec. 2, Shuangshih
Rd., North District, Taichung City 404403, Taiwan.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Cerrato, J.M. Biogeochemical Cycling of Manganese in Drinking Water Systems. Ph.D. Thesis, Virginia Tech, Blacksburg, VA, USA, 2010.
2. Kohl, P.M.; Medlar, S.J. Occurrence of Manganese in Drinking Water and Manganese Control; AWWA: Denver, CO, USA, 2006.
3. Uyguner Demirel, C.; Bekbolet, M.; Swietlik, J. Natural Organic Matter: Definitions and Characterization. Control of Disinfection

By-Products in Drinking Water Systems; Nova Science Publishers, Inc.: Hauppauge, NY, USA, 2007; pp. 253–277.
4. Dawson, J.J.C.; Malcolm, I.A.; Middlemas, S.J.; Tetzlaff, D.; Soulsby, C. Is the composition of dissolved organic carbon changing in

upland acidic streams? Environ. Sci. Technol. 2009, 43, 7748–7753. [CrossRef] [PubMed]
5. Aliverti, N.; Callegari, A.; Capodaglio, A.G.; Sauvignet, P. Nom removal from freshwater supplies by advanced separation

technology. In Advanced Water Supply and Wastewater Treatment: A Road to Safer Society and Environment; Springer: Dordrecht,
Germany, 2011.

6. Delpla, I.; Jung, A.V.; Baures, E.; Clement, M.; Thomas, O. Impacts of climate change on surface water quality in relation to
drinking water production. Environ. Int. 2009, 35, 1225–1233. [CrossRef] [PubMed]

7. Chen, J.J.; Yeh, H.H. The mechanisms of potassium permanganate on algae removal. Water Res. 2005, 39, 4420–4428. [CrossRef] [PubMed]
8. Huang, W.J.; Wang, C.C. Evaluation Metabolic Organic Products of Algae-Chlorella sp. and Assessing the Fate of Organic

Compounds During Ozonation. Hung Kuang Unversity J. 2004, 43, 159–165.
9. Tian, C.; Guo, T.T.; Liu, R.P.; Jefferson, W.; Liu, H.J.; Qu, J.H. Formation of disinfection by-products by Microcystis aeruginosa

intracellular organic matter: Comparison between chlorination and bromination. Huan Jing Ke Xue 2013, 34, 4282–4289. [PubMed]
10. Plummer, J.D.; Edzwald, J.K. Effects of chlorine and ozone on algal cell properties and removal of algae by coagulation. Water

Supply Res. Technol.-Aqua 2002, 51, 307–318. [CrossRef]
11. Chen, S.H. The Effect of ClO2 Pre-Oxidation on the Coagulation Efficiency of Drinking Water Treatment. Master’s Thesis,

Department of Environmental Engineering and Science, Chia-Nan University of Pharmacy and Science, Tainan, Taiwan, 2003.
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Abstract: In Fukuroi City Japan, greenhouses are usually used for crown musk melon (CMM)
cultivation. When the temperature inside the greenhouse is lower than 25 ◦C, the CMM quality
deteriorates. Hence, from late autumn until the middle of spring, oil is used to supply hot water
to greenhouses from a boiler through a heat exchanger . However, since oil prices have recently
soared, fuel expenses have drastically increased which heavily pressures the CMM business. In
addition, with the promotion of the carbon-neutral policy, environmentally friendly heat sources
are emphasized instead of fossil fuels. The TSK corporation has produced a new inducing heating
(IH) source where heat is generated by rotating a plate on which a couple of permanent magnets are
mounted using a motor. Since the rotation speed is easily controlled, the IH heat source capacity can
be freely adjusted. To apply the IH source to the greenhouse, an experimental system was created in
this study. During the experiment, water inside a vessel (maximum volume of 90 L) was heated to
70 ◦C by the IH system. Then, the heated water was circulated for heat dissipation through a heat
exchanger by a pump. When the temperature of the water was lower than the target temperature, the
IH system restarted to heat the water back up to 70 ◦C. Under several experimental conditions, the
heating time, reheating time, and electric power were measured and evaluated. It was confirmed that
the new IH heat source could possibly be applied to greenhouses.

Keywords: greenhouse heat source; IH; carbon-neutral; permanent magnet

1. Introduction

Fukuroi greenhouse crown musk melons (CMMs) are a branded product of Fukuroi
City. Producing CMMs requires strict temperature control. From mid-autumn to mid-
spring, the temperature of the soil in greenhouses must be maintained above 25 ◦C. Usually,
oil is used to produce warm water for greenhouses. However, fuel prices have continued
to soar due to the impact of recent high crude oil prices and the weaker yen, which
pressures farmers. In addition, the exhaust gas from heavy oil fuel contains greenhouse
gases including carbon dioxide and NOx, which have a negative effect on the environment.
Therefore, while the government promotes decarbonization policies, it is necessary to also
introduce electric heat source technology in the greenhouses used for growing CMMs [1].

The TSK corporation, located in Fukuroi City, has developed MAGHEAT as a heat
source, which uses a magnet for high-speed heating. MAGHEAT is a new type of heater that
rotates a disk with a strong magnetic field bundled with permanent magnets to heat non-
ferrous metals such as aluminum alloys and allow for self-heating by Joule heat. Compared
to conventional heating methods, MAGHEAT is economical, responsive, controllable,
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and space-saving. In this study, we established the following research objectives based
on the current use of hot water boilers, taking the greenhouses owned by members of
the Fukuroi Greenhouse Crown Melon Association and exchanging information with
representatives of the association and the TSK Corporation. We built a new hot water
supply system for melon greenhouses using a new electric heat source instead of a hot
water supply system (conventional heat source). A small pilot hot water supply system
using MAGHEAT was created and a series of experiments were conducted to verify the
possibility of using MAGHEAT.

2. Principle of MAGHEAT

MAGHEAT is an electromagnetic induction heating device (Figure 1). It consists of
a motor, a MAGHEAT magnet board, and permanent magnet arrays. Electromagnetic
induction is generated using the magnet board in which a magnet is embedded and an
eddy current is generated inside the metal. The current (eddy current) is replaced by heat
(Joules) due to the internal resistance of the metal. The quantity of the eddy current is
supposed to be proportional to the motor rotation speed, which means that the heating
time can be adjusted if the motor rotation speed is controlled.

Figure 1. Structure of MAGHEAT.

3. Experiment

The experimental system using MAGHEAT as a heat source for heating water is shown
in Figure 2. It consists of a vessel, MAGHEAT (with a motor with an output of 55 kW),
water pump, heat exchanger, flowmeter, thermocouples, and PLC controller. During the
experiment, first, water in the vessel was heated by MAGHEAT to 70 ◦C. Then, the power
of the MAGHEAT was turned off while water pumps were powered on in order to circulate
the water through the heat exchanger. When the temperature after cooling reached the
target value, the MAGHEAT restarted to heat the cooled water back to 70 ◦C. This process
was repeated several times. In the experiment, the heating time, cooling time, and electric
energy were measured at different motor rotation speeds, target temperatures, and water
quantities. The experimental conditions are shown in Table 1, and the MAGHEAT heating
source is presented in Figure 3.
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Figure 2. Experimental system using MAGHEAT as a heat source for heating water.

Table 1. Experimental conditions (Flow rate = 30 L/min).

Ex.No 1 2 3 4 5 6

Water Quantity (L) 70 70 70 70 90 90
Target temperature (◦C) 60 60 50 40 60 60
Motor Rotation speed (rpm) 103 2 3 2 2 2 3

 
Figure 3. MAGHEAT heating source.
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4. Results and Discussions

4.1. Heating and Cooling Process

The temperature changes in the heating and cooling process are shown in Figure 4.
This result was obtained under the conditions of 2000 RPM and 70 L/min. At the beginning,
the water in the vessel was heated by MAGHEAT to 70 ◦C, and then the MAGHEAT was
stopped to begin cooling. When the temperature value after cooling reached 60 ◦C, the
MAGHEAT was restarted to heat the cooled water back to 70 ◦C. This heating and cooling
process was repeated 5 times. MAGHEAT efficiently started and stopped according to the
target temperature, which showed that MAGHEAT could be used as the new heat source
for the greenhouse. The first heating time was 604 s because water had to be heated from
18 ◦C. The average time for heating was 160 s, which was shorter than the first heating time.
The accumulated consumed electric energy was 12 kWh.

Figure 4. Temperature changes in the heating and cooling process.

4.2. Effect of Motor Rotation Speed on Heating Time

The effect of motor rotation speed on heating time is shown in Figure 5. The heating
time was 604 s at 2000 RPM and 456 s at 3000 RPM. The average time for the rest of the
heating process was 160 s at 2000 RPM and 120 s at 3000 RPM. The heating time was shorter
than that at 3000 RPM. Higher motor rotation speed increased heating and shortened the
heating time.

 
Figure 5. Effect of motor rotation speed on heating time.
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4.3. Effect of Motor Rotation Speed on Heating Time

The effect of motor rotation speed on the accumulated electric energy is shown in
Figure 6. At 2000 RPM, it was 12 kWh, while at 3000 RPM, it was 11.4 kWh. At 3000 RPM,
the energy conversion efficiency became better.

Figure 6. Effect of motor rotation speed on the accumulation of electric energy.

5. Conclusions

To validate the use of MAGHEAT as a new heat source for greenhouses, an experiment
was conducted to investigate the effect of rotation speed on heating and accumulated
electric energy. It was found that MAGHEAT can be the new heat source for controlling
temperature changes and heating processes and applied to greenhouses. In addition, we
found that a higher motor rotation speed shortened the heating time and improved energy
conversion efficiency.
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Abstract: STEM education has been a topic of interest in many countries around the world. Many
STEM research studies have been conducted; however, most of them focus on middle-school students
and high-school students. At the primary level, STEAM education is known as an advanced mode
of STEM education, which is highly integrated between science, technology, engineering, arts, and
mathematics. This study proposes a procedure of organizing primary-school students’ learning activ-
ities in STEAM education as an approach to help students experience positive emotions and stimulate
passion, thereby developing the capacity of problem solving and creativity for students—one of
the common competencies emphasized in the General Education Program 2018 in Vietnam. The
procedure of organizing STEAM education activities in this study is close to the 5E procedure, but
it is flexibly applied to suit the psycho-physiological characteristics of primary-school students in
Vietnam. This research was conducted under the project title “Developing STEM education in a
number of schools in Lang Son province to meet the new general school program” according to
the cooperation document between the University of Education—Thai Nguyen University with the
Department of Education and Training of Lang Son Province, No. 77/HT-SGD and DTLS-ÐHSPTN,
dated 10 January 2020. The trial of this study was conducted at eight primary schools in Lang Son,
Vietnam, with the theme “My green garden” in teaching nature and society in grade 1. Through
observing the students’ participation in learning activities, evaluating the learning products made
by those students, and collecting comments and feedback from teachers about the procedure of
organizing the learning activities, it can be initially seen that the students actively participated in
learning activities with joyful feelings, ready to cooperate with each other to complete assigned tasks,
and that the students’ creativity was clearly expressed through many unique ideas.

Keywords: STEAM; primary school; 5E procedure

1. Introduction

1.1. Common Issues in STEM and STEAM Education

Entering the twenty-first century, STEM has emerged as an effective educational
method, equipping learners with interdisciplinary knowledge and skills that are related
to each other within the fields of science, technology, engineering, and math. Instead of
approaching each subject separately, STEM connects the learning objects of these subjects
based on situations associated with high practice [1] helping to solve complex problems rel-
evant to the context of the changing world [2]. When researching STEM, many researchers
have pointed out the outstanding advantages of this educational method, such as helping
learners to develop problem-solving competency and increasing learners’ creativity [3].

STEM education is understood as an interdisciplinary approach to the fields of sci-
ence, technology, engineering, and mathematics, in which the learning content is linked
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to practice based on a series of teaching activities which are interactive and active. In the
current trend of STEM development, STEAM is a newer integrated trend, linking artistic
activities in correlated relationships with the fields of science, technology, engineering, and
mathematics. STEAM’s philosophy revolves around the following concepts: STEAM is
the result of the combination of science and technology interpreted through technical and
artistic elements, and this combination is based on relevant mathematical elements [2]. The
artistic content integrated into STEAM education can include many factors, such as the
aesthetics of the artistic products created by students; humanity in communication, behav-
ior, and coordination with each other to solve learning problems associated with practice;
and sociality integrated through activities. The letter “A” (art) in STEAM education is an
important element and an indispensable part of STEAM education. It represents language
arts, social studies, aesthetic arts, and music. STEAM education helps to promote learners’
creative thinking through discovering art [4]. STEAM education can be considered as a
transformation of STEM education, creating a way to organize students’ learning activities
based on highly practical problems through experience and discovery, and significantly
contribute to the development of emotional values and problem-solving skills that are
critical and flexible. One of the goals of STEAM education is to develop learners’ ability
to create and innovate [2]. In STEAM education, the difference between each student is
the factor that promotes learning [5,6]; the learners’ creativity is supported and encour-
aged [6–8]; their interdisciplinary thinking is enhanced [3] and learners are stimulated to
apply science, technology, engineering, and math into their work and life [9].

In STEAM education, learners can interact more with each other; students participating
in STEAM topics not only simply form their understanding of science, but above all, they
can connect interdisciplinary knowledge to form and develop a cultural behavioral ability,
thereby responding to the changes and developments within society [2,4,8].

1.2. STEAM Education for Primary-School Students in Vietnam

In primary teaching in Vietnam, STEM has only been approached by schools and
teachers recently. In 2013, the Vietnamese Ministry of Education and Training launched
interdisciplinary movements in schools, mainly middle and high schools. In December 2018,
when the General Education Program was enacted, STEM was a term that was emphasized
and interested in the curriculum from primary to junior high school and high school [10–12].
In the General Education Program, the following is emphasized: “Implementing integrated
education, especially the integration of science, technology, engineering, and math (STEM
education); integrated education in environmental protection; promoting the economical
and efficient use of energy; preventing natural disasters; adapting to climate change; and
meeting the requirements of sustainable development in society” [10]. In particular, at
the primary level, STEAM has a lot of potential because the curricula in mathematics,
nature and society, science, information technology, and technology were built in an open
and practical way, creating favorable conditions and facilitating schools and teachers to
build STEAM topics on the basis of integrating interdisciplinary activities between science,
technology, engineering, arts, and math to solve problems associated with everyday life.

Lower primary students are aged 6 to 8 years old; this is the transitional period from
preschool to primary. Due to the change in the learning environment, they usually have
certain changes in terms of their psycho-physiology, with the following common features:
(1) Body: their high-level nervous system is improving in terms of function, and their
bodies are also on the rise in terms of height and weight. Most students in this age group
enjoy active games and physical activities. (2) Consciousness: the students’ thinking is
gradually shifting from action visualization to figurative and abstract thinking; intellectual
games are also gradually being interested and noticed. (3) Language: gradually improving,
but the ability to attain information through images is faster and more accurate through
texts; at this age, students are more interested in experiential learning and field learning
than traditional classroom-learning activities. (4) Personality: their stance is not stable;
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they do not have selective receptive skills, so they are easily affected and changed by their
surrounding objects [13].

From a number of psycho-physiological characteristics of primary-school students, it
can seen that, for them, learning activities based on manipulating objects through practice,
experiments, and exploration play an important role. These learning activities not only
attract students to participate, but also stimulate their creativity, curiosity, and problem-
solving capacity. When students approach and learn through STEAM, they will have
the opportunity to learn and explore science through light and highly attractive learning
activities, thereby developing their cooperation, communication, and creative thinking
abilities in solving practical problems.

1.3. The 5E Procedure in STEAM Education

5E stands for five words beginning with letter “E”: engage, explore, explain, elaborate,
and evaluate. This procedure is suitable and advantageous for teaching science and
STEM or STEAM education [8,9]. It was invented in 1987 by Dr. Rodger W. Bybee and
his colleagues in the Biological Sciences Curriculum Study (BSCS) in the US. This is a
constructivism-based model in which students mobilize their existing knowledge and
experiences to experience and form ideas and build new knowledge [7,14].The Bybee
group’s 5E model was inherited and developed from the learning cycle of Myron Atkin
and Robert Karplus [6]. Based on this model, the learning process of biology is undertaken
according to a unified logic. From those biology lessons, the 5E model is continued to
be developed and applied in many other disciplines, including math, engineering, and
technology. So far, there have been many studies in many different countries showing the
effectiveness of the 5E model in STEM education [6,15].

In STEAM education, the 5E model can be understood in association with the five
steps of the students’ learning process (Figure 1) [15], in which the following takes place:

Figure 1. The 5E procedure.

Engage: This is the beginning stage of the 5E-based learning process. In this step,
the teacher poses a situation, a question, or a problem to arouse students’ curiosity so
that they can connect and mobilize existing knowledge and learning experiences to solve
the problem.

Explore: students are encouraged to participate in the experience to propose measures,
come up with ideas and plan an investigation, and collect information to solve the problems
raised in the previous step.

Explain: At this stage, students mobilize their own knowledge and skills to investigate,
explore, and prove proposed ideas related to STEAM educational topics. During this stage,
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the teacher’s engagement with questions and instructions can guide learners to understand
more deeply the STEAM topics being studied.

Elaborate: At this stage, students share the results and knowledge they have gained.
Through the presentation and sharing of results and the implementation of ideas, the
students’ knowledge is confirmed, and scientific knowledge is formed and developed.

Evaluate: This is the last stage in the 5E procedure. At this stage, students are
encouraged to assess themselves, to re-evaluate the process of participating in the activity,
and gain scientific knowledge about the STEAM topic; at the same time, the teacher can
also evaluate them by observing group activities and assessing their learning products to
acquire an overview of their progress.

2. Methodology

2.1. Target Group

The goal of this study is to find out how appropriate it is to use the 5E procedure in
STEAM education for Lang Son primary students; what effects can be brought to students’
teamworking ability and creativity; and the feasibility of applying the 5E procedure in
STEAM education for different students in various places with different living standards
and competences; or whether it can only apply to those who live in cities with high
living standards, thereby pointing out recommendations for teachers when applying the
procedure in organizing STEAM educational activities for primary-school students in Lang
Son in particular and in Vietnam in general.

2.2. Methods of Inquiry

In order to achieve the goals set, the research team designed the theme My green
garden for students in grade 1 (nature and society) following the 5E procedure, including
5 steps: (1) engage; (2) explore; (3) explain; (4) elaborate; and (5) evaluate. This topic was
deployed to teach students in grade 1 on the basis of applying a combination of teaching
methods, including group discussion and problem detecting and solving.

My green garden (grade 1) [10] was conducted in 2 periods; the main objectives of the
topic were that, after the lesson, the students should be able to achieve the following:

- Draw and annotate the external parts (stem, roots, leaves, flowers, fruits) of a plant;
- Tell about the color, shape, and size characteristics of some common plants;
- Design and create a model of a green garden;
- Develop a love for nature and one’s surroundings;
- Develop creative thinking.

The students’ learning progressed according to the 5 steps of the 5E procedure as follows:
Step 1: The teacher asks students to move to the school garden and observe the trees

in the school garden in groups of 4 to 6 students to answer the following questions: What
are the names of the plants you observe? What are their sizes and colors? What external
organs do those plants have? After that, the teacher asks the students to draw the observed
plant and annotate its external parts on the observation sheet and to share it with their
friends in the group.

Step 2: The teacher asks the students to come up with questions and answers on how
those plants are organized and planted in the yard, and assigns the following task: With
recycled or natural materials, design the model of a green garden.

Step 3: The teacher asks the students to work in groups to design and implement
the concept of a green garden model. The teacher instructs the students to create models
of green plants from clay, colored paper, glue, recycled materials, etc. Then, they are
instructed to arrange the plant models into cardboard or foam, creating paths, decorative
lights, entertainment, and relaxation corners on their green garden models.

Step 4: The teacher asks the students to report and share the results of their group
work. Each group can introduce the plants that they have created; how they decorated it;
and how they would feel if they could play in that garden.
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Step 5: The teacher asks the students to self-assess what they have learned in the topic
by stating the activities they have participated in and the activities they enjoyed most,
coloring the appropriate emotional faces after learning the subject.

After organizing the teaching process according to the above 5 steps, the research team
conducted a survey to evaluate the feasibility of the 5E model when applied to teaching
STEAM in nature and society for lower-primary-school students, and answer the questions
outlined in Section 2.1 of this article.

My Green Garden was taught experimentally in 12 classes of 6 schools in 3 regions with
students from different living standards. Each class was divided into 4 to 6 groups. Those
who participated in the observation of the STEAM lesson included 31 teachers of grade 1;
28 teachers of grade 2; 10 academic leaders; and 8 managers and members of the research
team. They had their own observation sheets. At the end of the lesson, the research team
took their ideas, interviewed them, and asked the students to carry out a self-assessment to
evaluate their level of excitement as well as their average scores of their group work and
products after participating in the STEAM lesson.

3. Research Findings

3.1. Information about the Experiment

Subjects: 358 students in grade 1 from 6 schools in 3 areas with different levels of living
standards and educational quality within Lang Son province, a northern mountainous
province of Vietnam where many ethnic minority groups live. Compared with the general
educational level of students in Vietnam, those in Lang Son seem to have a lower quality of
education. The living conditions of students in different areas are significantly different;
most students are shy when participating in learning activities.

Area 1: 138 students (74 boys and 64 girls) from 4 classes in grade 1 at Hoang Van Thu
primary school and Chi Lang primary school in Lang Son city. These schools have favorable
conditions for educational development, located in the center of Lang Son city; the students’
level of awareness is relatively equal, with good educational conditions and quality.

Area 2: 122 students (62 boys and 60 girls) from 4 classes in grade 1 at a primary
school in the Tu Mich commune (Loc Binh district, Lang Son province) and another primary
school in the Long Dong commune (Bac Son district, Lang Son province). These schools
are of moderate conditions, located in districts which are about 100 km from the center of
Lang Son city; the students’ cognitive level is average; the facilities and the quality of the
teachers may ensure minimum learning needs.

Area 3: 98 students (47 boys and 51 girls) from 4 classes in grade 1 at Chau Son primary
school (Dinh Lap district, Lang Son province) and Thien Thuat primary school (Binh Gia
district, Lang Son province). These schools are located in highland districts along the
Vietnam–China border, in disadvantaged areas of Lang Son province, occupied by a more
than 95% proportion of ethnic minorities (Tay, Nung, Dao, San Chi); the students have
unequal cognitive levels, and there is a shortage of infrastructure conditions and facilities.

Trial teaching period: 3 February 2020 to 10 February 2020. At this time, students
in grade 1 already had the ability to read short sentences, but their writing ability was
limited; it took them 2 or 3 min to write a short sentence, which is one of the students’
limitations that teachers need to consider to design appropriate learning activities for their
STEAM education.

The trial teaching period was specifically implemented as follows:
On 3 February 2020 and 4 February 2020, the research team met the students and

teachers of grade 1 in person to study and evaluate the students’ cognitive levels and living
conditions, and to observe the classroom and school garden to design a STEAM lesson and
develop an appropriate teaching plan.

On 5 February 2020, the research team completed the design of a teaching plan for the
topic My green garden.

On 6 February 2020 and 7 February 2020, the research team met and discussed with
the teachers who were in charge of the experimental lessons about the teaching plan on the

430



Eng. Proc. 2023, 55, 61

topic of My Green Garden, thereby consulting homeroom teachers and first-grade academic
leaders from primary schools in 3 areas in Lang Son city.

On 10 and 11 February 2020, the research team met the students of the experimental
classes from 3 areas in Lang Son city and asked them to prepare necessary supplies to study
the theme My Green Garden, such as colored paper, cardboard, clay, foam board, and other
recycled materials.

On 13 and 14 February 2020, the research team and teachers who were responsible for
the experimental lesson prepared equipment to teach the theme My Green Garden, and
designed observation sheets, evaluation sheets, and questionnaires, which would be used
while the students were participating in activities to evaluate the effectiveness of STEAM
topic teaching after the end of the lesson.

From 17 February to 19 February 2020, 12 teachers organized the teaching of STEAM
to students in 3 different areas of Lang Son with the theme My green garden (time: 70 min)
under the observation of a number of teachers, the first-grade academic leader, and the
managers of the Lang Son Department of Training and Education.

3.2. The Results of the Experimental Lessons

Students: * Pre-lesson: In the preparation phase, prior to the participation of learning
“My Green Garden”, the students brought a number of materials in preparation for the
lesson. When they were directly interviewed with some questions, such as “Are you
curious about the learning content in today’s topic?” and “What do you anticipate to be
doing in this topic?”, many students happily replied, “I am very curious and I am eager
to learn; I really enjoy learning with these materials; I’m wondering what the teacher will
organize for us to do with these materials”. Based on the students’ voluntary preparation
for the learning materials of the topic, as well as their responses and enthusiastic attitude
before the lesson, the authors noticed that the designed STEAM topic attracted and evoked
their curiosity and excitement before they actually took part in the lesson.

During the lesson (following the 5E procedure):
The first step of the procedure aimed at raising the topic and encouraging students

learn about plants in the school garden, thereby forming a visual of the plants’ outer parts
and a feeling of love for trees and the environment. In this step, the students were excited
to work in groups and observe as assigned by the teachers; the process was full of fun;
the students worked in groups with high cooperation and discipline; and there was no
confusion, disturbance, or disorder. When the teacher asked the students to discuss and
share the results of learning about the plants in the school garden, the students in groups
boldly presented; all groups showed the signal that they wanted to present by raising
their hands, and a group of students even picked up yellow leaves, fallen leaves, and dry
branches of special shapes for teachers and other students to observe.

When it came to the step of designing the model under the theme of My Green Garden,
all the students in the groups participated enthusiastically, expressing their emotions, and
showing high concentration and great excitement.

The products that students made in their My Green Garden theme not only showed
their creativity but also their artistic ideas. The products were made from many different
materials: yogurt boxes, clay, foam, colored paper, plastic spoons, etc. (Figure 2). The plants
created by the students came in a variety of different colors and shapes. They were held
upright with clay, bottle caps, and candlestick glue. There were three groups that even
created fruits and flowers with clay, colored paper, and white foam; there were green plants
plugged inside plastic caps, imitating plant pots. There was a group that used colored paper
to drop into a small plastic cap, presenting that they were the lotus (an aquatic plant with
flowers and leaves floating on a water surface). Thus, the trees were not only freely shaped
and recreated by students, but also decorated and arranged in different ways, forming a
beautiful campus. There was a case where a group of students put small plastic spoons
(used to eat yogurt) next to their created green trees. This made the team curiously ask
them about the idea. The students excitedly replied, “It is a fountain and I want to have
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a beautiful fountain in my green garden”. The students’ response surprised the research
team, because at first, everyone in the research group thought they were light poles. After
the students’ answer, it could be seen that their thinking about the issue in the lesson had
been expanded a lot with creative ideas, arising from what they observed in practical life
and expressed with their own moods and emotions.

 

Figure 2. Some of the students’ work on the My Green Garden theme.

When presenting the product, all groups made a very clear presentation about the
parts of a plant (roots, stems, and leaves) and clearly expressed their ideas of the model My
Green Garden as their dream of a green world.

In general, when implementing their models, each group worked at a different speed,
but they all managed to complete and demonstrate their ideas well. At the same time, by
observing the presentation of the model product, the teachers could also clearly assess
the goal that this STEAM topic was aimed at through product modeling, speech, and the
students’ collaborative activities while they participated in the lesson.

Besides observing to assess the students’ interest and creative problem-solving abilities
when participating in the 5E model lessons with a STEAM topic, the research team also
used student self-assessment, peer assessment between groups, and teacher assessment
forms. The contents of those forms are shown in Tables 1–3.

Table 1. Self-assessment form.

Full Name: Group:

1. Put an X under the box that expresses your feeling after learning the topic My Green Garden

Really happy Happy Ok Unhappy

2. Put an X under the box that shows the mark you think you deserve when learning this lesson.

10 9 8 7 6 5 4 3 2 1

Table 2. Peer-assessment form (in the same group).

Full Name: Group:

No. Full Name Participating Supporting Being Creative Total

Maximum score 5 3 2 10

1 Tran Thu An

2 Nguyen Tu

3 . . .
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Table 3. Teacher assessment form.

No. Criteria Maximum Score Score

1 Draw and annotate the parts of a plant observed 1

2
Figure out the main characteristics including colors,

shapes, and sizes of several plants in the school
garden

1

3 Present the idea of the model My Green Garden 2

4 Prepare enough materials to make a model 1

5 Complete the model of a green garden 2

6 Feasibility and creativity of the model 2

7 Clearly present about the group’s model 1

Total 10

To evaluate the results of the trial teaching on the theme My Green Garden for students
in grade 1 in three different areas in Lang Son City, the research team synthesized two
groups of results: (1) results on the emotions assessed by the students themselves (item 1,
Table 1); as well as (2) the average three-point results (rounded to one decimal place) for
each student using the self-assessment form (item 2, Table 1); the peer-assessment scores of
students in the same group (Table 2); and the teachers’ assessment scores for each student
(Table 3). The evaluation results are ranked according to four levels: excellent completion
(9.0–10 points); good completion (7.0–8.4 points); completion (5.0–6.9 points); no completion
(under 5.0 points). The evaluation results are shown in Table 4 and Figures 3 and 4.

Table 4. The results of experimental teaching.

Emotion

Result

Average

Result

Number of
Students

Percentage
Number of
Students

Percentage

Really happy 269 75 8.5–10 221 61.8

Happy 63 17.6 7.0–8.4 105 29.3

OK 26 7.4 5.0–6.9 32 8.9

Unhappy 0 0 Under 5.0 0 0

 

75%

17.60%
7.40% 0%

Really happy Happy

OK Unhappy

Figure 3. Students’ self-assessment results.

Besides evaluating the general result, the research team made a comparison among
three areas of Lang Son city in terms of the interest and average scores after the experimental
lessons. The results are shown in Figures 5 and 6.
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Figure 4. Students’ average scores.
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Figure 5. Results of evaluating students’ emotions (in 3 different experimental areas).
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Figure 6. Results of students’ average scores in 3 different experimental areas).

Looking at the results shown in Figure 5, we can see that there is no significant
difference in the emotions of the students from the three different areas when participating
in the lessons; the difference rate only ranges from 1% to 3%. The results in Figure 6
show that there is a slight difference in the students’ average score while participating in
the lessons. Students in area 1 had an excellent completion rate that was 7 to 8% higher
than those of the other areas; the figure for good completion was 2% to 3% higher than
those in sectors 2 and 3; and the figure for no completion was lower than those of the
other two areas. We studied the criteria in the teacher evaluation form assessing group
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performance according to Table 3 that are related to this score. The results showed that the
average score of students in area 2 and area 3 was lower than that of area 1 due to a number
of reasons: students in areas 2 and 3 did not receive points, or even had deductions, in
terms of presenting and expressing their ideas about the model of My Green Garden (due to
limited Vietnamese language and not much flexibility or courage). In addition, we devised
more questions for the managers and teachers at the pilot schools in areas 2 and 3, such as
What is the biggest change you have seen in students in this class? The results showed that
31/31 teachers recognized that the students had a good spirit, a cheerful attitude, and an
excitement during the activities; 30 out of 31 teachers appreciated that their students made
significant changes when working in groups and presenting their products to the class,
presenting more clearly and confidently; and 31 out of 31 teachers in area 2 and area 3 said
that they were surprised by their students’ green garden models.

Looking at Table 4 and Figures 3–7, it can be said that the students were really in-
terested in participating in the activities under the STEAM topic (92.6% of students were
really happy or happy). In addition, the students’ average scores were rather high (61.8%
of students achieved excellent completion; 29.3% of students achieved good completion;
8.9% of students achieved completion). No students were assessed with No completion.

 

Figure 7. Photos of students’ learning activities.

Beside evaluating the students, the research team asked 77 teachers who observed the
lessons in the 12 pilot classes for their opinions and evaluation with regard to the feasibility
and possibility of applying the 5E procedure into STEAM education for grades 1, 2, and 3
in primary schools. The teachers’ questionnaire was designed as follows (Table 5):

Table 5. Teachers’ questionnaire.

Question
Level

(1) (2) (3) (4)

How can applying the 5E procedure into
STEAM education help students achieve a

lesson’s objectives?

Not good

�

Normal

�

Good

�

Very
good
�

What is your opinion about the feasibility of
applying the 5E procedure into organizing

activities of STEAM education for lower
primary grades?

Unfeasible

�

Normal

�

Feasible

�

Highly
feasible

�

The results of the questionnaire are shown in Figure 8.
Looking at Figure 8, it can be seen that using the 5E procedure to organize STEAM

educational activities would be effective and highly feasible; 100% of the teachers rated the
effectiveness and feasibility at level 3 and 4, and no teachers chose level 1 or 2. Besides the
questionnaire, the research team also interviewed teachers who observed the lessons about
the students’ level of positivity and thinking ability when participating in the STEAM
educational theme compared with the traditional teaching organization. The in-depth
interview questions were What expresses students’ ability to communicate cooperatively
when using the 5E process in STEAM education? What expresses students’ creativity
and hardworking? What expresses students’ interest in participating in the lesson? What
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products were made after the lesson? Here are several comments made by the teachers: “In
my opinion, students participated enthusiastically and more creatively than they did in the
conventional classes.” (N.T.V.A—Academic leader of grade 1); “I am surprised about the
students’ creativity expressed in the products” (T.H.T and H.T.T—teachers of grades 1 and
2); “They are wonderful!” (G.T. N—manager) (Figure 9).

 

38%

25%

62%

75%

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

Results achieved the
projects goals

The potential

Level 1 Level 2 Level 3 Level 4

Figure 8. The results of teachers’ questionnaire about the feasibility of the application of the 5E
procedure into organizing STEAM educational topics.

 

Figure 9. Teachers expressing their opinions after the lesson.

In addition, the research team also surveyed the teachers about the difficulties they
would face when implementing and expanding this STEAM model in primary schools.
Many teachers expressed their concerns about a number of issues, such as the training
and expansion of the 5E model in STEAM education for primary school teachers; training
students to develop autonomy in preparing materials when learning STEAM; building and
arranging school-year plans to set an appropriate amount of time for organizing STEAM
educational topics; and managing large-sized classrooms. Also, many teachers proposed
setting up Facebook pages; organizing online training sessions for primary school managers
and teachers; and setting up groups of teachers in the same grade at a school to support
each other to prepare materials to organize STEAM educational activities.

4. Conclusions

From the procedure of implementing the abovementioned research, some conclusions
can be made as follows:

- The 5E procedure in STEAM education can be organized in five steps: engage, explore,
explain, elaborate, evaluate;

- The use of the 5E procedure in organizing STEAM educational activities for primary
students is reasonable and feasible. It can be adopted into the teaching process for pri-
mary students from different areas with a wide variety of levels and teaching conditions;
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- The use of the 5E procedure in teaching STEAM educational topics not only evokes
students’ interests but also contributes towards motivating their creativity, developing
their teamworking ability, and attaching educational contents with daily problem-
solving skills;

- The 5E procedure can be used to organize STEAM educational activities for primary-
school students to meet the goals of developing students’ personalities and competen-
cies under Vietnam’s new General Training Program.
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Abstract: Computational thinking (CT) has become one of the critical goals of teaching CS programming
courses. Computational skills consist of skills taken in a computational form in learning programming
and dealing with daily life. More research adopted games to teach CT skills. This paper investigated two
games, Little Alchemy 2 and Dr. Sudoku, to promote CS students’ CT skills and applied international
Bebras tests to measure their CT skills. The results showed that CT skills in problem decomposition and
pattern recognition could be improved via digital games. Thus, this study contributes to computing
education using available digital games to promote CS college students’ CT abilities.

Keywords: computational thinking; digital game-based learning; CS education; problem decomposi-
tion; pattern recognition

1. Introduction

Computational thinking is an algorithmic skill used by computer and mathematical scien-
tists and is one of the basic daily life skills that everyone needs [1,2]. Computational thinking
applications are ubiquitous in life, and anyone can use computational thinking skills to solve
problems [2]. CT skills include problem decomposition, pattern recognition, abstraction, and
algorithm design as the concept of computational thinking [1,2]. For example, computer pro-
grammers who are programming games often break the code into small chunks to control a
character’s movement and sound effects. In a game-based learning environment, like Little
Alchemy 2, students learn that mist can be decomposed into air and water (Figure 1). Problem
decomposition is a useful problem-solving strategy. It can help us write a complex computer
program, plan a holiday, or make a model plane. Using computational thinking skills can help
people simplify complex things in different subject areas [3].

Figure 1. Problem decomposition in the programming and game environment.
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The skills of CT enable students to decompose problems, find the rules, and reconstruct
them into familiar problems when they encounter new difficulties [4]. In programming
education, students imitate codes and learn algorithms to strengthen their mathematical
modeling and calculation abilities. However, nearly half of college students have no
experience with programming, and it is not accessible to “code” [5]. Teaching rule discovery
and pattern recognition in programming courses is challenging [6]. As a result, there are
considerable problems with CT training in the curriculum.

Many researchers move from programming to non-programming environments to
cultivate computational thinking. Recent programming education has emphasized how
computational thinking can be fostered using more game-based learning in programming
education [5,7,8]. The digital game environment provides students with repetitive actions to
find rules, plan resource arrangements, and optimal paths, and solve encountered problems
at the current level [7–9]. Planning is like computational thinking in a game environment,
and following directions is like programming. The playing process reflects students’ logic
and ability to find rules and solve problems. Therefore, this study applied two digital
games (Little Alchemy 2 and Dr. Sudoku) to explore the possibility of enhancing students’
computational thinking skills.

2. Related Works

Computational thinking is valued in science, technology, engineering, and mathemat-
ics (STEM) education [10]. In the 21st century, people have more opportunities to apply
information technology to integrate knowledge, skills, values, and attitudes. Computa-
tional thinking and programming are problem-solving methods used at different learning
stages and disciplines. Whether programming education or courses that cultivate computa-
tional thinking skills, it enables students to discover helpful information, find rules, and
use existing skills to solve problems in their daily lives [11,12]. Computational thinking and
digital literacy are components of programming skills [5]. An attractive computer science
education, such as building block programming and game-based learning environments,
keeps students engaged in learning [1]. People have the opportunities to explore and make
mistakes in a digital game-based learning environment, synthesize information, discover
rules, and formulate strategies [11]. Game-based learning environments also stimulate
students’ imagination, creativity, and motivation to learn, thereby helping to improve CT
ability. Therefore, digital games have been promoted as effective systems for teaching
rules and knowledge [13,14]. Block-based game environments, like Scratch and Webduino
Blockly, have been adopted as CT development tools [15]. Commercial or online web
games enable students to engage in more natural playing behaviors that are not constrained
by specific learning subjects. Sudoku can be used to teach collaboration and problem-
solving abilities, which can be transferred to other learning and living conditions [16].
Little Alchemy 2 lets players combine icons representing concepts, objects, substances, and
elements to discover more items. Effective combinations form a new project waiting to be
combined with other things [17]. Sudoku has been identified as a tool for helping players
to teach reasoning skills and logical thinking [11]. Using Dr. Sudoku and Little Alchemy 2,
we explored whether games can improve students’ problem decomposition and pattern
recognition skills.

A proper evaluation of CT competencies can review the effectiveness of training
activities. Bebras is an international information science challenge designed to increase
learners’ interest in informatics and information and communication technology as a basic
science by solving problems on computer science topics. Questions about computers and
various logical thinking skills (e.g., pattern recognition, problem decomposition, algorithm,
abstraction) are used to increase interest and creativity in the computer science field. This
study applied the Bebras challenge to investigate whether the game activity was effective
in improving students’ CT skills.
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3. Methods

3.1. Participants and Procedures

In June 2021, two weeks before the end of the semester, we conducted a quasi-
experimental study with 76 juniors studying at an applied university in Fuzhou, China.
These students have rudimentary C language and network programming concepts. Two
classes were divided into playing Little Alchemy 2 (32 students) and Dr. Sudoku (44 stu-
dents). To reduce potential distractions, we did not tell the students the research purpose
of playing the game, nor did we give them any other information about group conditions.
Bebras’ CT tests were taken before and after 20-minute game training individually for
30 min. Finally, the students had an open discussion about the gameplay process and filled
out a gaming questionnaire. The experimental process is shown in Figure 2.

 

Figure 2. Game education process for training CT.

3.2. Training Environments

This study explored whether games enhance learners’ problem-solving and pattern-
recognition CT skills. Little Alchemy 2 was adopted to teach students problem decomposi-
tion skills by disassembling and synthesizing elements. According to the characteristics
of two or more elements, such as air, fire, water, and earth, the game combines them into
720 items. Observing the crafted items, the player can break them into related constituent
elements. Figure 3 shows that steam can be decomposed into water and lava. Then, a
worksheet was provided for students to fill out. Another game, Dr. Sudoku, required
players to fill in the missing 1 to 9 in the 9 × 9 cells. In this game, there are three functions
(slips of different colors, display of all candidate numbers, and display of some candidate
numbers) for students to solve the puzzle. Players use their logical reasoning abilities
during the gameplay. For example, red boxes display that two numbers of 2 already exist
in the two rows of green arrows, and students use the horizontal line division method to
infer that the unfilled number in the middle block is 2 (Figure 4).

Bebras Challenge Test was taken to understand students’ problem decomposition and
pattern recognition skills before and after the CT game training. Considering that the sub-
jects are college students with a fundamental programming foundation, and the difficulty
of the competition is only up to 12-grade levels, eight questions, including four simple
questions, three medium questions, and one difficult question, were chosen. The Bebra chal-
lenge questions from 2013 to 2016 were selected as pre-test and post-test to evaluate the two
CT skills. After adding up the dimensions of each question and normalizing the aggregated
scores to one hundred, we obtained the ability scores for the two dimensions (i.e., problem
decomposition and pattern recognition) and the total computational thinking score. For
example, the pre-test dimension contains six questions for problem decomposition and
pattern recognition. The students correctly answered the first and second questions in the
pre-test (q1: pattern recognition and problem decomposition, q3: pattern recognition). The
total computational thinking skill score was 25, the problem decomposition skill score was
16.7 points, and the pattern recognition skill score was 33.3 points.
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Figure 3. Little Alchemy 2 screen shot.

 

Figure 4. Dr. Sudoku screen shot.

4. Results and Discussion

The independent sample t-test showed no significant difference in pre-test scores
between the two groups (t(56.92) = 1.64, p = 0.106, d = 0.396). The students’ starting CT
skills of the two groups showed no difference (Table 1).

Table 1. Independent sample t-test of pre-test in two groups.

Mean (S.D.)

df t Effect Size (d)Little Alchemy 2
(N = 44)

Dr. Sudoku
(N = 32)

score 257.27
(76.72)

223.23
(97.43) 56.92 1.64 0.9
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The paired sample t-test for paired data showed that the post-test total score of Little
Alchemy 2 was significantly larger than the total pre-test score (t(31) = −4.12, p = 0.000,
d = 0.858), and the total post-test score of Dr. Sudoku was significantly larger than total
pre-test score (t(43) = −4.48, p = 0.000, d = 0.832). The average post-test scores of Little
Alchemy 2 and Dr. Sudoku had improved, and the average improvement score (i.e., the
post-test score minus the pre-test score) of Little Alchemy 2 was greater than that of Dr.
Sudoku (78.85 > 57.43) (Table 2).

Table 2. Paired sample t-test for paired data of Little Alchemy 2 and Dr. Sudoku.

Mean (S.D.)
df t Effect Size (d)

Pre-Test Post-Test

Little Alchemy 2
(N = 32)

Total score 223.22
(97.43)

302.08
(85.97)

31
−4.12 *** 0.858

Problem decomposition 50.00
(23.18)

76.04
(27.08) −4.78 *** 1.033

Pattern recognition 60.93
(27.30)

75.00
(21.55) −2.85 ** 0.572

Dr. Sudoku
(N = 44)

Total score 257.27
(76.72)

314.69
(60.33)

43
−4.48 *** 0.832

Problem decomposition 63.25
(21.73)

81.81
(22.10) −4.65 *** 0.847

Pattern recognition 69.31
(20.94)

72.27
(22.50) −0.77 0.136

** p < 0.01, *** p < 0.001.

Next, we try to analyze whether these two games have an improved effect on prob-
lem decomposition ability and pattern recognition ability. Paired sample t-test results
showed that pre-test and post-test scores of problem decomposition (t(31) = −4.78, p = 0.000,
d = 1.033) and pre-test and post-test scores of pattern recognition (t(31) = −2.85, p = 0.008,
d = 0.572) were all the statistically significant difference. After playing the Little Alchemy
2 game, the problem decomposition score progressed from 50.00 to 76.04, and the pattern
recognition score improved from 60.93 to 75.00 (Table 2). We analyzed the participants’
pre- and post-test performance and found that more than half of the students progressed
their problem decomposition and pattern recognition scores after playing Little Alchemy 2
(Figure 5). Due to the lack of recognizable cues in this game-based learning environment,
students were strongly driven to create new objects based on their exploration. This result
shows that they use their world knowledge to drive their exploration.

Figure 5. Skill performance after playing the Little Alchemy 2 game.
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In the Dr. Sudoku game, problem decomposition pre-test and post-test scores
(t(43) = −4.65, p = 0.000, d = 0.847) were statistically significant differences. Problem
decomposition scores had progressed from 63.25 to 81.81 (Table 2). However, the pattern
recognition score had no statistically significant difference, and more than half of students’
pattern recognition scores decreased (Figure 6). This result suggested that filling in numbers
from Dr. Sudoku to find the pattern was already familiar to college students, so there was
no noticeable improvement.

Figure 6. Skill performance after playing Dr. Sudoku game.

Although CS students already have basic programming concepts of C and Java, the
problem decomposition and pattern recognition abilities of CT skills can be effectively
enhanced via the digital game (Little Alchemy 2) with self-control and self-exploration.
Therefore, non-programming digital games should be added to the CS course to teach
students CT abilities.

5. Conclusions and Future Work

This paper investigated how the problem decomposition and pattern recognition of
CT skills can be trained through specific digital games. This study found that utilizing
non-programming digital games can promote computational thinking skills in college
CS students. In addition, a digital game (Little Alchemy 2) with the function of free
decomposition and integration can effectively improve the problem decomposition and
pattern recognition ability. Since the experiment participants are only CS students, data can
be collected from the School of Biology and Technology, the School of Foreign Language,
and the School of Art and Design to analyze the benefits in the future.
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Abstract: The era of low-interest rates is coming. In addition to their basic salary, people hope to
increase their income by doing part-time work, understanding how to use assets already on hand,
and investing in assets to earn extra rewards. Goldman Sachs reports that over the past 140 years,
the 10-year stock market return has averaged 9.2%. The investment firm also noted that the S&P
500 outperformed its 10-year historical average with an annual average return of 13.6% between 2010
and 2020. Nowadays, with increased computing power and advancements in artificial intelligence
algorithms, the effective use of computing power for investment has become an important topic.
In the investment process, venture capitalists form portfolios, a practice that improves investment
efficiency and reduces risks in a relatively safe situation. Current investments are not limited to one
country, allowing for investments in other countries. Given this situation, we must pay attention to
Uncovered Equity Parity (UEP) conditions. Thus, we aim to find optimal dynamic trading strategies
with Deep Reinforcement Learning, considering the aforementioned properties.

Keywords: decision support; deep reinforcement learning; Investment portfolio

1. Introduction

The era of low-interest rates is coming. In addition to regular jobs, people hope to
do part-time work to increase their income, understand how to use assets already on
hand, and invest in them. Central Banks around the world are adopting negative interest
rate policies. People who previously saved their money now tend to invest more [1].
Goldman Sachs reports that the 10-year stock market return averages 9.2%, with the S&P
500 outperforming its 10-year historical average from 2010 to 2020, achieving an annual
average return of 13.6%.

However, while the S&P 500’s Index achieved a high return, the average market
return for the typical investor was only 5.19% during the same period. The main reason
for this is that investors are sometimes illogical and irrational when investing [2]. We
usually invest in various stocks, real estate, or gold. Different investments have different
attributes and features. In the past, investors invested based on their experience, but were
lacking a complete formula or exact rules. Nowadays, with increased computing power
and developed artificial intelligence algorithms, the effective use of computing power for
investment is an important topic.

People constantly adjust their various investment portfolio holdings, with past studies
focusing on univariate time series analysis due to excessive noise in multivariate data
causing inaccuracies [3]. However, daily stock prices are highly positively correlated with
each other. As a result of recent advances in neural network research, particularly in
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Long Short-Term Memory (LSTM) networks, multivariate models have been shown to
outperform univariate networks [4].

In the context of global investing, it is essential to consider Uncovered Equity Parity
(UEP), which suggests that a country’s stock market often moves in the opposite direction to
the exchange rate [5]. This means that the exchange rate can significantly impact investment
performance, therefore making it crucial to incorporate this factor into portfolio design.
Previous studies have shown that adding USD and gold to a portfolio can improve its
hedging effect, with the optimal weighted stock-dollar-gold combination emerging as the
best portfolio strategy, regardless of the reference return or risk [6].

To tackle the challenge of investing in different countries, we propose a deep rein-
forcement learning-based approach. Specifically, we use an A2C-based model to adjust the
shares owned of each stock at each time step, with the goal of maximizing the portfolio
return per period by selecting sequential trading directions for individual assets based on
time-varying market characteristics.

2. Methodology

Stock returns become a time series forecasting problem, due to the daily changes
in stock prices. Many researchers have undertaken extensive studies on this topic [3,7].
Recurrent Neural Networks (RNNs) are a type of neural network that contain feedback
loops in their recurrent layers. Through feedback loops, RNNs can store information in
“memory cells”. Several studies have demonstrated that various forms of Recurrent Neural
Networks (RNNs) perform better than conventional financial time series models across
different markets and financial investment applications [8,9]. However, they perform
poorly if learning has long-term time dependencies.

Reinforcement learning (RL) is a type of machine learning that allows an agent to
learn by interacting with an environment and receiving feedback in the form of rewards or
penalties. In contrast to supervised learning, where feedback provides explicit instruction
on how to perform a task, RL learns through trial and error by receiving signals indicating
whether its actions are positive or negative. Essentially, RL enables an agent to make optimal
decisions based on past experiences and feedback from the environment, incorporating
knowledge about when it acts and how its environment encourages rewards.

Recent research tries to find a learning method to optimize trading strategies when in-
teracting with the dynamic real-world financial environment. Pendharkar and Cusatis [10]
show two different RL methods: on-policy (SARSA) and off-policy (Q-learning). They
also compared the performance of the two methods. Almahdi and Yang [11] considered
real-world constraints and high transaction cost conditions to build a hybrid method that
combines recurrent RL and particle swarm optimization.

These studies used different RL-based methods depending on the different problem
settings they face. Advantage Actor Critic (A2C) is a typical actor-critic algorithm to
improve policy gradient updates. In the basic Actor—Critic algorithm, the critic network
estimates the value function, but there is a problem with the large variance of the policy
gradient. The critic network in A2C not only estimates the value function of action, but
also evaluates how the action could be performed better. To address the high variance of
the policy gradient, A2C employs a baseline mechanism to make the model more robust.

In A2C, many agents work independently to pass average gradients to the global
network.

The A2C’s objective function ∇Jθ(θ) can be written as follows:

∇Jθ(θ) = E

[
∑T

t=1 ∇θlog πθ(at|st)A(st, at)
]

(1)

πθ(at|st) is the policy network at time step—t. A(at|st) is the advantage function and
can be written as:

A(st, at) = Q(st, at)− V(st) (2)
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or
A(st, at) = r(st, at, st+1) + γV(st)− V(st) (3)

Portfolio optimization involves adjusting the allocation of shares in a portfolio to
achieve the objective of maximizing returns while minimizing risk. This can be achieved
by considering various factors such as expected returns, volatility, and correlation between
assets. In our study, we use the approach of changing the volume of shares in our portfolio
to find the optimal allocation for maximizizing returns while minimizing risk. We aim to
strike a balance between generating high returns and managing the risk of losses, achieved
through efficient diversification and asset allocation.

The Sharpe ratio is a commonly used metric for evaluating the risk-adjusted perfor-
mance of an investment strategy. It measures the excess return of an asset or portfolio
over the risk-free rate per unit of volatility or risk. A higher Sharpe ratio indicates better
risk-adjusted performance. In our study, we use the Sharpe ratio to measure the per-
formance of our proposed model in optimizing portfolio return with respect to risk. By
evaluating the Sharpe ratio of our model, we can gain insights into its ability to generate
higher returns while controlling risk, and compare its performance with other models or
benchmark indices.

In this study, assumptions are made to ensure that individual investor trades do not
have any impact on the market price of portfolio assets since trades are small. This means
that if we buy or sell any number of shares, the stock price does not change. In the portfolio
trading process, we have the freedom to buy and sell any number of shares at any time.
To maximize the portfolio return per period, we formulate this process as a generalized
Markov decision process (MDP), where the agent selects the sequential trading direction of
individual assets in the portfolio based on time-varying market characteristics.

The state space of the agent in this system is where the agent observes the financial
environment. The state at period, t, can be expressed as follows:

St = (Xt, cpt, sht, cht, bt) (4)

(Xt: encoding features at time step—t
cpt: each stock’s close price at time step—t
sht: shares owned of each stock at time step—t
cht : exchange rate at time step—t
bt: investment available balance at time step—t)
For each stock, our action space is defined as {−i . . ., −1, 0, 1, . . ., j}, where i represents

the maximum number of stocks to buy and j is the maximum number of stocks to sell at
each action step. For continuous actions, we normalized the action space to [−1, 1]. In
each state, we first perform an action selection, followed by a sell operation, a buy, and
a hold operation.

The encoding features consist of 5 features and OHCLV (Open, High, Close, Low,
Volume) data for each stock. The five features are Simple Moving Average (SMA), Exponen-
tial Moving Average (EMA), Moving Average Convergence Divergence (MACD), Relative
Strength Index (RSI), and On-Balance Volume (OBV). These five features are selected from
widely used financial technical indicators to predict stock price trend. Table 1 shows the
technical indicators used in the proposed model.

Table 1. Summary of five features.

Type Financial Technical Indicators

Moving average Simple Moving Average (SMA)

Moving average Exponential Moving Average (EMA)

Trend Moving Average Convergence Divergence (MACD)

Momentum Relative Strength Index (RSI)

Volume On-Balance Volume (OBV)
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From the state processing network, the agent observes the financial environment and
leverages its experience through the Actor—Critic network. After updating the average
gradients to the global network, the agent performs the final action, as depicted in Figure 1.

Figure 1. Flow diagram of the proposed model.

Our goal is to obtain the maximum return at the end of the investment process. For
this goal, we define the reward function as recomputing the whole portfolio value in a new
state—s using action—a.

R(st, at, st+1) =
(
bt+1 + cpt+1st+1cht+1

)− (bt + cptstcht) (5)

3. Experiment and Evaluation

To evaluate the effectiveness of the proposed A2C-based model for financial portfolio
management, we conducted experiments on a real-world stock market dataset. The dataset
includes historical stock prices of various assets, as well as economic indicators and news
sentiment data that may affect the stock market performance.

We used Python, NumPy, pandas, and the scikit-learn machine learning library to
implement and train the A2C model on this dataset.

To accelerate the computation process, we used a PC with an Intel four-core CPU 2.7 G,
DDR4 16 G RAM, and the Ubuntu Desktop 20.04.5 LTS operating system. The experiment
environment is further described in Table 2.

Table 2. Experimental environment.

Numerical and Machine Learning Package

Python 3.9.2

scikit-learn

imbalanced-learn

NumPy

SciPy

pandas

To construct the portfolio, we selected Dow Jones Industrial Average (DJIA), SPDR
S&P 500 ETF Trust (SPY), and Yuanta/P-shares Taiwan Top 50 ETF (0050.tw). In the
portfolio, the first two stocks are in the US stock market and the last one is in the Taiwan
stock market. We used daily data from 1 January 2010 to 1 January 2020 for training and
data from 1 January 2020 to 7 June 2022 for validation (back-testing). Figure 2 shows the
relative price of these three stocks from 1 January 2020 to 8 July 2022.

The close price of SPY is the highest at the end of this back-testing period, which is
the reason why we choose SPY as the baseline. We would have obtained almost 30% if we
bought SPY on 1 January 2020 and kept this stock until 7 June 2022.

The portfolio comprises SPY, DJIA, and 0050.tw, and the A2C model, which has been
trained, is used by the agent to adjust the shares of each stock owned at each time step. The
time step in this research is daily. Each day, the agent observes the financial environment
and uses the trained A2C model to take action. Table 3 presents the experimental results of
a real financial dataset, covering the period from 1 January 2020 to 7 June 2022.
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Figure 2. Flow diagram of the A2C-based model.

Table 3. Performance of portfolio for stock trading.

SPY DJIA 0050.tw Portfolio

Annual Return 0.11728 0.05538 0.12267 0.21484

Cumulative returns 0.30851 0.13962 0.30875 0.60423

Sharp Ratio 0.56783 0.33789 0.65887 0.81368

The portfolio outperforms other stocks that use a buy-and-hold strategy.
Figure 3 shows the cumulative returns of the portfolio and the baseline. The baseline

is the buy-and-hold strategy, only investing in SPY stock.

Figure 3. Returns and baseline of the portfolio.

4. Conclusions and Future Work

Investments in today’s global economy are not limited to a single country. As a result,
when constructing a portfolio, it is essential to consider the Unintended Effects Paradigm
(UEP) that can affect the portfolio’s performance. In this study, we propose an A2C-based
model for financial portfolio management that takes into account different countries and
exchange rates. Although exchange fees and stock transaction costs were not factored into
the model, our findings indicate that investing in a portfolio yields better returns than
investing in a single stock. Future research should focus on incorporating exchange fees
and stock transaction costs into the model, and we will explore another deep reinforcement
learning model that can be integrated into our proposed framework.
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Abstract: The European Pillar of Social Rights, adopted in November 2017, sets out 20 principles with
the explicit aim of promoting upward convergence to create better living and working conditions in
Europe. This helps fight poverty in all its forms and ensures fair, adequate and sustainable social
security systems. For several years now, the world and Latvia have been witnessing a change in
political systems and ideologies, and rapid technological developments, especially in information
technology. Today, we can see how the methods of administration in local government and the
forms of customer service in the public sector are changing and what the benefits of change are
for the population; however, the risks that can significantly affect the organization of work and
communication with customers in local government institutions for the promotion of social welfare in
a sustainable way are not fully identified. The aim of the research—based on the scientific literature,
regulatory framework and the findings of the empirical study—is to develop a risk assessment,
in accordance with the specifics of social services in Latvia, to promote the social well-being of
the population with sustainability. Methods of research: theoretical research methods—literature
research and analysis and regulatory analysis—and empirical research methods—survey, statistical
analysis and expert interviews. Results of the research: Summarized conclusions on the need for risk
management in municipal social services and a risk assessment developed in accordance with the
specifics of social services. The obtained research results can become a basis for further research and
risk management approval in Latvian municipal services.

Keywords: risk management; municipal social services; well-being; sustainability

1. Introduction

Social work is a field that is exposed to uncertainty or risks on a daily basis because it
is not always possible to balance positive and negative factors when working with people
with a social problem. At the same time, social services in Latvia are currently institu-
tions with a relatively large number of staff, so risk management in institutions may be
incomplete or not yet relevant due to the fragmentation of regions and institutions. The
need for risk assessment is also highlighted by the current geopolitical processes—in 2021,
Latvia underwent an administrative territorial reform, which merged municipalities and
significantly changed local government institutions, including social services [1]. This
means that the reorganized institutions—the new social services—now have more than
50 employees under their management instead of the previous 30 employees (some munici-
pal social services even had only 9–15 employees), which is reflected in the research part.
The drastic change in the size of the team requires an assessment of risks that would not
have been considered before or were very low, and it is also important to carry out a risk
assessment specific to social services.

In a global context, risk management in social services is a long-standing issue. In
2014, Frederic G. Reamer, professor and social work researcher at the University of Chicago,
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highlighted the importance of risk management in social institutions, given the vital and
important role of social institutions in crisis situations, where people need continuous social
assistance, both in material terms and in the form of social services. The main challenges in
social work are highlighted, namely, that the most significant risks in social services are
related to privacy and confidentiality (particularly related to information technology and
cyber security), maltreatment and service delivery, actions of practicing social workers and
supervision of their work, consultation and referral, fraud and deception at work [2].

The lack of risk management in state and local government institutions was also
highlighted in 2017 by researchers from the European University of Tirana in their article
“Risk Management in Public Sector: A Literature Review”, revealing the etiology of the
problem, which is:

1. The mission and objectives of the public sector institution ignore other considerations,
which is not a common phenomenon in the private sector;

2. Frequent management changes and the absence of leadership;
3. Managers who lack basic knowledge of risk management and business;
4. Insufficient budget and resources to develop and implement a risk strategy;
5. Lack of logical and detailed risk matrices in institutions;
6. Lack of understanding of the importance of risk management by the management

and staff of the institution;
7. The developed risk management strategy is not applied on a day-to-day basis, so staff

do not have practical skills in risk management [3].

It would not be acceptable for a social institution to suspend its work or restrict the
provision of assistance or services to clients when internal or external risks occur, but, in
the COVID-19 pandemic, which was an external risk, problems in risk management were
more frequent and more pronounced. The absence of risk management was clearly visible
during the COVID-19 pandemic in social care centers in Latvia and also in neighboring
Estonia and Lithuania, demonstrating the “powerlessness” of institutional management
against the consequences of the virus and the poor organization during the subsequent
vaccination of clients [4]. Without anticipating the risks of the institution, it is impossible to
prepare a plan of action in advance in case a risk occurs, which was also demonstrated by
the simultaneous occurrence of several serious risks in social care centers both during the
pandemic and in previous years (reputational, customer service, financial risks, etc.).

However, it should be noted that, at the global level, global crises that “paralyses”
organizations are not only discussed in the context of the COVID-19 pandemic, but, in-
creasingly, risks associated with environmental issues, geopolitical situations and societal
processes, such as extreme weather events, natural disasters, biodiversity loss, man-made
natural crises and protests and riots (by definition these are high risks by probability), are
also being considered as high risks. As well, the use of biological weapons, economic con-
flicts between major powers, drinking water and food crises, extreme drought, including
extreme heat waves, and social instability (high risks by impact) are being included [5]. It is
important to take this into account when planning a sustainable risk management strategy,
as these risks affect not only the well-being of society as a whole, but also organizations in
both the private and public sectors.

As for social services, in the event of one of these risks (natural disasters, geopolitical
conflicts, etc.), social workers should have a clear plan for how to continue their work
providing adequate social assistance and social services to the population. The role of social
institutions and social workers in times of crisis was analyzed in an article in the Journal
of Sociology and Social Work by researchers of Iran. While such crises are not uncommon
in Iran, the researchers point out that, with the rapidly changing climate, the risks are
also becoming higher for temperate countries; heat waves, floods, prolonged internet and
power outages and even attacks on the installations of sovereign states are becoming more
frequent in European countries. The article highlights risk management, which allows
one to anticipate these risks and to instruct employees when they occur, i.e., to develop
a crisis scenario to prevent or mitigate disasters—the plan includes preventive measures
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and permitted and prohibited employee activities, as well as the necessary resources to
cope with the crisis. Along with the planning process, practical training of social workers
is also important, similar to what is carried out for police officers, firefighters and other
professions that are fundamental in crisis situations [6].

Professor F. Reamer, on the other hand, highlights some of the most difficult risks to
manage in both private companies and public institutions, namely, the information risks
associated with an organization’s crisis communication, public relations management, the
media and customer behavior and opinion. Social work as a field has existed worldwide
for almost a century and has therefore undergone many different transformations, keeping
pace with innovation; today, social workers provide counseling in person, by telephone,
online via internet platforms (video counseling) and through inquiries, emails and social
networks. Cybertherapy and self-guided web-based interventions are described as some
of the relatively newer social work methods which can be used by social workers when
the client is more comfortable communicating online or when circumstances require them
to do so [7]. These innovations also create new risks for institutions which may concern
various ethical breaches in the social service itself. In the context of knowledge transfer
in social work practice, from a risk management perspective, social workers and social
services face the challenge of adopting and implementing a politically neutral position in
their professional practice, focusing on individual cases and not focusing on structural
causes in risk management.

Based on the facts above and the topicality of the problem, the research questions are:

1. What are the current risks in the social services of Latvian municipalities?
2. Do social services need to assess the risks in order to prevent or mitigate the potential

consequences of the risks for the sustainable functioning of the institution?

2. Ethics and Risk Management in Social Service

However, a review of the literature suggests that risk management in the social sphere
will be different from risk management in, for example, a private organization. Allan
Barsky, professor of social work at Florida Atlantic University, discusses the risks in the
risk management strategy itself in his article, stressing that the role of the institution is to
avoid or mitigate potential risks and harms, but avoiding harm to the client, employee or
institution may not achieve the ethical objectives of the institution. For example, social
services often want to avoid actions that could have legal consequences (appealing against
decisions of the institution, suing for ‘bad practices’ or actions of staff, etc.), but it remains
an open question as to whether, in such cases, the principle of social justice towards clients
is ensured and all the resources of the social service are used to deal with the situation. This
brings up the concept of ‘risk appetite’, or the risks that an institution is willing to take
and tolerate in order to achieve its goal as an organization, which is why risk management
policies in social services are not straightforward to assess. The author concludes at the
end of the article that risk management is essentially a teleological approach to ethics,
focusing on the consequences of different actions, and that the key risk in risk management
is when the employee and the institution carry out the less risky action rather than the
right action [8].

Janet Seden, analyzing risks in social work, highlights social media crises, which often
affect social services and have a negative impact on public confidence in social work as
a field. Without taking measures to prevent or mitigate this risk, workers themselves
may seek to avoid this risk by simply deciding not to perform their duties and shielding
themselves from media attention. J. Seden compares social media crises to a ‘moral panic’,
which is an intense public reaction to a sensational or scandalous news item in the media
and which does not provide a fertile ground for social workers to continue their work.
Moreover, it is concluded that the inability of a social institution to manage social media
crises in the best possible way makes workers afraid to carry out their duties or makes
them make mistakes, potentially leading to unprofessional social work or even inaction. [9].
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It follows from the above that it is important for the risk assessment and later the
risk management strategy or policy of a social service not only to be based on statistical
data and the best practices of other institutions in risk management, but also to take into
account the specificities and ethical aspects of the field of social work when developing
sustainable risk management in social services with the aim of ensuring the well-being of
the population. In practice, this would mean taking into account modern ethical guidelines,
such as those proposed in the NASW Code of Ethics developed by the National Association
of Social Workers (NASW). The document was last updated in February 2021, and most
of the additions to the Code of Ethics relate specifically to the prevention of information
technology and reputational risks, as well as a recommendation to assess the risks of each
social institution in order to form a basis for implementation of an organizational policy or
strategy to mitigate the impact of negative events on staff or the institution as a whole [10].
In Latvia, to address the risks mentioned above, the Sustainable Development Strategy
2030 includes a Sustainability Model as a response to global challenges, which is the basis
for the research [11].

3. Method

The study was an analytical and research project aimed at identifying the need for
risk assessment in Latvian municipal social services. The research methodology consisted
of two parts: the first part used theoretical methods—analysis of scientific literature and
analysis of normative acts—and the second part used empirical methods—questionnaires,
statistical analysis of data and expert interviews—to assess the need for risk assessment in
social services. The study concludes with the risk assessment itself and proposals for the
implementation of risk management in municipal social services.

In the period from 1 March to 31 May 2021, a questionnaire survey was carried out with
the heads of social services in Latvian municipalities on the existing risks in social services
that the institutions face on a daily basis, as well as on the existing risk management and the
methods used to prevent or mitigate the risks. A total of 76 respondents, or heads of social
services, social administrations and social departments from all over Latvia, completed the
questionnaires. The questionnaire was in electronic format and was sent to the respondent,
completed and returned virtually via the internet. The questionnaire consisted of 10 closed
and open-ended questions, including as the response type multiple-choice questions and a
Likert scale, which is an ordinal scale aimed at the respondent to assess the extent to which
he agrees or disagrees with a series of statements about the phenomenon or risk under
study. The questionnaire selected different types of risk based on the results obtained from
the analysis of literature sources, as well as following the best practice of the Exchequer of
the Republic of Latvia in risk identification in institutions [12].

The questionnaires were collected manually, coded and statistically analyzed using
Microsoft Excel software (version 2111) and an analysis package (Data Analysis) to perform
a statistical analysis (Pearson analysis, linear regression analysis, simple analysis of vari-
ance and 2-group comparison tests). For the discussion with the experts, a semi-structured
interview (the interviewer read out the prepared questions and wrote down the respon-
dent’s answers) with 6 questions based on the results of the questionnaire was developed
to obtain an in-depth view of the social services managers on the current risk management
and the need for a risk assessment in the institution. The expert interviews took place in
October 2021, both face to face (the interviewer met the respondent in person) and via
the online platform “Zoom”—managers of social services in Saldus, Sigulda, Tukums and
Kuldı̄ga municipalities were interviewed.

4. Findings

Social service managers were asked to rate the proposed risks on a Likert scale ac-
cording to the level of risk (high, medium or low), thus revealing respondents’ views on
the risks that are relevant to social services as public institutions. In order to find out
whether there were overall differences between respondents’ opinions on the different risks,
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a simple analysis of variance (ANOVA: single factor) was carried out, which showed that
there was a statistically significant difference between the groups (p = 0.0003; p < 0.05) (see
Table 1). This means that the respondents assessed the risks differently, and the differences
were significant enough to warrant further investigation into this issue.

Table 1. Risk assessment of social service managers by risk level.

Risk Level Risk Type Average (n)

Low
Risk of corruption 2.53

Customer service risk 2.56

Medium

Strategic risks 2.97
Reputation risk 2.91

Cyber security risk 2.78
Natural disaster/crisis risk 3.00

High
Information circulation risk 3.66

Financial risk 3.34
Work environment risk 3.03

After a simple analysis of variance and respondents assessment, it was possible to
distinguish which risks are rated as high for social services and which are less relevant and
rated as medium or low (see Table 1). The results showed that the lowest risks according to
the social services managers are corruption and customer service risks, while the highest
risks are information flow, financial and working environment risks.

According to the respondents’ rating on a scale of 1 for “no risk” to 5 for “high
risk”, it was found that the social services representatives consider information circulation
(average rating—3.66), financial (3.34) and working environment (3.03) risks to be high
risks for the institution. The assessment is also in line with the analysis of the literature
sources, especially as regards the risk of information circulation. The aspect of the working
environment appears as a topical and high-level risk, which is relatively less frequently
reflected in the literature review, but the results of the study show that this aspect needs
more attention, specifically at the national level, and should be taken into account in the
institution’s risk assessment.

On the other hand, the risk of corruption (2.53) is assessed as a low-level risk, which
can be explained by specific regulatory enactments that already require institutions to
manage this risk [13]; thus, the risk has well-known mitigation and prevention measures
that reduce the overall risk level. Similarly, the customer service risk is rated as low (2.56),
which can be explained by the fact that social services inevitably have to deal with customer
service risks (customer complaints, inaccuracies in documentation, etc.), so this risk occurs
relatively frequently but its impact on the institution’s performance is not as significant,
and respondents rate other risks higher. The other risks rated as medium are: natural
disasters/crises (3.0), cyber security (2.78), reputation (2.91) and strategic (2.97) risks, which
is explained by the complexity of managing the risks in question, taking into account the
theoretical analysis of the paper; for example, cyber security risks or natural disasters are
not frequently experienced in Latvia.

A slightly different picture emerged when using the Pearson correlation method to
find associations between the types of risks, their frequency of occurrence and some of the
factors that, according to the theoretical analysis, could influence (most often increase) the
risks, such as the communication of social services with clients, the number of employees
in the institution, the institution’s previous experience with negative incidents, etc. A
statistically significant correlation (using Pearson correlation and linear regression analysis)
was found between the number of staff and the frequency of current risks, as shown
in Table 2.
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Table 2. Relevance between current risks and the number of staff in social services.

Type of Risk
Relevance with the Number of Staff in

the Institution (r Coefficient)
p (Confidence Level)

Information circulation risk 0.44 0.004
Customer service risk −0.37 0.020

Corruption and interests conflict risk 0.11 0.305
Financial risk −0.20 0.477

Nature disasters/crises risk 0.04 0.408
Strategic risk 0.04 0.385

Work environment risk 0.48 0.009
Reputational risk 0.19 0.610

Cyber security risk 0.1 0.421

When examining the relevance between the number of employees and the frequency
of actual risks, positive or negative correlations were sought and found, such as a statisti-
cally significant positive correlation between the number of employees and information
circulation risk (r = 0.44, p = 0.004), indicating a very strong relationship (at least 95% corre-
lation), as well as with work environment risks (r = 0.48, p = 0.009). This suggests that the
higher the number of employees in an institution, the higher the information flow and work
environment risks. While information circulation as a high risk was already addressed
in the theory part of the study, e.g., in the book by J. Seden [9], work environment risks,
which include employee and customer safety violations, employee interpersonal relations
(mobbing, bossing) and a negative psycho-emotional environment in the workplace, were
relatively less frequently mentioned in the literature review. This aspect of the survey
results leads to the conclusion that, in the opinion of social service managers, the working
environment is a sufficiently important risk factor in Latvia and should be given increasing
attention as a risk in the institution.

However, a statistically significant negative correlation (r = −0.37, p = 0.020) was found
between the number of employees and customer service risks. This suggests that customer
service risk is more acute in social services with fewer staff, which may be explained by
the poor communication with the public and clients in municipal social services, which
are probably smaller in terms of staff. This negative correlation led to an analysis of the
methods of communication between social services and the public (see Table 3).

Table 3. Social services communication with the public by number of staff (averages).

Communication Channels 1–30 Employees 31–60 Employees 60 or More Employees Average

Booklets, flyers 2.6 2 2 2.4
Social networks (Facebook, etc.) 3.5 5.3 6 4.1

Through employees 4.2 3.5 3.4 4.0
Newspapers (local, regional) 4.1 4.3 3.6 4.1

TV/radio 1.0 1.0 1.0 1.0
Institution/municipality website 5.6 5.0 5.0 5.4

Table 3 shows the types of communication with the public by different social services,
i.e., respondents were asked to rank the communication tools used according to their
frequency of use, assuming 6 to be “most frequently used communication tool” and 1 to
be “least frequently used communication tool” (averages are shown in the table). The
final result shows that social services communicate most frequently via the institution’s
or municipality’s own website (average 5.4), social networks (4.1) and direct contact via
staff (4.0), while radio, television (1.0) and printed information (leaflets, flyers) (2.4) are
used relatively less frequently. There are differences between the communication styles
of services with fewer employees and those with more employees, e.g., institutions with
up to 30 employees mentioned their own or the municipality’s website (5.6), and direct
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contact (4.2), as an important communication tool, but use social networks significantly
less often (3.5), without creating a separate profile for the institution and without being
committed to communicating with the public via this information channel. In contrast, in
institutions with 30 or more employees, social networks are rated as frequently used and
important (5.3 and 6), as is the institution’s or municipality’s website, suggesting that social
services with a larger number of employees are more active online, which could also be
explained by greater financial and human capital resources. Thus, the customer service risk
discussed above, which appears in the results of the study as a more acute risk for social
services with a small number of employees, could be due to the lack of public awareness
of the tasks, objectives and assistance available to citizens, as the information channel of
social networks is not fully exploited.

In order to further analyze the risk assessment, the question was raised as to whether
there was a significant difference in the risk assessment between the answers of respondents
whose institutions have been involved in a negative and public incident with social media,
the municipal council or the supervising public authorities in the last five years and the
answers of respondents whose institutions have not been involved in such incidents. The
study found that almost half, or 46.9%, of the respondents answered in the affirmative,
which leads to the conclusion that social services have to experience various negative events,
which could potentially also turn into a crisis situation and have various impacts and
consequences on the sustainable functioning of the institution in providing services to the
population, frequently. In order to compare the responses of the two groups, respondents
who have experienced negative incidents and respondents who have not experienced
negative incidents in the last 5 years, a two-group comparison test (F-Test Two-Sample
for Variance) was used, which concluded that the p-value for this sample variance is 0.4,
which, at the significance level p = 0.05, indicates that the variance is homogeneous, and,
therefore, a t-Test was performed accordingly (Two-Sample Assuming Equal Variances) for
this particular sample to assess how different the responses of the two groups are.

It was found that at the significance level p = 0.05, there is a statistically significant
difference between the responses of the above respondents, and the analysis carried out
shows that respondents who have already experienced negative publicity or other negative
experiences with other institutions or social media while managing a social service tend
to rate risks at a higher risk level, thus giving more importance to the assessment of risks
within the institution, than social service managers who have not experienced significant
negative incidents so far (in the last 5 years).

The summary of the in-depth expert interview responses concludes that the risks with
the highest level in social services are currently:

1. Compliance and customer service risk—due to the COVID-19 pandemic, there is
prolonged staff sickness, staff turnover and staff shortages, making it difficult for
services to ensure the availability of all services across the entire coverage area;

2. Information circulation risk—service managers stress the importance of communica-
tion with the public, which includes not only communication with clients, but also
communication with local councilors and other related bodies;

3. Work environment risk—experts mention staff burnout as a major problem in social
work, which is also linked to frequent staff changes and prolonged sickness and which
affects the functioning of the social services.

In the conclusion of the expert interview, addressing the issue of the need for risk
management and risk assessment in social services, it is found that risk assessment will
become increasingly important in the future, as:

1. The number of staff in the institution will increase;
2. The area covered by the institution will increase;
3. There has already been an increase in certain risks;
4. In the past, risk management in social services was not an issue because institutions

were small, fragmented and sometimes without competent management (before the
administrative territorial reform [1]).
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5. Risk Assessment

The analysis of the literature and documents shows that a risk management strategy
appropriate to an organization includes both an assessment of the risks identified, identify-
ing the level of risk acceptable to the organization, and an assessment of the possibility of
the risk occurring and its impact on the organization, i.e., the institution has also developed
a risk matrix. The risk matrix has been developed taking into account The State Audit
Office of the Republic of Latvia Guidelines for the internal control system designed in
2018 [14] as well as the COSO 2020 Risk Management Guidelines (COSO Compliance Risk
Management: Applying the COSO ERM Framework) [15] (see Table 4).

Table 4. Assessment of current risks in terms of likelihood and impact. Risk matrix.

Possibility and Impact Risk Matrix

Possibility

5 Likely to
occur

Information
circulation Risk

4 Very likely Compliance and
customer service risk

Cyber security
risk

3 Possible Strategic risks Work environment
risk Reputation risk

2 Unlikely Financial risk Risk of
corruption

Risk of natural disas-
ters/geopolitical

crises
1 Rare

1 Insignificant 2 Small 3 Serious 4 Strong 5 Catastrophic
Impact

Red—high risk, yellow—medium risk, green—low risk

The table shows that, depending on the possibility and impact, the low level of risk is
a strategic risk, while the medium level of risk is much higher—compliance and customer
service, work environment, reputational, financial, corruption and natural disaster risks—
as the impact of these risks on the institution’s operations can be severe. It is important to
mention that, although the possibility of natural disasters/geopolitical crises in the Latvian
context is relatively low (unlikely), as reflected in the survey and expert interviews, the
impact on the institution when the risk occurs could be catastrophic, so these risks should
definitely be considered in the risk assessment.

6. Results, Conclusions and Recommendations

The results show that almost half, or 43.8%, of social services have used a lawyer to
deal with the consequences of various risks, while 53.1% have dealt with the problems
within the institution, and 3.1% have not faced a situation where they had to deal with
serious consequences of risks. The survey results show that 18.8% of social services already
have their own lawyer to deal with the consequences of various risks on a regular basis.
On a positive note, 81.2% of social services cooperate with their own or the municipality’s
public relations officer to inform the public about available social assistance and social
services and to reduce negative publicity. However, the majority, or 89.1%, of social
services do not have a separate risk management document, which is explained by the
fact that the normative acts do not strictly prescribe the creation of such a document for
the municipal units as it is prescribed for the state institutions for the development of the
internal control system. Of respondents, 7.7% answered that the institution has developed a
risk management document, while 3.2% chose another option, in which they noted that risk
management in the social service is controlled by the municipal management which has
developed an overall municipal risk management policy to ensure the maximum stability
of the level of social well-being of the population in the long term.
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In summary, it can be concluded that there are a number of high-level risks in the func-
tioning of social institutions that could potentially lead to a crisis situation, and, therefore,
risk management in the institution plays an important role in order to prevent these risks.
However, a well-developed risk assessment does not necessarily imply good risk manage-
ment in the institution, or, in the case of social services, risks in risk management itself.
Foreign practice and research related to the functions of social services and communication
with the public show the need for risk management in municipal social services, thereby
sustainably mitigating the impact of various risks on the reputation of the institution and
the social work sector as a whole. Risk management and risk assessment in social services
will differ from the risk management strategy of the private sector as the introduction of
risk management in social services should take into account the ethical dimension of the
institution and the ethical norms with which social workers are confronted on a daily basis,
thus integrating the principles of the International Code of Ethics for Social Workers into
risk management in order to sustainably provide social services and social assistance based
on societal needs and ethical principles.

The results of the survey of social services managers show that the most frequent risks
in social services in the last five years are information circulation, customer service and
work environment risks, while information circulation, work environment and financial
risks are ranked as high risks by the heads of social services. The analysis of the survey
results shows that there is a statically significant correlation between the number of staff
and certain types of risks, i.e., there is a tendency that the higher the number of staff, the
more frequent the information circulation and work environment risks, while, with lower
staff numbers, the customer service risks become acute, which, in turn, can be explained by
the communication style of the service with the public.

The empirical study concludes that risk management in the social services is particu-
larly relevant at a time when, in the context of the administrative territorial reform of 1 July
2021, institutions have been reorganized, bringing together larger teams and covering a
wider area, thus changing the various management processes of the institution. In order
to facilitate the management of risks in social services based on the principles of sustain-
able development and performance, it can be generally concluded that risk assessment is
feasible for social services and a sufficient number of risks can be identified, which means
that risk management in services can be an additional tool in management processes and
in ensuring optimal performance of the institution in providing sustainable and quality
services to the community.

In the framework of the study, a risk assessment and a risk matrix were developed
according to the specifics of Latvian municipal social services, based on the analysis of the
literature and the data collected in the study, which reflect the current risks.

When planning and implementing risk management in social services, based on the
results of the study, it is recommended to use the already developed guidelines and rec-
ommendations of state institutions, based on internationally recognized risk management
models, principles and the key principles of the Sustainable Development Strategy. The
risk assessment should be developed in a way that does not contradict the Code of Ethics
developed by the National Association of Social Workers and/or the Code of Ethics for
Social Workers developed within the institution, according to the specificities of the social
service, as risk management in the social field involves different ethical considerations. In
order for risk management to function fully in the social services once it has been intro-
duced, the management of the institution should designate a risk management officer who
regularly updates the identification of risks and reports to management on the urgency of
risks and methods of mitigation or elimination.

The risk assessment developed in the study can serve as a basis for the development
of a risk management policy or strategy for social services which includes regular risk iden-
tification and assessment, selection of risk management methods and a risk management
monitoring system. The results of the study can be incorporated into the internal control
system of social services as part of risk management, thereby facilitating the development
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and implementation of an internal control system in an institution that has not previously
had such a system, thereby ensuring the sustainability of the institution’s operations and
the delivery of services to members of the public.

The study answers both research questions, showing the most common risks in social
services and the need for risk assessment. In the context of knowledge transfer in social
work practice, from a risk management perspective, it is necessary to focus on the structural
causes of risk management.
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Abstract: A (k, n) visual cryptography (VCS) is used to build a system for secret sharing. The system
divides a secret image (S) into n shares and recovers S by stacking shares bigger than or equal to k,
while shares below k provide no information about S. The fundamental idea of VCS is that, rather
than relying on mathematical or cryptographic skills, human vision can be used to decrypt the secret
image. Typically, a Boolean OR operation can be used to indicate the stacking action in a VCS. The
reconstructed secret image gradually darkens as more shares are stacked. However, this intractable
issue can be overcome by designing an XOR-based VCS that uses the Boolean XOR operator rather
than the OR operation. This indicates that by using the XOR-based VCS, higher image quality can be
attained. Because the XOR operation requires the use of additional equipment, scholars consider that
when no equipment is available, the traditional OR operation can still be used to reveal the secret
images. That is, the secret image can be decrypted without a computing device by stacking enough
shares, and if a lightweight computing device is available, a better-quality image can be produced via
an XOR operation. In 2015, an RG-based (k, n) VCS to restore the secret image by using an OR or
XOR operation was proposed. In this study, we improve the scheme and design a new (k, n) VCS,
called (k, n) 2D_VCS to encrypt a secret image into n shares. The secret image can be recovered when
k or more shares are gathered and stacked (OR operation) together or when an XOR procedure is
utilized. Both the theoretical proof and experimental results show that the quality of the restored
image obtained by our method is better than that of the previous methods.

Keywords: secret sharing scheme; visual cryptography; (k, n)-threshold; XOR operation; random
grids

1. Introduction

The Visual Cryptography Scheme (VCS) was suggested in 1995 for distributing se-
crets [1]. A binary secret image can be recovered by encrypting it into n random images
(shares) and then stacking those n shares. They also developed a threshold k-out-of-n VCS
method, (k, n)-threshold VCS. Encrypting a secret image in binary into n shares and then
stacking any k or more than k shares (k ≤ n) can reconstruct the secret image. Fewer than k
shares cannot provide any clues about the binary secret image.

Visual secret sharing (VSS) by random grids (RG) was introduced by Kafri and Keren
in 1987 [2]. It eliminates the secret pixel expansion issue, and this approach does not
demand codebook designs, which is the disadvantage of Naor and Shamir’s scheme [1].
Random grids mean that we obtain every pixel by randomly selecting between 1 (opaque or
black) and 0 (transparent or white). In 2009, Shyu gave a scheme of (n, n) RG-based VCS [3].
Chen and Tsao constructed a (k, n) RG-based VCS [4]. Then, Guo, Liu, and Wu improved
Chen and Tsao’s scheme in 2013 [5]. The stacking operation in a VCS is denoted by a
Boolean OR operation. However, the more shares of stacking, the darker the reconstructed
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image. An XOR-based VCS can solve this problem, as a better recovered image quality
can be obtained when using an XOR operation instead of an OR operation. A new idea
was suggested in Ref. [6]. In their method, OR or XOR is optionally used to restore the
secret image when restoring the binary secret image. As a result, the secret image can be
restored when computing resources are limited by stacking k or more shares (using an OR
operation). When computing resources are available, a secret image of higher quality can
be obtained (using an XOR operation). We improved their scheme by designing a new
(k, n) VCS that can also extract binary secret images by OR or XOR operations and achieved
a better quality of restored images than their scheme.

This paper is structured as follows. The related work is presented in the next section,
the suggested scheme, (k, n) 2D_VCS is presented in Section 3, and an analysis of the
(k, n) 2D_VCS is shown in Section 4. Sections 5 and 6 show the experimental results and
conclusion, respectively.

2. Related Work

2.1. (2, 2) RG-Based VCS

In 1987, Kafri and Keren firstly proposed (2, 2) RG-based VCS [2], Algorithm 1,
to encrypt a binary image S, and their algorithm output two shares B1 and B2, which
looked like random grids. After superimposing them, the secret image S was recon-
structed by using the Human Visual System (HVS) without specific computational and
cryptographic knowledge.

Algorithm 1 KK [2]

Input: Secret binary image S.
Output: Two shares B1, B2.

Step 1. Generate the first share B1 randomly selecting 0 or 1 for each pixel of B1.
Step 2. Based on the pixels S[i, j] of S and the pixel B1[i, j] of B1,

the pixel value B2[i, j] of share B2 is calculated by

B2[i, j] =
{

B1[i, j], i f S[i, j] = 0
B1[i, j], i f S[i, j] = 1

.

2.2. (k, n) RG-Based VCS

As mentioned above, a scheme of (k, n) RG-based VCS, Algorithm 2, was proposed in
2011 [4]. For comparison with the proposed scheme, we rewrite their algorithm as follows.
Note that it is essentially the same as their original algorithm.

Algorithm 2 CT [4]

Input: A secret binary image S.
Output: n shares (B1, B2, . . ., Bn).

Step 1. For each position [i, j], repeat Steps 2–4:
Step 2. Randomly select from {0, 1} to generate n random pixels b1, b2, . . ., bn.
Step 3. If S[i, j] �= b1 ⊕ b2 ⊕ . . . ⊕ bk, then bk = bk.
Step 4. Rearrange the above n bits b1, b2, . . ., bn into B1[i, j], B2[i, j], . . ., Bn[i, j] randomly.
Step 5. Output (B1, B2, . . ., Bn).

3. Proposed Scheme

A new (k, n) RG-based VCS used with two decryption methods (OR and XOR) for
binary images is presented, called (k, n) 2D_VCS. Algorithm 2 only considers the case of
stacking k shares and does not consider the case of stacking more than k shares. Furthermore,
additional consideration is required to fully restore the original secret image when collecting
all the shares. Therefore, we add two steps, resulting in the following algorithm.

Algorithm 3 differs only in Steps 4 and 5 from Algorithm 2. These two steps lead to
important consequences. Step 4 of Algorithm 3 makes the reconstructed image clearer when
staking t (k < t ≤ n) shares. Step 5 of Algorithm 3 makes it possible to fully recover the secret
image after collecting all n shares. Since we do not change the first k shares constructed
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by Algorithm 2, when Algorithm 3 stacks k shares, the quality of the reconstructed image
is similar to that by Algorithm 2. When stacking t shares, the probability of recovering
the secret image is 1/C(n, t) (n – k + 1), which makes the proposed scheme more clearly
recover the secret using the XOR operator for tacking k < t < n shares. Therefore, compared
to earlier studies, the method has a higher quality of the recovered image and improved
ability to recover the secret image with both XOR and OR operations. Figure 1 depicts the
suggested scheme’s schematic.

Algorithm 3 (k, n) 2D_VCS.

Input: An M × N secret binary image S.
Output: n shares (B1, B2, . . ., Bn).

Step 1. For each position [i, j], repeat Steps 2–6.
Step 2. Randomly select from {0, 1} to generate n random pixels b1, b2, . . ., bn.
Step 3. If S[i, j] �= b1 ⊕ b2 ⊕ . . . ⊕ bk, then bk = bk.
Step 4. Select a number t randomly from {k + 1, k + 2, . . ., n}. If S[i, j] �= b1 ⊕ b2 ⊕ . . . ⊕

bt, then bt = bt.
Step 5. If S[i, j] �= b1 ⊕ b2 ⊕ . . . ⊕ bn, then bn = bn.
Step 6. Randomly rearrange these n bits b1, b2, . . ., bn into B1[i, j], B2[i, j], . . ., Bn[i, j].
Step 7. Output (B1, B2, . . ., Bn)

Figure 1. Schematic of the proposed scheme.

Therefore, we can directly stack enough shares (≥k) to recover the binary secret image
via HVS. Computers enable us to obtain more accurate secret images. However, when less
than k shares are acquired, any clue about the binary secret image cannot be found.

4. Analysis

The proposed scheme’s security is theoretically shown, and its performance is evalu-
ated in terms of the visual aspect. First, we review useful tools and analyze the proposed
scheme with these tools. We refer to definitions from previous works.
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Definition 1. (Average light transmission [3]). The probability that a given pixel, x, in the
binary image X is transparent. Let Prob (x = 0) denote the light transmission of pixel x, which
is shown by the symbol l[x]. The average light transmission of image X, with the size M × N, is
expressed as

LX
1

M × N ∑M
i=1 ∑N

j=1 l[X[i, j]] (1)

So, l[x] = 0 for an opaque pixel x, l[x] = 1 for a transparent pixel x. Also, we say L[B] = 1/2 for
a random grid B normally.

Definition 2. (Contrast [3]) The visual quality will determine how effectively the reconstructed
image is recognized by human eyes. Contrast α is expressed as

α =
L[B[S(0)]]− L[B[S(1)]]

1 + L[B[S(1)]]
(2)

where S(0) (S(1), respectively) stands for all of S’s transparent (opaque, respectively) pixels, and
B[S(0)] (B[S(1)], respectively) for all of the encrypted pixels from S(0) (S(1), respectively).

Definition 3. (Visually recognizable) When L[B[S(1)]] < L[B[S(0)]], the contrast of the restored
image α > 0, and the binary secret image S is recognized. Moreover, if α = 1, the recovered image B
is the same as the original image S.

Definition 4. (Security).When L[B[S(0)]] = L[B[S(1)]], the light transmission of the transparent
part of the original image is the same as that of the opaque part of the original image. That means no
clue about the original secret image S can be recognized from the reconstructed image B. Therefore,
if α = 0 when less than k shares are collected, the approach is secured since no information of S
is retrieved.

Table 1 lists all possibilities for sharing pixels when k = 3 and n = 4 of the (k, n) 2D_VCS,
which is used to show this scheme is secured and visually recognizable.

Table 1. All possibilities b1, b2, b3, b4 for the proposed (3, 4) RG-based VCS.

S[i, j] b1 b2 b3 b4

0

0 0 0 0

0 1 1 0

1 0 1 0

1 1 0 0

1

0 0 1 0

0 1 0 0

1 0 0 0

1 1 1 0

Lemma 1. Algorithm 3 (k, n) 2D_VCS gives a (k, n) RG-based VCS with two decryption methods
(OR and XOR) when k = 3 and n = 4. That is, Algorithm 3 satisfies the (1) security and (2) visually
recognizable conditions.

Proof. The following is divided into two parts to prove: (1) We must prove that stacking
less than k = 3 shares (including one share) fails to yield any information regarding the
binary secret image. From Tables 1–4 are induced, where bx⊕y means bx ⊕ by, and bx⊗y
means bx ⊗ by for any integers 1 ≤ x < y ≤ 4. Similar notations are used later for stacking
more than two shares.
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Table 2. Contrast of each bit for Table 1.

S[i, j] b1 b2 b3 b4

0

0 0 0 0

0 1 1 0

1 0 1 0

1 1 0 0

1

0 0 1 0

0 1 0 0

1 0 0 0

1 1 1 0

L[B[S(0)]] 0.5 0.5 0.5 1

L[B[S(1)]] 0.5 0.5 0.5 1

α 0 0 0 0

Table 3. Contrast of stacking any two bits using XOR operator for Table 1.

S b1⊕2 b1⊕3 b1⊕4 b2⊕3 b2⊕4 b3⊕4

0

0 0 0 0 0 0

1 1 0 0 1 1

1 0 1 1 0 1

0 1 1 1 1 0

1

0 1 0 1 0 1

1 0 0 1 1 0

1 1 1 0 0 0

0 0 1 0 1 1

L[B[S(0)]] 0.5 0.5 0.5 0.5 0.5 0.5

L[B[S(1)]] 0.5 0.5 0.5 0.5 0.5 0.5

α 0 0 0 0 0 0

Table 4. Contrast of stacking any two bits using OR operator for Table 1.

S B1⊗2 B1⊗3 B1⊗4 B2⊗3 B2⊗4 B3⊗4

0

0 0 0 0 0 0

1 1 0 1 1 1

1 1 1 1 0 1

1 1 1 1 1 0

1

0 1 0 1 0 1

1 0 0 1 1 0

1 1 1 0 0 0

1 1 1 1 1 1

L[B[S(0)]] 0.25 0.25 0.5 0.25 0.5 0.5

L[B[S(1)]] 0.25 0.25 0.5 0.25 0.5 0.5

α 0 0 0 0 0 0
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Tables 2–4 show that α is 0 for any possible case; therefore, the proposed (k, n) 2D_VCS
is safe when (k, n) = (3, 4). For proving Equation (2), we need to show that stacking k = 3 or
4 shares recovers the binary secret image S. Tables 5 and 6 show the correctness.

Table 5. Contrast of stacking any three or four bits using XOR operator for Table 1.

S b1⊕2⊕3 b1⊕2⊕4 b1⊕3⊕4 b2⊕3⊕4 b1⊕2⊕3⊕4

0

0 0 0 0 0

0 1 1 0 0

0 1 0 1 0

0 0 1 1 0

1

1 0 1 1 1

1 1 0 1 1

1 1 1 0 1

1 0 0 0 1

L[B[S(0)]] 1 0.5 0.5 0.5 1

L[B[S(1)]] 0 0.5 0.5 0.5 0

Average α 0.1818 1

Table 6. Contrast of stacking any three or four bits using OR operator for Table 1.

S b1⊗2⊗3 b1⊗2⊗4 b1⊗3⊗4 b2⊗3⊗4 b1⊗2⊗3⊗4

0

0 0 0 0 0

1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

1

1 0 1 1 1

1 1 0 1 1

1 1 1 0 1

1 1 1 1 1

L[B[S(0)]] 0.25 0.25 0.25 0.25 0.25

L[B[S(1)]] 0 0.25 0.25 0.25 0

Average α 0.0526 0.25

According to Tables 5 and 6, the average α all > 0, which means that the proposed
(3, 4) RG-based VCS is visually recognizable. Hence, the proof is complete.�

Then, the following theorem can be obtained. Due to the page limit, we skip the proof.

Theorem 1. Algorithm 3 (k, n) 2D_VCS is a (k, n) RG-based VCS of two decryption methods (OR
and XOR).

Tables 7 and 8 show the theoretical contrast of the (k, n) 2D_VCS for stacking 2 ≤ p ≤ n
shares for any 2 ≤ k ≤ n ≤ 6. We obtain these two tables by analyzing each case using a
method similar to that in Lemma 1, which shows nothing is found when staking less than k
shares, and the secret image S is revealed when staking more than or equal to k shares.
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Table 7. Contrast of the proposed (k, n) RG-based VCS using OR operator.

(k, n) p = 2 p = 3 p = 4 p = 5 p = 6

(2, 4) 0.0606 0.1579 0.375 - -

(3, 4) 0 0.0526 0.25 - -

(4, 4) 0 0 0.125 - -

(2, 5) 0.0382 0.0786 0.1154 0.2083 -

(3, 5) 0 0.0204 0.0674 0.1875 -

(4, 5) 0 0 0.0227 0.125 -

(5, 5) 0 0 0 0.0625 -

(2, 6) 0.0260 0.0492 0.0621 0.0704 0.1094

(3, 6) 0 0.0106 0.0277 0.0495 0.1042

(4, 6) 0 0 0.0074 0.0294 0.0938

(5, 6) 0 0 0 0.0099 0.0625

(6, 6) 0 0 0 0 0.0313

Table 8. Contrast of the proposed (k, n) RG-based VCS using XOR operator.

(k, n) p = 2 p = 3 p = 4 p = 5 p = 6

(2, 4) 0.1111 0.1818 1 - -

(3, 4) 0 0.1818 1 - -

(4, 4) 0 0 1 - -

(2, 5) 0.0674 0.0440 0.0930 1 -

(3, 5) 0 0.0690 0.1429 1 -

(4, 5) 0 0 0.1429 1 -

(5, 5) 0 0 0 1 -

(2, 6) 0.0449 0.0167 0.0220 0.0571 1

(3, 6) 0 0.0333 0.0301 0.0769 1

(4, 6) 0 0 0.0455 0.1176 1

(5, 6) 0 0 0 0.1176 1

(6, 6) 0 0 0 0 1

5. Experimental Results

The results of the (k, n) 2D_VCS when (k, n) = (2, 4), (3, 4), and (3, 5) are obtained in this
section. The 300 × 300 pixels images in those experiments are utilized for original secret
images and shares. Figure 2 shows the result for the proposed (2, 4) 2D_VCS. Figure 2a
shows the secret image S, and Figure 2b–e show the four random-noise-like shares B1, B2,
B3, and B4. The recovered binary images based on the OR operator are shown in Figure 2f–h.
The recovered binary images based on the XOR operator are shown in Figure 2i–k.

Similarly, the experimental findings for the suggested (3, 4) and (3, 5) 2D_VCS are shown
in Figures 3 and 4. Both (a) are the original binary secret images. Figures 3b–e and 4b–f are
random shares. Figures 3f–h and 4g–j show the recovered binary images based on the
OR operator. Then, Figures 3i–k and 4k–n are the recovered binary images based on the
XOR operator.
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(a) S (b) B1 (c) B2 (d) B3 

    

(e) B4 (f) B1⊗B2 (g) B1⊗B2⊗B3 (h) B1⊗B2⊗B3⊗B4 

   

 

(i) B1⊕B2 (j) B1⊕B2⊕B3 (k) B1⊕B2⊕B3⊕B4  

Figure 2. The experimental result of the proposed (2, 4) 2D_VCS.

    

(a) S (b) B1 (c) B2 (d) B3 

    

(e) B4 (f) B1⊗B2 (g) B1⊗B2⊗B3 (h) B1⊗B2⊗B3⊗B4 

   

 

(i) B1⊕B2 (j) B1⊕B2⊕B3 (k) B1⊕B2⊕B3⊕B4  

Figure 3. The experimental result of the proposed (3, 4) 2D_VCS.

468



Eng. Proc. 2023, 55, 65

     

(a) S (b) B1 (c) B2 (d) B3 (e) B4 

     

(f) B5 (g) B1⊗B2 (h) B1⊗B2⊗B3 (i) B1⊗B2⊗B3⊗B4 (j) B1⊗B2⊗B3⊗B4⊗B5 

    

 

(k) B1⊕B2 (l) B1⊕B2⊕B3 (m) B1⊕B2⊕B3⊕B4 (n) B1⊕B2⊕B3⊕B4⊕B5  

Figure 4. The experimental result of the proposed (3, 5) 2D_VCS.

We present more results in Tables 9 and 10. Compared to Tables 7 and 8, the theoretical
analysis with the proposed method is more accurate.

Table 9. Average contrast for five experiments of the proposed method using OR operator.

(k, n) p = 2 p = 3 p = 4 p = 5 p = 6

(2, 4) 0.05976 0.15859 0.37504 - -

(3, 4) 0 0.05356 0.25135 - -

(4, 4) 0 0 0.12456 - -

(2, 5) 0.03624 0.07584 0.11362 0.20624 -

(3, 5) 0 0.02107 0.06915 0.18865 -

(4, 5) 0 0 0.02155 0.12336 -

(5, 5) 0 0 0 0.06257 -

(2, 6) 0.02564 0.05044 0.06234 0.07023 0.1086

(3, 6) 0 0.01071 0.02679 0.04997 0.10429

(4, 6) 0 0 0.00747 0.02963 0.09385

(5, 6) 0 0 0 0.009 0.06202

(6, 6) 0 0 0 0 0.03117

Table 10. Average contrast for five experiments of the proposed method using XOR operator.

(k, n) p = 2 p = 3 p = 4 p = 5 p = 6

(2, 4) 0.10901 0.18131 1 - -

(3, 4) 0 0.18211 1 - -

(4, 4) 0 0 1 - -

(2, 5) 0.06857 0.04455 0.09344 1 -

(3, 5) 0 0.06945 0.14342 1 -
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Table 10. Cont.

(k, n) p = 2 p = 3 p = 4 p = 5 p = 6

(4, 5) 0 0 0.14142 1 -

(5, 5) 0 0 0 1 -

(2, 6) 0.04424 0.0168 0.02187 0.05863 1

(3, 6) 0 0.03139 0.0289 0.07784 1

(4, 6) 0 0 0.04554 0.11652 1

(5, 6) 0 0 0 0.12059 1

(6, 6) 0 0 0 0 1

6. Comparison and Conclusions

An RG-based (k, n) VCS restoring the secret image using OR or XOR operation was
presented by Yan et al. [6]. We compared their scheme with the (k, n) 2D_VCS. The
experimental outcome of Yan et al.’s scheme for the (k, n) = (2, 4) is shown in Figure 5. The
results in Figures 2 and 5 show the better visual quality of the proposed scheme, especially
when staking three shares and using the XOR operator on them ((j) in both figures). Thus,
an RG-based (k, n)-threshold visual cryptography with XOR and OR decryption capabilities,
called (k, n) 2D_VCS, is proposed to restore the secret image in a human visual system (OR)
and computer visual system (XOR). The results are better than all previous studies. Future
work will be carried out to design other RG-based (k, n) threshold VCSs with better contrast
of the restored image and demonstrate that the scheme is theoretically safe and correct.

    

(a) S (b) B1 (c) B2 (d) B3 

    

(e) B4 (f) B1⊗B2 (g) B1⊗B2⊗B3 (h) B1⊗B2⊗B3⊗B4 

   

 

(i) B1⊕B2 (j) B1⊕B2⊕B3 (k) B1⊕B2⊕B3⊕B4  

Figure 5. The experimental result used the (2, 4) RG-based VCS proposed in [6].
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Abstract: The applications of image classification are useful, especially in the prediction of object
categories at a high accuracy rate. The technique helps industrial designers classify the existing
products by product appearance and assess the extent to which newly designed products belong
to their brand or product family. By doing this, designers classify products by typicality. Yet, the
application of image classification of products and brand styles based on typicality is still limited.
Thus, we presented a case study in which the extent to which a chair was recognized as a typical
Apple product was predicted. In the technique, Waikato Environment for Knowledge Analysis
(WEKA) was used. The results show that the industrial designer can use product typicality for the
image classification of products to manage the style of a brand and its products.

Keywords: brand style; industrial design; image classification; deep learning

1. Introduction

Deep learning (DL) is a method of artificial intelligence (AI) used to process data
in a brain-inspired way. The DL model identifies complex patterns in pictures, words,
sounds, and other means for more accurate insights and predictions. At present, many
applications of the DL model to industrial design concern data analysis and the integration
of production information. However, few applications of image classification with deep
learning in industrial design have been found at present.

Product development needs to design new products according to the brand strategy
with new product appearances from the market demands, retaining the brand style ele-
ments. The products of Apple, in the past ten years, have maintained their unique style and
thus established stable customer loyalty with innovative shapes and materials in different
products. One of the most critical tasks of industrial design is to create novel products
with the design elements of the original brand, as this is beneficial to judge the brand
degree of products. Analysis of brand characteristics refers to finding consistent design
characteristics and enabling the brand to be more stable in the market. However, with
time, the epidemic factors and aesthetic preferences of different periods change rapidly.
Therefore, regular data collection and analysis are needed to ensure the accuracy of the
time effectiveness.

A complete product design needs to show a brand-friendly style in response to a
variety of styling changes. Unique styling features enhance the product’s recognizability
and the loyalty of consumers. Product styling is the most direct way to attract consumers
and the motivation for consumers to purchase. Based on the aesthetics of the product with
appropriate novelty in appearance, the highest level of design can be achieved. Typicality
and novelty are the key elements of the aesthetic design of a product in a brand [1]. The
brand typicality presents a distinct difference between competitors [2]. Product differenti-
ation is the key to the rise and fall of a brand. The visual typicality of a brand is used to
express its goals and core values. We used the image classification of DL by training the
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prediction model according to the typicality of brand style as the classification benchmark,
taking the Apple brand as the experimental object. The detrended fluctuation analysis
(DFA) method was used to capture the brand features, apply the features to different types
of products, and predict the brand style typicality.

Designers rely on their aesthetics and experience to design products, more or less with
the subjective consciousness of miscellaneous designers to choose product directions. It
is difficult to objectively verify whether its design direction conforms to the development
direction proposed earlier. Using machine DL, we applied the product appearance of
industrial design to a new application and explored brand typicality of product shape to
create new product design strategies and improve design capability.

2. Related Work

2.1. Important Influence Elements of Product Appearance and Brand Style

A solid brand image improves brand value, identity, and brand characteristics in the
market and encourages the interaction between brands and consumers. Therefore, brand
style plays a vital role in the development of companies [3]. A design characteristic reflects
the brand’s essence, so design features need to explicitly and implicitly be embedded
in product design so that customers can perceive and recognize the features [4]. Brand
image is closely linked with product style and the typical DNA of brand style, shown in
product design. Brand image intuitively affects consumers and brand awareness. Thus, it
is necessary to study the typicality of products and brand styles in the industrial design
of aesthetic concepts and styles [1,2,5]. Companies must also retain their brand style to
meet the market trend and improve product development. Therefore, by adjusting the
value between style typicality and novelty, the development of a new product design
is conducted. Based on these, the concept of typicality is used as the criterion for the
classification of brands and to predict the brand style in products’ appearance.

2.2. Image Classification with DL

DL is a cutting-edge technique that has gained popularity for its ability to handle
traditional computer images. This is because DL automatically learns valuable features
for a specific task and eliminates the need for manual feature selection. The convolutional
neural network (CNN), a type of DL architecture, can be used for product design using the
mammalian visual system. It is commonly used for image recognition and segmentation
due to its ability to consider the relationship between nearby pixels [6]. CNN layers are
classified into convolutional, pooling, and fully connected layers. Waikato Environment
for Knowledge Analysis (WEKA) is a collection of machine learning (ML) algorithms for
data mining that is efficient and powerful and does not require separate coding. It contains
tools for data preparation, classification, regression, clustering, association rule mining,
and visualization.

In this study, WEKA was used to allow for the application of image classification of
DL without coding. Texture and line make product appearance obvious and characteristic.
Hence, image classification with DL was used to identify the features with specificity as the
criterion of product brand classification for training a prediction model.

2.3. Apple Chair

Girelli Studio, an industrial product design company, designs products for companies
venturing into the world of furniture. They designed a chair considering the concept of
Apple AirPods Max as the style of Apple’s brand. This example represents style typicality.
No matter the shape or size of the product’s appearance, as long as the design shows the
style characteristics, it maintains style consistency. Image classification with DL is used
to predict brand styles by training a model on a dataset of images of products associated
with brand styles. Once the model is trained, it is used to predict the appearance of a new
product based on its image. DL is used to improve the productivity of designing products.
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Therefore, we used image classification with DL without coding so that all designers could
learn and use it.

There were many published research results [7–9] showing examples of industrial
design [10]. However, most of the DL studies showed industrial process development with
data mining and data-driven design. However, there were not many studies on product
appearance and design style [11,12]. Therefore, the relationship between ML and product
appearance design was determined to enable a closer connection between product design
and technology. In this study, we specified the typicality of products of a certain brand
for training models to predict the product brand, demonstrated the image classification
process of using WEKA for no-code designers, and summarized the opportunities to apply
ML technology to product design and development.

3. Methods

Chairs were selected to predict the style, and the brand, Apple was used for analyzing
the brand product style and design. This study was conducted in two stages. In the first
stage, an appropriate brand-style training set was selected, and its features were quantified
using WEKA’s image filter. Model training was carried out for classification, and the
parameters were adjusted to obtain the most efficient model sample. In the second stage,
the known brand styles were used to redesign products in different categories, and the
accuracy of the classification model was evaluated for the redesigned samples.

3.1. DFA to Extract Features

DFA was developed by Warell (2001) to explore design features in various products
and explicit design clues for visual recognition [2]. In this study, the features of the product
style of Apple were determined using DFA. The results showed that the product design
features included rounded corners, symmetry, and simplicity. After obtaining the features,
150 training sets, including pictures of Apple products, were used to train the model for
typical, novel, and non-Apple style features. WEKA ImageFilter was used to learn Apple
brand product features in the model. After training, two senior designers selected 10 Apple
brand-specific chairs based on rounded corners, symmetry, and simplicity and blended
20 non-Apple-style chairs into the test set.

3.2. Labeling Characteristics of Brand Style

The supervised ML method was used to train the model using the image label. The
classification model was trained for WEKA classification, and the dominance of the brand
style features in the image was rated according to the image level. According to the features
of Apple’s brand style [2], rounded outline, simplicity, and symmetry were chosen as the
three most dominant adjectives. We collected 32 groups of pictures of Apple products from
2018 to 2022 (Figures 1 and 2). The product pictures were labeled using the three adjectives.
The rules of extraction are shown in Figures 3–5. Pictures labeled for the three adjectives
were considered with typical Apple brand styles. Pictures for two adjectives were consid-
ered novel Apple brand styles. Pictures for one adjective were considered non-Apple style.
A total of 150 images with the features of Apple products were collected in the training set.

3.3. Model Accuracy

In this study, the rule for selecting chairs in the test set was Apple brand features.
The test set consisted of 30 chairs, with 10 chairs having brand styles and the remaining
20 chairs having non-brand styles (Figures 6 and 7). The previous classification model was
used to evaluate the accuracy of the model.
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Figure 1. Apple product images.

Figure 2. Feature set of Apple products.

Figure 3. Typical brand style (rounded, symmetrical, and simple).

 
Figure 4. Novel brand style (rounded and symmetrical).
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Figure 5. Non-Apple style (rounded corners).

 
Figure 6. Chairs with brand style (10 pics).

 
Figure 7. Chairs with non-Apple brand style (20 pics).

4. Results

4.1. Feature Extraction

An image filter was used to quantify image features, including geometric, frame,
color, shape, histogram, and local binary pattern features. We used DFA to define brand
features. The number of texture features was more than the number of color features.
Thus, we used the texture image filter of WEKA and assigned features in a feature map to
compare the performance to select the best prediction model. The texture filters available
in WEKA included the PHOG-Filter, BinaryPatternsPyramid-Filter, EdgeHistogram-Filter,
Gabor-Filter, and FCTH-Filter. The image training results showed that the PHOG-Filter,
BinaryPatternsPyramid-Filter, and EdgeHistogram-Filter showed an accuracy of 100% in
prediction after training with the training set. The FCTH filter with color and texture
showed an accuracy of 86.333%. However, the Gabor-Filter performed the worst, with an
accuracy of 43.333% (Table 1).

Most of the filters using texture units in feature extraction showed high accuracies.
Thus, these filters were efficient in color extraction because they used the product edge
lines of each image to convert them into quantified values. The PHOG-Filter is based on
HOG values. In extraction, the image was considered colorless. The number and location
of edge gradient directions were calculated so that features could be closely related to
location. The process was performed on local cell units of the image to keep invariance to
the geometric and optical deformation of the image. The BinaryPatternsPyramid-Filter was
similar to the PHOG-Filter. In feature extraction, it divided image pixels into 16 × 16 cell
units to compare them with those in the surrounding 8 units and save them as binary
values. After normalizing the histogram, the quantified image feature was obtained. The
EdgeHistogram-Filter extracts the features of MPEG7 edge histograms from images. The
edges are generated according to color opposition or discontinuity. The Gabor-Filter is
based on the Gabor wavelet transform texture value and analyzes specific frequency content
in a particular direction in a local area around a point or area in an image. The FCTH-filter
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uses color and texture values to retrieve blurry color and texture features from images and
unify color and histogram features in the highest 72-tuple pixels.

Table 1. Model accuracy using different image filters.

Filter Name Class Filter Function Style Model Accuracy

PHOG-Filter Texture
A filter for extracting the directional

gradient histogram value PHOG from
the image.

100%

BinaryPatternsPyramid-
Filter Texture

Extraction of rotation-invariant
numerical histograms of local binary

patterns from images.
100%

EdgeHistogram-Filter Texture A filter for extracting MPEG7 boundary
histogram features from pictures. 100%

Gabor-Filter Texture Use Gabor wavelet transformation to
extract texture features from pictures. 43.333%

FCTH-Filter Color and Texture

A filter that extracts MPEG7 color
layouts from images. It will cut the

picture into 64 pieces and then calculate
the average color in each piece.

86.666%

The least expected texture filter was the Gabor-Filter. Because the Gabor filter was
similar to the filter of the human visual system, it could not perform the expected classifi-
cation, and its accuracy was 43.333%. The other texture filters were effective in extracting
quantified data for product features. Filters not based on histogram features were not
efficient in the extraction.

4.2. Feature Extraction of Image Filters

According to the test results in this study, the classification model to predict the brand
style was trained by ML and was used by designers. The application was conducted in
three phases: image data collection, quantitative image collection, and classification and
image prediction. In phase 1, designers collected products with style and appearance. In
addition, DFA was used to define characteristic adjectives. In this phase, designers paid
attention to the hierarchical arrangement of adjectives to define an appropriate number
of adjectives. In phase 2, the adjectives in the previous phase were used to capture the
product images in the image set, label brand typicality, and input the image into WEKA to
filter the features. The user determined the product details in the feature in this phase by
dividing the image into grade intervals. In this phase, attention had to be paid to selecting
the characteristics of the image set to select appropriate filters. In phase 3, the features
were input into the classification for the classification model, and the target design product
was input into the test set to predict the typicality of the product style. The designer could
modify the features. The classification model’s performance depended on the adjustment
of parameters and classification methods, and the accuracy in the prediction of the model
was improved by adding training sets and cross-validation.

5. Conclusions

We introduced ML to use the product appearance to capture features and predict
the target style after constructing the classification model. As a result, the method of the
feature extraction of product style sand labeling rules for ML was established to guide and
adjust models in a human–machine interface. The design process can be taught to students.
The result of this study confirmed that DL could be applied to product development,
and designers could use ML methods to modify product features according to brand
typicality and optimize the design process. Many image filters and methods performed
well in extracting the features from product images and training classification models. It is
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recommended to use more images with different angles, lightness, and positions to obtain
better performance in the model.
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Abstract: Product appearance is essential in shaping consumers’ preferences. Thus, we predicted
consumer preference by establishing a feasible threshold for appearance innovation with a novel
method. We used deep learning (DL)-based image classification and the Waikato Environment for
Knowledge Analysis (WEKA) as the implementation tool. Advanced DL algorithms were adopted to
classify images of disparate products according to their aesthetics. The results of the classification
presented that the method could explain the level of innovation in appearance that consumers
favored. The result can be used as a guideline for industrial designers in the creation of new products.
Moreover, the method can be used to assess existing products that need enhancement to meet
consumer preferences. The proposed method assists industrial designers in understanding consumer
preferences and product innovation. Future research is required to ensure the successful design of
new products.

Keywords: industrial design; product development; deep learning; image recognition; consumer
preferences

1. Introduction

With advancements in Artificial Intelligence (AI), Data Mining, and the Internet
of Things (IoT), various approaches and conceptualizations in healthcare and pharma-
ceuticals [1], artistic creation [2], and agriculture have been proposed. However, such
applications in industrial design and product design have been scarce. When it comes
to designing a product’s appearance, designers depend on their personal experience and
individual aesthetic concepts, not on objective and quantified means. One major reason
for this is the substantial time and effort required to collect and analyze data on market
opportunities, competing products, and design strategies. Data associated with the ap-
pearance of products include images, which inherently challenges the quantified analysis.
These challenges are barriers to designing product appearance strategically. Therefore, we
used image classification and machine learning (ML) to find a way of innovative designs
for predicting consumer preferences. The result helps designers find suitable designs for
products and predict consumer preference for the designs.

2. Related Work

2.1. Typicality, Novelty, and Consumer Preference

Typicality refers to the appearance, shape, texture, and functional characteristics of
product design. It signifies the wide recognition of people for a product or brand. For
example, Apple Inc. has shown a unique round shape and polished appearance in product
design, which has now become the trademark. Similarly, when one mentions “mammals”,
people are reminded of cats, dogs, pigs, or sheep rather than platypuses or dolphins. This
signifies a stronger sense of typicality.
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The aesthetics of a product are an important indicator for consumers to discern
products. Brands nowadays have been striving to exhibit their distinctive brand style
in their products’ appearance. The design of vehicles is the most evident for typicality.
Regardless of whether it is budget-friendly or luxurious, brand recognition with aesthetic
design is the design goal of companies. The design of vehicles generally adheres to two
design strategies: the single-driven and the market-driven approaches. The single-driven
strategy is used for creating iconic product design elements and establishing a family
look to attract target audiences. On the contrary, the market-driven strategy is used
to develop diversified styles based on market demand to attract consumers. With the
importance of aesthetic design, companies are emphasizing product appearance [3] and
require innovations in design. Traditional and manual identification of styles is conducted
by observing lines, curvatures, and other features that cannot match the speed of innovation
and style shifts. For the innovation of product design, a balance between innovation,
retaining brand style, and maintaining typicality is significant for designers and companies.

The concept of novelty corresponds to finely crafted design features. Consumers’
judgment of a product’s novelty is subjective. Hung and Chen [4] used 88 chairs in various
shapes and applied them to the prototype production. They researched the semantic differ-
ence of bipolar adjectives to understand the impact on novelty and aesthetic preference.
The results validated Berlyne’s hypothesis [5] that novelty and aesthetic preference showed
an inverted U-shaped relationship. Moderate novelty can enhance aesthetic preference.

2.2. Integrity of Specifications

Style encapsulates the character of a designer or brand. The brand style is one of
the most applied design strategies in the market, and it serves as a crucial component in
brand recognition. Chan [6] stated that style was discerned by recurring features, forms,
and context. Car manufacturers developed a symbolic brand appearance in the market
by repetitively employing similar design elements [7]. Chan [6] proposed a measurement
method based on classification. However, measuring product styles was a challenge. Hyun
put forth a quantitative method to evaluate the similarity of the styles of vehicles [8] using
Fourier decomposition of the data of eye-tracking on shapes. Through the analysis of visual
semantics, the significance of the design elements of vehicles was weighted to find the
similarity of vehicle designs. Features are more restrictive than styles, concentrating more
on the characteristics or symbolic implications of logos. Chan [6] claimed that designs with
higher stimulation in shapes were more easily distinguishable than other designs. The
measurement of features for the identification of features was categorized into a manual
setting definition [9] and coding feature definition [10].

2.3. Design Freedom and Brand Recognition

Design freedom is the threshold with which designers deviate from existing designs
for innovative designs. It pertains to the permissible variation that does not stray from the
brand value and recognition. Hung and Chen’s experiments affirmed that moderately inno-
vative designs gained more popularity than excessively radical designs [4]. To investigate
how to establish the range of design freedom, Burnap defined the distance across design
and the difference between novel concept designs from existing ones. By incorporating
customer feedback into the measurement function of design freedom, values of design
freedom could be obtained for each design concept [11]. Brand recognition underscores the
affiliation with the brand. Customer feedback is a key factor in purchasing decisions and
affects the ranking of products [12]. In the automotive industry, the association between
brand loyalty and consumer feedback is more prominent. A favorable market response
can be secured if the design of the exterior of a vehicle is created within the appropriate
range of design freedom. The front image of the vehicle is more significantly correlated
with brand recognition than the side and rear views [13]. The front view unifies colors and
the brand logo. Burnap confirmed that excessive design freedom would diminish brand
recognition [11].
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3. Methods

We used a deep learning (DL) method for image classification with machine learning
(ML). The research was conducted in three phases: determining the reliability of ML in
image classification, probing consumers’ subjective perceptions of product innovation, and
finding the feasibility of deploying ML in predicting consumer preferences and analyzing
product innovation.

3.1. Reliability of ML in Image Classification

Liu [14] and Landwehr [9,15] researched the design innovation of vehicles using key
features of product innovation using ML. In total, 28 frontal images of vehicles of four
high-end brands (BMW, Mercedes Benz, LEXUS, and VOLVO) were collected in 2021
and 2022 for experiments. The sample images were collected from the online database
of Consumer Reports issued by the American Consumer Union (CU), which is a non-
profit and advertisement-free organization without any biased opinions. The database
includes detailed information and images of consumer products as the source for collecting
target images. The uniform image specification by Hyun [8] was employed to classify
the front images of vehicles for the X-axis transformation, Y-axis transformation, and
proportional transformation at different rates of 25, 75, and 100%. The morphed images
were classified into training and testing sets as shown in Figure 1. The training group
contained 24 deformed samples of models, while the test group consisted of four deformed
samples of vehicle models.

 

Figure 1. Classified image samples.

The training set samples were converted into files in Attribute-Relation File Format
(ARFF) and fed into the Waikato Environment for Knowledge Analysis (WEKA). The
“JpegCoefficientFilter filter” in the WEKA was used to analyze the data of the sample
images. On the WEKA’s “Classify page”, sequential minimal optimization (SMO) was used
to categorize the data. As displayed in Figure 2, the outcomes using WEKA for the training
set showed an accuracy of 100%. The samples in the testing set were converted into ARFF
files and fed into the model. As shown in Figure 3, an accuracy of 100% was obtained in
classification. It was found that ML classified the images accurately.
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Figure 2. Training model established using WEKA.

 

Figure 3. Classifying using WEKA training model.

3.2. Consumer Perceptions of Product Innovation

The relationship between consumer perceptions of innovation and consumer pref-
erence for a particular brand or product was found in this study. The samples were
collected from the images of BMW M3 series vehicles as the experimental sample to eval-
uate “Typical-Novel” and “Dislike-Favored”. To evaluate consumer perception of the
vehicles, a questionnaire survey was conducted using the Semantic Differential Scale [16].
In the survey, the images of the BMW M3 model in the sixth generation were shown
regarding research typicality and consumer preference. A total of 200 valid questionnaires
were collected from 147 males and 53 females. In the data analysis, we obtained scores for
consumer perception of the vehicle as depicted in Table 1. E36 scored the lowest (2.295).
The key characteristics of the remaining five M3 models (E30, E46, E92, F80, and G80) were
also scored in terms of innovation in the design of the front images. As shown in Figure 4,
the order of consumer preference was E46, E30, E92, and F80. A substantial decline was
found for G80 as it showed a significant decrease in favorability and innovation compared
to the scores of other models: 10% (E46), 20% (E30), 40% (E92), and 50% (F80). To maintain
the appropriate level of consumer preference, the innovation of the front images compared
to the most typical M3 model E36 was required.
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Table 1. Questionnaire survey results.

E30 E36 E46 E92 F80 G80

Typical–Novel 2.34 2.295 2.59 3.08 3.42 3.885
Dislike–Favored 3.14 2.84 3.07 3.185 3.645 3.355
Innovation level 20% 0 10% 40% 50% 330%

Figure 4. Scatter plot of typicality and consumer preference.

3.3. ML for Predicting Consumer Preferences and Analyzing Product Innovation

To investigate the capability of ML in predicting consumer preferences and identifying
a suitable range of product innovation, a series of image samples was created based on
the M3 and E36 models as they were regarded as typical models according to consumer
perception. These samples were shown in three dimensions at different transformations of
the images ranging from 10 to 100% and −10 to −100%. According to the rule of “the degree
of innovation between 10 and 50%”, they were inputted into WEKA for the ML analysis
to explore the relationship between innovation and consumer preference as displayed in
Table 2.

Table 2. Sample images for design innovation.

     

Unknow_1 Unknow_2 Unknow_3 Unknow_4 Unknow_5

Furthermore, the front grilles of the remaining five M3 models were transplanted onto
the iconic M3 model, E36, to serve as a test to evaluate the accuracy of WEKA’s prediction
model in forecasting consumer preferences.

Subsequently, the grouped transformed image samples were utilized in WEKA to
establish a prediction model capable of classifying the innovation level of BMW M3 models
based on consumer preferences. These image samples yielded a prediction model with
a classification accuracy of 84.127% after ten layers of Cross-validation, as depicted in
Figure 5.
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Figure 5. Prediction model of consumer preference for BMW M3 using WEKA.

Image samples of the front images of the M3 and E36 models were used in the unknow
innovation level for testing the WEKA prediction model. The model analyzed these image
samples and made predictions as illustrated in Figure 6. The model’s prediction results
were compared with the actual images as shown in Table 3. The accuracy of prediction was
high. The result showed that ML was effective in predicting consumer preferences and
determining the threshold of product design innovation.

 

Figure 6. Prediction of consumer preference for unknow sample images using the model.

Table 3. Prediction results of WEKA prediction model.

Unknow_1 Unknow_2 Unknow_3 Unknow_4 Unknow _5

Prediction
Results

Dislike Favored Favored Favored Favored

Correct
Answer

Dislike Favored Favored Favored Favored

Correct/
Incorrect

Correct Correct Correct Correct Correct

4. Conclusions

Using the images of the renowned M3 model of BMW, we investigated the performance
of the WEKA prediction model with ML in predicting consumer perceptions and the
threshold of design innovation. The result showed that the model was effective in predicting
consumer perception and can be applied to other consumer-related parameters.
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Abstract: Precise metal parts are manufactured using cold forged screw forming, but this method has
drawbacks such as material damage and the possibility of imprecise parts. To ensure the accuracy and
quality of parts, it is crucial to analyze and predict the forging force in this process. There are various
methods to predict the forging force including laboratory testing, numerical simulation techniques,
and simulation techniques. To provide forging information that cannot be measured by forging-
forming machines, we simulated the nut-forming process based on actual manufacturing conditions
using SolidWorks (v2020) with DEFORM-3D (v6.1). The results showed that the performance of
the prediction of forging force specifications by the currently available nut-forming machines was
improved by 8−20%. As the product becomes larger, the difference in forging force also increases
proportionally. This research result, combined with appropriate experimental analysis, can be used
as parameter controls for manufacturers in the future implementation of smart manufacturing.

Keywords: predictive model; cold forging force; fasteners; DEFORM-3D software

1. Introduction

In nut production, the industry uses nut-forming machines. Due to the different
design dimensions of nut-forming machines, machines with different forging forces are
required. The size of nuts produced by this machine depends on the design of its forging
force. In the past, the industry relied on accumulated practical experience and repeated
testing results to design the forging force of the machines. The forging forces listed by
different manufacturers for the same specification of forming machines are, accordingly,
not consistent. For nut manufacturers, costs are an important factor. Thus, accurate
specifications of nut forging forces provided by the machine manufacturer are important
for nut manufacturers. Therefore, if the result of simulation and analysis using the software
can be combined with the practical experience of designers for cross-data comparison and
mutual verification, reasonable and effective design criteria can be obtained to reduce costs
and enhance the overall competitiveness of the enterprise.

Matthew O’Connell et al. [1] developed the slab method with a finite element method
DEFORM-2D to estimate the forming load of hexagonal head bolts without flash closed-die
forging. The method was used to select suitable forming equipment to reduce energy
consumption and increase the production rate. Kim et al. [2] used the FORMEX and
DEFORM finite element software to design a process and establish a database for the
process. They reduced the time for forming process sequencing and mold design during
product production. Vazquez et al. [3] compared the use of tungsten carbide insert and
segmented insert in cold forging dies and explored the influence of material changes on
die life using the DEFORM finite element software. The results could be used to reduce
the cost of forging dies by calculating the cold forging die life. Falk et al. [4] proposed a
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method related to the volume of forged parts using the DEFORM finite element software
and provided and validated a simple and accurate estimation of the life of cold forging dies.
Lee et al. [5] analyzed the axial extrusion process and designed parameters such as axial
diameter, die corner radius, and friction coefficient with the finite element method. They
investigated the individual effects. The research results showed that all design parameters
including the axial diameter influenced the forming load, while increasing the die corner
radius reduced the maximum forming load. The simulation results were consistent with
the experimental results. MacCormack et al. [6] proposed multi-stage cold forging analysis
using the finite element analysis software DFFORM for aerospace engineering key locks.
The strain distribution, three stages of failure, and flow patterns were observed after
product forming, allowing for the understanding of failure values and equivalent strain
values, as well as identifying the locations of maximum failure values and maximum
equivalent strain values.

Behrens et al. [7] performed a failure analysis of various production processes using
the MSC.SuperForm2002 finite element analysis software. They investigated material
fractures in cold forging and warm forging and showed that the generation of surface
cracks and material damages was reduced by slightly modifying the geometric shape
of critical components. Landre et al. [8] investigated the influence of three different pre-
form shapes on the forming limits of the billet and predicted the strain locations of billet
failure using finite element software to simulate the cylindrical compression process of
1040 carbon steel. The suitability of various criteria was compared using the fracture
ratio. Kim et al. [9] conducted a multi-stage forming analysis of automotive steering joints
using the DEFORM-3D finite element analysis software. A new process was proposed to
improve product performance, increase production efficiency, shorten development time,
and reduce costs for large-scale production. Hsia et al. [10] studied the extrusion processing
of thin-layer aluminum products. In the simulation of the product, difficulties were found
in welding when the material entered the welding chamber, which affected the subsequent
forming analysis. By using the DEFORM-3D forming software, the development speed
of the product was increased, development risks were reduced, and product quality was
improved. Optimizing the extrusion forming of aluminum materials was important in
extending the life of the mold. Hsia et al. [11] noted the scarcity of production techniques
related to hobbing forming in previous studies. An example of a pointed tail tooth plate
mold for iron sheets was investigated with the drawing software SolidWorks (v2012) and
the DEFORM-3D (v6.1) finite element analysis software. They simulated plate hobbing
to determine the conditions in hobbing forming. The consistency between the numerical
analysis results and the actual finished products was determined to provide better quality
and increase customer satisfaction.

Based on the previous results, we analyzed the forging force in the cold forming of
screws. Cold forming of screws is a common metal processing method to manufacture
various shaped parts. However, due to the complexity of cold forming of screws, there
are unknown mechanical behaviors. Therefore, it is necessary to analyze the mechanical
behavior of cold-forming screws to better understand their mechanical behavior. Firstly,
we introduced the basic principles and mechanical behavior of cold-forming screws. Next,
using the basic principles of simulation software, their functions and applications were
reviewed. As there is limited research on thread rolling, we adopted examples of a plate
with pointed teeth. We used SolidWorks to import the finite element analysis software
DEFORM-3D and simulated plate thread rolling. The result was used to allow for the rapid
and accurate determination of the conditions and directions of thread rolling. The DEFORM-
3D simulation software was used to analyze the mechanical behavior of cold-forming
screws to understand their mechanical behavior. The results of this study contribute to a
better understanding of cold-forming screws and provides a reference for future research
and applications.
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2. Materials and Methods

2.1. Research Methods

In the design of the method in this study, the cold forging of external and external
hexagon flange screws was considered. Finite element software was used to simulate and
analyze the forming process to understand the corresponding stress and strain variations
generated during the cold forging process. The simulation was conducted to verify the
forging force generated during the production of screws and provide a reference for the
improvement of the design. The mold design drawings provided by “Chung Hsing Ta Mold
Co., Ltd. (Tainan, Taiwan).” were created using SolidWorks for three nut specifications:
M18, M20, and M22. Since we focused on the magnitude of the forging force, the female die
and the back punch were merged in the drawings. The workpiece material was made of
low-carbon steel material C1010 in order to model it using the DEFORM-3D preprocessor.
The material parameters were set using the built-in parameters of DEFORM-3D. The
simulation was conducted in the 5 stages of forging. After analysis, post-processing was
conducted to output the peak forging force and compare the result with those of various
manufacturers.

2.2. Material Mechanical Properties

The material used in this study was low-carbon steel C1010. The mold used in the
formation of hexagonal nuts is shown in Figure 1. It consisted of a front punch, back punch,
die insert, and die casing. In practice, the front punch must be made of high-speed steel
SKH55, the back punch must be made of SKH9, the die insert must be made of WC, and
the die casing must be made of SKD61. However, since we focused on the design of the
nut-forming machine, the mold materials were assumed to be rigid bodies in the simulation
to prevent deformation caused by unnecessary idle energy and excessive forging force,
which increased production costs.

Figure 1. Configuration diagram showing the positions of the die, punch, and forging blank.

2.3. DEFORM Simulation Parameter Planning

The DEFORM-3D simulation software was used with the following conditions. During
the forming process, except for the workpiece, all other mold components were regarded as
rigid bodies, and the cold forging temperature was set to room temperature at 20 ◦C. The
material selected was C1010, and the speed of the punch was set to 7.36 mm/s downward,
with a step size of 0.1 mm per movement. The friction interface coefficient was set to 0.12 in
the constant shear friction mode. Relevant simulation parameters are presented in Table 1.
Figure 1 illustrates the configuration of the die, punch, and forging blank positions.

Table 1. Parameters for the forming simulation.

Mesh type Tetrahedron

Material of blank C1010

Blank/die property Plastic/rigid
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Table 1. Cont.

Temperature 20 ◦C

Speed of punch 7.36 mm/s

Quantity of mesh 90,000

Step distance 0.1 mm

Friction model Constant shear friction

Coefficient of friction 0.12

2.4. Convergence Analysis

After establishing the workpiece and mold model and importing them into DEFORM-
3D, element construction was performed. Finite element software was used for a numerical
analysis method to divide the mesh for the structural analysis. As the number of meshes
increases, the accuracy of the numerical analysis results increases, but the computational
load also increases. With more data, the simulation calculation time also increases. There-
fore, it is necessary to balance between achieving the accuracy of the simulation results
and reducing the simulation calculation time by performing convergence analysis on the
mesh. The convergence analysis method was used to compare the forging force in the
Z-axis when the workpiece filled the mold with the difference in meshes. The difference in
simulated load between the current and previous mesh numbers within 0.5% convergence
was considered. Using the M18 workpiece material, the first forging consisted of 24 steps.
The simulation was conducted with a mesh range of 10,000 to 100,000 in intervals of 10,000.
The simulation results showed that convergence was reached when the mesh number
reached 50,000. Based on actual factory interviews and considering current computer
performance, a mesh number of 90,000 was used for the cold forging analysis to ensure the
accuracy of the simulation results.

2.5. Calculation of Punch Speed

When simulating the 5-step forming of an M22 nut using DEFORM-3D, the speed
of the front punch was initially set to 1 mm/s. After completing the entire process, 25 s
were spent. The estimated production speed of the nut was 12 pcs/min, which was
significantly different from the commonly set 100–140 pcs/min in manufacturer catalogs.
In the second simulation, a speed of 350 mm/s was used, and 0.06 s were spent. The
estimated production speed of the nut was 5000 pcs/min. In the third simulation, a speed
of 8 mm/s was estimated, taking approximately 2.6 s. The estimated production speed
of the nut was 118 pcs/min. If the simulated production rate was 100 pcs/min, and the
average of the results from 3 simulations was used to calculate the velocity of the punch,
then the velocity was 7.36 mm/s.

3. Results and Discussion

We estimated the forging force and related forming information for different work-
piece dimensions using simulation methods. The data generated from the DEFORM-3D
simulation were analyzed using linear regression to identify the forming trends. These re-
sults were then compared with the forging force data collected from manufacturer catalogs.
The findings were expected to be used as a reference for forming machine manufacturers
and nut manufacturers in terms of procurement costs and production management.

First, mold drawings provided by “Lian-Shyang industries Co., Ltd. (Tainan, Taiwan)”
were created using SOLIDWORKS (v2020) and converted into STL files for simulation using
DEFORM-3D (v6.1), as shown in Figures 2–4. However, there were differences between the
simulated shape and the actual product (Figure 5).
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Figure 2. Completed blanks for the first pass (left) and the second pass (right).

Figure 3. Completed blanks for the third pass (left) and the fourth pass (right).

Figure 4. Completed blank for the fifth pass (left) and front view (right).

Figure 5. Actual stamped blank shape on-site.

The DEFORM-3D post-processing operation was used to extract the forging force
data (Figure 6), and the sum of the peak forging forces for the punch was calculated as
183.3 tons using EXCEL. After identifying this error, the simulation was re-conducted, and
the corrected workpiece profiles were obtained.

 
Figure 6. Distribution of the forging forces for the M18 nut.

Interviews were conducted with on-site engineers from “Lian-Shyang industries Co., Ltd.
(Tainan, Taiwan)” and “NES LIMITED (Kaohsiung, Taiwan)” Both engineers confirmed
that the mold shapes were correct and stated that in practical applications, it was crucial to
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avoid overflow during the simulation like in DEFORM-3D (Figure 7). The punch stroke
must not be adjusted to the extent that the punch and the workpiece come into direct
contact, as this might rupture and damage the punch and the mold. Therefore, the stopping
position after each step was chosen to be about 0.1 mm before overflow, and attention must
be paid to the geometric symmetry of the workpiece (Figure 8), as it affected the symmetry
of the final product.

Figure 7. Excess material condition during the forming software simulation.

Figure 8. The gap between the mold and material, as well as the symmetry of geometric shapes
during the analysis.

The corrected sketches were converted back into STL files and imported into DEFORM-
3D for simulation. Since the mesh used was 90,000, a complete five-step simulation took
approximately 18 h. After the simulation, the DEFORM-3D post-processor was used to
obtain the relationship between the forging force and time for the punch. The data extracted
from DEFORM-3D was then used to plot the relationship graphs for each step using EXCEL
(Figure 9) and calculate the total forging force.

 

Figure 9. Distribution of the forging forces for five passes plotted in EXCEL using data extracted
from the forming software.

From the extracted data, it was found that the sum of the peak forging forces for the
M18 nut during the forming process was approximately 268 tons. On further inspection, an
error was found in the original workpiece dimensions (height should be 14.43 mm but was
incorrectly recorded as 14.13 mm). After making the necessary adjustments, the simulation
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was re-conducted, and the data were processed using EXCEL, resulting in a total forging
force of about 265 tons (Figure 10), with minimal difference.

 

Figure 10. Calculation of the M18 nut simulation results extracted to EXCEL after correcting the
original blank dimensions.

Similarly, the forging force data for the punch were extracted from the DEFORM-3D
post-processor, and the sum of the forging forces was approximately 321 tons (Figure 11)
and 329 tons (Figure 12) before and after correction, respectively. The same analysis
process was repeated for M18 and M20, and errors in the original workpiece dimensions
were identified. After correction, the data were extracted and used to plot the forging
force relationship graphs for each step. The sum of the forging force peak values was
approximately 343 tons (Figure 13) and 391 tons (Figure 14). The red box of the second
pass in Figure 13 represented the corrected forging force, while the red box in Figure 14
represented the forging force before correction. Therefore, during simulation analysis, it is
necessary to refer to practical experience in the field.

 
Figure 11. Distribution of the forging forces for the M20 nut at each pass.

 

Figure 12. Distribution of the forging forces for the M20 nut at each pass after correcting the original
blank dimensions.
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Figure 13. Distribution of the forging forces for the M22 nut at each pass; the area marked with the
red box indicated the corrected forging force.

 
Figure 14. Distribution of the forging forces for the M22 nut at each pass after correcting the original
blank dimensions; the area marked with the red box indicated the forging force before correction.

The results were obtained from the DEFORM-3D simulations of the M18, M20, and
M22 nut-forming processes. Regression analysis was performed with the forging force set as
the dependent variable (y) and the volume (or weight) of the original workpiece as the inde-
pendent variable (x). From the data analysis, we obtained an equation y = 0.0057x + 253.10
(Figure 15). A comparison with the blank at 20 ◦C ( ), using the manufacturer’s catalog
specifications ( ), and the blank at 30 ◦C ( ) revealed that the manufacturer’s specifications
were higher than the others. When the blank was set to a higher operating temperature,
the forging force decreased significantly and uniformly.

Figure 15. Comparison between the linear regression of forging forces from the simulation experiment
and the manufacturer’s catalog.

4. Conclusions

After a series of simulations and comparisons with the actual production process, the
following conclusions were drawn from the results of this study. For the M18, M20, and
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M22 nuts, the forging force specified for commercially available nut-forming machines was
8−20% higher than that from the initial simulation results. However, when considering the
ambient temperature, the difference increased to 19−27%. Additionally, it was observed
that the larger the size of the nut, the greater the disparity. The analysis result of abnormal
simulation data showed that precise adjustment of the punch stroke was crucial as it directly
affected the total forging force during the forming process. An experienced on-site engineer
can maximize the efficiency of the machine and extend the lifespan of the mold based on
the result of this study.

Author Contributions: Conceptualization, Y.-T.W. and S.-Y.H.; methodology, Y.-T.W. and S.-Y.H.;
formal analysis, Y.-T.W.; writing—original draft preparation, Y.-T.W.; writing—review and editing,
S.-Y.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Datasets related to these studies, findings, and results as reported are
included in the manuscript itself.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. O’Connell, M.; Painter, B.; Maul, G.; Altan, T. Flashless closed-die upset forging-load estimation for optimal cold header selection.
J. Mater. Process. Technol. 1996, 59, 81–94. [CrossRef]

2. Kim, H.; Alfan, T. Cold forging of steel—Practical examples of computerized part and process design. J. Mater. Process. Technol.
1996, 59, 122–131. [CrossRef]

3. Vazquez, V.; Hannan, D.; Altan, T. Tool life in cold forging–example of design improvement to increase service life. J. Mater.
Process. Technol. 2000, 98, 90–96. [CrossRef]

4. Falk, B.; Engel, U.; Geiger, M. Fundamental aspects for the evaluation of the fatigue behavior of cold forging tools. J. Mater.
Process. Technol. 2001, 119, 158–164. [CrossRef]

5. Lee, Y.S.; Hwang, S.K.; Chang, Y.S.; Hwang, B.B. The forming characteristics of radial-forward extrusion. J. Mater. Process. Technol.
2001, 113, 136–140. [CrossRef]

6. Maccormack, C.; Monaghan, J. 2D and 3D finite element analysis of a three stage forging sequence. J. Mater. Process. Technol. 2002,
127, 48–56. [CrossRef]

7. Behrens, A.; Just, H. Extension of the forming limits in cold and warm forging by the FE based fracture analysis with the
integrated damage model of effective stresses. J. Mater. Process. Technol. 2002, 125–126, 235–241. [CrossRef]

8. Landre, J.; Pertence, A.; Cetlin, P.R.; Rodrigues, J.M.C.; Martins, P.A.F. On the utilization of ductile fracture criteria in cold forging.
Finite Elem. Anal. Des. 2003, 39, 175–186. [CrossRef]

9. Min, D.; Kim, M. A study on precision cold forging process improvements for the steering yoke of automobiles by the rigid–plastic
finite-element method. J. Mater. Process. Technol. 2003, 138, 339–342. [CrossRef]

10. Hsia, S.Y. A numerical simulation of meshes mending used in the three-dimensional porthole die extrusion of thin wall profiles.
J. Eng. Res. Rep. 2018, 2, 1–14. [CrossRef]

11. Hsia, S.Y.; Chou, Y.T.; Lu, G.F. Analysis of Sheet Metal Tapping Screw Fabrication Using a Finite Element Method. Appl. Sci. 2016,
6, 300. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

494



Citation: Han, X. Timing Matters:

Impact of Meal Timing on Daily

Calorie Intake of Office Workers. Eng.

Proc. 2023, 55, 69. https://doi.org/

10.3390/engproc2023055069

Academic Editors: Teen-Hang Meen,

Kuei-Shu Hsu and Cheng-Fu Yang

Published: 8 December 2023

Copyright: © 2023 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Timing Matters: Impact of Meal Timing on Daily Calorie Intake
of Office Workers †

Xueyun Han

School of Transportation Science & Engineering, Beihang University, Beijing 100191, China; hanxy66@outlook.com
† Presented at the IEEE 5th Eurasia Conference on Biomedical Engineering, Healthcare and Sustainability, Tainan,

Taiwan, 2–4 June 2023.

Abstract: This research aims to investigate the role of meal timing on calorie intake. A database of a
company’s cafeteria was used to track employees’ food-purchasing behaviors. The findings show
that starting meals early leads to an overall reduction in total daily calorie intake. However, the effect
of meal timing differed between meals, with breakfast timing having the most significant impact
followed by lunch and dinner timings. In terms of calorie intake per meal, breakfast timing was a
decisive factor, followed by dinner, and lunch timing showed a weaker correlation to lunch intake.
This result implied that early breakfast and dinner were important in managing calorie intake, while
lunch timing had a lower impact. This research is a guide on how to lose weight or boost overall
health through an appropriate dietary habit.

Keywords: over-weight; office workers; meal timing; calorie intake

1. Introduction

The global prevalence of obesity surpassed 1 billion individuals, comprising 650 million
adults. “WHO estimates that by 2025, approximately 167 million people will become less
healthy because they are overweight or obese” [1]. Being overweight and obese are major
risks for non-communicable diseases (NCDs) such as type 2 diabetes and cardiovascular dis-
eases as well as mental health issues. People with obesity are also three times more likely to
be hospitalized for COVID-19 [2]. Maintaining an appropriate weight and keeping in good
shape contributes to health and work performance and fosters a positive image. However,
it is difficult to lose weight, particularly in terms of maintaining the loss. Maximal weight
loss is usually achieved at 6 months, but most individuals regain weight thereafter [3].
Roughly 20% of overweight individuals were successful in long-term weight loss [4]. Office
workers have challenges including high pressure from intense competition, limited time
for exercise, and the burden of heavy workloads. Many weight loss programs do not
appeal to men [5], as men prefer weight loss programs that include familiar participants
and are convenient to visit frequently [6]. Thus, discovering an easy-to-stick-to-weight
management approach in office settings is essential. Herein, to find an appropriate diet
method, the role of meal timing needs to be investigated. Therefore, in this study, the
impact of meal timing on daily caloric intake and the variations in different meal timings
were explored.

2. Literature Review

Research on meal timing encompasses two main perspectives: the medical aspect
of the correlation between meal timing and physiological indicators and the behavioral
science aspect of how behavioral changes promote overall health.

Medical research on meal timing patterns focused on overnight fasting, breakfast
skipping, and late-night eating which were linked to metabolic health parameters, including
blood glucose and blood pressure. These associations were mediated through the circadian
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regulation of metabolic tissues, gut microbial characteristics, and health behaviors such as
food intake, physical activity, and sleep [7]. However, these strategies were impractical for
office workers compared to altering the time of each meal.

The role of meal timing in energy intake and weight management is not well under-
stood as most relative studies focused on surveys associated with meal frequency or the
variability of meal timing between certain days. There has been little evidence that reducing
meal frequency was beneficial for reducing energy intake [8,9]. However, other research
results showed the associations between the variability of meal timing on weekends versus
weekdays and body mass index [10]. Few studies evaluated the association between the
timing of breakfast, lunch, and dinner, and caloric intake. The only relevant research was
carried out in 2014 in which 59 participants were asked to record their eating behavior
for seven days. The results suggested that the timing of meals, particularly eating just
before sleeping could lead to weight gain [11]. However, it is important to note that the
conclusions of this study were based on a small sample size (N = 59) and a short duration
(seven days). Test errors were unavoidable due to manual recording. Thus, further support
from larger datasets is necessary to prove the validity of the results. Based on a large-scale
dataset obtained from an actual company cafeteria, this study was carried out by using food
purchase data to specifically examine the impact of breakfast, lunch, and dinner timing on
daily calorie intake and meal-specific calorie consumption.

3. Background

A large archival dataset of individual-level food purchasing records of a large e-
commercial firm in China was adopted in this study. The data was offered by the cafeteria
located at the headquarters building. The transaction data included user ID, dish ID,
calories per serving, serving numbers, transaction date and time, and weight of food.
This dataset comprised 67,077 records over three years, during which each employee’s
calorie intake, food choice, and time were recorded. These records were categorized on
a per-person per-day basis, resulting in 10,099 individual observations. Further analysis
of the categorized data was conducted on cafeteria transactions on Saturdays (n = 1046),
breakfast purchases (n = 7054), lunch purchases (n = 6867), and dinner purchases (n = 5922).
Then, a highly detailed view of the user’s entire eating habit and insights into the collective
eating habits of office workers as a group were obtained.

4. Economical Model

The daily caloric intake for each employee was calculated by categorizing all transac-
tions. The caloric intake in a meal was evaluated with a function of a predefined time for
each meal, as can be seen in Equation (1).

DailyCalit = α0 + α1ΔBkfit + α2ΔLunit + α3ΔDinit + eit, (1)

where DailyCalit refers to the overall calorie intake of employee i on a day. The cumulative
sum of calories per serving was also calculated. The dataset was categorized into three
distinct meal types: breakfast (6:00–10:59), lunch (11:00–15:59), and dinner (16:00–23:59).
Four variables were defined (ΔBkfit, ΔLunit, ΔDinit, and ΔAllMeal) which corresponded
to the value of breakfast, lunch, dinner, and the sum of the previous three values. The
descriptive statistics of all variables appear in Table 1.

These variables quantified the difference in minutes between the timing of each meal
and the anchor time which were predetermined with standard values (6:00 for breakfast,
11:00 for lunch, and 16:00 for dinner). By examining these variables, the extent to which
individuals deviated from the established meal timings was evaluated with the poten-
tial impact on calorie intake patterns. The analogous equations for specific meals were
as follows.

BkfCalit = β0 + β1ΔBkfit + β2ΔLunit + β3ΔDinit + eit, (2)
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LunCalit = ζ0 + ζ1ΔBkfit + ζ2ΔLunit + ζ3ΔDinit + eit, (3)

DinCalit = δ0 + δ1ΔBkfit + δ2ΔLunit + δ3ΔDinit + eit, (4)

Table 1. Variable definitions and descriptive statistics.

Variable Obs Mean SD Median

DailyCal 10,099 923.28 4666.21 730.00
BkfCal 10,099 231.94 331.56 157.00
LunCal 10,099 389.28 3786.02 289.00
DinCal 10,099 302.07 2713.82 141.00

ΔAllMeal 3977 342.97 104.51 330.00
ΔBkf 7073 132.38 139.34 90.00
ΔLun 6873 76.14 46.85 60.00
ΔDin 5935 170.29 74.91 150.00

Nine carry over (β1, β2, β3; ζ1, ζ2, ζ3; δ1, δ2, and δ3) and three baseline coefficients (β0,
ζ0, and δ0) were determined for each variable in the data set. β2, β3, ζ1, ζ3, δ1, and δ2 were
inter-meal carryover coefficients [12] to assess the influence of the timing of other meals
on the caloric content of the current meal. β1, ζ2, and δ3 were the intra-meal carryover
coefficient to assess the impact of the timing of the same meal on calorie intake. Inter-meal
coefficients showed how the effects between meals were balanced, while the intra-meal
coefficient reflects the stability of intake concerning the biological clock. These coefficients
were used to assess the impact of meal timing as their absolute sizes indicated the strength
of carryover effects and their signs indicated the positive or negative valence of the effects.

5. Results

A positive correlation between meal timing and daily calorie intake was found which
suggested that delaying the start of meals led to an overall increase in total daily calorie
intake. The fixed effects (FE) model was used to examine the cumulative effects of meal
timing represented by ΔAllmeal (the sum of ΔBreakfast, ΔLunch, and ΔDinner). A signifi-
cant coefficient was 0.540 (t = 5.18). The impact of ΔBreakfast was the most pronounced
with a significant coefficient of 0.739 (t = 5.42), while the effects of ΔLunch (t = 0.77, coeffi-
cient = 0.258) and ΔDinner (t = 1.00, coefficient = 0.213) were smaller and not statistically
significant. These results are shown in Table 2.

Table 2. Regression results (daily calorie intake).

Variable (1) OLS (2) FE (3) FE_robust (4) RE (5) RE_robust (6) MLE (7) PA (8) BE

ΔAllMeal
0.433 a ** 0.540 *** 0.540 * 0.583 *** 0.583 ** 0.584 *** 0.598 *** 0.806 ***
(2.19) b (5.18) (1.88) (6.03) (2.13) (6.03) (5.70) (3.31)

ΔBkf
0.998 ** 0.739 *** 0.739 * 0.774 *** 0.774 ** 0.775 *** 0.789 *** 0.842 ***
(2.32) (5.42) (1.91) (6.08) (1.98) (6.08) (5.65) (2.59)

ΔLun
1.753 *** 0.258 0.258 0.449 0.449 0.451 0.553 2.172 *

(3.56) (0.77) (0.32) (1.40) (0.63) (1.40) (1.57) (1.92)

ΔDin
−1.249

*** 0.213 0.213 0.195 0.195 0.195 0.178 0.014

(−4.38) (1.00) (0.72) (0.96) (0.72) (0.96) (0.80) (0.02)
a This number shows the coefficient. b This result represents t-value. The asterisks (*) indicate * p < 0.1; ** p < 0.05;
*** p < 0.01.

In terms of breakfast calorie intake, only ΔBreakfast showed a significant effect
(t = 5.96, coefficient = 0.407), while the deviations for lunch and dinner indicated non-
significant effects. This suggested that people did not consider future meal timings when
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consuming breakfast (e.g., taking in more calories in breakfast when lunch was expected to
be eaten late). Surprisingly, for lunch, none of the deviations for breakfast, lunch, or dinner
showed significant effects. Regarding dinner, both breakfast (t = 3.40, coefficient = 0.238)
and dinner (t = 2.76, coefficient = 0.303) timings showed significant effects, while lunch
timing did show a significant influence. These results are shown in Tables 3–5.

Table 3. Regression results (breakfast).

Variable (1) OLS (2) FE (3) FE robust (4) RE (5) RE robust (6) MLE (7) PA (8) BE

ΔBkf
0.590 *** 0.407 *** 0.407 ** 0.470 *** 0.470 ** 0.467 *** 0.464 *** 0.749 ***

(2.79) (5.96) (2.05) (7.46) (2.31) (7.39) (7.45) (5.17)

ΔLun
0.767 *** 0.167 0.167 0.278 * 0.278 0.268 * 0.261 * 0.629

(3.38) (0.99) (0.55) (1.75) (1.10) (1.68) (1.66) (1.25)

ΔDin
−0.757

*** 0.093 0.093 0.022 0.022 0.027 0.030 −0.444

(−4.76) (0.87) (0.43) (0.22) (0.12) (0.27) (0.30) (−1.64)

The asterisks (*) indicate * p < 0.1; ** p < 0.05; *** p < 0.01.

Table 4. Regression results (lunch).

Variable (1) OLS (2) FE (3) FE robust (4) RE (5) RE robust (6) MLE (7) PA (8) BE

ΔBkf
0.093 0.094 0.094 0.055 0.055 0.051 0.043 −0.191
(1.12) (1.26) (1.12) (0.80) (0.69) (0.75) (0.61) (−1.25)

ΔLun
0.661 *** −0.134 −0.134 −0.033 −0.033 −0.011 0.044 0.701

(3.61) (−0.73) (−0.53) (−0.19) (−0.16) (−0.07) (0.25) (1.32)

ΔDin
−0.377

*** −0.183 −0.183 * −0.149 −0.149 −0.148 −0.150 0.147

(−3.40) (−1.57) (−1.72) (−1.38) (−1.40) (−1.38) (−1.34) (0.52)

The asterisks (*) indicate * p < 0.1; *** p < 0.01.

Table 5. Regression results (dinner).

Variable (1) OLS (2) FE (3) FE robust (4) RE (5) RE robust (6) MLE (7) PA (8) BE

ΔBkf
0.316 0.238 *** 0.238 0.256 *** 0.256 0.259 *** 0.263 *** 0.284 *
(1.36) (3.40) (1.11) (3.96) (1.16) (4.01) (3.89) (1.82)

ΔLun
0.325 0.226 0.226 0.277 * 0.277 0.286 * 0.307 * 0.842
(1.22) (1.31) (0.54) (1.70) (0.73) (1.75) (1.80) (1.56)

ΔDin
−0.114 0.303 *** 0.303 ** 0.312 *** 0.312 ** 0.313 *** 0.313 *** 0.311
(−0.92) (2.76) (2.21) (3.03) (2.53) (3.04) (2.92) (1.07)

The asterisks (*) indicate * p < 0.1; ** p < 0.05; *** p < 0.01.

6. Robustness of Model

To ensure the robustness of the model and its result, we conducted the robustness
test using various econometric models. In addition to the fixed effects (FE) model, the
results using seven alternative models including ordinary least squares (OLS), robust fixed
effects (FE robust), random effects (RE), maximum likelihood estimation (MLE), population
averaged (PA) and between effects (BE) were compared. The results are shown in Tables 3–5.

The results of these models showed that the seven models consistently supported the
significant impact of meal timing on daily calorie intake. Similar consistency was observed
for meal-specific calorie intake. The results of all models indicated a significant relationship
between breakfast timing and calorie intake. Similarly, for lunch timing, seven to eight
models yielded consistent results. For dinner timing, five to six models showed consistent
findings. These consistent results across multiple models validated the robustness and
reliability of the result of this study regarding the effects of meal timing on calorie intake.
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7. Conclusions

The role of meal timing in overall calorie intake among office workers was investigated
in this study. The effect of the timing of meals was validated using data from a large
company cafeteria. The findings revealed that having meals early, particularly breakfast,
played a significant role in reducing caloric intake. Instead of skipping or reducing dinner,
having an early breakfast and an early dinner was effective in reducing calorie intake
during dinner. Delaying lunchtime did not significantly affect calorie intake and daily
calorie intake. This result showed healthier choices for individuals facing time constraints
and having a busy work schedule. Evidence-based guidance was confirmed for individuals
looking to lose weight or improve their overall health in this study. Importantly, the
suggested meal timing can promote feasible and effective weight management in the daily
routines of employees.

Though empirical data was analyzed to identify effective strategies for reducing calorie
intake, the underlying medical mechanisms still need to be verified. Therefore, based on the
findings of this study, it is necessary to explore how to decrease the body mass index (BMI)
or improve overall health. The optimal dietary composition for achieving these outcomes
also needs to be found out. For health management, the differential effects of meal timing
on weekdays versus weekends are also required to be researched. Additionally, more data
including health conditions and gender are necessary to provide a more comprehensive
understanding of the relationship between meal timing and health management. Obese
males intake twice as many calories between 10 PM and 4 AM compared to normal
males [13]. Compared to obese females, normal-weight females eat dinner later on the
weekends [14]. By incorporating these factors, additional insights can be obtained for
personalized health management strategies for office workers.

The research findings of this study can be applied to the establishment of individual
weight loss goals. Companies can adjust work schedules to encourage healthy diet habits
and reduce the risk of chronic diseases associated with heavy work. By fostering a sup-
portive environment that promotes healthy behaviors, companies can improve employees’
working performance and enhance overall productivity and well-being in the workplace.
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Abstract: The deflection, stress, and heat transfer of a plate made of functionally graded material
(FGM) were investigated using the data of mechanical loads and temperatures using ANSYS Work-
bench. The 2D planar problem-solving method in ANSYS Workbench was used to simulate the FGM
plate with the neutral surface for the mechanical problem. The problem of stable heat transfer for
the plate was assumed for the solid block for the FGM plate. The results were compared with those
of previous studies to validate the reliability of the newly fabricated FGM. The thin plate theory for
materials with mechanical properties was considered with the power law distribution as each layer
had identical thickness and temperature. Each layer showed material properties that changed with
the thickness of the plate.

Keywords: functionally graded material; ANSYS; heat transfer; stress; deflection

1. Introduction

Materials with improved durability, plasticity, high bearing capacity, and tempera-
ture resistance have been researched in structural mechanics. As one of such materials,
functional graded materials (FGM) are studied widely to apply them to aviation, space,
construction, and mechanical engineering. FGM is a composite material characterized by
continuously changing mechanical properties. Such properties help overcome the limita-
tions of traditional composite materials and improve the ability to withstand mechanical
and thermal loads in the structure. To expand the application of FGM, the behavior of mate-
rials with various methods and models is required. Research on the mechanical properties
of FGM has been conducted by many researchers. Thai and Choi analyzed the FGM plate
for bending and free vibration using the first-order shear theory [1]. Singha et al. analyzed
it subjected to uniformly distributed loads by the finite element method [2]. Olley analyzed
the application of FGM in aircraft structures [3,4]. The result of the previous research was
compared to that of this research to provide reference and basic information for constructing
appropriate models to understand the properties of FGM plates with muli-layers.

2. Materials and Methods

2.1. Structure of FGM

The ceramic and metal components are linearly distributed along the structural wall,
which has either a ceramic-rich surface or a metal-rich surface in the FGM plate. The FGM
plate with such properties is called a power law FGM plate (P-FGM). The structure of
P-FGM is shown in Figure 1.
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Figure 1. Structure of power-law FGM.

Material properties of P-FGM depend on the p-value and the position in the plate and
vary according to a power law according to Equation (1).

Vc(z) =
(

2z+h
2h

)p
, − h

2 ≤ z ≤ h
2

Vm(z) = 1 − Vc(z)
(1)

where p is a non-negative number called the volume fraction index, h is the thickness of the
structure, and m and c indicate metal and ceramic components. According to the law of
material distribution in Equation (1), when p = 0, the homogeneous plate is ceramic; when
p ≥ 1, the proportion of ceramic in the P-FGM plate decreases.

2.2. Heat Transfer in P-FGM

Assuming that a P-FGM plate has three layers with each layer’s thickness of δ1, δ2,
and δ3 (m) and the thermal conductivity of λ1, λ2, and λ3 (W/m·temp), and the surface
temperatures are (t1 − t4), Figure 2 shows the layers affected by the temperature of the
P-FGM plate.

Figure 2. Heat transfer model through P-FGM plate consisting of three layers.

Then, heat flux through the layers is calculated using Equation (2).

q = λ1
δ1
(t1 − t2)

q = λ2
δ2
(t2 − t3)

q = λ3
δ3
(t3 − t4)

⎫⎪⎬
⎪⎭ (2)
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From Equation (2), the following relationship is defined.

t1 − t2 = q δ1
λ1

t2 − t3 = q δ2
λ2

t3 − t4 = q δ3
λ3

⎫⎪⎬
⎪⎭ (3)

(t1 − t4) is calculated using Equation (4), and the heat flux is estimated using Equation (5).

(t1 − t4) = q
(

δ1

λ1
+

δ2

λ2
+

δ3

λ3

)
(4)

q =
t1 − t4

δ1
λ1

+ δ2
λ2

+ δ3
λ3

=
t1 − t4

Rλ1 + Rλ2 + Rλ3

(5)

For the plate with n layers, the heat flux is estimated using Equation (6).

q =
t1 − t(n+1)

n
∑

i=1

δi
λi

=
t1 − t(n+1)

n
∑

i=1
Ri

(W/m 2) (6)

where
n
∑

i=1

δi
λi

is the thermal conductivity of a layer of the plate.

The heat flux of the contact layer of the plate is defined as

q =
t1 − t(n+1)

n
∑

i=1

δi
λi

=
t1 − t(n+1)

n
∑

i=1
Ri

(W/m2) (7)

Therefore, the temperature of the layer is calculated as

t(k+1) = t1 − q
k

∑
i=1

δi
λi

(8)

3. Results

3.1. P-FGM Plate with Uniformly Distributed Load

For different FGM plates, bending under uniform load (q0 = 1MPa), and the responses
of simple support with the SSSS boundary condition were estimated. The material prop-
erties of the plate are shown in Table 1. Numerical results are compared with those of
previous studies to show the reliability of the proposed P-FGM model. Figure 3 shows the
P-FGM plate with its dimensions.

Table 1. Material properties of P-FGM plate.

Material Properties
Metal

Aluminum (Al)
Ceramic

Alumina (Al2O3)

E (GPa) 70 380
ν 0.3 0.3
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Figure 3. FGM plate with dimensions.

For an elastic square plate with a surface on the x-y plane and a thickness in the
z-direction, tensile (compression) modulus E is defined as a function of E = E(z), and
Poisson’s ratio ν for smooth variation in thickness with a given rule is defined as a function
of ν = ν(z). The square plate has a dimension of a × b × h = 100 × 100 × 10 or a/h = 10.
As P-FGM has continuously varying mechanical properties, it was assumed that each
layer of the P-FGM plate has different material parameters to model the plate in ANSYS
Workbench. Using the power-law distribution, the details of 10 layers of the FGM plate
were determined, as shown in Table 2.

Table 2. Layer’s material properties of the P-FGM plate.

z
h

Young’s Modulus (Pa)

p = 0 p = 1 p = 2 p = 5 p = 10 p = ∞

0.45 3.80 × 1011 3.65 × 1011 3.50 × 1011 3.10 × 1011 2.56 × 1011 7.00 × 1010

0.35 3.80 × 1011 3.34 × 1011 2.94 × 1011 2.08 × 1011 1.31 × 1011 7.00 × 1010

0.25 3.80 × 1011 3.03 × 1011 2.44 × 1011 1.44 × 1011 8.75 × 1010 7.00 × 1010

0.15 3.80 × 1011 2.72 × 1011 2.01 × 1011 1.06 × 1011 7.42 × 1010 7.00 × 1010

0.05 3.80 × 1011 2.41 × 1011 1.64 × 1011 8.56 × 1010 7.08 × 1010 7.00 × 1010

−0.05 3.80 × 1011 2.10 × 1011 1.33 × 1011 7.57 × 1010 7.01 × 1010 7.00 × 1010

−0.15 3.80 × 1011 1.79 × 1011 1.08 × 1011 7.16 × 1010 7.00 × 1010 7.00 × 1010

−0.25 3.80 × 1011 1.48 × 1011 8.94 × 1010 7.03 × 1010 7.00 × 1010 7.00 × 1010

−0.35 3.80 × 1011 1.17 × 1011 7.70 × 1010 7.00 × 1010 7.00 × 1010 7.00 × 1010

−0.45 3.80 × 1011 8.55 × 1010 7.08 × 1010 7.00 × 1010 7.00 × 1010 7.00 × 1010

For the material properties with p = 2 and load with the SSSS boundary condition, the
deflection and the von Mises stress of the P-FGM plate under a uniform load are shown in
Figures 4 and 5.

The non-dimensional result of the modeled P-FGM was similar to that of Ref. [1]. The
following equations were used to convert numerical results to non-dimensional ones in
ANSYS Workbench [1].

Non-dimensional deflection of FG plate under uniform load was defined as

wmax =
10h3Ec

p0b4 w
(

a
2

;
b
2

)
(9)

where w
(

a
2 ; b

2

)
is deflection in the center of the plate.
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Figure 4. Deflection of P-FGM plate.

Figure 5. von Mises stress of P-FGM plate.

The non-dimensional von Mises stress of the P-FGM plate under uniform load was
calculated as

σxx(z) =
h

q0a
σx

(
a
2

,
b
2

, z
)

(10)

where σx

(
a
2 , b

2 , z
)

is von Mises stress in the center of the plate.
For the P-FGM plate with 10 layers, the result of the modeled plate in this research

and the other research was compared, as shown in Table 3.

Table 3. Non-dimensional result of P-FGM plate with 10 layers.

p Reference
wmax

(mm)
wmax

(Non-Dimensional)
σmax

(MPa)
σmax

(Non-Dimensional)

2
This research 0.32922 1.251 49.957 4.9957

[1] 1.1909 5.1852
Error 4.8% 4%
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For the P-FGM plate with 20 layers, the result of the modeled plate in this research
and the other research was compared, as shown in Table 4.

Table 4. Non-dimensional result of P-FGM plate with 20 layers.

p Reference
wmax

(mm)
wmax

(Non-Dimensional)
σmax

(MPa)
σmax

(Non-Dimensional)

2
This research 0.32858 1.2486 51.859 5.1859

[1] 1.1909 5.1852
Error 4.6% 4%

Remodeling the FG plate with 40 layers, the result of the modeled plate in this research
and the other research was compared, as shown in Table 5.

Table 5. Non-dimensional result of FGM plate with 40 layers.

p Reference
wmax

(mm)
wmax

(Non-Dimensional)
σmax

(MPa)
σmax

(Non-Dimensional)

2
This research 0.32858 1.2486 51.859 5.1859

[1] 1.1909 5.1852
Error 4.6% 4%

The results of dimensionless deflection and von Mises stress in different volume ratios
were compared in Figures 6 and 7.

Figure 6. Dimensionless deflection at center of plate.
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Figure 7. Dimensionless von Mises stress at center of plate.

3.2. Influence of Temperature

Assuming the elastic square plate of size 200 × 200 × 10 (mm), the square plate of
P-FGM had a ceramic-rich top surface and metal-rich bottom surface, material parameters
changed linearly according to the P-FGM model, and volume fraction index p = 2, it was
found that the P-FGM plate was affected by temperature. The ceramic-rich surface endured
heat up to 600 ◦C, and the metal-rich surface only afforded heat up to 20 ◦C. Details of the
properties of ceramic and metal surfaces of the square plate are presented in Table 6.

Table 6. Properties of ceramic and metal surfaces of P-FGM plate.

Material Properties
Metal

Aluminum (Al)
Ceramic

Alumina (Al2O3)

E (GPa) 70 380
ν 0.3 0.3

ρ (kg/m3) 2.707 3
Thermal Conductivity k

(W/mK) 204 2.09

In this research, a steady heat transfer from one surface of the plate to the other
was considered. By dividing the plate into many small layers and using their material
properties, a solid plate model with dimensions of 200 × 200 × 10 (mm) was constructed,
as shown in Figure 8.
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Figure 8. FGM plate model with multi-layers.

Table 7 presents the details of 10 layers of the P-FGM plate of the size of 200 × 200 ×
10 (mm).

Table 7. Properties of 10 layers of P-FGM plate in 200 × 200 × 10 (mm).

z
h

Volume Faction Index (p = 2)

E (MPa) ρ (Kg/m3) ν K (W/mK)

0.45 1.47 2.985 0.3 12.19
0.35 1.39 2.956 0.3 32.38
0.25 1.31 2.927 0.3 52.57
0.15 1.23 2.897 0.3 72.76
0.05 1.15 2.868 0.3 92.95
−0.05 1.06 2.839 0.3 113.14
−0.15 9.84 2.810 0.3 133.33
−0.25 9.03 2.780 0.3 153.52
−0.35 8.22 2.751 0.3 173.71
−0.45 7.41 2.722 0.3 193.90

Using the steady-state analysis in Ansys Workbench, the heat transfer of the plate was
simulated, as shown in Figure 9.
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Figure 9. Heat transfer through plate.

The comparison of the results of the software simulation and the theory are shown in
Table 8, which presents similar results for the two methods.

Table 8. Comparison of heat transfer results simulated using software and calculated with theory.

z
h

Volume Faction Index (p = 2)

T (◦C) (Project) T (◦C) (Theory) Error

0.45 600 600.00 0.00%
0.35 373.09 371.32 0.47%
0.25 287.63 285.64 0.69%
0.15 232.45 230.57 0.81%
0.05 190.26 188.61 0.87%
−0.05 155.09 153.77 0.85%
−0.15 124.20 123.24 0.77%
−0.25 96.031 95.46 0.60%
−0.35 69.60 69.44 0.23%
−0.45 44.21 44.47 0.59%

4. Conclusions

The mechanical behavior and heat transfer properties of the P-FGM plate were ex-
plored in this research. Specifically, a model was established according to the power-law
distribution. The result showed the maximum deflection and stress at the center of the
plate, as well as the heat transfer through the layers of the plate. A comparison of the
results of other research proved the reliability of this research’s model. It was found that the
modeled P-FGM plate helped understand the properties and heat transfer of the plate and
provided intuitive results. However, the model needs improvement as it was constructed
based on the properties of the P-FGM plate estimated using software. Thus, variables might
not be optimized for the model. This produced simple numerical results, which were not
enough to explain the various problems in the plate’s structure. The research method using
ANSYS also needs to be improved for the construction of a better model.
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Abstract: This study aimed to investigate why video gaming tends to become a serious leisure activity
more easily than English learning, using a bioinformatics approach. Methods included interviews
with 13 students aged 10–13 and an experimental research design with EEG (electroencephalograph)
data from five students during rest, gaming, and English learning prior to and after a 4-week
treatment. Interviews revealed that cram schools, school assignments, and future career aspirations
influenced English learning habits. EEGs showed greater situational involvement in video games,
but no significant improvement in English learning after the treatment. Encouraging English learning
was challenging, perhaps due to participants’ busy schedules.

Keywords: EEG; learning English; serious leisure; video game; elementary school

1. Introduction

In December 2019, several cases of coronavirus disease (COVID-19) were reported,
raising global concerns about the threat of the new pandemic to public health [1]. In order to
prevent the epidemic, governments imposed a series of strict prohibitions on gatherings [2],
thereby increasing the chance for people to stay indoors or study from home. This has had
a huge impact on changes in leisure patterns and likely led to a higher demand for digital
leisure [3].

During the COVID-19 pandemic, pupils tend to be involved with digital leisure
activities such as video games too seriously and hurt their eyesight. Given the development
of digital technologies with unlimited access to the Internet, people’s leisure lives have
been changed greatly. Computers, video game consoles, smartphones, and other devices
are adapted to daily leisure and entertainment activities [4]. However, the concern is that
such video or online games are like a paradise to escape, causing pupils to become hooked
and lose all notion of time.

Parents are worried about this type of unhealthy leisure habits and try to ask children
to engage in other more positive leisure activities such as learning English. However,
pupils wailed reluctantly at this request because seemingly learning English causes little
pleasure, but rather induces pressure and is more like a job, a task, or a duty than leisure
for children. This inspires the current research to examine why video gaming is an activity
that more easily becomes a serious leisure activity than English learning from an aspect of
bioinformatics. Biological data from electroencephalographs (EEGs) were collected while
playing video games and learning English along with participant interviews.
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2. Literature Review

2.1. Sustainable Serious Leisure

Serious leisure is the systematic pursuit of a hobbyist core activity that people find
so interesting and fulfilling that they launch themselves on a career centered on acquiring
and expressing a combination of knowledge, affective involvement, and skills [5]. Previous
studies indicated that serious leisure may generate flow experience [6], increase leisure
satisfaction [7], and positively associate with eudemonic or subjective well-being [8]. How-
ever, those who are deeply involved in serious leisure may, on the other hand, face a risk of
indulging in an excessive amount of such leisure participation [5]. Maladaptive patterns of
excessive leisure activities might negatively influence health and ordinary lives.

If a strategy of balanced leisure patterns in various leisure activities can be adopted,
multiple leisure activities may provide a healthy balance for distraction from some pos-
sible excessive leisure [9]. Since bilingualism is one of the major education policies to be
implemented by the year 2030 by the Taiwanese government because of globalization, the
cultivation of serious leisure in learning English for children or young teenagers seems
a good choice. Comparison of these two different types of serious leisure in terms of
playing video games and studying English is rare in prior studies. This study tries to fill
the literature gap with two major objectives. First, it explores why cultivating a leisure
habit of studying English is not an easy task. Second, it uses bioinformatics to compare
these two leisure activities and derive useful information about how to design sustainable
serious leisure.

Sustainable serious leisure refers to endurable leisure benefits of good health and
well-being that are essential to sustainable development [10]. Earlier studies have shown
that serious leisure could be practices of social sustainability [11,12]. For example, a group
of old volunteers who participated in performing traditional Korean dance as their serious
leisure activities reported positive experiential characteristics of the involvement including
a perceived self-achievement of perseverance and enhancement of self-identity, leading to
successful aging [12].

2.2. Learning English as a Serious Leisure Activity

Leisure experiences can be referred to four types of a 4-E model [13]: Educational,
Entertainment, Esthetic, and Escapist experiences. While playing video games is more likely
seen as a way of seeking refuge to escape from daily hassles, pupils learning English might
experience educational epistemic satisfaction, as it is more like one of the liberal arts hobbies.
The intrinsic goal of learning English is to acquire the knowledge and understanding of the
language as an end in itself [6].

Within this type of cognitive liberal arts leisure, it is hard to generate a flow experience
and therefore usually attracts little attention [6]. Without practices of perseverance, there
would be little chance of cultivating a habit of learning English as serious leisure. In addition
to the inherent value, however, some other possible practical reasons and instrumental
purposes can become aspirations for learning English. For instance, fluency in English can
facilitate social inclusion, allowing individuals to become a part of a preferred or envisioned
community [14]. This would serve as a compelling incentive for an individual to learn
English. Another possible example is to pursue a desired career where English competence
is required.

2.3. Advantage and Disadvantage of Electroencephalograph

Little or lack of research thus far was conducted to investigate alterations in elec-
troencephalogram (EEG) power spectra when playing video games and studying English.
EEG power spectra are typically examined through frequency range consisting of delta
(0.5–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), and beta (13–30 Hz) [15–17]. An alpha frequency
range is considered relevant to a feeling of relaxation without attention whereas beta power
is related to the activation of the brain in active processing when on task [15,16,18,19]. The
theta rhythm is brought on by early drowsiness or in a state of deep meditation [17,18]
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while the delta rhythm has been associated with the absence of consciousness or seen in
the state of deep sleep [18,19].

The advantage of EEG is its noninvasive neuroimaging technique to investigate electri-
cal activity in the brain [16,18,20], providing objective evidence. This is safe and straightfor-
ward to perform with the useful advantage that EEG can synchronously measure changes
in brain activity in real time [18]. However, EEG’s disadvantage is that the brain’s activity
at the individual neuronal level cannot be easily captured, causing failure to understand
the nuanced and complex cognitive processes happening in the brain [20]. Another disad-
vantage is the sensitivity of EEG to the participant’s facial movements, body shaking, state
of consciousness, physical and mental activity, and the presence of different biological and
environmental stimuli [17].

3. Research Method

3.1. Equipment and Software

A ProComp Infiniti encoder manufactured by Thought Technology Limited was
utilized to acquire 1-channel EEG data from an electrode cup placed on the forehead and
referenced to linked clip electrodes fixed on two earlobes. Before the electrodes were
secured, a small amount of NuPrep gel was applied to abrade the skin, removing dead
skin, sweat, and other impurities that might interfere with the EEG signal. Then, Ten20
conductive paste was filled in the electrode cup and put on the ear clips to help affix the
electrodes on the forehead and ear lobes to improve the quality of the perceived EEG signal.

The EEG signal was transmitted by electrode cables and a DIN cable to the EEG-Z
sensor, which was then connected to the encoder, TT-USB interface device, and ultimately
to a personal computer [21] (Figure 1). Prior to recording the EEG signal, impedance checks
were conducted for all electrodes. Data analysis was performed using Thought Technology
Limited’s BioGraph Infiniti software (Version 6.1).

Figure 1. EEG data collection equipment reference [21], on pages 4, 12, 13, 18.

3.2. Data Collection

Two methods were used for data collection. First, 13 students between 10 and 13 years
old were recruited for interviews. Second, among the 13 interviewees, 5 students partici-
pated in an experimental study with consent from their parents. In the interviews, outline
questions (Table 1) attempted to determine the first thing that participants would like to do
upon returning home from school and whether this was recognized as a positive or negative
habit. The next question tried to understand participants’ leisure habits and see whether the
habits involved learning English. For answering the third question, participants recalled
their memories to describe the process of how those habits were developed and to compare
whether there were differences between good and bad habits. The final question focused
on participants’ interests, attitudes, and opinions toward the pursuit of learning English as
a leisure habit and requested some explanations about the responses.
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Table 1. Interview outline.

1. What is the first thing you would like to do when you come home after school? Are you aware
of any good or bad habits?
2. What is your leisure habit? Is there any related to learning English?
3. How do you cultivate these habits? Is there any difference between good and bad habits?
4. How do you think of the cultivation of learning English as a leisure habit? Are you interested in
this type of leisure habit? Why or why not?

For the experimental research design, EEGs were collected while resting, playing
video games, and learning English. Each time, the duration was one and a half minutes,
and, in total, there would be four collection times for every participant: resting with eyes
closed, resting with eyes open, playing video games, and learning English. During the EEG
recording, participants were instructed to be quiet, remain still, and maintain a comfortable
posture without moving or shaking their body or facial muscles.

Prior to and after the four-week period of treatment, data collection was executed. For
a period of four weeks, the treatment was provided with studying materials of English
extracted from Studio Classroom Magazine in reading, speaking, listening, or writing five
times a week. It was expected to take approximately between 20 and 25 min every time to
study the materials. Participants were encouraged to cultivate a habit of learning English.

3.3. Data Analysis

A mode of auto-rejection setting in the software BioGraph Infiniti was used to keep
or reject segments of sections for EEG analyses. This procedure primarily placed artifact
rejection segments over sections of noisy signals for the purpose of generating reliable
statistics [21]. A rejection threshold of 20 was entered initially as the upper limit for
normal EEG microvolt levels. If the percentage of rejection durations were higher than 50%
(included), the threshold was made more lenient to, for example, 25 or 30.

4. Results and Conclusions

4.1. Interviews

The results of interviews showed that most children started to do homework first thing
when they arrived home after school. Bad habits included the overuse of smartphones.
Some participants mentioned that a habit was developed day by day and gradually formed
over time. It appeared that seemingly acquiring a negative habit was easier than estab-
lishing a positive one. The major factors influencing a habit of serious leisure in learning
English included whether students went to a cram school, whether there were assignments
required by their schools, and whether students had a vision of using English in their
future careers.

4.2. Experimental Study

For the experiment, participants showed that it was hard to change their habits in
learning English through encouragement from others because their schedule was tight.
Two participants studied 75% of the treatment materials while the other three participants
only studied approximately 25%. All participants mentioned that they went to English
cram schools regularly.

The EEG results demonstrated higher theta and alpha wave activity when participants
closed their eyes compared to when their eyes were open (Table 2), indicating that the
equipment used was valid and possessed nomological validity. Alpha waves are most
prominently observed when the eyes are closed, and their presence is typically attenuated
through eye opening [17]. Paired sample t tests between eyes open and eyes closed in the
ratio of alpha to beta showed statistical significance (p < 0.05) with higher ratio values
when eyes were closed than those when eyes were open.
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Table 2. EEG in resting.

Case EEG Resting (Prior) Resting (After)

Eyes Open Eyes Closed Eyes Open Eyes Closed

case 1

Delta 12.25 15.87 10.57 16.51
Theta 9.17 11.71 7.74 11.26
Alpha 6.91 18.64 5.67 18.97
Beta 10.52 11.40 8.75 10.41

case 2

Delta 17.5 16.34 16.61 14.61
Theta 9.36 10.93 9.89 10.75
Alpha 6.98 9.64 6.92 7.95
Beta 7.25 6.98 6.77 6.39

case 3

Delta 13.59 19.76 11.17 16.1
Theta 16.29 27.22 15.26 21.54
Alpha 14.84 22.08 14.18 19.91
Beta 11.74 11.80 11.78 8.61

case 4

Delta 10.51 11.72 10.73 11.75
Theta 8.90 12.04 9.48 12.70
Alpha 6.70 13.41 7.62 12.93
Beta 5.69 6.37 5.83 6.57

case 5

Delta 11.34 14.68 10.39 14.46
Theta 9.68 15.35 10.39 15.39
Alpha 7.91 13.82 8.10 14.31
Beta 9.22 10.63 8.25 8.38

The comparison between playing video games and learning English in EEGs showed
that participants tended to be more easily involved with playing games. The threshold and
rejection percentage due to noise in data analysis were lower in playing video games than
those learning English because it seemed unconsciously three male participants quickly
concentrated on games. However, it seemed to be on a case-by-case basis whether the
pupils would feel relaxed or excited when playing video games or learning English when
checking the ratio of beta to alpha. One participant seemed to space out when learning
English because the materials were difficult.

The prior and after comparison showed no significant difference, perhaps indicating it
was not easy to cultivate a habit of learning English and have it become a serious leisure
activity within four weeks. Further analyses showed that one participant had very high
consistency between prior and after data (correlation coefficients between 0.971 and 0.994)
and among the three conditions (for prior data between 0.992 and 0.997; for after data
between 0.987 and 0.991). This seemed to indicate that this participant might have a stable
personality, which might play the role of a disturbing factor in EEG research. Figure 2 was
an example showing the relationship (0.997) between the EEG of prior data about learning
English (prior_Eng) and EEG of prior data about playing a video game (prior_video) for this
participant. Figure 3 was another example showing the relationship (0.971) between prior
and after EEG data about learning English (prior_Eng, after_Eng) for this participant case.

4.3. Conclusions

Whether participants have already had regular habits in learning English or playing
video games after school would influence the results of this research. Additionally, playing
video games might more easily and quickly generate a state of flow experiences with high
concentration than learning English. However, it seemed unclear that concentration in flow
would cause relaxation or a feeling of stimulation [18]. As for learning English, it seemed
also unclear if it caused stress or if students just spaced out. These various possible reasons
would make it complex and difficult to interpret EEG data. A more strict research design is
required to overcome these limitations.
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Figure 2. Correlation between prior EEG in learning English (prior_Eng) and playing a video game
(prior_video) for one of the participants.

Figure 3. Correlation between prior and after EEG in learning English for one of the participants.
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Abstract: This study employs a systematic concurrent design approach to achieve product outcomes.
It involves market research and analysis of products from various manufacturers. Through functional
analysis and problem identification, TRIZ theory and a morphological diagram method are utilized for
finding solutions. The best design scheme is then determined using the PUGH method. Additionally,
a 3D model is created to present the concept that meets design goals, aiding the development of
related products and boosting market share for home hydrotherapy buckets.

Keywords: concurrent design; morphological diagram method; PUGH method; TRIZ theory

1. Introduction

Rehabilitation is undoubtedly a difficult road for patients with physical disabilities
or limb injuries. Regularly going to institutions for rehabilitation has become routine.
Therefore, when operating cold rehabilitation equipment and the arduous rehabilitation
process, they often feel uncomfortable. As Kim opinions [1], the fundamental principle of a
human-centered design is premised on maintaining dignity. Therefore, when designing
this functional physiotherapy rehabilitation equipment, the primary consideration is the
user’s psychological feelings. A successful product should be able to solve consumers’
problems, or bring a more convenient life to the public, so designers and planners must
identify problems and implement effective solutions when designing products and strive to
develop solutions that can bring consumers high-quality products with different benefits [2].
At present, most of the multi-functional rehabilitation hydrotherapy pools provided by
rehabilitation institutions are large-sized products used by many people, while personal
rehabilitation hydrotherapy buckets take up little space but often have a single function.
Considering that users may not be able to afford the huge cost of large-sized products and
may not have sufficient space, this design case reduces the size of the multi-functional
hydrotherapy bucket and modulates it for home use. In this way, the burden on the body,
movement, and use of the rehabilitated person can be effectively reduced. At the same
time, the developability and popularity of the product can be considered, and production
costs and product size can be reduced as much as possible to benefit more users and
enable them to perform personal rehabilitation with dignity. According to Cooper and
Kleinschmidt [3], key factors for the success of a product to be launched are the design of
the product itself, the characteristics of the product, the production methods, techniques
aimed at producing a quality product, the implementation of collaborative production and
design, and the benefits that the product brings to the user. In addition, a good product
should carefully evaluate every detail during the development phase. Therefore, to study
the competitiveness of products, we should start with the market performance, analyze
the direct factors such as cost, price and quality, and then analyze the indirect factors
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such as resources, materials, capital and technology, and finally, find the specific reasons
and ways to improve competitiveness. In this study, a concurrent design strategy was
used as the main approach for the multifunctional hydrotherapy bucket, and different
research methods were used to analyze and propose solutions for each problem in a clear
box process, in the hope that the selected design solutions could effectively improve the
problematic points of the product.

2. Background

2.1. Hydrotherapy

Lynda Huey, a Santa Monica, Calif.-based kinesiologist and sports trainer, considers
that the 1970s were dominated by running and the 1980s by aerobics, but the 1990s belong
to water exercise [4]. “Swimming is no longer the only form of activity for the water”,
says Huey. In fact, aquatic fitness has become popular because of the publication of
“Deep Water Exercise for Health and Fitness”. Author Glenn McWaters is a former Marine
combat helicopter pilot who tried walking in water using a flotation belt while recovering
from a thigh wound sustained in Vietnam [5]. He considers that deep-water running
can improve exercise efficiency, because the resistance encountered in water movement is
12 times that of air movement. “A 20-min workout in the water is the equivalent of a 30- to
35-min workout on land”, McWaters explains. Aquatic fitness was initially used in injured
athletes but has since been applied to other patient users in orthopedics, rheumatology, and
cardiology. This kind of program usually focuses on improving aerobic capacity, and the
principles of traditional hydrotherapy are used to increase the difficulty of walking in water.
Therefore, Aqua jogging has popped up, with programs covering many different aquatic
fitness exercises, such as shallow water walking, aqua-aerobic, aqua-steps, aqua-nastics,
hydrorobics, hydropower, and aqua-dynamics. The greatest advantage of rehabilitation in a
hydrotherapy pool is that users are not afraid of falling, and reducing fear will help arouse
their willingness to complete activities. Many experts in the field of rehabilitation believe
that changes in the motor skills of the user can be seen when balance training in water, and if
balance training in a hydrotherapy pool is effective, the chances of successful rehabilitation
on land will increase; this argument is also confirmed in clinical research [6]. In addition,
“Coaches found that athletes were coming out of rehabilitation in better shape than before
they were injured”, says Ruth Sova [7], president of the Aquatic Exercise Association in
Port Washington, Wis., a research organization for professionals in aquatic fitness and
therapy. Hence, we know that running in water and many other aquatic exercises trace
their roots in therapy. In addition, there are several advantages of using hydrotherapy:
improved movement ability by increasing joint range of motion and relaxation; use of an
easy and simple method to strengthen weak muscles; movement can be performed with less
force; low mechanical shock enhances cardiovascular endurance; stability, equilibrium, and
adequate balance reactions can be facilitated; increased proprioceptive and exteroceptive
input; reduced subjective complaints, such as shoulder pain, motivation and self-esteem
can be increased; and body image can be improved [8]. To sum up, aquatic fitness in a
hydrotherapy pool can provide a pleasurable and enjoyable situation for users and can
encourage them to be active, reduce the distraction of rehabilitation on dry land, and at the
same time, have substantial benefits for physical rehabilitation.

2.2. Lifestyle Change

Due to the large-scale spread of the Coronavirus Disease (COVID-19), many countries
have created policies and legislation to reduce social interaction and curb the massive
spread of this pandemic disease. Governments in most countries have imposed a blockade
on all non-essential infrastructure. These rules include closing sports clubs, fitness centers,
and community sports fields. Additionally, social gatherings of more than two people are
banned, further limiting opportunities to exercise and exercise together. Therefore, many
people have replaced organized physical activity with individual home-based workouts.
Home-based workouts are definitely an easier and time-saving approach for those who al-
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ready have the required equipment. They are able to continue exercising without assistance
and instructions in this situation, but adequate space at home is necessary [9]. From this, it
can be seen that if we want to design a home-type multifunctional hydrotherapy bucket,
how to reduce storage space is also one of the key points that must be considered. Some
experts even suggest people can take online exercise classes and use video- or app-guided
aerobics training at home, because there are many useful workout videos available that can
assist people in exercising on their own [10].

3. Materials and Methods

This research uses a concurrent design to solve the black box problem in design, and
considers the practicality of the multi-functional hydrotherapy bucket, the storage capacity
of household types, and safety during exercise. This research constructs a systematic,
efficient, and fair design process.

3.1. Objectives Tree Method

The objectives tree method can effectively help designers to clarify the main objectives
of the design and effectively organize consumer needs to make the design process more
fluid. In addition, the ambiguity between consumers and the design team is minimized.
The objectives tree method is presented in a graphical format so that the interrelationship
between design goals and secondary goals is clearly presented [11].

3.2. TRIZ Theory

TRIZ is a combination of the initials of the Russian word “Teoriya Resheniya Izobreata-
telskikh Zadatch”, proposed by Soviet engineer Altshuller in 1946. TRIZ theory stands
for “Theory of Inventive Problem Solving”; its English translation is “Theory of Inventive
Problem Solving”. The principle is that inventions should be universal and that certain
principles inherent in creative inventions are usually the same or similar. Therefore, Alt-
shuller uses these assumptions as the basis of TRIZ theory and integrates these principles.
TRIZ theory compiles and summarizes 39 engineering parameters and 40 principles for
solving inventive problems, and emphasizes that inventions or innovations can be made in
accordance with certain procedures and steps [12]. As a result, TRIZ theory is regarded as
a comprehensive, systematic solution to the problem of the invention and realization of
technical innovation.

3.3. Morphological Chart Method

The morphological chart method is a method of analyzing and systematizing all
generated concepts, and this method is based on the functional analysis method [13,14]. A
new component is composed of abstract parameters built from concrete technical principles.
The parameters and components are expanded and confirmed in parallel on the final
morphology chart. Finally, the components are selected from each parameter, and each
component that is combined together is considered a solution to the problem.

3.4. PUGH Method

The PUGH method is completed by comparing many problem options and is often
used to select the best design solution. All question options have a weight that is used
to compare with the datum [15,16]. If the question option is better than the datum, it is
indicated by “+”; conversely, if it is worse than the datum, it is indicated by “−”. If the
question option is difficult to compare with the datum, it is indicated by “S”. Finally, the
relative scores of each option are used to obtain an optimal result.

4. Case Study

Most of the users of the multi-functional hydrotherapy bucket are physically disabled
or disabled. Therefore, in addition to the free entry and exit of the bucket, it is more
important to include multiple rehabilitation functions without taking up space. In this
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case, products of different brands on the market were selected for analysis and comparison,
and their problem points were summarized using functional analysis. The solution to the
problem was found using TRIZ theory and the morphological chart method. Finally, the
best design scheme was obtained using the PUGH method.

4.1. Market Research

Generally speaking, market research is a good way to understand a consumer market.
Through it, designers can better understand a market’s needs. Therefore, this research starts
with market research and current status analysis of related products by collecting data, so
as to accurately understand the market demand for hydrotherapy pools and hydrotherapy
buckets in the early stage of design. The market data reference sources in this research
for the preliminary work are related product web pages, books, journals, as well as field
visits to merchants, special education schools, and physiotherapy rehabilitation clinics to
obtain the most authentic information. In addition to grasping the functional structure
of the existing hydrotherapy buckets, the main design and improvement guidelines can
also be obtained from the problem points. This study collects hydrotherapy pools and
buckets launched in different countries. After collecting data and compiling the results, it
was found that the small or individual hydrotherapy buckets on the market do not take
up space, but most of them are single-use and single-function. Except for slightly different
materials, the appearance has not changed much. The main function is rehabilitation, to
relieve physical fatigue and soreness, and there are no other additional functions that can
be used.

4.2. Design Specification

In order to clearly understand the hierarchical relationship between design goals, the
results of market research, product analysis and field visits are drawn into a target tree
diagram with a master–slave relationship (as shown in Figure 1).

Figure 1. The total items of the objectives tree.

Then the TRIZ method was used to find out the parameters of improving features
and worsening features. With the above methods, a set of design criteria was developed
(Table 1), with D (Demand) indicating the design requirement as the “need” for essential
functions and W (Wish) as the “expectation” for non-essential functions. Since most of the
users who need hydrotherapy rehabilitation have physical disabilities or physical injuries,
this product will consider both physical and psychological factors in terms of functionality,
expecting that users can not only relieve physical pain, but that they also feel relaxed
during the rehabilitation process. In this study, the focus was on the safety, functionality,
and ease of use of the device, such as preventing slips, drowning, and injuries, which were
considered as desired goals.
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Table 1. Design specifications.

Functionality Additionality Safety(Prevent) Convenience

Pleasant W Hygiene D Slipping D Entry and exit D

Relaxing W Multifunction D Drowning D Easy to use D

Rehabilitation D Durability D Injury D Fast water supply W

Comfortable W

4.3. Development Strategies

This product is still in the development stage, and there is still room for improvement
in terms of acceptability, convenience, and ease of use, so this study uses different design
strategies to improve the deficiencies.

4.3.1. TRIZ Theory

In this stage, TRIZ theory is used to explore the inadequate function of the hydrother-
apy bucket, the problems accompanying its use, and the problem-solving model according
to TRIZ theory. The steps are as follows.

• Analysis of problem points: this research draws up design specifications using func-
tional analysis and use process, and also analyzes three problems, namely (1) the
size of the multi-functional hydrotherapy pool is too large, (2) the function of the
hydrotherapy buckets for home use is insufficient, (3) large hydrotherapy pools for the
general public or medical use are inconvenient for people with physical disabilities to
enter and exit.

• TRIZ inventive problem solving: after analyzing the problem, the improvement
features were to enhance the equipment and functions with the least possible space,
and to reduce the complexity of entering and leaving hydrotherapy buckets to avoid
worsening features. These two features must be translated into the context of various
engineering parameters of TRIZ. Then, in the contradictions matrix, the contradictions
from the list of 39 that best fit the conflict statement must be selected. According to
the TRIZ contradictions matrix, parameter 36 “Complexity of device” is introduced
into the vertical axis (feature to change) and parameter 33 “Convenience of use” is
introduced into the horizontal axis (undesired result). Finally, Principle 9 “Preliminary
anti-action”, Principle 24 “Intermediary”, Principle 26 “Copying” and Principle 27
“Cheap short-living objects” should be expanded and solutions brainstormed. In this
case, Principle 24 “Use an intermediary carrier article or intermediary process” and
“Merge one object temporarily with another (which can be easily removed)” provided
helpful ideas, and this study will use these concepts to solve the problems

4.3.2. Component Development

Generally speaking, regardless of the fact that the appearance and components of
a product are always considered by many consumers as purchase factors, the product
set up in this study is a multi-functional hydrotherapy bucket, so users’ decisions are
mostly based on the function, efficacy, practicality, ease of operation, durability, price, size,
and other factors for purchase considerations rather than the appearance or the shape.
The morphological diagram method is divided into four parts after disassembling the
individual components and functions. First of all, Figure 2A shows the different ways of
entering and leaving the bucket. Figure 2B is mainly for different massage and pressure
relief functions. Figure 2C shows the handrails of different directions, sizes, and shapes.
Figure 2D is the treadmill devices used for running or walking training.
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Figure 2. Morphological diagram of each component.
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4.3.3. Concept Development

In this stage, the parts disassembled after the morphological diagram are combined to
produce a total of four design concepts (Table 2), generated after the initial evaluation of
this study for the subsequent screening of the best solution. The four concepts are (A) single
function type for single person, (B) multifunction type for single person, (C) convenience
type, and (D) combination storage type.

Table 2. Four design concepts.

A. Single function for single person B. Multifunction type for single person

A6_B2_C3_D3 A5_B3_C1_D2

C. Convenience type D. Combination storage type

A4_B3_C3_D2 A5_B1_C2_D1

4.3.4. Concept Selection and Evaluation

In this study, there are eight design criteria, which are: 1. does the hydrotherapy
bucket take up space? 2. Is the hydrotherapy bucket economical? 3. Is the hydrotherapy
bucket easy to access? 4. Is the hydrotherapy bucket easy to use? 5. Is the hydrotherapy
bucket easy to assemble? 6. Is it too expensive to buy a hydrotherapy bucket? 7. Does
the hydrotherapy bucket contain multiple functions? 8. Is the hydrotherapy bucket safe?
Then, the weights of these eight design criteria were obtained using the tabular method
(as in Table 3). Finally, the four design concepts (A–D) were compared to a commercially
available personal hydrotherapy bucket that was considered a DATUM for this study. This
personal hydrotherapy bucket is a movable lower body hydrotherapy bucket equipment
set, which not only has wheels to push it but also includes a motor. The size of this
hydrotherapy bucket is 107(L) × 51(W) × 71(H) centimeters and the capacity is 68 gallons.
The hydrotherapy motor is 18 cm (diameter) × 96 cm (height), with a maximum water
output of 55 gallons per minute and a weight of about 21 Kg. Then, the PUGH method
(Table 4) was used to evaluate the most suitable decision scheme. After screening, Concept
D received the highest score. In terms of cost, all design concepts are inferior to DATUM,
but that is because DATUM is a single-function hydrotherapy bucket, so the cost must be
much lower than a multi-function one. In addition, Concept D is superior to DATUM in
terms of access, use, assembly, function, and even safety.

Table 3. The weight of each policy design criteria.

Criteria 1 2 3 4 5 6 7 8 Total Weight

1 5 4 3 2 5 3 3 25 0.10
2 3 3 2 3 2 1 1 15 0.07
3 4 5 2 3 2 1 1 18 0.08
4 5 6 6 5 4 4 5 35 0.16
5 6 5 5 3 3 3 4 29 0.13
6 3 6 6 4 5 4 4 33 0.15
7 5 7 7 4 5 4 5 37 0.17
8 5 7 7 3 4 3 3 32 0.14

Total 224 1
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Table 4. The weight of each design criteria.

Design Criteria A B C D Weight

1

DATUM

S S S S 0.10
2 S S S S 0.07
3 S + + + 0.08
4 − S + + 0.16
5 − S S + 0.13
6 − − − − 0.15
7 + + + + 0.17
8 − S + + 0.14

+ Score 0.17 0.25 0.55 0.68
− Score 0.58 0.15 0.15 0.15

Total Score −0.41 0.1 0.34 0.53

5. Results

After generating the best design solution according to the above methodologies, the
main design concept is D. Concept D enhances the function of combination and storage,
because its massage and pressure relief functions and treadmill are detachable and storable,
so it enhances the ideal of multiple functions of the bucket. Figure 3A–F show the detailed
3D drawing of each component. This product has a water-blocking door with a side anti-
leakage plastic strip, so it can achieve the effect of preventing water leakage (Figure 3A). The
two-stage closing function can enhance the tightness of the door plate and the hydrotherapy
bucket (Figure 3B). Figure 3C combines the air foam cushion with the treadmill, so users
can perform running and walking training at the same time as receiving the effect of a
massage. In addition, this device can instantly eject small bubbles, a micro-vibration of
about 10,000~15,000 times per second, to achieve the massage effect. Figure 3D shows
a monitor, which is operated by the therapist and monitored externally, while Figure 3E
shows a monitor that can be operated directly by the user from inside. Figure 3F is a
schematic diagram of the treadmill and the air foam cushion that can be disassembled
and stored.

Figure 3. The detailed 3D drawing of each component (A–F).
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6. Conclusions

In this study, the concurrent design strategy is applied to the development and re-
design process of the multi-functional hydrotherapy bucket. Pre-design of products is
carried out using the objectives tree method for decision making and design specifications.
The TRIZ contradictions matrix and morphological diagram are used to find the problem-
atic points and principles for solutions. Throughout the design process, the user experience
and the PUGH method are used to select the best version of the design, and finally, the best
one is presented in 3D with a computer-aided design.

This study adopts a systematic design process, which can effectively save development
and design time, and is also closer to the real needs of users. Overall, this design proposal
uses various methodologies and data to select the best solution and by compiling relevant
data to build a user-oriented product as much as possible, but whether it can really achieve
the effect of rehabilitation is still to be discovered after the test.
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Abstract: When disasters such as fires or earthquakes occur, rescue personnel entering buildings
are prone to spatial disorientation when the buildings have complex indoor compartments or com-
partments with high uniformity and similarity. This situation may expose both the people waiting
for help and the rescue personnel to dangerous conditions. Therefore, this research study proposes
that government search and rescue units can pre-establish a database of indoor spatial information
for buildings. When a disaster occurs, the spatial information needed by rescue personnel can be
transmitted in real-time and displayed on wearable 3D display systems. Given this proposal, we
have developed a “Building Information Guiding System” (BIGS) to provide spatial information
in real-time through the “Wearable Augmented-reality Seeking System” (WASS). BIGS uses QR
codes presented at different information anchors in a building to display various embedded spatial
information on horizontal and vertical escape paths, the locations of exits, firefighting equipment,
and electrical power generator sets. According to the information provided by BIGS, 3D virtual
arrows can be displayed in the air by the HoloLens augmented reality helmet worn by the rescue
personnel in order to guide the direction toward the target. The BIGS system can read the Building
Information Modeling (BIM) file submitted with new construction projects to the government con-
struction management units and then input necessary spatial information to the file to establish an
exclusive 3D spatial database for that new construction. BIGS can also construct an entire 3D spatial
database for an old building by reading the BIM 3D point cloud model created through 3D laser
scanning. This study explores the feasibility of using the BIM model to construct the BIGS system,
the presentation mechanism of serial QR codes in real space, and the steps and modes of inputting
spatial information into the 3D spatial database.

Keywords: rescue guiding system; augmented reality; spatial information; Building Information
Modeling; 3D spatial database

1. Introduction

When a construction disaster occurs, the first-line rescue personnel often enter the
disaster site immediately, and every second counts when attempting to rescue the people
who need help. However, the rescue personnel may not be familiar with the indoor layout
of different buildings. If the indoor paths are complicated, or if smoke from a fire obstructs
the line of sight, the rescue personnel are prone to spatial disorientation, which places the
rescue personnel at increased risk of danger [1].

For evaluation purposes, we laser-scanned a daycare center to build a point cloud 3D
digital model and added a dynamic fire smoke simulation effect into the virtual-reality
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scenery. Then, we invited the firefighters of the Fire Bureau of Taichung City Government
for a test. The simulation revealed that even professional firefighters start to become
nervous when they are in an unfamiliar and smoky space where they cannot see clearly. It
takes them more time to find the emergency exit (Figure 1).

Figure 1. Firefighters of the Fire Bureau of Taichung City Government participating in a VR simulation test.

Therefore, it is necessary to create 3D spatial information for each building in advance
and store the location information regarding firefighting facilities, escape equipment,
and emergency exits in the database. Through an appropriate information presentation
mechanism that provides timely 3D spatial information, the system can help to protect the
lives of personnel even under extreme environmental conditions such as humidity, high
temperature, dense smoke, power outage, and lack of indoor navigation signals.

The pre-established 3D spatial database of buildings can help rescue personnel quickly
familiarize themselves with their surroundings when an accident occurs. The database can
also be utilized in daily training or pre-mission training.

2. Literature and Case Study Review

2.1. Literature Review

Since interior spaces are often remodeled and furnished, they tend to be different from
the original appearance of the building when they are initially constructed. This affects the
rescue and escape path. Therefore, the database establishment for critical indoor facilities
must first focus on making the 3D model of interior spaces in their current state.

With the advancement of technology, the most accurate way to build indoor digital 3D
models is to use laser scanning techniques, and many products are already on the market.
However, the price of laser scanning equipment is high, and the scanning speed is slow, so
it is not suitable for operations requiring scanning a large number of buildings. Another
method is 3D photo scanning. 3D photo scanning technology is not as accurate as laser
scanning but has a much faster scanning speed. After continuously optimizing 3D photo
scanning technology by researchers [2–5], it is possible to quickly complete spatial scanning
modeling using tablets or even mobile phones. Since the 3D model used to display the
location of critical indoor facilities does not need to be smooth and perfect, photo scanning
technology is suitable for establishing a database of indoor spatial information for buildings.

In addition, we suggest that the scanned 3D format should be stored in a point cloud
format (such as .e57 or .xyz) and integrated into the information model constructed by BIM
software (such as ArchiCAD or Revit) to facilitate the integration and expansion of future
architectural information.

2.2. Case Study

Companies in Taiwan have already built indoor spatial maps combined with mobile
phone indoor positioning technology [6] and have applied them to department location
guidance services between different hospital buildings. This technology focuses on indoor
mobile phone positioning guidance, not constructing a 3D database. Thus, the user’s
mobile phone screen only displays a 2D map mode.
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However, this indoor positioning method relies on electronic signal transmitters
and receivers. It does not work under extreme environmental conditions such as power
outages, high temperatures, humidity, dense smoke, and a lack of indoor navigation signals.
Therefore, the simpler the indoor positioning method, the better. In this study, we conclude
that relay QR code positioning combined with inertial navigation is the first choice for
indoor positioning in extreme environments.

3. Establishing BIGS

This research study screens out the four most important building elements or facilities
related to firefighting and rescue purposes for most buildings. The locations of these
four items are set as information anchor points in a building. These items include a fire
hose box, safety exit, fire extinguisher, and fire escape equipment.

The steps to construct a database of indoor spatial information for buildings are
as follows.

3.1. Building Spatial Digital Information

• 3D laser scanning to create a point cloud model.
• Converting the created point cloud model into the BIM model.
• Adding “information anchor point” such as firefighting/escape equipment, emergency

exit, and others. Text descriptions, image descriptions, and other information are
added in each “Information Anchor Point” and stored in the database together.

The completed spatial information can be used by search and rescue units for daily
training or pre-service education.

3.2. Building 3D Guiding Symbols on the Building Site

• Placing a QR Code at the actual location of each “Information Anchor Point”
• Building a list of “missions” in which every mission contains different series of “Informa-

tion Anchor Points” in the space through the Dynamics 365 Guides software interface.
• Placing 3D guiding symbols or information tags floating in the air to connect a series

of locations of information anchor points according to different missions.

3.3. Exploring Spatial Digital Information

When used in conjunction with a Wearable Augmented-reality Seeking System (WASS),
the smart glasses can be used to read the QR Code embedded in each “Information Anchor
Point” in order to read the set spatial information.

4. Experiment and Discussion

There are many paper books in libraries. If there is a fire, the books are at risk of
producing a lot of thick smoke, which may hinder firefighters from finding the locations of
fire hose boxes, safety exits, fire extinguishers, and/or fire escape equipment. Therefore,
we used the 6F stack of the library of the Chaoyang University of Technology (Figure 2) as
the location to conduct the spatial information embedding experiment of BIGS.

Figure 2. Panoramic view at the entrance of the sixth floor of Chaoyang University Library.

In Figures 3 and 4, there are four fire hose boxes, A, B, C, and D on the sixth floor. First,
we started from fire hose box A at the entrance (Figure 5) and built mission options leading
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to the location of the other three fire hose boxes. In each task option, we used AR software
(Dynamics 365 Guides) to place 3D guiding arrows floating in the air.

Figure 3. Sixth floor plan of Chaoyang University Library. The blue letters A, B, C, and D identify the
location of four fire hose hydrant boxes.

Figure 4. The photos of the four fire hose hydrant boxes labeled with A, B, C, and D in Figure 3.

530



Eng. Proc. 2023, 55, 73

Figure 5. Information anchor point #1 at the sixth floor elevator hall in Chaoyang University Library.

Since most buildings have a fire hose box at the main entrance to provide water in
the event of a fire, an emergency power supply, and an light source, it is easier for search
and rescue personnel to use the fire hose box at the main entrance as the starting point of
spatial information to extend outward.

When the search and rescue personnel wear the smart glasses, they can choose the task
they want to perform and see the corresponding 3D arrows in the smart glasses to guide
them to the target (Figure 6). Since these 3D arrows are virtual objects that are floating in the
air with inertial positioning, as long as they are positioned, the images do not disappear or
shift and do not become invisible due to smoke blocking the line of sight (Figures 7 and 8).

Figure 6. The first two virtual arrows beside the first anchor point. The virtual arrows will not be
blocked by objects or heavy smoke.
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Figure 7. The third and fourth guiding arrows are positioned in the air.

Figure 8. The positioned arrows will not disappear or move much, even after returning from long
distance movement from the first anchor point.

The Chaoyang University of Technology is establishing an innovative campus and has
built many real-time monitoring systems for electric energy consumption, air quality, and
indoor temperature (Figure 9). In the future, if BIGS can be pre-built in each campus corner,
it can help firefighters or rescue personnel complete tasks quickly and accurately if/when
a disaster occurs.

Figure 9. The real-time air quality monitoring system at the intelligent campus of Chaoyang Univer-
sity of Technology.

5. Conclusions

We have developed a model with the BIGS database to assist search and rescue per-
sonnel in completing tasks safely in unfamiliar building spaces. To keep functioning under
extreme environmental conditions, such as power outages, high temperature, humidity,
dense smoke, and lack of indoor navigation signals, we suggest that the greater accessibility
of BIGS information, the better. Therefore, a QR code made with fireproof materials posted
next to a fire hose box is the first choice for information anchor positioning. According
to Point 6, Section 4, Chapter 1, “the Fire Bureau of Taichung City Government Guiding
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Principles for Operation and Maintenance of Disaster Relief Equipment”, at the scene of a
fire, hot smoke accumulates in high places. Thus, the zone close to the floor can provide
better visibility, and a low posture is advised for movement in these areas (Figure 10).

Figure 10. Firefighters are practicing moving forward in a low posture [7].

Therefore, it is recommended that the positioning anchor QR codes of BIGS should
be posted around the lower area of a fire hose box. The first fire hydrant box can be used
at the entrance as the first information anchor point to guide the fire search and rescue
personnel to find the other information anchor points in sequence or return to the first
information anchor point at the entrance. In this way, BIGS can help rescue personnel
reach their destination without disorientation in buildings with complex internal partitions
or high indoor feature consistency in an emergency situation. The database of BIGS can
also be utilized in daily or pre-mission training. BIGS can combine Building Information
Models (BIM) and Geometric Information Systems (GIS) to construct smart buildings and
smart cities.
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Abstract: Footbath therapy is effective for health and wellness. We compared the effects of hot
water footbaths (HFB), contrast water footbaths (CFB), and warm water footbaths (WFB) using
physiological parameters, including blood pressure, calf volume, flexibility, and meridian energy for
six weeks. Significant differences in diastolic blood pressure and calf volume were observed from the
third to fifth week, and CFB showed the best effect. CFB and WFB demonstrated improvements in
meridian energy, while HFB had no effect. These findings highlighted the effectiveness of CFB in
managing stress and promoting health and well-being.

Keywords: foot bath; meridian energy; health promotion

1. Introduction

Hydrotherapy has been used in medical fields for pain reduction, the improvement
of joint mobility and muscle strength, enhancement of heart efficiency, promotion of
blood and lymph circulation, and improvement of metabolic function, skin condition,
and muscle control and coordination [1]. Although contrast bath therapy is beneficial for
sports injuries, joint pain, muscle fatigue, inflammation, and poor blood circulation [2], its
application is limited due to the need for specialized equipment and professional instructors.
Kneipp’s foot-treading method originated in Europe enhances blood circulation, reduces
foot swelling and fatigue, and improves joint mobility [3]. Footbath therapy, especially
with hot water, has also been proven to be effective in promoting health and wellness by
alleviating symptoms of pain, fatigue, and insomnia, improving circulation, and enhancing
overall well-being [4].

Foot health is essential to overall physical health, as foot blood circulation is closely
linked to systemic blood circulation and metabolism, thereby promoting the regulation
function of the nervous and endocrine systems [5]. Studies have shown that footbaths
relieve fatigue and improve sleep quality in stroke and cancer patients, regulate heart rate
variability [6], increase core body temperature, relieve menstrual pain and maternal anxiety,
and restore low-meridian energy, among other health benefits [4–8]. A previous study
revealed that occupational stress was a significant factor in high-stress industries such
as high-tech and banking industries in Taiwan [9]. Strategies to overcome occupational
stress include promoting work–life balance, creating a positive work environment, and
providing necessary resources [10]. However, there is a dearth of simple and practical health
promotion and guidance methods that can be easily used in daily life. Furthermore, limited
research has been conducted to compare the effects of footbath in different temperatures on
physiological parameters. Thus, this study was conducted to compare the effects of the hot
water footbath and contrast water footbath on health promotion with warm water footbath
as the control group. The study result provided evidence-based guidance on the use of
footbath therapy as a health promotion strategy.
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2. Materials and Methods

2.1. Subjects

This study was conducted with the approval of the Institutional Review Board (IRB:
103075). The participants were recruited from Chia Nan University of Pharmacy and
Science, and were between the ages of 20 and 25. Volunteers were required to complete
a health assessment form (Brief Symptom Rating Scale, BSRS-5) and a brief physical
examination. Those who passed the screening then signed a consent form. A total of
33 participants were enrolled and allocated into three groups based on their decreasing
body mass index (BMI) in a sequential order. Before the study, each group consisted of
11 participants. Five participants could not complete the experiment. Thus, the warm
water footbath group (WFB, n = 9), hot water footbath group (HFB, n = 9), and contrast
footbath group (CFB, n = 10) were included in the study. During the study, the participants’
lifestyles were recorded, but they were subjected to no restrictions in their lives.

2.2. Methods

The study was conducted as a single-blind trial with participants undergoing a 15 min
footbath once a week for six consecutive weeks at a room temperature of 25 ± 2 ◦C. Based
on other research [2], water temperatures were set to 10 ◦C for cold water, 30 ◦C for warm
water, and 40 ◦C for hot water. Skin electrical conductance was measured for psychological
stress, while meridian energy was measured using the ARDK® on 24 special acupoints in
the wrists and ankles. Most of the acupoints selected were the originating acupoints of
the 12 meridians, namely the lung, large intestine, stomach, spleen, heart, small intestine,
urinary bladder, kidney, pericardium, triple burner, gallbladder, and liver meridians [11].
Calf volume was measured using Archimedes’ volume measurement bucket, and blood
pressure and flexibility were measured using devices. All data were collected before and
after a footbath for six weeks. The data were analyzed using inferential statistics such as
ANOVA and paired t-tests with a significance level set at p < 0.05.

3. Results

3.1. BSRS-5 Scale

A total of 33 participants joined in a 3-month lifestyle assessment for the evaluation
of their sleep, mood, disease, and medication conditions. The participants were 22.21 ±
1.36 years old, including nine males (27.3%) and 24 females (72.7%). The mean Body Mass
Index (BMI) was 22.77 ± 4.38 kg/m2. Among the participants, 30 (90.9%) had no smoking
habit, one (3.0%) had an occasional smoking habit, and two (6.1%) had a social smoking
habit. In total, 23 (69.7%) had no drinking habit, seven (21.2%) had an occasional drinking
habit, and three (9.1%) had a social drinking habit. A total of 15 (45.5%) had no habit of
drinking coffee, one (3.0%) drank coffee daily, and 17 (51.5%) drank coffee occasionally. A
total of 12 (36.4%) had no habit of drinking tea, six (18.2%) drank tea daily, and 15 (45.5%)
drank tea occasionally. Of the participants, 19 (57.6%) had a mostly sedentary lifestyle,
while 14 (42.4%) did not. Before the experiment, participants underwent medical and
foot-related condition assessments, and those with significant medical conditions were
excluded. However, in the medical history assessment, one participant had a history of
asthma, but since the condition had not occurred in the past 6 months, the participant
was still eligible to participate in the study. The participants were assessed using the Brief
Symptom Rating Scale 5 (BSRS-5), and all participants had BSRS-5 scores less than 10,
indicating a good daily living status (Table 1). During the experiment, five participants
terminated their participation due to personal reasons, resulting in a final sample size of 28.
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Table 1. BSRS-5 assessment results.

Score

Groups
Total (n = 33)

Footbath Groups

WFB (n = 11) HFB (n = 11) CFB (n = 11)

0–5 24 (72.7%) 9 (81.8%) 7 (63.6%) 8 (76.7%)
6–9 9 (27.3%) 2 (18.2%) 4 (36.4%) 3 (27.3%)

0–14 0 0 0 0
15–24 0 0 0 0

Note: BSRS (Brief Symptom Rating Scale), WFB (warm water footbath), HFB (hot water footbath), CFB (contrast
water footbath), n = participants.

3.2. Evaluation of Physiological Parameters

We investigated the effect of footbath therapy on physiological parameters such as
blood pressure, calf volume, and flexibility. The results of the three different foot bath
groups were evaluated and compared.

The results indicated that the WFB group showed a statistically significant decrease
in systolic blood pressure (SBP) by 8.33 mmHg before intervention (w0) to the end of the
experiment (W7). The significant effect on SBP was observed from the third week of the
experiment, while the effect on diastolic blood pressure (DBP) was minimal. However, the
HFB and CFB groups did not show significant differences in SBP and DBP. ANOVA analysis
was conducted to compare the values among the three groups and statistical differences in
DBP were observed, but not SBP. The changes in DBP showed significant differences among
the groups in the third week (p = 0.001), fourth week (p = 0.031), and fifth week (p = 0.007).
The Tukey HSD test revealed that the CFB group had the most significant impact on DBP,
followed by the WFB group and the HFB group. There were no long-term differences in
SBP and DBP changes among the groups after the 6-week intervention (Table 2).

Table 2. Changes in blood pressure of three different groups after footbath three different groups.

Parameters Week WFB (n = 9) HFB (n = 9) CFB (n = 10)
p-Value

(Tukey HSD)

SBP

Original Before (w0) 109.89 ± 10.914 104.56 ± 3.408 110.30 ± 13.549
After (w7) 101.56 ± 12.084 # 104.67 ± 3.575 103.70 ± 2.813

Net value

w1 −8.33 ± 5.657 0.11 ± 10.541 −3.90 ± 13.085 0.244
w2 −1.00 ± 10.112 −4.11 ± 4.936 −4.00 ± 8.300 0.651
w3 −2.33 ± 5.050 # −4.11 ± 10.043 −2.40 ± 6.381 0.846
w4 −4.56 ± 7.955 0.44 ± 5.981 −3.80 ± 6.596 0.267
w5 0.56 ± 10.370 # −1.56 ± 5.833 −4.20 ± 6.546 0.423
w6 −1.67 ± 5.315 # −3.20 ± 23.734 −3.30 ± 6.800 0.774

D
BP

Original Before (w0) 64.67 ± 6.856 59.78 ± 6.741 64.50 ± 8.059
After (w7) 60.89 ± 10.006 59.78 ± 6.037 63.10 ± 6.437

Net value

w1 −4.00 ± 5.979 0.00 ± 5.148 −0.90 ± 7.666 0.392
w2 −0.78 ± 4.893 0.22 ± 4.086 −1.30 ± 6.165 0.812
w3 0.78 ± 3.598 1.44 ± 3.468 −6.00 ± 3.801 0.001 * (a, c)

w4 −3.78 ± 2.539 1.44 ± 4.503 −5.50 ± 7.764 0.031 * (c)

w5 2.22 ± 6.320 1.78 ± 2.774 −4.90 ± 5.301 0.007 * (a, c)

w6 −0.33 ± 5.099 −2.56 ± 4.447 −3.60 ± 5.317 0.365

Note: SBP (systolic blood pressure), DBP (diastolic blood pressure), WFB (warm water footbath), HFB (hot water
footbath), CFB (contrast water footbath), w = weeks, n = participants, data presented M ± SD, significant: p < 0.05,
* = ANOVA, a = WFB/CFB, c = HFB/CFB; # = pair t-test.

Table 3 shows significant differences between the groups in calf volume. Specifically,
the CFB group had a significant reduction in calf volume from the first to the sixth week
of intervention. The three groups revealed a significant decrease in calf volume. Post hoc
tests showed that the decrease of the CFB group was larger than that of the WFB group and
the HFB group. Although no statistically significant differences were found in flexibility
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among the three groups, significant differences were observed in the long-term follow-up
results of the groups of CFB and HFB in paired t-tests between the beginning (W0) and end
(W7) of the experiment.

Table 3. Changes in calf volume and flexibility changes in three different groups after footbath.

Parameters Week WFB (n = 9) HFB (n = 9) CFB (n = 10)
p-Value

(Tukey HSD)

C
alfvolum

e

Original Before (w0) 24.40 ± 0.919 24.70 ± 0.750 24.68 ± 0.978
After (w7) 24.41 ± 0.929 24.81 ± 0.720 # 24.62 ± 1.009

Net value

w1 0.01 ± 0.105 0.11 ± 0.127 −0.06 ± 0.084 0.007 * (c)

w2 0.04 ± 0.073 0.17 ± 0.068 −0.05 ± 0.071 0.000 * (a, b, c)

w3 0.00 ± 0.071 0.16 ± 0.053 −0.01 ± 0.137 0.003 * (b, c)

w4 0.03 ± 0.071 0.13 ± 0.087 −0.04 ± 0.070 0.000 * (b, c)

w5 0.06 ± 0.073 0.11 ± 0.060 −0.06 ± 0.070 0.000 * (a, c)

w6 −0.04 ± 0.088 0.12 ± 0.044 −0.09 ± 0.057 0.000 * (b, c)

Flexibility

Original Before (w0) 28.39 ± 10.68 30.31 ± 9.726 29.06 ± 2.695
After (w7) 29.89 ± 11.75 31.83 ± 9.253 # 31.33 ± 2.409 #

Net value

w1 1.50 ± 2.194 1.52 ± 1.502 1.95 ± 2.692 0.881
w2 1.61 ± 2.082 2.76 ± 2.017 0.57 ± 2.045 0.075
w3 1.43 ± 1.097 2.56 ± 2.481 1.18 ± 2.124 0.304
w4 1.48 ± 1.766 1.72 ± 1.161 1.72 ± 2.566 0.954
w5 2.68 ± 1.663 2.46 ± 1.711 1.75 ± 0.951 0.365
w6 1.72 ± 2.041 2.64 ± 1.816 1.19 ± 1.863 0.266

Note: SBP (Systolic blood pressure), DBP (Diastolic blood pressure), WFB (warm water footbath), HFB (hot water
footbath), CFB (contrast water footbath), w = weeks, n = participants, data presented M ± SD, significant: p < 0.05,
* = ANOVA, a = WFB/CFB, b = WFB/HFB, c = HFB/CFB; # = pair t-test.

3.3. Meridian Energy

Table 4 presents the results of meridian energy changes induced by footbaths in the
three groups. The groups showed significant differences in the energy of the immune
system (week 3, p = 0.022), skeletal muscle system (week 5, p = 0.070), liver function (week
4, p = 0.03), respiratory system (week 3, p = 0.013), and digestive system (week 4, p = 0.005).
Specifically, the effects on the CFB group and WFB group on long-term meridian energy
were larger than the HFb group.

Long-term energy changes were assessed by comparing the energy levels before (w0)
and after (w7) intervention. The paired t-test analysis revealed that the CFB group had
significant improvements in the long-term energy of the autonomic nervous system, skeletal
muscle system, and respiratory system. Similarly, the WFB group showed significant
improvements in the long-term energy of the total energy, endocrine system, and systemic
report. However, the HFB group did not exhibit any significant changes in the energy
levels of any physiological system. The WFB group showed a significant improvement in
decreasing the energy levels of the cardiovascular system at the fourth (−10.89 ± 9.727),
fifth (−17.22 ± 23.037), and sixth (−12.11 ± 15.964) weeks compared to those before
intervention (w0). This finding was consistent with the experimental results presented
in Table 2. Additionally, the WFB group showed a reduction in diastolic blood pressure,
which supports and corroborates our results. Significant differences in immune, skeletal
muscle, liver function, respiratory, and digestive system energy levels were also found. The
CFB group improved the long-term energy of the autonomic nervous, skeletal muscle, and
respiratory systems. The WFB group improved the total energy, endocrine, and systemic
report energy levels and decreased cardiovascular system energy levels and diastolic blood
pressure. However, the HFB group showed no effect of footbath on the energy levels of any
physiological system.
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Table 4. Changes in meridian energy between three different groups after footbath.

Parameters Week WFB (n = 9) HFB (n = 9) CFB (n = 10)
p-Value

(Tukey HSD)

Totalenergy

Original Before (w0) 15.00 ± 14.697 21.78 ± 18.747 25.30 ± 21.618
After (w7) 33.44 ± 19.456 # 34.33 ± 20.512 38.50 ± 25.439

Net value

w1 16.67 ± 21.500 8.67 ± 28.688 13.20 ± 29.698 0.821
w2 12.11 ± 14.146 −0.44 ± 22.973 15.60 ± 23.372 0.234
w3 27.89 ± 18.210 −8.33 ± 14.009 4.20 ± 13.464 0.000 * (a, b)

w4 2.11 ± 13.569 −3.67 ± 18.682 20.10 ± 26.780 0.048 * (c)

w5 3.44 ± 26.302 −7.22 ± 21.022 16.30 ± 31.305 0.179
w6 1.67 ± 15.588 # −6.89 ± 24.670 −0.50 ± 31.529 0.755

system
ic

report

Original Before (w0) 48.67 ± 12.845 50.78 ± 14.856 44.50 ± 13.385
After (w7) 57.33 ± 10.283 50.33 ± 8.426 52.30 ± 16.667

Net value

w1 6.11 ± 12.057 −1.33 ± 15.788 7.80 ± 10.075 0.279
w2 4.44 ± 9.606 −3.22 ± 16.076 7.50 ± 16.009 0.267
w3 13.89 ± 13.896 −3.89 ± 13.014 2.30 ± 18.172 0.061
w4 5.89 ± 5.487 −4.78 ± 11.987 11.50 ± 12.572 0.009 * (c)

w5 8.33 ± 13.153 −2.89 ± 8.054 5.00 ± 14.103 0.152
w6 2.22 ± 8.913 −5.67 ± 9.138 5.80 ± 11.755 0.06

Note: WFB (warm water footbath), HFB (hot water footbath), CFB (contrast water footbath), w = weeks, n = participants,
data presented M ± SD, significant: p < 0.05, * = ANOVA, a = WFB/CFB, b = WFB/HFB, c = HFB/CFB; # = pair t-test.

4. Discussion

Footbath therapy has been an ancient health practice for centuries. With the prevalence
of stress in today’s fast-paced work environment, finding effective health promotion meth-
ods to help employees learn and integrate stress management is crucial to achieving health
self-management goals. To address this knowledge gap, we investigated the physiological
effects of three footbath interventions: HFB, WFB, and CFB. The results showed that the
CFB group had the best effects on reducing DBP, calf volume, and meridian energy. The
ANOVA analysis of physiological parameters and meridian energy showed that the CFB
group had the most significant adjusting effects, followed by the WFB and HFB groups.

Among the factors, CFB had the most significant impact, while the effect of HFB was
the smallest. However, HFB provided better body-warming effects and health benefits for
older adults and those who felt cold with poor circulation [4,12]. Although CFB is generally
believed to have a stress-inducing effect on the cardiovascular system [13,14], the study
results indicated that the impact on blood pressure was not enough for such an effect.

For the WFB, HFB, and CFB groups, total meridian energy changed significantly from
the baseline at the end of the six-week intervention. However, no significant differences
were observed after the fifth week. Based on the participants’ lifestyle records, There
were academic exams in the fifth week, which might cause stress and poor sleep, and
interfered with their normal physiological life cycle. The impact of this interference was
less pronounced on calf volume. The results of SBP and DBP also showed a significant
rebound in the WFB group in the fifth week, but a continuous decreasing trend in the sixth
week after the interference was relieved. Similar observations were made for the HFB
group in the fourth and fifth weeks. Nevertheless, the results for the CFB group indicated
that changes in their lifestyle patterns had a smaller impact on the improvement trend in
their data. The results of this study also showed that the CFB group showed better effects
in adjusting DBP, reducing calf volume, and improving ankle circumference, flexibility, and
meridian energy. Overall, body composition and meridian energy demonstrated that their
adjusting effects were large for the CFB group > WFB group > HFB group in order.

For the parameters, CFB had a more substantial impact, while the effect of HFB
was the smallest. Nevertheless, HFB provided better body-warming effects and health
benefits for older adults who felt cold with poor circulation [4,12]. Although CFB is
generally believed to have a stress-inducing effect on the cardiovascular system, this
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study’s results indicated that the impact on blood pressure was not large enough. These
findings suggested that footbath therapy was an effective health promotion method for
managing occupational stress and improving health self-management goals. Therefore,
footbath therapy, specifically CFB, is recommended as a home health maintenance method.

5. Conclusions

We investigated the effects of three different footbath interventions on young adults.
The WFB group showed a significant decrease in SBP from the third week, while the
CFB group had the most significant impact on DBP in long-term follow-up. The CFB
group had a significant reduction in calf volume, while the WFB group showed significant
improvement in the energy levels of total energy and the cardiovascular system. These
findings suggested that footbath therapy was effective in managing occupational stress,
with CFB being particularly beneficial for health and stress management.
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Abstract: We explored consumer preferences for incorporating sustainable development goal (SDG)
indicators into music imagery product design. Qualitative and quantitative investigations were
conducted to survey and analyze consumer preferences and values. Through questionnaire surveys
and focus group discussions, consumers’ perceptions and values toward SDG indicators in music
imagery products were investigated. The results showed that consumers’ demands and preferences
for music imagery products aligned with the SDGs. Consumer preferences and values were important
in the design of music imagery products. By comparing the influence of different product design
attributes on consumer attractiveness and purchase intention, this demonstrates the practical value of
incorporating SDG indicators into music imagery products. The results serve as valuable references
for the design and marketing of music imagery products to promote the application and advancement
of the SDGs.

Keywords: SDG indicators; music imagery products; Miryoku engineering; importance–performance
analysis

1. Introduction

The global promotion of sustainable development goals (SDGs) has gained signifi-
cant attention, as product design and brand imaging play a crucial role in the modern
consumer market. Consumers now prioritize not only practicality and functionality but
also emotional and value aspects. Businesses are increasingly recognizing the importance
of integrating social responsibility and sustainability into product design. Therefore, by fo-
cusing on consumer preferences for incorporating SDG indicators into the design attributes
of music imagery products, their impact on consumer attitudes and purchase decisions
was investigated in this study. Currently, consumer awareness and attention toward SDGs
are not universal. Therefore, this research was carried out to deepen the understanding
and concerns of consumers about sustainability and social responsibility by examining
the incorporation of SDG indicators in music imagery product design. Integrating music
imagery into product design evokes emotions and resonance through visual symbols and
design elements, providing consumers with a unique and experiential interaction with the
product. We also investigated how these attributes influenced consumer purchase inten-
tions and brand loyalty. Recommendations to businesses were proposed to enhance the
quality and social value of product design, promoting sustainable development practices
and awareness.
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2. Literature Review

2.1. Music Imagery in Visual Design

Numerous studies have focused on transforming abstract and imaginative ideas into
tangible products or art designs [1–4]. Music serves as the imagery in relevant visual
communication design. By harnessing the emotions and atmosphere conveyed by music,
visual symbols, and design elements, they can be translated into design. The analysis
of product design aims to explore how to visually represent the abstract characteristics
and emotional resonance of music. The application of music imagery to visual design
not only offers fresh creativity but also enriches the audience’s understanding of the
connection between music and visuals. By merging music and the visual arts, possibilities
for heightened sensory experiences and creative exploration can be offered.

The interrelationship between music and visuals was investigated to creatively trans-
form abstractive music into concrete visual symbols through design. A direct relationship
between pitch and brightness was found in the context of music and color. Additionally,
the content, tonality, and rhythmic sense of music influenced the visual form [5]. Music
imagery was employed in visual communication design to visualize the perception of
sound and music through color and shape and infuse new spiritual significance. With the
elements of music, aesthetic forms, and the relationship between music and visual design,
the shape and color of music imagery were analyzed, opting for a figurative approach to
represent music, creating unique visual images, and exploring the abstract expressions of
music [6]. The relationship between the shape elements of jazz drums and the imagery was
analyzed to consider design elements. Through such imagery analysis, the correspondence
between the structure of the imagery and the shape elements was analyzed, and the causal
relationship between the imagery and overall evaluations of likability and beauty was
examined [7].

Based on the previous result, we assumed that transforming music into visual symbols
and design elements allowed products to uniquely evoke emotions and resonance in
consumers. The use of music imagery not only infuses products with emotions and values
but also provides consumers with an experiential interaction with the product. As music
is an abstract expression, it evokes emotions and spiritual resonance in people. Through
the rhythm, melody, and emotions of music, the design of the visual communication of
products evokes consumers’ deep emotional memories and experiences. By researching
products with music as imagery in relevant visual communication design, emotionally
resonant and differentiated products can be created, and innovation in design enriches
fostering deeper interactions and connections between consumers and products. The use
of music imagery elevates products to a higher artistic realm, creating richer and more
valuable consumer experiences.

2.2. Importance–Performance Analysis (IPA)

IPA is a practical and feasible method for measuring the importance and performance
of products or service attributes [8]. Martilla and James introduced IPA to prioritize
attributes’ importance and performance based on consumers’ perceived importance and
companies’ performance related to quality attributes [9,10]. IPA is to assess consumers’
perceived importance and satisfaction with quality attributes and provide a basis for service
quality and marketing strategy decisions in the service industry [11]. It plots consumer
satisfaction with product attributes on the horizontal axis and the importance of these
attributes on the vertical axis. The central coordinate of the strategy matrix is determined by
the average of satisfaction and importance values, dividing the matrix into four quadrants.
Attributes are then categorized into quadrants based on their assessment values. The
research methodology is used to conduct consumer surveys, using importance as the
vertical axis and performance as the horizontal axis, and using the average values of each
attribute to separate them on the x and y axes. The importance and performance of each
attribute are marked by their positions in corresponding quadrants. Subsequently, specific
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strategies for quality improvement are determined and proposed based on the meanings
represented by the attributes’ locations in the quadrants (Figure 1).

 
Figure 1. Chart of quadrants of IPA.

3. Research Methodology

We investigated consumer preferences for music imagery products with design at-
tributes, considering SDG indicators. The Expert Group Meeting (EGM) method was
used with six individuals, including three product design experts, two product marketing
specialists, and one scholar. They identified and analyzed the attractiveness factors of
music imagery products and clarified the relevance of incorporating SDG indicators into
the design attributes. Based on the result, a correlation evaluation model for practical at-
tractiveness was established for companies to integrate SDG indicators into music imagery
product design and marketing strategy establishment. An IPA questionnaire was created to
explore the design attributes of music imagery products and understand the strengths and
weaknesses of product quality. The attractiveness factors incorporating SDG indicators into
the design attributes were determined to investigate distinctive features to be maintained
and improved for future music imagery product design. The data related to music imagery
product design was obtained for importance and satisfaction ratings of how to incorporate
SDG indicators into the design attributes of music imagery products. The values were
calculated and plotted on a quadrant chart.

4. Results and Discussion

4.1. EGM Interview

Based on the simplified chart of attractiveness factors from the EGM (Figure 2), the
following observations were obtained.

Visual design elements such as appearance, color selection, patterns, and material
texture directly influenced the product’s visual performance, and consumers held positive
attitudes toward these design elements. The incorporation of music imagery in visual
design, attractive colors, patterns, and textured materials attracted consumers and evoked
their interest and resonance. Attractiveness factors related to sustainability, environmental
protection, and economic integration indicated consumers’ concern for products that inte-
grated SDG indicators to promote sustainable development. This reflected the company’s
commitment to societal and environmental responsibility, resonating with consumers and
enhancing the product’s attractiveness. Attractiveness factors related to values, value, and
emotional memories highlighted consumers’ focus on the product’s value and emotional
connections. The use of music imagery infused products with more emotions and value,
giving them special significance in consumers’ minds.
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Figure 2. Summary of interview results of EGM.

The visual symbols and symbolic resonance of music imagery products significantly
influenced consumer attitudes. By integrating SDG indicators and elements of sustainable
development and emphasizing visual design, environmental protection, values, and brand
storytelling, the visual appeal of products was enhanced to evoke emotional resonance
with consumers. Additionally, by incorporating creative uniqueness and elements that
aligned with individual preferences and styles, a stronger connection between the product
and consumers was established, and its attractiveness and competitiveness were enhanced.

4.2. IPA Questionnaire Survey

In May 2023, the IPA questionnaire was conducted using Google Forms to collect
responses from graduate students and professionals in the arts, design, and creative in-
dustries who were familiar with SDG concepts. A total of 110 valid questionnaires were
collected. Table 1 presents the reliability and level of consistency of the IPA questionnaire
survey using Cronbach’s α. The importance and satisfaction of the IPA questionnaire
showed Cronbach’s α values of greater than 0.70, indicating a high level of internal consis-
tency and stability of the items. The overall Cronbach’s α for the entire questionnaire was
0.964. Within the range of 0.7 < α ≤ 0.9, a high level of reliability was verified. Therefore,
all items were retained for further analysis.
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Table 1. Reliability of IPA questionnaire.

Questionnaire Item Importance Satisfaction

1. Visual Design 0.964 0.963

2. Color Selection 0.964 0.963

3. Patterns and Images 0.964 0.963

4. Material and Texture 0.964 0.963

5. Incorporating SDGs 0.964 0.963

6. Social Justice and Equity 0.964 0.963

7. Environmental Protection 0.964 0.963

8. Economic Sustainability 0.964 0.962

9. Creativity and Uniqueness 0.964 0.962

10. Personal Preferences and Style Alignment 0.964 0.963

11. Quality and Durability 0.964 0.963

12. Price and Value 0.964 0.963

13. Emotional Expression and Resonance 0.964 0.962

14. Brand Story and Background 0.963 0.962

15. Emotional Engagement and Connection 0.964 0.962

16. Emotional Value and Memorable Moments 0.964 0.962

4.3. Statistical Analysis

In Table 2 and Figure 3, the IPA results revealed three distinctive characteristics:
visual design, patterns, and images. Material and texture were perceived as strengths and
indicated consumers’ positive attitudes toward the visual appearance and texture of music
imagery product designs. These visual symbols enhanced the product appeal and resonated
with consumers. Incorporating environmental protection and economic sustainability was
emphasized for consumers’ concern for products that integrate related indicators. These
symbols conveyed social responsibility and encouraged consumers to choose sustainable
products. Creativity and uniqueness, alignment with personal preferences and style,
brand story and background, emotional engagement and connection, emotional value, and
memorable moments were factors to be improved as consumers expected more creative
and personalized elements in music imagery product designs for their preferences and
emotions. These factors significantly influenced symbolic resonance, established deeper
connections with consumers, and elicited emotional responses.

Table 2. Analysis results of IPA.

Importance
(M = 4.23)

Satisfaction
(M = 3.29)

IPA Area

1. Visual Design 4.47 3.37 I.

2. Color Selection 4.35 3.28 II.
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Table 2. Cont.

Importance
(M = 4.23)

Satisfaction
(M = 3.29)

IPA Area

3. Patterns and Images 4.48 3.30 I.

4. Material and Texture 4.27 3.34 I.

5. Incorporating SDGs 4.00 3.36 IV.

6. Social Justice and Equity 3.53 2.92 III.

7. Environmental Protection 3.95 3.51 IV.

8. Economic Sustainability 3.94 3.43 IV.

9. Creativity and Uniqueness 4.54 3.24 II.

10. Personal Preferences and Style Alignment 4.26 3.23 II.

11. Quality and Durability 4.11 3.65 IV.

12. Price and Value 4.20 3.37 IV.

13. Emotional Expression and Resonance 4.45 3.29 I.

14. Brand Story and Background 4.30 3.17 II.

15. Emotional Engagement and Connection 4.51 3.10 II.

16. Emotional Value and Memorable Moments 4.36 3.05 II.

 
Figure 3. IPA matrix distribution.
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Consumer preferences for incorporating SDG indicators into the design attributes
of music imagery products emphasized the importance of visual symbols and symbolic
resonance. Music imagery product design needs to emphasize creativity and unique-
ness while aligning with consumers’ personal preferences and style. Additionally, by
integrating elements of environmental protection and economic sustainability, emotional
connections and resonance are created. By adopting these design strategies, consumers’
emotional expression and value reminiscence can be satisfied, enhancing product appeal
and competitiveness.

5. Conclusions

We explored consumer preferences for incorporating SDG indicators into the design
attributes of music imagery products. Using the importance–performance analysis (IPA)
method, we assessed the correlation between consumers’ perceived importance and satis-
faction levels for different attributes. The results revealed diverse consumer preferences
that provided crucial insights for businesses in product design. Consumers regarded visual
design, patterns and images, and emotional expression and resonance as important for their
satisfaction and emphasized the visual presentation and emotional connection of products.
These attributes need to be optimized to increase consumer satisfaction and brand loyalty.
Creativity and uniqueness, alignment with personal preferences, and style were perceived
as more important than actual satisfaction, indicating they need to be enhanced. More
creative and personalized designs are necessary to attract target consumers and enhance
brand competitiveness. Consumers emphasized attributes related to SDG indicators, such
as incorporating environmental protection and economic sustainability. The emphasis
on these attributes reflected high expectations for businesses’ social responsibility and
environmental awareness. Thus, companies must actively integrate SDG indicators into
product design while maintaining a balanced approach to quality elements. Consumers
thought that price and value, quality, and durability were more important than actual
satisfaction, expected cost-effectiveness, and product durability. Therefore, high-quality,
durable, and reasonably priced products must be developed to meet consumer demands.
Based on the findings, we propose the following recommendations for designing music
imagery products for consumer preferences.

1. Strengthening visual design and emotional connection by optimizing appearance,
patterns, and images and creating visually appealing effects that evoke emotional
resonance, increasing product appeal and brand image

2. Offering creative and personalized choices by enhancing creativity and uniqueness,
providing diverse choices that align with personal preferences and style, and enhanc-
ing product personalization and differentiation

3. Incorporating sustainable development goals by actively addressing SDG indicators
and integrating sustainable development and social responsibility into product design
to respond to consumers’ interest in environmental protection and social justice.

4. Pursuing cost-effectiveness and product durability to aim for reasonably priced and
durable product features by providing consumers with more valuable choices.
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Abstract: This study aimed to describe the planning of an online Quranic Reading Learning (QRL)
program for students, explain the implementation of the online QRL program, and reveal the students’
response on it. This study used a qualitative research approach. Data were collected using interviews,
questionnaires, and observations that were conducted from July to October 2022. The results showed
that the online QRL program was carried out as a response to the transition in lecturing mode from
online to hybrid and fully offline. This program was attended by 4000 students programmed Islamic
religious education courses and were guided by 50 teachers. Learning was carried out in eight online
meetings. It progressed through a class grouping test, a grand opening, online learning, and a final
evaluation. The identified problems were the large number of participants in a group, unequal
assistance for individual participants, network constraints, noise that classical learning caused, and
unclear articulation. The advantage of this program was the efficient cost, time, and place. All
participants showed a positive response to the use of this program and suggested that it should be
continued in the next semester with various improvements.

Keywords: online learning; articulation; reading; Quran

1. Introduction

The COVID-19 pandemic has had an impact on all sectors of life, including education.
Education and learning should not be prevented in any situation. Adapting to the pandemic
using online learning with various media platforms is an option [1]. Post-pandemic, online
learning is believed to be an alternative and needs to be continued. The pandemic, on the
one hand, has contributed to the acceleration of the digitization of education [2]. In the
context of learning in universities in Indonesia, Islamic Religious Education courses are
courses that must be taken by Muslim students. This course is in the family of Personality
Development courses. The orientation of Islamic Religious Education is to study Islam
and to find out how to pursue the right religion and source of knowledge. This course
is expected to add religious insight and influence student attitudes and behaviors to be
better, more religious, and more moderate [3]. Islamic lectures occupy two credits with
16 face-to-face meetings. In addition, there is one component of lectures outside of learning
with lecturers, namely the program on learning to read the Quran.

Before the pandemic, the Quranic Reading Learning (QRL) program at Universitas
Negeri Surabaya was carried out face to face. Each teacher teaches 20 students at the
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campus mosque. During the pandemic, the QRL program was abolished because there
was no proper formula for this learning. Starting from the 2022/2023 academic year, this
program will be implemented again with an online system. This program is interesting to
study as the Quran has strict provisions of pronunciation of each letter and reading law [4].
This uniqueness needs to be studied further if learning to read the Quran is carried out
online. Hence, this study aims to describe the planning of the online QRL program, explain
the implementation of the online QRL program, and reveal the student’s response to the
implementation of the online QRL program to provide better improvements.

Research on learning to read the Quran online has been studied. Yahya researched
an online learning mode of a Quran reading class during the pandemic. This study found
that there was no significant difference between the student performance in the online and
face-to-face learning modes. This study also looked at the saturation of online learning
for longer periods of time [5]. In contrast to this research, this study explores the stages
of implementing Quran reading education online and examine its problems in large class
groups.

This research used a qualitative research approach. Data were collected using inter-
views, virtual observations, and questionnaires. The interviews were undertaken with
the program management team on learning to read the Quran, teachers, and students
as participants. The implementation of the Quran reading program was observed. And
the questionnaire was given to the participants with a total of 1665 respondents. The re-
search was conducted from July to October 2022 at Universitas Negeri Surabaya, Surabaya,
Indonesia.

2. Discussion

2.1. Planning the Online Quranic Reading Learning

In Islam, the Quran is the guide for the life of a Muslim. For Indonesian Muslims,
reading the Quran requires a gradual learning process because it is written in Arabic. It has
different pronunciation rules from Latin letters. In ritual worship, such as prayer, Muslims
use Arabic language Quranic sentences and verses, whether they can speak Arabic or not.
The ability to read the Quran and read Arabic sentences is a necessity for every Muslim.
Learning to read the Quran becomes an activity that is worthy of devotion and attention.
This conception gives birth to the tradition of learning to read the Quran for Indonesian
children from childhood to adulthood. Responding to these needs, various easier learning
methods for reading the Quran have been developed, such as the Iqra’, Qiroati, Tilawati,
and other methods. Each method emphasizes how to read the Quran according to the
correct rules and proper pronunciation. A Quranic reader is required to follow the laws of
pronunciation, the short length of reading, the articulation of pronunciation, and the nature
of the letters correctly [6]. Reading the Quran is one of the mandatory and challenging
tasks for most Muslim students in Indonesia.

Learning to read the Quran before the pandemic took place face to face in campus
mosques in the form of study groups. The teacher classically gives an example of a correct
reading and the student follows the reading by opening their textbook. For practice, the
teacher calls the students’ names in turn and asks them to read the Quran. The teacher
corrects their readings in terms of pronunciation and reading law.

Universitas Negeri Surabaya is one of the state universities in East Java, Indonesia.
The Islamic Religious Education course is compulsory. Meanwhile, students of religions
other than Islam follow the schedule of religious lectures according to their religion. Based
on interviews with the Academic Division of the campus, it is known that in 2022, 10,452 un-
dergraduates were accepted and spread across eight faculties, namely the Faculty of Sports
Science, Faculty of Social Sciences and Law, Faculty of Education, Faculty of Language and
Arts, Faculty of Engineering, Faculty of Economics and Business, Faculty of Science and
Mathematics, and Vocational Program. UNESA has two campuses, namely the Ketintang
campus and the Lidah Wetan campus. Due to the large number of students, Islamic reli-
gious courses are issued in turn. Those who come from the Faculty of Education, Faculty
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of Language and Arts, Faculty of Sports Sciences, and Vocational Program participate at
the same time. In even semesters, the course is conducted for those who are from Faculty
of Engineering, Faculty of Economics and Business, Faculty of Mathematics and Science,
and Faculty of Social Sciences and Law.

Based on an interview with the management team of the QRL program, the number of
students programmed Islamic Religious Education in the current semester is 4000 students.
The rest will take this course in the even semester from January to June. One of the obstacles
in the implementation of face-to-face learning mode is the availability of space and learning
facilities.

The planning stages of the QRL program are described as follows.

1. Program planning is prepared by the management team (Lecturer team and Student
Activity Unit for Islamic Spirituality). In a meeting, the methods and textbooks used
are discussed. There are various methods, but not all methods are easy to implement
online and provide open access. Only the Iqra method provides open access for users
and free downloads. The method consists of six Volumes of books (e.g., Volumes
1, 2, 3, 4, 5, and 6). The books are organized based on the order of Hijaiyah letters,
arranged from concrete to abstract, ranging from easy to difficult, and ranging from
simple to complex. The Iqra method has wider advantages and it has been applied
throughout Indonesia and several Asian countries for its flexible, easy, and affordable
mode of implementation [7].

2. Class mapping and coordination with the class leader are then conducted. Based on
the incoming data, 4000 students take part in the program. They are divided into
100 study groups with 40 people and a teacher for each group.

3. To meet the needs of teachers on the required qualifications, open recruitment is
carried out. This utilizes WA and Instagram with registration via Google Forms.

4. Tests and grouping of teachers are conducted. Teachers who have registered are tested
online using the Google Meet platform. From the test results, they are grouped into
four groups; Class A for Iqra 3, Class B for Iqra 4, Class C for Iqra 5, and Class D for
Iqra 6.

5. Teacher training is undertaken to provide QRL methods and good forms of communi-
cating.

2.2. Implementation of the Online QRL Program

The QRL implementation information is submitted via Instagram: tqq.unesa.official,
which is related to:

1. The QRL registration link and contact person
2. The QRL implementation schedule
3. Management Team
4. Frequently Asked Questions
5. Implementation Guidelines
6. Class and Teacher Grouping
7. Activity Documentation

Based on the observation of the implementation of the program, it can be described as
follows.

1. Socialization and registration. Registration through Google Forms can be accessed on
the Committee’s Instagram page.

2. Class grouping test. The test is carried out online using Google Meet. Participants are
asked to read several verses from the Quran to assess the correctness of their readings.

3. Class and teacher determination. Based on the test results, students are grouped into
four groups.

4. The grand opening conducted online via Zoom and YouTube is attended by all
participants.
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5. Implementation of learning with as many as six online meetings using Google Meet.
The methods used include: (a) the teacher gives an example of the correct reading and
the participants follow it; (b) the teacher calls participants’ names in turn to read the
Quran; (c) the teacher evaluates the participants’ readings; and (d) 90 min of learning
duration per meeting is undertaken.

6. Evaluation. The evaluation includes the psychomotor aspects of reading ability.
Participants are asked to read according to their learning achievements and memorize
several letters in the Quran. Evaluation is continued until the end of the program.

Based on this description, it is known that the digital patterns used are still limited,
including: (1) recruitment utilizing social media, (2) registration using online forms, (3) a
grand opening via Zoom and YouTube, (4) online implementation using the Google Meet
platform, and (5) online evaluation. Social media plays a very significant role in the
management of online learning [8].

The digitization of this program is limited to the use of digital media in the delivery
of information and implementation. In fact, this program can be managed using digital
optimization, such as a Learning Management System (LMS) that allows all processes to be
on one digital network. An overview of the implementation of QRL activities is presented
in Table 1.

Table 1. Learning schedule.

No. Time Activities

1 First 5 min The introduction consists of greetings, praying together, motivation
Classical

2 10 min Classical repetition of material

4 50 min Today’s material (classical and individual)

3 20 min Assignment (memorizing prayers and short letters from the Quran)

4 Last 5 min Prayer

2.3. Responses and Problems in Program Implementation

Participants responded on the QRL program by providing answers to the following
items:

1. I find it easy to follow QRL Online.
2. I find it difficult to interact with teachers when learning QRL online.
3. Online learning has more disadvantages than advantages.
4. I feel more time and effort efficient with online QRL.
5. The online platform determined by the committee is easy to run.
6. Online learning requires more preparation in learning.
7. I easily understand the correction of qur’anic readings delivered by the teacher in the

online QRL.
8. I easily understand the correction of the Tajwid of the Qur’an that the teacher delivered

in the online QRL.
9. I find classical learning easy to implement in online QRL.
10. I would recommend online QRL be implemented in next semester.
11. Iqra book is read clearly in online QRL.
12. I feel I can follow the teacher’s Quranic reading in the online QRL.
13. I feel that learning is more effective in offline QRL than online QRL.
14. I feel that the set time duration is appropriate.
15. I feel that individual mentoring in online QRL is adequate.
16. Prayer and Memorization are easy to follow.

An overview of participant’s responses of QRL activities is presented in Figures 1 and 2.
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Figure 1. Participants’ responses for items 1–8.

Figure 2. Participants’ responses for items 9–16.

Positive responses that showed approval above 75 percent included the following:
(1) easy to follow QRL online; (2) efficient use of time and effort; (3) easy platform; (4) under-
standing reading correction; (5) understanding tajwid correction; (6) easy classical learning;
(7) recommending online QRL; (8) reading the Iqra book clearly; (9) easy to follow teachers’
explanation; (10) appropriate duration; (11) sufficient for individual assistance; (12) and
ease in following prayers and memorization.

The negative responses to items that received less than 25 percent agreement were
these: (1) difficulty interacting with the teacher and (2) many disadvantages to online
QRL. A negative response on online learning about requiring more preparation received
approval from 59 percent of the respondents and offline QRL was suggested to be more
effective by 54 percent.

In general, participants gave a positive response to the implementation of the online
QRL. This is in accordance with the results of research by A. Odeh and I. Keshta that
confirms that the pandemic has given new life to effective online learning [9].

Based on the responses and suggestions of the participants related to problems and
suggestions for improving the program implementation, several findings can be mapped,
namely: (1) the number of participants in one group is too large. This has an impact on
mentoring participants individually less evenly and the time required becomes longer;
(2) the network and sound are sometimes broken and unstable; (3) classical learning
involves a lot of vocal noise, so that articulation is not clear; (4) in the learning of makhraj
(articulation of Arabic letters), the participants experience difficulties because errors cannot
be corrected directly. There is a time lag for corrections, so it cannot be implemented
maximally. Most of the participants were off-camera on the grounds of network constraints,
thus making it difficult to correct readings, and (5) participants struggled to conduct
independent learning.

Suggestions for the program implementation encompass the following: (1) learning
with small groups of 10–15 participants per group should be undertaken; (2) the Iqra book
should be given to the participants; (3) it is necessary to structure the material of the tajwid;
(4) the correction of readings is not optimal, so there need to be face-to-face meetings (a
combination of online and offline learning); (5) the provision of time for rote memorization
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should be added since not all young people have the ability to “memorize quickly”; (6) the
program planning has developed, so that there are not many changes needed to the concept
that has been promoted; (7) the number of teachers should be considered so that individual
mentoring is more evenly distributed; and (8) the timing of the implementation should be
well managed.

Participants also give a positive response to online learning as it has its advantages.
Both teachers and participants can meet on one platform from different regions. This mini-
mizes distance, weather, and space/location constraints, and reduces costs. Participants
with ill health can still take part in learning. The challenges include unstable network
connection and bad weather making the voices of the participants or teachers indistinct.
This is in accordance with previous research on the effectiveness of online learning [10].

3. Conclusions

Based on these findings, it is necessary to develop a more comprehensive online system.
The system should allow all processes to be on one website, starting from participant
and teacher registration, class grouping tests, teacher grouping tests, teacher graduation
announcements, class divisions, learning schedules, and learning links, as well as textbooks.
At the next stage, mobile learning should be developed with an application system that
can be downloaded on Play store. Currently, mobile Quranic learning applications have
begun to be developed. This research makes a valuable contribution to improving the
effectiveness of Quran reading classes in situations that forces learning to continue to be
conducted online.
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Abstract: When a construction disaster occurs, the first-line rescue personnel often enter the disaster
site immediately, and every second counts in rescuing the people who need help. However, the rescue
personnel may not be familiar with the indoor layouts of different buildings. If the indoor paths are
complicated, or when the fire smoke obstructs the line of sight, the rescue personnel are prone to
spatial disorientation, which usually causes the rescue personnel to fall into danger. Therefore, we
have developed the “Wearable Augmented reality Seeking System” (WASS) to assist rescue personnel
in reading the information provided by the “Building Information Guiding System”. This system
allows them to enter an unfamiliar space and reach the target rescue position, retreat to the entrance,
or find an alternative escape route. The WASS is based on the HoloLens augmented reality system,
which displays 3D digital information such as indoor layouts, one’s current location, spatial images
captured by an infrared camera and a depth camera, and 3D virtual guiding symbols or text. The
WASS includes two modules: First, the augmented reality gesture interaction module allows one
to read the positioning anchor information of the “Building Information Guiding System” (BIGS).
The rescue personnel can communicate via gestures, select the task target, and follow the 3D virtual
guidance symbols in the air to reach the relay anchor points and finally arrive at the target position.
Second, the service support module, including a lighting source and backup power, ensures that the
QR code recognition process and long-term operation of the WASS are successful.

Keywords: rescue-guiding system; augmented reality; building information; wearable devices;
spatial information seeking system

1. Introduction

In 2021, a fire broke out in a building in Changhua County, Taiwan. A firefighter who
was the first to enter the fire scene was left alone because his companion was injured and
retreated. He was thought to be disoriented in the thick smoke and was eventually found
to have exhausted his oxygen cylinder and died in a room without any windows.

According to the Ministry of Interior survey report in May 2022, the main cause of
the firefighter’s death was the inhalation of toxic gases, resulting in hypoxic shock and
suffocation [1]. Therefore, we have established a Wearable Augmented reality Seeking
System (WASS) to help firefighters and rescue personnel obtain 3D guidance information
for the location of firefighting facilities or escape facilities immediately when entering
an unfamiliar interior space and see through the thick smoke to figure out the objects and
the heat sources in the surrounding area. We expect the WASS to improve rescue services’
success rates and the safety of firefighters or rescue personnel.
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2. Literature and Case Study Review

2.1. Literature Review

In the context of identifying the location of people indoors, the most frequently
researched technology is indoor positioning technology [2–4]. Nowadays, the primary
indoor positioning process first involves setting up auxiliary nodes with fixed positions
in the indoor environment. The positions of these nodes are known. Position information
such as radio frequency identification (RFID) tags is directly stored in the nodes, while
other data, such as infrared and ultrasonic data, are stored in the databases of computer
terminals [2].

The positioning system needs to measure the distance from the measured node to the
auxiliary node to determine the relative position. Distance measurement usually requires
transmitting and receiving equipment. According to the difference in the positions of the
transmitter and receiver, the positioning techniques are divided into two types: In the
first type, the transmitter is located at the measured node, and the receiver is located at
the auxiliary node, and this involves techniques such as infrared, ultrasonic, and radio
frequency identification (RFID). In the second type, the transmitter is located at the auxiliary
node and the receiver is located at the measured node, involving techniques such as WiFi,
ultra-wideband (UWB), and ZigBee [2].

The characteristics of the above positioning technologies are presented in the following
Table 1.

Table 1. Characteristics of the positioning technologies [2–4].

Position
Technology

Accuracy
(5 Stars with the

Highest Accuracy
While 1 Star with the

Lowest Accuracy)

Costs
(5 Stars with the

Highest Cost While
1 Star with the
Lowest Cost)

Penetration Ability
(5 Stars with the Highest

Penetration Ability While
1 Star with the Lowest

Cost Penetration Ability)

Disadvantage

Bluetooth �����
(Unit: cm) �� (USD 5~10 K) ��� software calibration

Infrared/Laser �����
(Unit: cm) �� (USD 5~10 K) � straight-line detection;

easy to block

RFID ���
(Unit: m) ��� (USD 10~15 K) �� short transmission distance

Wi-Fi ��
(Unit: m) ��� (USD 10~15 K) ��� complicated construction;

high power consumption

ZigBee ��
(Unit: m) ��� (USD 10~15 K) ��� susceptible to interference;

high power consumption

UWB �����
(Unit: cm)

�����
(USD > 20 K) ���� susceptible to interference

However, none of the current mainstream indoor positioning systems mentioned
above meet all of the relevant requirements (e.g., low cost and high accuracy). The auxiliary
nodes “installed in the buildings” have to be without replacing batteries, and the system
can still work even under extreme environmental conditions, such as during power outages,
under high humidity, at high temperatures, and amidst dense smoke.

2.2. Case Study

In practical applications, thermal imaging cameras (TICs) are the best tools for firefight-
ers to see through smoke and find the source of the fire in a fire scene obscured by dense
smoke. In accordance with the “Fire Bureau of Taichung City Government Guiding Prin-
ciples for Operation and Maintenance of Disaster Relief Equipment” [5], the appropriate
circumstances in which one should use a thermal imaging camera include the following.
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2.2.1. Fire Cases

TICs are used to detect and display the temperature around the fire site, to search for
fire points and hidden fire sources, and determine the direction of fire spread.

2.2.2. Identifying the Environment

Under the influence of factors such as dense smoke, insufficient light, and a closed
environment generated at the disaster site, visibility can be reduced, which is harmful to
the safety of rescuers. The thermal images displayed by thermal imaging cameras can be
used to preliminarily distinguish the terrain and features of the site.

2.2.3. Search and Rescue of Human Life

When the temperature of any object is above absolute zero, it emits different infrared
rays due to the strength of internal molecular vibrations. Rescuers can use this feature to
search for people who need to be rescued.

2.2.4. Chemical Tank Disasters

If the chemical tank body is impacted, overturned, and leaked, it may cause ignition or
a fire, and the pressure accumulates as the temperature rises. Thermal imaging cameras can
detect the temperature change of a tank body, allowing one to take appropriate protective
measures to reduce the occurrence of more disasters (Figure 1).

  

  
Figure 1. Images captured by thermal imaging cameras used by firefighters [6]. (From: https://www.flir
.asia/discover/public-safety/no-excuse-for-firefighter-disorientation/ (accessed on 6 November 2022)).

Since the TICs are handheld devices, they hinders the ability of firefighters or rescue
personnel to carry other things, extinguish fires, or assist rescuers. Moreover, TICs only
have one single function. If their multiple functions were integrated into the design of
a wearable device, the dexterity of the user’s hands would be increased.

3. Design of the AR System

Based on the above analysis, we designed the Wearable Augmented reality Seeking
System (WASS), which allows search and rescue personnel to directly see infrared images
through smart glasses without using a handheld thermal camera. At the same time,
through the depth sensor, the outline of surrounding objects can be seen clearly in the dark,
even if these objects do not generate heat themselves. Additionally, through reading the
information provided by the “Building Information Guiding System” (BIGS), the WASS lets
rescue personnel view the 3D guiding arrows and information floating in the air to guide
them in reaching the target rescue position, retreat to the entrance, or find an alternative
escape route.
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We used HoloLens as the basic device of the WASS. HoloLens has hardware equipment
such as infrared cameras, depth sensors, and inertial sensors (Figure 2). It also has an open
development environment “Research Mode” that allows researchers to develop software to
control the hardware equipment on it.

Figure 2. Hardware components of HoloLens 2 [7].

According to the introductory page of the website for HoloLens2, the Research Mode
is for research applications and has access to the following streams:

1. Visible Light Environment Tracking Cameras—Grayscale cameras used by the system
for head tracking and map building.

2. Depth Camera operating in two modes.

AHAT, high-frequency (45 FPS) near-depth sensing is used for hand tracking. Different
from the first version’s short-throw mode, AHAT gives a pseudo-depth with phase wrap
beyond 1 m.

3. Long-throw, low-frequency (1–5 FPS) far-depth sensing used by spatial mapping.

Two versions of the IR-reflectivity stream are used by the HoloLens to compute depth.
These images are illuminated by infrared and unaffected by ambient visible light.

The Research Mode is designed for academic and industrial researchers exploring
new ideas in the fields of Computer Vision and Robotics. It is not intended for applications
deployed in enterprise environments or available through the Microsoft Store or other
distribution channels [8].

4. Experiment and Discussion

The WASS is based on the HoloLens augmented reality system. In the Research Mode,
we built a Visual Studio environment to complete the programming so that, when one is
wearing the HoloLens, they can see two visible light camera views on the left and right:
an infrared camera view and a depth reader view (Figure 3).

As shown in the Figure 4, visible light cameras do not permit the viewing of images
in a low-light environment. Still, infrared cameras allow one to see hot objects such as
hands, and depth sensors can depict the contours and depths of surrounding objects. This
helps search and rescue personnel see other rescuers and those who need rescuing and
escape paths clearly in the dark and amidst thick smoke, also helping them to avoid hitting
surrounding objects.
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Figure 3. Four views captured by different cameras and sensors equipped on HoloLens launched by
the program used for this study. The red-to-white gradient color bar on the screen is the coordinate
showing the extent of the HoloLens tilt or rotation detected by the Inertial Measurement Unit (IMU).

 

Figure 4. Visible light cameras and IR cameras cannot see objects clearly, but the depth sensor can
allow one to see nearby things.

Compared with normal helmets used by firefighters (Figure 5), WASS displays 3D
digital information in the HoloLens, including indoor layouts, one’s current location, spatial
images captured by the infrared camera and depth camera, and 3D virtual guiding symbols
or text. Regarding the system’s integration in firefighters’ helmets, we used a fire helmet
with a shallow brim so that the HoloLens glasses can be lifted when necessary. At the same
time, there is an extended brim at the back of the fire helmet to protect the battery of the
HoloLens from impact and other damage (Figure 6). The simulation of a firefighter wearing
a WASS-based device is shown in Figure 7.

 
Figure 5. Helmets used by active-duty firefighters in Taichung City.
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Figure 6. The WASS consists of a fire helmet and HoloLens 2, as well as other accessories.

 
Figure 7. Simulation of a firefighter wearing a WASS-based device.

The WASS includes the following modules:

1. The augmented reality gesture interaction module, which helps one to read the
positioning anchor information of BIGS. The rescue personnel can communicate via
gestures, select the task target, and follow the 3D virtual guidance symbols in the air
to reach the relay anchor points and finally arrive at the target position.

2. The service support module, which includes a lighting source and backup power to
ensure the QR code recognition process and the long-term successful operation of
the WASS.

5. Conclusions

In this study, we applied HoloLens Research Mode in an open environment in com-
bination with other creative programs to construct the WASS. The user of the WASS can
see images provided by visible light cameras, infrared cameras, and depth cameras on the
screen of the smart glasses. Then, using the WASS, rescue personnel can still work in dark
or dense smoky environments and see their fellow rescuers, those that need to be rescued,
surrounding objects, and escape routes. The WASS can also be used with the BIGS indoor
space database to see 3D guidance arrows and information inertially positioned in space.
The WASS can help firefighters overcome spatial disorientation in extreme environments.
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Abstract: The integration of topics on Sustainable Development Goals (SDGs) into project-based
learning (PBL) and design thinking (DT) was attempted for the instructional design of a virtual reality
(VR) course in this study. It was investigated how to enhance the students’ understanding of the
SDGs and promote critical thinking and design thinking skills by integrating SDG topics into PBL and
DT. A research design with mixed methods was created based on quantitative and qualitative data
from the reflections and feedback of students and teachers. The findings suggested that SDG topics in
PBL and DT provided students with a meaningful and engaging learning experience and enhanced
their understanding of the interconnections between the SDGs. The importance of incorporating
real-world challenges into the instructional design of VR courses and the potential of VR technology
were highlighted to support SDG-related learning outcomes. Integrating SDG into PBL and DT was
effective for the instructional design of VR courses by preparing students to become responsible
global citizens and contribute to achieving the SDGs.

Keywords: sustainable development goals (SDGs); design thinking (DT); project-based learning
(PBL); virtual reality (VR)

1. Introduction

While teaching 3D and interactive design and supervising professional projects at the
University, students pursuing game development-related degrees are required to collab-
orate and develop their graduate projects as the capstone requirement in their junior or
senior year. However, several problems occurred in the students’ final projects. (1) The
students misunderstood the design and scope of the project which showed the gap with
real-world needs. (2) They lacked practical experience, interdisciplinary application and
teamwork skills. (3) They lacked higher-level cognitive thinking in planning the work.
Hence, project-based learning (PBL) and design thinking (DT) methods were introduced
in designing the virtual reality (VR) development. Orienting students towards the 17 Sus-
tainable Development Goals (SDGs) [1] allowed them to focus on the current and future
challenges of society and the environment and use the outcomes for their profession and
skills. This approach relieved the students’ feelings of disconnection from reality and
increased social responsibility and global perspective in engineering courses.

Based on the result, it is necessary to demonstrate teaching design and the integration
of SDG into PBL and DT into a VR technology course. Considering the quantitative
and qualitative analysis of students’ feedback and suggestions, the course was designed
with the following objectives: (1) To understand the impact of SDGs on the students’
graduate project, (2) To enhance their comprehension and utilization of DT tools; (3) To
understand the impact of PBL on students’ learning. The recommendations and feedback
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from course instructors were also considered for the establishment and implementation of
teaching strategies.

2. Related Works

2.1. PBL

PBL [2,3] is a pedagogical approach that engages students in authentic and meaningful
learning experiences. It involves students working on complex problems or challenges over
an extended period, often collaboratively, to produce a tangible product or presentation.
Project-based learning aims to develop the students’ skills, such as critical thinking, creativ-
ity, communication, collaboration, and the understanding of content knowledge and world
issues. Several key points in implementing project-based learning are described as follows.

• Defining the learning objectives and standards that the project addresses;
• Designing a driving question or challenge to guide the project and stimulate the

students’ curiosity;
• Planning the project activities and milestones, scaffolding, and formative assessments;
• Facilitating the project process and providing guidance and feedback to students as

they work on their tasks and products;
• Evaluating project outcomes using rubrics or other tools to assess student performance

and learning.

2.2. DT

Design thinking is an integrated approach in which participants think creatively and
come up with innovative solutions [4]. This approach encompasses a variety of tools to
think inductively and construct a problem in different ways [5]. DT proposes solutions
to real-world problems, as it is user-centered, iterative, and structured. The key elements
include goal setting for developing new solutions to real problems that can be solved by
cross-disciplinary and collaborating teams. There are various frameworks for DT. One of
them was described by the Design Council’s Two Diamond 4D design thinking process [6].

• The exploration phase involves designers looking for new opportunities, new markets,
new information, new trends, and new insights to understand users and empathize
with their feelings.

• In the definition phase, initial insights are examined and either selected or discarded.
This process includes the initial development of the project idea, during which the
designer must engage with the wider context of the identified opportunity.

• In the development phase, the designed solution is developed, iterated, and tested
internally by a multidisciplinary team using design tools such as brainstorming,
sketches, scenes, renderings, or prototypes.

• In the delivery phase, the final concept undergoes final testing, production, and release.

3. SDGs-PBL-DT Pilot Pedagogy in VR Course

Figure 1 shows the SDGs-PBL-DT framework proposed in this study. The diagram
was sectioned into three parts. The curriculum design is based on the core design of
the PBL approach. The middle part of the diagram denotes the main four stages of the
SDGs-PBL-DT VR course in the unified processing [7]: inception, elaboration, construction,
and transition. The DT approach applied to the double-diamond model is integrated into
the second phase of PBL, as shown in the left part of Figure 1. The right part of Figure 1
denotes the major activities in the four phases of the SDGs-PBL-DT VR course.
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Figure 1. SDG-PBL-DT pilot pedagogy structure.

3.1. Phase 1: Inception

In this step, the project is launched based on the information on VR and SDGs provided
before the project is planned and designed. The teacher explains that the course is based
on a group project using VR technology with SDGs as the theme. The students must
determine the SDG problems to be solved using VR. In the course, the teacher explains the
terminology of VR technology so that the students can understand the application and key
cores of VR. In addition, the teacher provides SDG-related internet resources for students
to understand the 17 directions of SDG. The course also provides Google Cardboard VR
glasses, paper models, and lenses for students to make their VR glasses at home. In this
step, students are assessed on their conceptual learning and cardboard production, and are
grouped to prepare for the subsequent group projects.

3.2. Phase 2: Elaboration

This step involves creating a project blueprint to complete a design brief for each
project team. It introduces the design thinking approach, using the Double Diamond model
and different DT tools at different stages. A Design Thinking Project Design Document
(DT-PDD) template is developed and scored using a design scoring rubric that includes
scoring and inter-group assessment by experts and teachers. Details are as follows.

• Discover by using the 5W1H tool to enable groups to think about the SDGs problem
to be solved in terms of who, why, what, where, when, and how, including the target
user and the cause and location of the problem

• Define by using the KT tool [7] to enable the sub-groups to integrate, cluster, organize,
and clarify the design ideas of each group member.

• Develop by using the mind mapping tool to organize the ideas collated by the KT tool
into a tree-style mind mapping to fit the VR design.

• Deliver by using storyboard or sketch tools to design system prototypes.

The diagrams generated by the above DT tools corresponding to the DT stages are
collated in the DT-PDD of each project team.

3.3. Phase 3: Construction

In this phase, hands-on project development is carried out using each group’s DT-PDD
to start the technical implementation of VR projects. The instructor develops mobile-based
teaching materials by implementing Google Cardboard VR. The Unity 3D game engine
is used as the main implementation platform. In addition to providing basic hands-on
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teaching on the game engine, the VR interactive program must conform to the project
blueprint design of the DT-PDD, while an iterative revision of the DT-PDD and the project
must be carried out based on the technical evaluation of feasibility and usability.

3.4. Phase 4: Transition

The objective of this phase is to test and publish the project work, and present and
evaluate it in various ways at the end of the period. The project presentation and oral report
of the project with the video presentation on site are included. The final assessment is
conducted with rubric assessment criteria, including teacher assessment, expert assessment,
and inter-group assessment. Quantitative and qualitative assessments are performed to
provide insightful suggestions for improvement and learnings from the project.

4. Pedagogy Implementation

The course was designed to use a VR design course and the Unity 3D game engine
with Google Cardboard VR. The course was offered from September 2021 to January 2022.
The students had already taken two semesters of 3D modeling and one semester of Unity
3D courses, and were expected to be able to build simple 3D scenes. The students were
grouped in 7 groups of 3-4 students. Due to the pandemic at the beginning of the semester
from September 2021 to February 2022, the first 3 weeks of the course were spent on online
teaching. Lecture videos and Google quiz forms related to VR terminologies were offered
for students to learn online. The course resumed later in the semester for on-site lessons.

5. Data Collection, Analysis, and Results

The students’ feedback on the course was collected for quantitative and qualitative
data. There were two feedback surveys, one at mid-term and one at the end of the course.
The mid-term feedback survey was conducted to determine whether the SDGs impacted
on the direction of students’ graduated projects when students of the course had planned
their DT-PDD projects using the SDG theme and integrating design thinking methods and
DT tools.. The end-of-term feedback survey was conducted to determine the use of PBL in
the students’ decision making about developing a VR project.

5.1. Quantitative Analysis
5.1.1. Impact of SDG Topics

Before the class, 50% of the students had never heard of the term sustainable de-
velopment or SDG. After Phase 2, each project team generated the SDG topics’ DT-PDD
document. Subsequently, it was surveyed whether the SDG topics project in the VR course
influenced their project direction. Figure 2 denotes that 20% of the VR course students
changed their graduate project to SDG-related, and 5% extended the SDGs-VR mechanism
into their project, while 25% had already developed SDG-related graduate projects.

Figure 2. SDG integration into students’ projects.
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5.1.2. DT Tools

A total of 60% of the students in the course had studied the creative thinking course
and understood relative tools for DT in the same semester. Figure 3 shows the proportion
of students with prior knowledge of the DT tools before the DT lessons. A total of 65% of
the students were familiar with and had employed the mind mapping tool, while 35% of
the students were familiar with and had used the KJ method. Further, 20% of the students
had never used any DT tools.

Figure 3. Proportion of students with prior knowledge of DT tools.

5.1.3. Survey Result

Table 1 presents the students’ quantitative results from the survey. Though the stu-
dents of the course had not heard about SDGs, the SGDs significantly contributed to their
perceptions of DT.

Table 1. Students’ feedback about SDGs, PBL, and DT.

Items Mean

The SDG topics allowed me to think more about using practical project work to do
something to make the world a better place or to solve its problems. 3.9

I understood that the SDG topics would be implemented in the teamwork of the course
project. I think it would be useful for me to have project planning and implement
practical works rather than merely knowing the concepts or practice techniques.

4.1

We had no direction and no idea what to do for the course project until the teacher
suggested the SDG topics for the VR course project. 3.05

The SDG topics provided us with more possibilities for the VR course project. 3.75

I think various DT tools and different creative thinking methods are helpful in
formulating project designs. 4.1

I understood the use of the KJ method after the lecturer discussed the topic and
provided a template. 3.55

I understood the use of the mind mapping method after the lecturer explained the
concept and provided a template. 3.9

I understood that working in groups is more conducive to a collaborative working
environment, where consensus and results are achieved through coordination,
discussion and division of labor, and where I can learn more about cross-disciplinary
practices.

4.3

I think PBL is helpful in bridging the workplace because of problem-solving, team
discussions, teamwork and practical work. 4.4
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Table 1. Cont.

Items Mean

PBL has helped me enhance my ability to think in multiple ways, as it is not just
practical work. 4.5

Because PBL is a set application goal rather than a direct teaching of a bunch of program
or function instructions, it stimulated my interest in learning. 4.25

In PBL, we had our own application goals, which helped me find solutions to achieve
the goals I wanted to do. 4.31

5.2. Qualitative Result

In the same survey, we had one open-ended question to probe the students’ commands
about setting the SDGs topic for the VR course.

• Feedback from Student 1: “It is difficult to imagine how to use VR technology for the
SDG topics for developing a VR project at first. Can you give more examples?”

• Feedback from Student 2: “The SDG topics were effective in helping us to find useful
directions for our topics, and the SDGs project planning from the design thinking tools
was interesting and informative, but the project results really depended on the group
members’ abilities and cooperations.”

• Feedback from Student 3: “It is better to really talk to the target users to really under-
stand their thoughts and needs.”

5.3. Reflections on Curriculum Design

The lecturer discussed various points, described as follows.

• Although the first stage of the flipped classroom on VR terminology had to be carried
out online because of COVID-19 and the video was given before the class, interaction
and the reinforcement of concepts still occurred during the class.

• Based on classroom conversations with students, there was still a gap in translating
the data generated from design thinking tools into a practical VR interactive project.
Therefore, it was a challenge in curriculum design and research direction.

• It was worth noting that the DIY for Google Cardboard was still difficult. Although
the students were provided with a Google Cardboard paper template and a live
demonstration of the whole process, some still wanted to be provided with a video to
watch again at home.

• The course lecturer had to have more training on applying DT in courses even if
the lecturer attended more than five DT workshops. Continuous participation in DT
workshops was essential to refine teaching.

6. Conclusions

In this study, the DT-PBL teaching method was successfully combined with SDGs to
design a VR-based multimedia course. Unity 3D and Google Cardboard VR were useful as
accessible and sustainable resources. The positive feedback from students highlighted the
effectiveness of PBL focusing on SDGs. While improvements were made in the instructional
method, the result of this study provides a reference for future SDGs-PBL-DT curriculum
design and instruction in interactive multimedia courses.
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Abstract: As an emerging development model, green development requires the participation of
the government, the market, and the public. It needs the formation of a positive interaction be-
tween policy guidance, market demand, and public will in order to realize a win–win situation
comprising sustainable economic development and environmental protection. Thus, we explored
green-development-related policies in China and defined four areas: industrial energy preservation,
petrochemicals, agriculture, and the integration of the Yangtze River Economic Belt. Then, we an-
alyzed how public attention relative to green development policies impacted the return of stock
indices in the green industry using the Baidu search index. The research study was conducted on
all trading days of A-shares in China from 1 January 2013 to 1 January 2023. In total, 2430 valid
datasets were observed and curated over these 10 years. The public attention to green development
policies was classified into four categories: industrial energy efficiency, petrochemicals, agriculture,
and the Yangtze River Economic Zone. The attention focused on a category was measured by the
number of searches of keywords that were the category’s names on the Baidu platform. The number
of searches was considered the variable representing the public’s attention relative to each area
of green development policies. The results showed that the increase in public attention to green
development policies was not correlated with the increase in the return on investment (ROI) of
green and carbon-neutral industries. In addition, information on green development policies had
no significant effect on encouraging individuals to participate in investments in the green industry
and had little effect on the financing of the carbon-neutral industry. The lack of details for green
development policies and effective guidelines for potential investors needs to be overcome in order
to encourage investment and financing.

Keywords: green development; policy; green industry; stock index; public attention; longitudinal
data introduction

1. Introduction

With the continuous development of the green industry, investors have paid attention
to investment opportunities in the industry. Accordingly, the impact of the public’s attention
to green development policies on the return on investment (ROI) of the green industry
has been explored extensively. Although many studies have shown a positive relationship
between public attention and ROI, the increase in public attention did not necessarily have
a positive effect on the ROI and even showed a negative impact. Therefore, it is necessary
to elaborate on this topic systematically.
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For the study, all government documents from 2008 to January 2023 related to “green
development” were collected and summarized to understand the direction of policy de-
velopment and sort the documents according to the frequency of each direction. The
top three items with a frequency of more than 15 were “industrial energy conservation”,
“oil and petrochemical”, and “Yangtze River Economic Belt”. The policies in these three
directions were selected as the research content in this study, and the corresponding Baidu
search index was used to gauge public attention relative to the policies. Based on the
collected content of green development policies, the stock prices of related companies in
Tonghuashun market conditions were compiled to judge whether the stocks corresponded
to the scope defined in the “Catalogue” in this study. “Carbon neutral”, “oil and petrochem-
ical”, and “Yangtze River Economic Belt” were used as keywords to obtain the necessary
stock information on the green industry.

As the unit of ROI and the Baidu search index were not identical, it was necessary to
standardize their factors in order to build the model. Therefore, the changes in the ROI and
the three-day moving average of changes in the Baidu search index were investigated for
the model. In the model, the changes in the closing price of the Shenzhen Composite Index
and the dummy variable of seasonal factors were selected as control variables, while the
change in the ROI was used as the dependent variable. Variables were used to establish an
ordinary least squares (OLS) regression model, and the effect on the model was analyzed
based on the p-value and R2.

2. Theories and Research Hypothesis

2.1. Definition of Concepts

The earliest document on green development policies was released in 2008. The
Chinese government announced the 12th Five-Year Development Plan in 2009 [1]. China’s
first green development plan included a development plan that could strengthen energy
conservation and emission reduction, develop a green economy and industries, build a
green China, and promote green civilization. In the “green development” policy from
2008 to the present, the three aspects most frequently mentioned were industrial energy
conservation, petrochemicals, and the Yangtze River Economic Belt. Subsequent research
and reviews have been based on these three aspects, which were also used as the perspective
of public attention in this study.

2.1.1. Public Attention

Public attention refers to the degree of public attention to a policy of a country. After a
policy is announced, the response to this policy needs to be understood in order to propose
timely adjustments accordingly. Thus, public attention needs to be straightforward and
effective for such adjustments. It also affects the stock price of related industries. This study
was conducted based on this concept to determine the impact of public attention relative to
green development policies on the ROI of the green industry.

2.1.2. Industrial Energy Efficiency

The green development policy is related to industrial energy efficiency and has been
developed over the years. Methods for evaluating energy efficiency have become an
important indicator for analyzing the effect of China’s industrial energy efficiency policies.
Therefore, we included industrial energy efficiency as an indicator in this study.

2.1.3. Petrochemical Industry

The petrochemical industry is a pillar of China’s economy and has contributed to
its economic development significantly. However, the industry considerably harms the
environment. Thus, the transformation of the petrochemical industry into a green indus-
try is required. Since 2012, China has issued policies for the green development of the
petrochemical industry, which have received attention from the public and have been
researched. Recently, a multi-perspective investor attention index based on Google Trends
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was proposed, and it considers four perspectives, including the linkage of alternative
energy prices, energy prices, macroeconomics, and geopolitical factors, to enhance the
predictive ability of oil prices and their fluctuations [2]. It was claimed that investors’
attention to macroeconomics and geopolitics affected oil prices.

2.1.4. Yangtze River Economic Belt

The Yangtze River Economic Belt is important in China’s major development strategies.
Thus, there are many reports on the environmental governance and protection of the belt’s
environment, showing significant improvements in environmental protection. We included
public attention relative to the “Yangtze River Economic Belt” to study the impact of
environmental protection on the ROI.

2.2. Theoretical Background
2.2.1. Ordinary Least Squares (OLS) Regression

OLS regression is a linear least squares method that selects unknown parameters in lin-
ear regression models by minimizing the sum of squared differences between the observed
dependent variables. The least squares method shows the optimized and substantial effect
observed in the Gauss–Markov theorem. The OLS model has been widely used. In Ref. [3],
the relationship between parents and children’s height was studied using the concept of
“regression to the mean”, which was the first research study that adopted the OLS model.
OLS regression was used in this study for constructing the model to explain the impact of
public attention on the fluctuation of closing stock prices.

2.2.2. Capital Asset Pricing Model (CAPM)

CAPM is based on the theory that the expected return of an asset is related to the
market risk factor and irrelevant to other factors. However, the CAPM model cannot
explain the fluctuation of the ROI of assets and related factors. To solve these problems,
multi-factor models were proposed. In multi-factor models, it is assumed that the return
rate of an asset is related to market risk factors, company size, book–market ratio, liquidity,
and others. Risk factors are used to explain the volatility and differences in asset returns.
A three-factor model [4] and a four-factor model (also known as the Fama–French three-
factor model) [5] were proposed earlier. Since then, more multi-factor models, such as
five- and six-factor models, have been proposed. Stock prices are influenced by multiple
factors. Thus, Fama [6] proposed the efficient market hypothesis in which stock prices were
explained with all available information, and the trend of stock prices was determined to be
random and unpredictable. Malkiel [7] criticized the efficient market hypothesis, claiming
that factors including fundamentals, technical factors, and psychology also influenced the
trend of stock prices. Finally, Shiller [8] proposed using excessive volatility in stock prices
based on the observation that the trend of stock prices exceeded the range of changes.
Therefore, based on the summary of previous study results, public attention was used to
explore the impact of public attention on stock prices.

2.3. Hypothesis for the Influence of Public Attention Relative to Green Policies

As environmental issues are increasingly recognized as serious, the public is paying
more attention to environmental protection, and enterprises are taking responsibility for
environmental protection. Therefore, the public’s attention to green development may affect
the stock price of the green industry, which needs more investigation. Improving energy
efficiency can promote the green development of the industry. The government’s practice
of sustainable development and the improvement of the petroleum industry promote green
development, especially in the Yangtze River Economic Belt. Therefore, green development
is closely related to the green industry. We have selected two distinct methods for collecting
data for public attention: one from PC users and the other from mobile phone users.
Therefore, each aforementioned hypothesis will be analyzed with respect to the mutual
impact on the stock price of the green industry based on public attention data from both
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PCs and mobile platforms. Based on this, the following hypotheses were proposed in
this study.

Hypothesis 1. The public’s attention to “industrial energy efficiency” based on pc platforms and
the ROI of the industry related to “industrial energy efficiency” are mutually influential.

Hypothesis 2. The public’s attention to “industrial energy efficiency” based on mobile platforms
and the ROI of the industry related to “industrial energy efficiency” are mutually influential.

Hypothesis 3. The public’s attention to “the petroleum industry” based on pc platforms and the
ROI of the industry are mutually influential.

Hypothesis 4. The public’s attention to “the petroleum industry” based on mobile platforms and
the ROI of the industry are mutually influential.

Hypothesis 5. The public’s attention to the “Yangtze River Economic Belt” based on pc platforms
and the ROI of “environmental protection” are mutually influential.

Hypothesis 6. The public’s attention to the “Yangtze River Economic Belt” based on the mobile
platforms and the ROI of “environmental protection” are mutually influential.

3. Research Design

3.1. Variable Selection

The three-day moving average of the Baidu search index was calculated using Equation (1).

Baidu search rate o f change =

{
BD_Index(T−2) +BD _Index(T−1) +BD _Index

3

}
−BD_Index(T − 2)

BD_Index(T − 2)
(1)

The three-day moving average (Baidu search change rate) was selected as a variable
along with the change in the closing price and seasonal variables of the Shenzhen Composite
Index. The change in the green industry stocks’ closing price was chosen as a dependent
variable. Control variables included seasonal changes and the changes in the Shenzhen
Composite Index closing price.

3.2. Sample Data

Data from the Baidu search index were collected from 22 March 2013 to 31 December
2022, except for closed days of the market. The three-day moving average was calculated
to obtain the Baidu search change rate, and the one-day forward shift was calculated from
the PRE_Baidu search change rate. The change in the ROI and the Shenzhen Composite
Index’s closing price were obtained from Tonghuashun. The seasonal dummy variables
were compiled as follows: spring (0) from March to March, summer (1) from April to June,
autumn (2) from July to September, and winter (3) from October to December. The final
sample time range is from 27 March 2013 to 30 December 2022.

3.3. OLS Regression Model Construction

The three sets of variables were summarized into the following three models.

TZH = α + β1preTZH + β2 Index_pc + β3 preIndex_pc + β4SZ + β5 preSZ + β6Season + ε (2)

TZH = α + β1preTZH + β2 Index_yd + β3 preIndex_yd + β4SZ + β5 preSZ + β6Season + ε (3)

SH = α + β1preSH + β2 Indexpc + β3 preIndexpc + β4SZ + β5 preSZ + β6Season + ε (4)

SH = α + β1preSH + β2 Indexyd + β3 preIndexyd + β4SZ + β5 preSZ + β6Season + ε (5)
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CJ = α + β1preCJ+ β2 Index_pc + β3 preIndex_pc + β4SZ + β5 preSZ + β6 Season + ε (6)

CJ = α + β1preCJ+ β2 Index_yd + β3 preIndex_yd + β4SZ + β5 preSZ + β6 Season + ε (7)

TZH, SH, and CJ represent the stock board returns of “carbon neutrality”, “petroleum
and petrochemical”, and “Yangtze River Economic Belt” industries, respectively. preTZH,
preSH, and preCJ denote their respective previous day’s stock board returns. Index signifies
the Baidu search variation rate, while pre-index refers to its previous day’s search variation
rate. SZ stands for the Shenzhen Composite Index stock board returns, and preSZ represents
the previous day’s Shenzhen Composite Index stock board returns. Season indicates the
seasonal index.

4. Empirical Analysis

4.1. Descriptive Analysis of Variables
“Industrial Energy Conservation” and “Carbon Neutrality”

On 21 March 2013, the China Nonferrous Metals Industry Association announced
industrial energy conservation and green development. Provincial and municipal govern-
ments responded actively and issued their industrial green development plans. Since 2013,
the national government has issued an industrial green development plan each year, and
data from the Baidu search index with the keyword “industrial energy conservation” are
shown in Figure 1.

Figure 1. Number of searches for industrial energy efficiency.

The number of searches for “industrial energy conservation” reached its maximum
between May and September 2014. As relevant policies during that period, the State Council
issued the Action Plan on 15 May 2014. This plan aimed to achieve annual reductions of
3.9% in energy consumption per unit of GDP, 2% in chemical oxygen demand, 2% in sulfur
dioxide, 2% in ammonia nitrogen, and 5% in nitrogen oxide emissions set in 2014 and
2015. Additionally, the plan targeted a 4 and 3.5% reduction in carbon dioxide emissions
per unit of GDP in the two years. Since its introduction, this plan garnered significant
public attention and response. In addition, the official website of the Chinese government
provided an in-depth analysis of related policies. Consequently, there was a substantial
increase in the number of searches.

Considering the emphasis on industrial energy conservation, the industrial chain
related to carbon neutrality was represented with the stock price of the green industry.
Furthermore, the trends in the closing prices of the stocks showed a lag compared to
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changes in public attention. This suggested the influence of public attention on the trends
of the ROI.

The petrochemical industry is important and has high industrial relevance and a wide
range of product coverage in China. However, as the economy develops, the demand for
ecological and environmental protection increases, necessitating the green transformation
of the petrochemical industry. In 2012, governments at various levels recognized this
issue and began taking measures for the improvement of urban green development. The
Yangzhou Municipal Government issued “Opinions” on 10 September 2012, outlining
their plans. Subsequently, in 2016, the Hubei Province released the Petrochemical Industry
Transformation Plan. The number of related searches with the keyword “petrochemical”
is presented in Figure 2. The number of searches related to “petrochemical” remained
relatively stable over time. However, there were periods when the number of searches
increased. As the petrochemical industry has always been a subject of great interest and
received attention from the public and government, changes in policies or significant events
related to the industry led to a sudden surge in public attention.

Figure 2. Number of searches for petrochemical industry.

In the stock market, there were 47 companies listed in the category of the petrochemical
industry. In the period around June 2015, stock prices fluctuated when public attention to
“petrochemicals” increased and declined. This showed a correlation between stock prices
and the level of public attention relative to the petrochemical industry.

Since September 2013, the “Yangtze River Economic Belt” gradually gained attention
from the public. The Belt covers 11 provinces and municipalities, including Shanghai,
Jiangsu, Zhejiang, Anhui, Jiangxi, Hubei, Hunan, Chongqing, Sichuan, Yunnan, and
Guizhou, spanning the eastern, central, and western regions. They have significantly
contributed to China’s economic growth. On 21 July 2013, during an inspection visit to
Wuhan, General Secretary Xi Jinping emphasized the strengthening of cooperation in the
Yangtze River basin for inland water transportation and transforming the entire basin into
a “golden waterway”. Figure 3 displays the number of searches with the keyword “Yangtze
River Economic Belt”.
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Figure 3. Number of searches for Yangtze River Economic Belt.

In September 2014, the Chinese government designated the Yangtze River Economic
Belt as a national strategy for the construction of the economic belt based on the “golden
waterway”. Around this time, there was a peak in public attention and interest in the
Yangtze River Economic Belt, as indicated by the number of searches, which reached an
average of over 20,000 searches per day. This period had a significantly higher number of
searches than other periods. Due to the focus on environmental protection and ecological
conservation in the construction of the Yangtze River Economic Belt, the “environmental
protection” industry was chosen to represent the corresponding industry. The trend of
the stock price was influenced by a notable increase in public attention around October
2014. Several months later, the stock prices of companies for environmental protection also
began to increase. Therefore, there was a correlation between the two, but further empirical
verification was necessary to determine the specific impact.

4.2. Analysis of Regression Results

In this section, two distinct methods for collecting data for public attention were em-
ployed: one from PC users and the other from mobile phone users. This clear differentiation
enhances the systematic presentation of our findings.

4.2.1. Industrial Energy Efficiency

The formula for the Baidu search index for “industrial energy efficiency” on the PC
platform is as follows:

TZH = α + β1preTZH + β2 Index_pc + β3 preIndex_pc + β4SZ + β5 preSZ + β6Season + ε (8)

where Index_pc denotes the search variation rate for “industrial energy efficiency” on the
PC platform.

The formula for the Baidu search index of “industrial energy efficiency” on the mobile
platform is as follows:

TZH = α + β1preTZH + β2 Index_yd + β3 preIndex_yd + β4SZ + β5 preSZ + β6Season + ε (9)

where Index_yd represents the search variation rate for “industrial energy efficiency” on
the mobile platform.

The Baidu search change rate was not statistically significant in the model, and there
was no sufficient evidence to conclude that the rate impacted the ROI of the industry
related to carbon neutrality. The OLS regression results for the Baidu search change rate
for “Industrial Energy Efficiency” are presented in Table 1. The rate was not statistically
significant, but the pre-search rate was significant at p = 0.1. This suggested public attention
to “Industrial Energy Efficiency” and the ROI were correlated.
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Table 1. Result of the OLS model of the Baidu search change rate and ROI of companies related to
industrial energy efficiency.

Coefficient T p > |T|

PRE_TZH 0.0718 3.616 0.000

ROC −1.413×10−5 −0.831 0.406

PRE_ROC −2.948×10−5 −1.736 0.083

SZ 0.0105 83.786 0.000

SZ_PRE 0.0009 3.504 0.000

SEASON −0.0003 −2.519 0.012

R-SQUARED 0.751

F-STAT 1195

PROB (F) 0.000

4.2.2. Petrochemical Industry

The formula for the Baidu search index of the “Petrochemical industry” on the PC
platform is as follows.

SH = α + β1preSH + β2 Index_pc + β3 preIndex_pc + β4SZ + β5 preSZ + β6Season + ε (10)

The formula for the Baidu search index of “Petrochemical industry” on the mobile
platform is as follows.

SH = α + β1preSH + β2 Index_yd + β3 preIndex_yd + β4SZ + β5 preSZ + β6Season + ε (11)

Based on the results of the OLS regression model (Equations (10) and (11)), the Baidu
search change rate was not significant in the model, and no significant impact of the rate
was observed on the ROI of the petrochemical industry. The OLS regression results for the
Baidu ssearch change rate for “Petrochemical Industry” are presented in Table 2.

Table 2. Result of the OLS modeling of the Baidu search change rate and ROI of companies related to
petrochemical industries.

Coefficient T p > |T|

PRE_TZH 0.0724 3.644 0.000

ROC −1.906×10−5 −1.822 0.069

PRE_ROC −6.11×10−6 −0.584 0.559

SZ 0.0105 83.766 0.000

SZ_PRE 0.0008 3.432 0.001

SEASON −0.0003 −2.527 0.012

R-SQUARED 0.751

F-STAT 1194

PROB (F) 0.000

4.2.3. Yangtze River Economic Belt

The OLS model for the Yangtze River Economic Belt is as follows:

CJ = α+ β1preCJ+ β2 Index_pc+ β3 preIndex_pc+ β4SZ+ β5 preSZ+ β6 Season+ ε (12)
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where Index_pc denotes the search variation rate for the “Yangtze River Economic Belt“ on
the PC platform:

CJ = α+ β1preCJ+ β2 Index_yd+ β3 preIndex_yd+ β4SZ+ β5 preSZ+ β6 Season+ ε (13)

where Index_yd denotes the search variation rate for the “Yangtze River Economic Belt “
on the mobile platform.

The three-day Baidu search change rate was not significant, while the rate before the
three days was significant at p = 0.1. A significant correlation was observed between the
public’s attention to the Yangtze River Economic Belt and the ROI of the industries related
to environmental protection. The OLS regression results for the Baidu ssearch change rate
for “Petrochemical Industry” are presented in Table 3.

Table 3. Result of the OLS modeling of the Baidu search change rate and ROI of industries related to
the Yangtze River Belt and environmental protection.

Coefficient T p > |T|

PRE_TZH 0.0750 3.771 0.000

ROC −2.149 × 10−5 −0.560 0.576

PRE_ROC −7.182 × 10−5 −1.870 0.062

SZ 0.0089 69.265 0.000

SZ_PRE 0.0009 4.286 0.000

SEASON −0.0003 −3.469 0.001

R-SQUARED 0.676

F-STAT 823.7

PROB (F) 0.00

5. Discussions

In the constructed OLS regression models, the Baidu research change rate was not
important for industrial energy efficiency. The overall explanatory power of the model
was 70%, and the coefficient was negative, indicating that the rate influenced the ROI of
the related industry. The rate affected the ROI of the petrochemical industry. The overall
explanatory power of the model was 67.5%, suggesting that there was room for further
improvement. The coefficients of the model were negative, indicating that public attention
influenced the ROI. For the Yangtze River Belt and environmental protection, the model’s
explanatory power was 67.5%, and the coefficients were negative, suggesting that public
attention had a negative impact.

As control variables in the models, the Shenzhen Composite Index and seasonal
dummy variables mitigated the influence on the ROI. These two variables were significant
at p = 0.05 in all models, demonstrating that the relationship between independent and
dependent variables in the model was not ruined by the two variables. The Shenzhen Com-
posite Index is a stock price index compiled by the Shenzhen Stock Exchange, reflecting the
price trends of all A- and B-shares listed on the exchange, and it is significantly influenced
by other markets. As stock market trends are correlated with seasons, seasonal factors
and the Shenzhen Composite Index helped the model estimate the relationship between
independent and dependent variables more accurately.

6. Conclusions

We explored the relationship between the public’s attention to different green policies
and the ROI of the green industry. The results showed that the higher the public’s attention
to green policies, the higher the ROI. Conversely, an increase in the ROI stimulated public
attention relative to green policies.
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Improving industrial energy efficiency is important and necessary to achieve carbon
neutrality. By adopting highly efficient energy technologies, equipment, and manage-
ment measures, energy consumption in the industry can be reduced with lowered carbon
emissions. Then, carbon neutrality can be achieved. Empirical models proved a mutual
relationship between the increase in public attention to industrial energy efficiency and
the ROI of the industry related to carbon neutrality. Therefore, the government needs
to improve industrial energy efficiency and disclose more details about implementing
green development. The results of this study suggested that as public attention increased,
investors paid more attention to investment opportunities in the petroleum industry, which
increased the ROI. Increased public attention prompts the government to introduce more
policies for developing the petroleum industry and increase the ROI. The government must
actively practice sustainable development plans, strengthen corporate responsibility, and
improve the green development of the petroleum industry.

As a national development strategy, the development of the Yangtze River Economic
Belt has significant implications for sustainable development. On the one hand, with
the continuous increase in public attention to environmental issues, the investment de-
mand for the environmental protection industry increases accordingly. Implementing
environmental protection policies and measures in the Yangtze River Economic Belt im-
pacts the performance of the related industry, thereby affecting its RIO. Therefore, the
government must exploit stakeholder theory. In conclusion, the government must improve
the green development system, actively promote environmental greening, and facilitate
green development.

While green policies are readily available, the selection of corresponding industry
stocks is challenging. Most policies were not directly related to the industry. Thus, in-
dustries that corresponded the most to the policies were chosen in this study. Thus, the
results of the models may vary depending on the methods for choosing the industries.
The industry sectors for the policies of industrial energy efficiency and the petroleum
industry were relatively well matched, while the sector for the “Yangtze River Economic
Belt” was not satisfactorily matched. Therefore, in-depth research is needed to develop
more accurate models.
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Abstract: In the past, research on regional revitalization has mainly focused on local culture and
cultural industry. There is less research on the value composition of introducing Sustainable Develop-
ment Goals (SDGs) into local industries. Thus, we analyzed existing local characteristic industries
and the composition of the industry value chain from a consumer perspective. The main observa-
tion factors were determined for the introduction of products with sustainable development, value
creation networks, and the formation of a sixth industrial structure under SDGs. The value creation
configuration of local industries was also analyzed. By applying the two-dimensional Kano model
of quality, consumers’ attitudes towards products with SDG indicators were determined in local
traditional industries more precisely. The correlation between the design of products with SDG
indicators and satisfaction was also obtained. There was a two-dimensional correlation between
the different qualities and satisfaction, rather than just a linear correlation. The research findings
suggested that the value of the SDG indicators influenced consumers and societal trends significantly.
Therefore, the value composition of the SDG indicators is the main determining factor for consumer
expectations. The result provides a reference for stakeholders of local industries to construct a
sustainable ecosystem in the regional revitalization system.

Keywords: egional revitalization; SDGs; industrial ecosystem construction; factor analysis

1. Introduction

In the past, research on egional evitalization was focused on the shaping of local
culture and cultural industries, while there is relatively limited research on the value
composition of Sustainable Development Goals (SDGs) in local industries. Therefore, we
explored the composition of the industry value chain from a consumer perspective. By
applying the two-dimensional Kano model, we determined a two-dimensional correlation
of the factors rather than a linear relationship to understand consumer attitudes towards
products from traditional local industries with SDG indicators and the correlation between
the design of products with SDG indicators and satisfaction. The value of the SDG indica-
tors is influenced by consumer and societal trends, determining consumer expectations.
Regional evitalization and the industrial culture value of the indicatorsserve as a reference
to incorporate the indicators into local industries and to establish the egional revitalization
system as a sustainable ecosystem.

The Longci District has the lowest population and the most severe aging problem in
Tainan City, Taiwan. Its natural and ecological features are characterized by the charcoal
industry. In the sixth industrialization of agriculture, traditional agriculture was upgraded
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to integrate value chains in multiple dimensions of the industrial sectors. Comprehensive
agricultural development was achieved using the resources of the natural environment,
including bamboo forests, to promote diversified industrial development. This compre-
hensive approach helps the regional revitalization and the sustainable development of the
rural area.

2. Literature Review

2.1. Regional Revitalization

“Regional Revitalization” is a policy initiated by the Japanese government in response
to population decline, excessive population in Tokyo, and economic decline in local ar-
eas. The Japanese government enacted the “Act on the Promotion of City, People, and
Jobs Creation” to create employment opportunities, promote migration, and support the
younger generation in terms of marriage and child-rearing. The objective is to assist local
areas to develop industries and improve living environments to attract young people
back to these regions, and improve the demographic structure based on their industrial
characteristics and cultural heritage [1]. Taiwan is facing similar problems. In 2019, the
Executive Yuan declared it the “Year of Regional Revitalization” in Taiwan and approved
the National Strategy Plan. This plan aims to promote comprehensive development in
local communities, urban–rural areas, and regions, to achieve sustainable economic growth,
social progress, and cultural prosperity [2]. The improvement of the quality of life for
residents in rural areas and the resilience and competitiveness of local communities is also
an objective. By protecting local characteristics and resources and promoting diversification
and sustainable development in local areas, living environments in local communities are
expected to improve to encourage residents to preserve local culture and traditions.

The National Strategy Plan for Regional Revitalization in Taiwan employs a “5-arrow”
strategy to change population structures. These strategies include hometown investments
by businesses, technology adoption, resource integration across ministries, fostering social
participation, and establishing local brands. To achieve balanced development and attract
young people back to their hometowns, it is vital to leverage and utilize local industry
characteristics and creativity [3]. In rural communities, the production of eco-friendly
and non-toxic handcrafted art pieces using local materials aligns with the principles of
circular economy and traditional economic innovation. Through continuous evolution
and innovation, the spirit of symbiosis and co-creation among community, craftsmanship,
culture, industry, and environmental protection can be motivated [4]. According to Hsu [5],
human force is inevitable in egional evitalization for local and sustainable development.
In implementing egional evitalization, the participation and collaboration of stakehold-
ers such as the government, businesses, communities, and residents are necessary. The
government needs to consider the local characteristics and needs for the development
of the local economy through investment and innovation, job opportunities, and social
responsibility [5].

2.2. Consumer Value

The concept of consumer values was proposed by Hoffer [6]. Consumer behavior is
influenced by social and psychological factors. Hoffer argued that people’s consumption
and their valuing are shaped by collective ideologies, culture, and social environments.
Consumer values reflect individuals’ evaluations, preferences, and goals regarding prod-
ucts and services, while expressing personal identity and value systems [6]. Sheth et al.
proposed the Theory of Consumption Value in five dimensions of consumer value, in-
cluding Functional Value, Emotional Value, Social Value, Conditional Value, and Novelty
Value. These dimensions are used to explain the reasons behind purchasing decisions
and elucidate consumer value perceptions and consumption behavior towards products
or services [7]. The Theory of Consumption Value guides businesses and marketers to
understand and predict consumer behavior. By understanding consumer needs and value
perceptions, businesses can be designed to promote valuable products and services and
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meet consumer expectations to enhance market competitiveness. At the same time, the
Theory of Consumption Value impacts consumer decision-making and inner satisfaction,
aiding businesses and developers in gaining a deeper understanding of consumer choices
and consumer psychology.

2.3. Kano’s Quality Attribute

To improve the shortcomings of the linear hypothesis, Kano proposed the Kano Quality
Model as a component of “Regression Analysis” to determine the relative reliability of
“quality attributes.” In the commonly employed method of “Regression Analysis”, “quality”
is considered as “sufficient quality” and “insufficient quality”. “Regression coefficients”
and “significance” are obtained to determine the “quality attributes” in Equation (1).

P = C +β1 × Kn + β2 × Kp (1)

where P represents satisfaction, C is a constant term, Kn denotes the degree of insufficient
quality, Kp represents the degree of sufficient quality, and β1 and β2 are their respective
coefficients. In questionnaire surveys, Kn, Kp, and P are used to rate a scale ranging from
−3 to +3. In the linear regression equation, individual “quality evaluations” are expressed
with Kn and Kp. When the value of the quality evaluation is positive (e.g., 3), Kn = 0 and
Kp = 3. When the value of the quality evaluation is negative (e.g., −2), Kn = −Kn = 2, and
Kp = 0. By examining the relationship between β1 and β2, the quality attributes for each
quality are determined. This relationship is shown in Table 1.

Table 1. Relationship between “Significance Of Regression Coefficients” and “Quality Attributes”.

Quality Attributes
β1 (Backward)

Significance
β2 (Forward)
Significance

Remarks

Attractive n.s. * β1 = 0; β2 > 0

One-Dimensional * * β1 < 0; β2 > 0

Must-Have * n.s. β1 < 0; β2 = 0

Indifferent n.s. n.s. β1 = 0; β2 = 0

Reverse * * β1 > 0; β2 < 0
(Sig. < 0.05 represents significance; n.s. represents non-significance; * represents significance). Source: Chen, C.J.,
and Wu, Y.Y. [8] (p. 45).

3. Methodology

We explored how integrating the bamboo charcoal industry with the concept of SDGs
affected regional revitalization by co-creating the consumer value chain. Drawing on
relevant research findings from scholars such as [1–3], we defined and explained the design
attributes of co-creating consumer value of products with the SDG indicators. To clarify the
level of consumer awareness of the SDG indicators and the relationship of the indicators
with consumer value, consumer value theory, factor analysis, and the Kano model of
two-dimensional quality were used. The results allowed for an understanding of consumer
attitudes and behaviors toward co-creating consumer value goods design and SDGs [9–11].

4. Results and Discussions

4.1. Factor Analysis

In total, 268 questionnaires were distributed and returned. Bartlett’s test of sphericity
and the Kaiser–Meyer–Olkin (KMO) test were conducted to validate the questionnaire. As
shown in Table 2, the p-value of Bartlett’s test was 0.000. The KMO value was 0.963. A KMO
statistic above 0.9 is considered “excellent”, above 0.8 is “good”, above 0.7 is “moderate”,
above 0.6 is “mediocre”, above 0.5 is “poor”, and below 0.5 is “unacceptable”. Therefore,
the questionnaire scale demonstrated validity. Thus, factor analysis was performed [12].

584



Eng. Proc. 2023, 55, 80

Table 2. KMO and Bartlett’s test.

Kaiser–Meyer–Olkin Measure of Sampling Adequacy 0.963

Bartlett’s Test of Sphericity

Approx. Chi-Square 6633.666

df 276

Sig. 0.000

After completing the factor analysis, the study advanced to an internal consistency
evaluation to ascertain the reliability of the questionnaire. As elucidated in Table 3, Cron-
bach's Alpha values were employed to gauge the consistency across different dimensions
of the consumer value chain. The overall item registered a Cronbach's Alpha value of 0.978,
denoting an exceptionally high level of internal consistency. The dimension of environmen-
tal inclusiveness attained a Cronbach's Alpha of 0.974, the dimension of functional benefits
stood at 0.917, and the sustainable value dimension reached 0.937. These findings further
substantiate the questionnaire's reliability, suggesting that the individual items proficiently
measure the respective concepts with commendable internal consistency.

Table 3. Consistency analysis of the consumer value chain dimensions.

Cronbach’s Alpha
Value

Item Number

Overall item 0.978

Environmental inclusiveness
dimension 0.974 21, 25, 30, 26, 18, 24, 23, 20, 29,

19, 31, 22, 17

Functional benefits dimension 0.917 7, 6, 8, 5, 4, 2

Sustainable value dimension 0.937 13, 14, 11, 15, 10

Following the factor analysis, this study applied factor loadings to assess the items
on the transformed axis of the consumer value chain. As delineated in Table 4, this table
provides a summary of the composition of these factors. For example, the factor loading
for confidence in environmental sustainability (Item 16) was 0.799, for a more profound
understanding of eco-friendly products and sustainable lifestyles (Item 20) it was 0.781, and
for the capability to be a distinctive topic or an appealing highlight (Item 23) it was 0.774.
These results unveil the extent to which each item is associated with specific factors during
the transformation of the consumer value chain, thereby enhancing our comprehension of
the diverse dimensions of consumer value.

Three dimensions were identified as factors that influenced the integration of the
bamboo charcoal industry into the value chain of SDGs. The first dimension, named
“Environmental Coexistence Experience,” consists of 13 items: questions 16, 20, 23, 21,
13, 19, 18, 15, 22, 14, 24, 17, and 12. This dimension represented consumers’ experiences
with bamboo charcoal products, including environmental sustainability, reduced negative
emotions towards environmental issues, pride in environmental protection, expression
of environmental sustainability values, sense of security in environmental protection,
confidence in environmental sustainability, increased knowledge in the field of eco-friendly
products, preference for innovation and innovative products, understanding of eco-friendly
products and sustainable lifestyles, surprise and excitement from uniqueness, perceived
convenience of use, alignment with social trends, creation of a fresh and comfortable
environmental atmosphere, becoming a topic or highlight in special occasions or events,
and displaying concern for environmental protection and sustainable living in specific
situations. These items emphasized the benefits and value that consumers experienced
when choosing and using bamboo charcoal products, highlighting the characteristics and
advantages of bamboo charcoal products for sustainable consumption.
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Table 4. Summary table of factor composition after the transformation of the consumer value chain axis.

Item Factor 1 Factor 2 Factor 3

16. Confidence in environmental sustainability 0.799

20. Greater understanding of eco-friendly products and sustainable lifestyles 0.781

23. Ability to be a unique topic or an attractive highlight 0.774

21. Surprise and excitement from uniqueness 0.762

13. Pride in environmental protection 0.747

19. Desire to try new things and innovative products 0.745

18. Likability of innovation and willingness to use innovative products 0.737

15. Sense of security in environmental protection 0.728

22. Creation of a fresh and comfortable environment 0.725

14. Expression of concern for environmental and sustainable values 0.716 .

24. Display of concern for environmental protection and sustainable living in
specific situations 0.701

17. More knowledge in the field of eco-friendly products 0.693

12. Lesser tendency to develop negative emotions towards environmental issues 0.664

5. Removal of odors from pets 0.780

4. Soil regulation and nutrient absorption 0.760

6. Temperature regulation and moisture-wicking effects 0.703

3. Prevention of mold issues caused by damp environments 0.691

2. Increased value of home or office decoration 0.666

1. Regulation of indoor humidity for fresher and more comfortable air 0.639

9. Responsible use of bamboo resources for ecological preservation and biodiversity 0.808

10. Utilization of recycled resources in line with society’s expectations for
green production 0.769

8. Positive impact on local economy and employment through support for
industry development 0.735

11. Reduction in demand for disposable products, minimizing waste and
resource consumption 0.694

7. Decreased reliance on chemical products, friendlier to the environment and
human health 0.657

Explained Variance 67.01 5.5 4.31

Cumulative Explained Variance 67.01 72.52 76.83

The second dimension, named “Functional Benefits”, comprised six items: questions
5, 4, 6, 3, 2, and 1. This dimension emphasized the practical effects and benefits provided
by bamboo charcoal products in various aspects, including air purification, humidity reg-
ulation, water purification, decorative value, moisture absorption, soil regulation, odor
elimination, temperature regulation, and moisture-wicking properties. It was related to con-
sumers’ perceptions, preferences, and values regarding functional benefits, and the quality
of bamboo charcoal products in meeting consumer needs and potential market demand.

The third dimension, named “Sustainable Value”, consisted of five items: questions 9,
10, 8, 11, and 7. It represented the impact and contribution of bamboo charcoal products to
environmental protection, sustainable development, and social values. Consumers’ per-
ceptions, importance, and preferences regarding the sustainable value of bamboo charcoal
products were related to this dimension. The recognition of the contributions to environ-
mental protection, reduced reliance on chemical products, support for bamboo industry
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development, emphasis on sustainable lifestyles, rational utilization of bamboo resources,
environmental protection in the production process, utilization of renewable resources,
and the benefits of reducing the demand for disposable products were involved in the
dimension. Additionally, it highlighted the social value of bamboo charcoal products for
environmental, social, and economic sustainability.

4.2. Kano Regression Analysis

One attribute, “reasonable utilization of bamboo resources for protecting the ecological
environment and biodiversity”, belonged to attractive quality, while the other 23 attributes
to different qualities. This suggested that the current egional evitalization in Taiwan
embraced a significant concept of sustainable development. Therefore, integrating the
bamboo charcoal industry into SDGs provided additional value and attractiveness to
consumers, making it more competitive in the market.

To further elucidate the attributes of bamboo charcoal products in terms of consumer
perception, a detailed Kano quality classification was conducted. As presented in Table 5,
the Kano model was applied to assess various quality attributes of bamboo charcoal
products. This analysis categorized the attributes into different quality types based on their
impact on consumer satisfaction and preference. For instance, the regulation of indoor
humidity for fresher and more comfortable air (Attribute 1) and the increased value of home
or office decoration (Attribute 2) were evaluated, among others. These findings provide a
comprehensive understanding of how different attributes contribute to the overall appeal
and utility of bamboo charcoal products from a consumer's perspective.

Table 5. Kano quality classification results.

Quality Attributes β1
Significance

Level
β2

Significance
Level

R2 QC

1. Regulation of indoor humidity for fresher and more
comfortable air 0.080 0.235 0.123 0.066 0.016 I

2. Increased value of home or office decoration 0.098 0.174 0.104 0.149 0.011 I

3. Prevention of mold issues caused by damp
environments 0.021 0.753 0.038 0.572 0.001 I

4. Soil regulation and nutrient absorption 0.031 0.639 0.016 0.402 0.000 I

5. Removal of odors from pets 0.009 0.901 0.516 0.825 0.308 I

6. Temperature regulation and moisture-wicking effects −0.031 0.645 0.016 0.809 0.002 I

7. Decreased reliance on chemical products, friendlier to
the environment and human health 0.089 0.195 0.131 0.056 0.017 I

8. Positive impact on local economy and employment
through support for industry development 0.084 0.217 0.135 0.048 0.017 I

9. Responsible use of bamboo resources for ecological
preservation and biodiversity 0.075 0.272 0.168 0.015 0.025 A

10. Utilization of recycled resources in line with society’s
expectations for green production −0.013 0.851 0.103 0.134 0.012 I

11. Reduction in demand for disposable products,
minimizing waste and resource consumption −0.025 0.716 0.087 0.201 0.010 I

12. Lesser tendency to develop negative emotions
towards environmental issues 0.048 0.509 0.140 0.055 0.016 I

13. Pride in environmental protection 0.087 0.245 0.064 0.389 0.006 I

14. Expression of concern for environmental and
sustainable values 0.085 0.231 0.056 0.427 0.006 I
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Table 5. Cont.

Quality Attributes β1
Significance

Level
β2

Significance
Level

R2 QC

15. Sense of security in environmental protection 0.083 0.257 0.115 0.116 0.011 I

16. Confidence in environmental sustainability 0.057 0.439 0.095 0.200 0.007 I

17. More knowledge in the field of eco-friendly products 0.009 0.901 0.012 0.863 0.000 I

18. Likability of innovation and willingness to use
innovative products 0.061 0.391 0.024 0.738 0.003 I

19. Desire to try new things and innovative products 0.059 0.422 −0.041 0.575 0.007 I

20. Greater understanding of eco-friendly products and
sustainable lifestyles 0.019 0.794 0.021 0.764 0.000 I

21. Surprise and excitement from uniqueness 0.115 0.130 0.029 0.707 0.011 I

22. Creation of a fresh and comfortable environment 0.064 0.360 0.011 0.873 0.004 I

23. Ability to be a unique topic or an attractive highlight 0.009 0.898 −0.004 0.958 0.000 I

24. Display of concern for environmental protection and
sustainable living in specific situations 0.057 0.400 0.741 0.460 0.004 I

(QC: Quality Classification, A: Attractive, O: One-Dimensional, M: Must-Have, I: Indifferent, R: Reverse).

5. Conclusions

In the past, research on regional revitalization in Taiwan mainly focused on shaping
local culture and cultural industries, with less attention on the integration of SDGs into
local industries. Therefore, we analyzed the value chain composition of local industries
from a consumer perspective to find an effective way to integrate SDGs. Based on the
theory of consumer value, we identified the key factors in value creation for local industries
and the importance of the SDG indicators. The study results suggested that consumers
showed a positive attitude and satisfaction toward local traditional products with SDG
attributes. Consumers were increasingly concerned about sustainable development and
social responsibility, which influenced factors in their consumption behavior. Using the
Kano regression analysis, the key factors in value creation were determined for local
industries. The rational use of bamboo resources for protecting the ecological environment
and biodiversity was expected by consumers. Stakeholders can use these findings as a
reference to incorporate the SDG indicators into the industry value chain and improve
consumer demand for sustainable products and services and the competitiveness and
market position of local industries. The result can also be used to assist the development of
regional revitalization systems and establish sustainable ecosystems.

The value composition of the SDG indicators was influenced by consumer needs and
expectations and social trends and development. Therefore, stakeholders need to monitor
social changes and updates in sustainable development goals to adjust products and
services to correspond to these changes. The results of this study provided insights into the
value creation of local industries in SDGs and regional revitalization. By applying consumer
value theory, factor analysis, and the two-dimensional quality Kano model, consumers’
attitudes towards local traditional products with SDG indicators were understood in terms
of consumer attitudes and satisfaction towards the products. The results of this study are
important for the industry and policymakers to make informed decisions and strategic
arrangements for regional revitalization and sustainable development.
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Abstract: Andrographis paniculate extract (APE) has been used as a Thailand traditional medicine
owing to andrographolide which is effective for the viral clearance and prevention of disease pro-
gression. Several viral infections have been treated with APE, including SARS-CoV-2. The rec-
ommended dosage is 180 mg three times a day. We constructed a mathematical viral dynamic
model of the SARS-CoV-2 model with andrographolide therapy by different doses. The pharma-
cokinetic/pharmacodynamic (PK/PD) model reduces the duration of viral clearance with a dose of
60 mg per day. Moreover, APE improved the therapeutic efficacy of COVID-19 therapy.

Keywords: andrographolide; COVID-19; PK/PD model; viral dynamic model

1. Introduction

Andrographolide is the major active component in Andrographis paniculate extract
(APE) and has been used for the treatment of viral diseases such as COVID-19 due to its
inhibited production of SARS-CoV-2 infectious virions [1]. Many researchers reported
the clinical use of andrographolide for relieving symptoms of common colds and upper
respiratory tract infections. In 2003, Kulichenko et al. tried the treatment of influenza with
30 mg and 45 mg of APE per day and decreased the duration of viral disease [2]. Saxena et al.
found that 60 mg of APE per day relieved symptoms of uncomplicated upper respiratory
tract infections (URTI) [3]. Thamlikitkul et al. researched the efficacy of APE (180–360 mg
per day) for pharyngotonsillitis and observed the relief of fever and sore throat. Further,
patients were satisfied with a higher dose of APE [4]. In 2021, Kulthanit et al. proposed
COVID-19 treatment with 180 mg of APE per day for 5 days [5]. Nevertheless, there are
limitations in the clinical use of APE. Thus, we investigated the potential mechanism and
effect of andrographolide on the life cycle of SARS-CoV-2.

The pharmacokinetics (PK) of andrographolide on the life cycle of SARS-CoV-2 were
explored in terms of in vivo mechanism that cannot be quantified without a blood test
or reverse transcription-polymerase chain reaction (RT-PCR) tests to report the quantity
of andrographolide in plasma and viral cells. Mathematical modeling is effective for the
quantitative and qualitative study of COVID-19 because the model illustrates the amount
of andrographolide, viral cell growth, and target cell infection. Goncalves et al. reported
a viral dynamic model by using a standard target cell limit model with the eclipse phase
to describe SARS-CoV-2 infection and determined viral growth parameters to predict the
effects of antiviral treatments [6]. Dodds et al. discussed the potential drugs that influenced
the SARS-CoV-2 viral cell cycle to reduce viral load and host cell infection [7].

For andrographolide treatment, we constructed a viral dynamics model which was
a two-compartment model using pharmacokinetics and pharmacodynamics (PK/PD) in
this study and investigated the efficacy of andrographolide on the SARS-CoV-2 infection.
Andrographolide was measured in the plasma and tissue of subjects who took APE and
its inhibitory potential was evaluated on viral production. The viral dynamic model
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was refined with an effective andrographolide dose considering the behavior of target
cell infection, virus-cell spread, and virus shedding duration. It was also explored if
andrographolide dose affected the relief of symptoms such as fever, cough, and sore throat.

2. Mathematical Model

To investigate the effect of andrographolide dose on the viral life cycle, daily dosages
of 30, 45, 60, 180, and 360 mg were given to the subjects, and PK/PD characteristics of
andrographolide were explored [8]. PK was defined in in vivo distribution [8], whereas PK
was determined to see if the drug’s effect was related to its concentration. The relationship
between PK and PD was investigated in the experiment, as seen in Figure 1.

Figure 1. Relationship between pharmacokinetic and pharmacodynamic of PC.

2.1. PK Model

After patients took APE, andrographolide existed in plasma and tissue in the human
body. Andrographolide was uptaken into plasma (Cp) at a certain rate of Dose and removed
by a rate of k10. Then, andrographolide was uptaken in peripheral tissue (Ct) at a rate
of k12, and transferred to plasma at a rate of k21. PK of andrographolide is shown in
Figure 2, which explains the concentration of andrographolide in the human body using
the two-compartment model. The mathematical equation corresponding to the PK of
andrographolide is expressed as

dCp/dt = Dose − (k10 + k12)Cp + k21Ct,

dCt/dt = k12Cp − k21Ct,
(1)

where Cp is the concentration of andrographolide in plasma, Ct is the concentration of
andrographolide in peripheral tissue, and k10, k12, and k21 are rates.

Figure 2. Pharmacokinetic of andrographolide.

2.2. PK/PD Model

The drug’s effect is related to its concentration in plasma. Thus, the efficacy of andro-
grapholide was assessed with the following equations.

ε (t) = Cp(t)/[Cp(t) + IC50], (2)

where IC50 is the half-maximal inhibitory concentration.
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The average efficacy of andrographolide during the first 5 days of treatment was
quantified as

εmean = 1/5 0

∫
5[ Cp(t)/(Cp(t) + IC50)] dt (3)

As andrographolide inhibited the production of SARS-CoV-2 infectious virions, the
inhibitory impact of andrographolide was adjusted in the proposed viral dynamic model.

2.3. Viral Dynamic Model

The coronavirus interacts with epithelial cells through the membrane by being bound
between the receptor and the protein spike. Then, the uninfected target cell (T) is infected at
a certain in the eclipse phase, β, and survives during the incubation period to productively
infect cells at a rate of k. New viruses are RNA replicated at a productive rate of p. This
process duplicates RNA to reproduce new viruses. The infected cell dies at a rate of δ. New
viruses interact with and infect other epithelial cells. Virus cells die at a rate of c (Figure 3).

Figure 3. Viral dynamic model of SAR-CoV-2 in eclipse phase.

The mathematical equation corresponding to the viral dynamic model for SARS-CoV-2
treated with andrographolide is as follows.

dT/dt = −βVT

dI1/dt = βVT − kI1

dI2/dt = kI1 − δ I2

dV/dt = pI2 − cV − βVT

(4)

where T is target cells, I1 is infected cells in the eclipse phase, I2 is productively infected
cells, V is virus cells, and β, k, δ, p, and c are constants.

2.4. Ordinary Differential Equation

Andrographolide inhibited RNA replication in the life cycle of viruses. RNA was
replicated at a rate of p. Thus, the viral dynamic model was adjusted by the PK/PD of
andrographolide, as shown in Figure 4.
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Figure 4. Viral dynamic model of SAR-CoV-2 treated with andrographolide.

Therefore, Equation (4) was rewritten as follows.

dCp/dt = Dose − (k10 + k12)Cp + k21Ct,

dCt/dt = k12Cp − k21Ct,

dT/dt = −βVT,

dI1/dt = βVT − kI1,

dI2/dt = kI1 − δ I2,

dV/dt = (1 − εmean) pI2 − cV − βVT,

(5)

where the efficacy is defined as ε (t) = Cp(t)/[Cp(t) + IC50], and the mean effectiveness of
andrographolide in the first 5 days is given by εmean = 1/5 0

∫
5[Cp(t)/(Cp(t) + IC50)]. The

half-maximal inhibitory concentration, IC50, was 9.54 μg/mL [5]. The variable of system
equation as show in Table 1.

Table 1. Summary of variables of viral dynamics model.

Variable Unit

Cp Andrographolide in plasma ng/mL
Ct Andrographolide in tissue ng/mL
T Target cells cell/mL
I1 Infected cells in eclipse phase cell/mL
I2 Productively infected cells cell/mL
V SARs-CoV-2 cell/mL

3. Results

We used the mathematical model based on Equation (5) to determine the viral
load in the andrographolide therapy. Firstly, we chose the initial value Cp(0) = Dose
(ng/mL), Ct(0) = 0 ng/mL, T(0) = 1.33 × 105 cell/mL, I1(0) = 0 cell/mL, I2(0) = 0 cell/mL,
V(0) = 102 cell/mL [6] and fixed the parameters as shown in Table 2. The rates k10, k12,
and k21 were calculated by fitting the plasma concentration [9]. The chosen dosages for
andrographolide were 30, 45, 60, 180, and 360 mg per day. The numerical simulation was
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carried out with MATLAB to illustrate how andrographolide diffusion in human plasma
and tissue impacted the dynamic behavior of viruses (Figure 5). The plasma concentration
of andrographolide increased substantially and remained steady for 10 h after beginning
the experiment. The mean efficacy of andrographolide, εmean, is presented in Table 3. It
was found that the behavior of target and viral cells was similar. The infection occurred on
Day 5 and ended on Days 25−30.

Table 2. Related parameters of viral dynamics model.

Parameter Values Dimension References

Dose [30, 45, 60, 180, 360] mg/day -
k10 3.6228 h−1 [9]
k12 4.2259 h−1 [9]
k21 1.4233 h−1 [9]
β 2.21 × 10−5 mL/cells/day [6]
k 3.00 day−1 [6]
δ 0.60 day−1 [6]
p 22.71 day−1 [6]
c 10.00 day−1 [6]

(a) (c)

(b) (d)

Figure 5. Numerical solution of PK/PD model and viral dynamic model of COVID-19 with andro-
grapholide treatment in (a) the plasma concentration of drug dosage, (b) the effective of drug dosage,
(c) the quantitative of target cell, and (d) the quantitative of viral cell.

In Thailand, the therapeutic dosage of andrographolide is 3 × 180 mg per day. The so-
lution of the PK/PD model and the viral dynamics model with andrographolide treatment
of the dosage is shown in Figure 6. In terms of PK, the concentration of andrographolide
in plasma and tissues increased and remained steady for 10 h after beginning the dosage.
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Considering the latent time of 3 days, target cell infection occurred on Day 5, and the virus
load peaked on Day 15. The viral clearance occurred on Day 25.

Table 3. Mean efficacy of andrographolide to treat COVID-19.

Dose (mg/mL) Mean Efficacy (εmean)

30 66.30
45 69.90
60 72.11

180 67.13
360 65.34

(a) (d)

(b) (e)

(c) (f)

Figure 6. Numerical solution of PK/PD model and viral dynamic model of COVID-19 with a
dose of 180 mg per day of andrographolide: (a) pharmacokinetics of daily dose of 180, (b) plasma
concentration of andrographolide, (c) efficacy of andrographolide at IC50, (d) number of COVID-19
cells, (e) number of uninfected target cell, and (f) viral load of viral dynamics model.

4. Conclusions

The PK/PD model and the viral dynamic model of andrographolide dose on COVID-19
were explored in this study. Andrographolide effectively reduced viral load and target
cell infection, showing its efficacy. A dose of 60 mg per day of andrographolide dairy was
the most efficient in preventing infection. Andrographolide can be used for the therapy of
COVID-19. Due to possible toxicity, side effects, misuse, allergy symptoms, and interactions
of APE with other medications, the use of andrographolide must be decided by physicians
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or pharmacists. As there is an increasing demand for APE with its benefits, the quality of
APE in terms of safety and efficacy must be supervised and controlled to use it as medicine.
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Abstract: The main consequence of the arrival of COVID-19 was the application of social distancing,
which mainly had implications regarding the economies of affected countries. This affected students,
whose economy was weakened because of social restrictions. Therefore, private universities that
depend strongly on the continuity of students had to face some difficult periods, with an eventual
increase in desertions. In this way, the general managers’ offices had to find new and consistent
directions for correct decision making without reducing the quality of the service. This paper presents
a scheme that was applied in a private university in the south of Lima city during the period of
2020–2021. It is shown that the usage of a set of variables and their combinations to make a decision
only appears to be relevant if a such decision is free of either external or internal noise. The results
exhibit a minimization of 70% in the potential number of desertions in 2021 due to the gained
experiences of 2020.

Keywords: engineering management; general topics for engineers; COVID-19

1. Introduction

In March of 2020, all countries were dramatically affected by the unexpected arrival of
coronavirus disease [1–3] producing fatalities in its first pandemic wave. This triggered
a chain of economic, political, and educational decisions in affected places that changed
the day-to-day evolution of the whole of society in order to guarantee the health of the
people [4,5].

Such decisions, such as to migrate to a virtual (or online) mode, were supported by
technology, especially the Internet. In the age of 4G, the Internet emerged as a prominent
exit from the problem of continuity in human development due to its interaction with a
changing society dictated by the latest technologies.

Clearly, at the beginning of 2020, most countries adopted the so-called digitalization
of their systems as an imminent action to counteract the rapid weakening of society due to
the fast-increasing number of COVID-19 infections [6–10].

In this manner, the educational sector modified its classical style of blackboard teaching
to one based entirely on video conferences [11–13]. This was undertaken as a protective
action to avoid infections at schools and universities. Thus, after curfews were implemented,
universities had to adjust their pedagogical methodologies towards online digital education.

Although advanced students, ranging from the second to the last years of their aca-
demic programs, might have interacted with video conferences prior to the beginning of
the pandemic, this was not the case with freshman students. In effect, more of them had no
experience with virtual education, so universities had to focus their educational machinery,
in particular the mechanisms of virtual education, onto these freshman students as a critical
action to keep their tuition and, therefore, to keep them enrolled over the coming years.
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Clearly, universities faced a rise in desertion, which can be seen as an imminent threat to
their institutional stability, particularly private ones [14,15].

Thus emerged the question: how interesting were the first online classes for freshman
students? From this, one can then formulate a subsequent question: how stimulating were
the first lectures for them whilst using software-based video conferences?

In this paper, attention has been paid to a private university in south Lima, with
a population of around 7.5k students. Thus, from the beginning of the pandemic, this
university continued with its evolution of whole-university dynamics through video-
conference meetings and video-conference classes.

Thus, based on experience, it was noted that, although no strong desertion was
reported, surveys underline the nonconformity of freshman students.

Although video technology most likely personalized students’ education, one can see
that the impact and nonconformity on the side of the students is not instantaneously felt.
Thus, the success of online classes depends in on the one hand on technology, and on the
other hand on the strong capability of instructors and how they can keep the attention of
students throughout a class. In this manner, it is not clear if the quality of education was
untouched [16,17]. It is merely a point to be studied in this paper.

The rest of this paper is structured as follows: In the second section, the main charac-
teristics of online classes are viewed. In the third section, a statistical analysis is presented.
In the fourth section, the results of the study are given. Finally, the conclusion regarding
the results of paper is presented.

2. Basics of Online Classes

An online class, called also virtual teaching, can be defined as an interaction at a
distance between a teacher and student through a software–hardware interface that aims
to replace an ordinary class. In contrast to these ordinary classes, where a teacher employs
a blackboard with chalk and there is a face-to-face interaction, a virtual class would present
limitations (on the side of student), some of which can be listed below.

Table 1 above highlights up to five variables that were selected from applied surveys
to freshman students. In the first column on the left, Internet connections are described
as the most important variable to be met in a successful manner for virtual classes. It is
clearly a crucial variable that demands to be unstoppable, as written in the third column.
In the last column, one can see that this might not work for a class due to the following
reasons: (i) the Internet provider might have increased costs in the pandemic epoch as
a consequence of supply and demand; (ii) the fast-increasing number of new Internet
clients had a noteworthy impact on the networks as well as on the quality of service. In
this manner, connectivity to the Internet in South American countries can be seen as an
intersection of social and technological problems.

Table 1. Description of variables studied at this paper.

Variables for Teachers and Students Impact on the Classes
Noteworthy Comment about

Variable
Works for All

Students?

Internet connection Very
important

Needed to be
unstoppable Not

Software Video
Conference Adaptable Students can be

easily adapted Yes

Expertise of
VC usage Not needed

Not neither the
beginning nor

the end
Not

Sociability Adaptable Not seen as
necessary Adopted

Confidence
Examinations Important Highly relevant

Assess the quality of education Changed
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Although, on the one hand, one can guarantee the stability of an Internet connection,
on the other hand, one can wonder about the social role of a video conference. In fact,
while an instructor carries out a class, based on either theory or exercises, it is noteworthy
that this may not be comfortable for each of the attenders. A common mistake is likely
made here in the sense that one assumes that virtual classes for a freshman student must be
highly pleasant in all educational directions. A sensitive point in these virtual classes are
the examinations. In 2020, various styles of examinations were undertaken, each carrying
the risk that they may not be trusted as sincere qualifications. Thus, the application of
virtual examinations might have not fulfilled the desire to know that one has truly learnt
most parts of a course. Even with these subjective obstacles, courses in basic sciences such
as physics and math implemented methodologies rather similar to the ordinary ones that
kept up a face-to-face style, yielding interesting results.

3. Measuring the Satisfaction of Students

It is common that subjectivity cannot be measured in terms of numbers. Even in people
with different levels of satisfaction or dissatisfaction, the measurements of a group turn out
to be clouded by the presence of hidden variables that cannot be seen at a first glance.

Instead of that mentioned above, this study has opted to take probabilities as a firm
basis to measure the levels of acceptance in freshman students and how, with these different
levels of acceptance, one can build a mathematical methodology that allows us to identify
the probability of desertion by also using the listed variables in Table 1.

A naïve manner to introduce mathematics in the construction of a phenomenological
equation that yields reasonable probabilities of desertion [18] can be detailed as follows:

P =
u

u + s

where P is the probability of acceptance and u and s are the number of satisfied and
unsatisfied students, respectively. A first equation can be arrived at below:

P =
u

u(1 + s
u )

=
1

(1 + s
u )

(1)

An unfortunate case is where u � s, which makes sense only if the number of unsatis-
fied students is large in comparison with the satisfied ones. In this manner, the following
can be described:

(
1 +

s
u

)
≈ 1 +

( s
u

)
+

1
2!

( s
u

)2
+

1
3!

( s
u

)3
+ · · · (2)

The following is the expansion in a series of the well-known exponential function:

Exp
( s

u

)
=

∞

∑
q=0

1
q!

( s
u

)q
. (3)

With this, Equation (1), the dissatisfaction probability, can be written now as follows:

P(u) = Exp
(
− s

u

)
(4)

Equation (4) might be seen as a simple mathematical expression. However, for the
purpose of this study, the exact values of both “s” and “u” are required. Over the course of
a semester of virtual classes, these quantities may have either oscillated or been constant. In
this manner, one can state that these numbers depend on time. Thus emerges the question:
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how to measure these quantities in an accurate way? In addition, Equation (4) can also be
written as a satisfaction probability:

P(s) = Exp
(
−u

s

)
(5)

by which one can test that the sum of P(u) +P(s) = 1, which constitutes the starting point
of the next section. Certainly, the involved probabilities should be dependent upon time.
This point is boarded below.

Probability of Desertion

Equations (4) and (5) constitute the basic definitions towards a solid relationship
that can communicate to us, to some extent, the feasibility of having a quantitative idea
of desertion.

In virtue of the above equations, one can define the following:

PD =
β1Exp

(− s
u
)

β1Exp
(− s

u
)
+ β2 Exp

(− u
s
) (6)

where the constant is a kind of weight in the formulation. In order to illustrate Equation (6),
one can assume the limit case where u = s. It yields the following:

PD =
β1

(β1 + β2)
(7)

so that, if β1 ≈ β2, then one has a probability of desertion of 50%. Clearly, one has ignored
tangible details that denote the true causes of possible desertion. Then, one can wonder
about all these details and how they can all be entered into a pure mathematical description,
as is given in all of the above equations.

Consequently, one can see the entire responsibility of the constants β1 and β2. Again,
from experience, one can state that the disagreement and nonconformity with the vir-
tual sessions might not be constant throughout the academic semester, but is also under
variation based on time.

Then, one finds that the time as an independent variable cannot be incorporated in a
straightforward manner inside the arguments of exponentials in Equation (6).

Alternatively, one can opt for the variables of Table 1: (i) the type of video conference
and (ii) confidence in examinations. In virtue of Equation (7), a liner model of desertion
can be written below:

PD(t) =
a + β1t

a + β1t + b + β2tn+Δ (8)

where, while dissatisfaction increases linearly with time, satisfaction depends directly on
tn, with n being an integer number that, in Equation (8), is assumed to be negative, and Δ
is a kind of error with the identification of the true number of students that are satisfied
with virtual classes.

Consider the case that no error is perceived and the probability of desertion is free of
errors. Thus, one may obtain below the normalized probability of desertion:

PD(t) =
(1/0.8)(1 + (β1 = 1)t)

2 + (β 1 = 1) t + (β 2 = 1) t−2+q (9)

where β1 , β2 = 1 and a = b = 1.0. On the other hand, the factor 1/0.8 is required to
normalize to unity. In Figure 1, one can see the different distributions of the probability of
desertion based on Equation (9) for q = 1, 2, 3, and 4. While the green color distribution
clearly increases with q = 1, the orange color decreases with q = 4.
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Figure 1. (left) The different distributions of probability for 4 values of integer “q” according to
Equation (9). Here q = 1, 2, 3 and 4 for colors green, blue, magenta and orange, respectively. The
arrows indicate high and low desertion. (right) Plotting of Equation (9) with the quadratic terms
in “t”. The orange color denotes the scenario where desertion is not well defined. Green, blue and
magenta are denoting scenarios of high desertion.

In Figure 2, Equation (9) has been plotted, but with the case where a + β1t =⇒ a + β1t2 .
The quadratic case is of interest because it exhibits a rapid increase in desertion despite the
fact that the term t−2+q increases with q > 2. Thus, in Figure 2, the orange color appears to
be constant at around 50%. Then, one can wonder which parameter from Equation (8) can
be changed in order to decrease the probability of desertion. In fact, the parameter “a” as
well as β1 can be slightly varied according to the variables listed in Table 1. The results of
an applied survey for 78 physics students are detailed below.

Figure 2. (left) Distributions of probability of desertion, where 1 is the entire acceptance of students
on a physics course (2020). The influence of constant “a” equal to 0.001 is seen as a kind of alleviation.
Here q = 1, 2, 3 and 4 for colors green, blue, magenta and orange, respectively. (right) The case when
0.01 + 0.5 t where the desertion appears to be lower than previous cases. The role of the university
is assumed to manage the academic level in order to maintain the attention of students and avoid
their desertion.

4. Alternatives Scenarios of Desertion

As stated above, one can define the free parameters “a” and β1 to acquire a set of
values that decrease the probability of desertion [19]. In this way, one can write below that

a =
NVC

NCC + NNA
(10)

where NVC, NCC, and NNA are the number of students that are not satisfied with the video-
conference software (or do not like it), the number of students that approve of the content
of the course (see Table 2), and the ones that do not agree with virtual classes, respectively.
For example, the case where NCC + NNA represents a high percent of order of 80% up to
90% tells us that NCC is a large number, whereas NVC would represent a minimum number;
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then, “a” acquires a small size. With this in mind, the resultant probabilities can be seen in
Figure 2. In fact, from Equation (10), one can obtain a value for “a” = 0.01; the distributions
of Figure 2 based on the equation are written below:

PD(t) =

(
1

0.8

)
(0.01 + t)

0.01 + t + 1 + t−2+q . (11)

Table 2. Variables for freshman students.

Variable Score Confidence

Video-Conference
Software (zoom V.5.6.6) I don’t like >75%

Style of instructor Standard >75%
Content of course Standard >75%

Manner of examination I don’t like >50%
Do not agree with

online classes Yes >65%

In Figure 2 (left), one can see a kind of acceptance of the virtual classes in the freshman
students. Only the green color, that is, the case of “q = 1”, turns out to be above 50%. The
blue and other colors range between 35% and 65%, expressing the fact that an excellent
presentation of the course content might guarantee, to some extent, the minimization of the
number of desertions.

On the other hand, the case that is proportional to “t”, the time, is of interest for this
study. In this manner, the term “t” becomes “0.5 t”, acquiring the following form:

PD(t) =

(
1

0.8

)
(0.01 + 0.5 t)

0.01 + 0.5 t + 1 + t−2+q . (12)

In Figure 2 (right), the resulting probabilities from Equation (12) are plotted. In
comparison to previous plots, this case turns out to be optimal in the sense that the number
of desertions might be at the mid-range of the probabilities, around 50%. However, the
orange color displays the range of less than 25%, indicating that one of four students is likely
willing to abandon their university studies. In respect of the shape of the distributions of
probability, one can see that the mathematical function modeling the willingness to desert
of freshman students can be somewhat given as

PD(t) = α[ Tan(β1t) + Exp(−β2t)] (13)

with “α“ being a constant of normalization, and β1 and β2 are defined above. While the
tanh distribution denotes the deserters, the negative exponential explains the expected
behavior to decrease desertion through the parameter “β2”.

5. Conclusions

The present study consisted of a quantitative analysis of a set of mathematical mod-
els that may shed light on the problem of desertion amongst freshman students at a
private university located in south Lima. Essentially, a sample of 78 students was consid-
ered over the course of the 2020 academic year, encompassing the very beginning of the
COVID-19 pandemic.

The main variables used within the mathematical model are (i) satisfaction and (ii)
dissatisfaction. It is assumed and is the argument of this paper that if this information is
possible to identify through well-designed surveys aimed at students throughout a course,
then by using the information that there exists a number of unsatisfied students, a rapid
response on the side of the instructor or teacher should be undertaken. As seen in Table 2

602



Eng. Proc. 2023, 55, 82

above the content of a course and how it is presented would be a valuable to be considered
in order to avoid desertion. Furthermore, the applied survey also determined that the style
in which a teacher or instructor carries out their class would be an interesting point to be
considered in the future. Nevertheless, the pandemic blocked all available ways to avoid
the imminent, undesired fact of the desertion of freshman students [20].
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Abstract: Environmental issues related to global warming and urbanization are becoming more
serious. Many studies have shown that urban vertical planting can effectively reduce ambient
temperature. However, the impact of different vertical planting combinations on urban microclimate
has rarely been studied in Taiwan. Thus, in this study, the impact of different proportions of green
walls and green roofs on the environment is explored. Referring to 6 times 6 high-rise buildings of
90 m in the ideal city. FLUENT was used to simulate the average climatic conditions of the Taipei
Station in the past ten years’ summer. Since the actual building has openings that cannot reach 100%
vertical plant coverage, the coverage is calculated based on the proportion of the green coverage area
to the area of bare walls and roof decks. We had four options, including case 1 without greening,
case 2 (green wall 25% + green roof 75%), case 3 (50% green wall + 50% green roof), and case 4 (75%
green wall + 25% green roof). The research results show that at the height of the pedestrian layer
(1.5 m), the wind speed of urban streets is reduced due to the obstruction of surrounding buildings.
The installation of wall greening slows down the wind speed and reduces the ambient temperature,
which is better than roof greening. In the urban canopy (90.5 m), as the Z-axis height increases, the
higher the green roof ratio, the higher the wind speed. To improve the overall urban wind below
100% of the total greening balance of walls and roofs, it is recommended that wall greening be 50–75%
and roof greening be 25–50%.

Keywords: urban microclimate; high-rise building; vertical greening; green coverage ratio

1. Introduction

As environmental issues related to global warming and urbanization become more
serious, high-density and high-rise buildings cause the temperature in urban areas to be
higher than those in rural areas, resulting in the urban heat island effect. Summarized the
factors that affect the heat island effect at home and abroad. The urban scale includes the
total population, topography, green coverage, and use intensity, as well as factors such
as the number of plants, the aspect ratio of the street, the reflectivity of the pavement
material, and the sky visibility. Gromke et al. [1] pointed out that the global average
temperature will increase by 1.5 to 4.5 ◦C by 2100. Improving the urban green cover rate
and achieving a natural ventilation environment can be adjusting targets to slow down
the urban heat island effect. Urban air corridors generate different wind directions and
speeds due to urban density, building height, and street canyon width. To actively shape an
excellent urban environment and microclimate, many countries have vigorously promoted
and rewarded policies with the primary goal of developing three-dimensional greening
of buildings Yeh [2]. On 24 February 2011, the Taipei City Government announced the
revision of the “Taipei City Urban Renewal Building Volume Incentive Measures”, adding
the “Building Roof Platform and Vertical Greening of Buildings” volume reward project
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[Appendix A]. Moreover, the Taichung Government promulgated in 2019, “Taichung City
Encourages Migrants”. Building Facilities Setup and Feedback Measures [Appendix B].

The three-dimensional greening of the building increases ventilation and reduces
the ambient temperature via the shading and evapotranspiration capacity of the plants.
Due to the different types of plants, the porosity, canopy size, and thickness are different.
Various studies have pointed out that façade greening methods ranging from single to
street-level buildings benefit environmental cooling and improve comfort. Urban greening
is considered the most suitable and effective strategy for mitigating climate change. Perini
et al. [3], Lu [4], and Huang [5] explored the differences between planting types, greening
methods, and air wall thicknesses on building surface temperature or air temperature at a
certain distance via actual measurement. Numerical simulations also reveal the influence
of different three-dimensional greening factors: wall, street tree, shelterbelt, a combination
of green coverage, green coverage, and height.

The above literature discussed the design of building wall green coverage rate or
simulating the relationship between greening and wind and heat environment in the
natural base configuration but lacks discussion of the three-dimensional (wall and roof)
green coverage combination of buildings at the street scale. Therefore, we simulated a high-
rise and high-density ideal city to explore the combination of greening ratios on building
walls and roofs using computational fluid dynamics (CFD). Four schemes, including no
greening and greening (25% of the wall + 75% of the roof; 50% of the wall + 50% of the roof;
and 75% of the wall + 25% of the roof), are configured for changes in the urban environment
at pedestrian height (1.5 m).

2. Literature Review

2.1. Urban Heat Island Effect and Warm Environments

Due to the lack of green space, over-concentration of the population, sizeable artificial
heat dissipation, and the influence of building materials, the urban environment makes
the city a hot island. Liu [6] made three cases of adjusting the urban form and the width
of the street profile and analyzed them with ACH and PET. The research results showed
that the airflow can be increased when the street profile configuration is parallel to the
wind direction. The ventilation effect can be improved. In addition to the lateral airflow,
the longitudinal airflow also increases the airflow, and ACH is proportional to the volume
flow of the inflow space. The high-rise building area has a considerable distance between
buildings, which is conducive to air circulation, and the heat island effect tends to weaken.
Wen [7] studied the factors that affect the thermal environment due to the high-temperature
phenomenon of the walking environment in the campus open space via field measurement,
a questionnaire survey, thermal environmental factor investigation, and CFD software
simulation. The research results showed that the sky visibility rate (SVF) in the campus
open space walking environment during the hot season is the ratio of the degree of shading
affecting the walking environment to the direct sunlight walking environment. It is neces-
sary to reduce the visibility of the walking environment, such as green plants, pavement
materials, water bodies, artificial heat dissipation, wind environment, sky visibility factors,
and urban density and height. Ting [8] used the computational fluid dynamics of FLUENT
to make different road widths, building setback scales, and building setback heights. The
research showed that the type of building setback volume with large and small building
setback height scales was helpful for urban ventilation and ventilation efficiency. To im-
prove the overall urban environment, the mass design of the building must have a large
scale back toward the building. Zhang et al. [9] analyzed the frontal density of building
arrays in terms of thermal comfort and air quality for pedestrian layers above four floors,
considering realistic solar radiation (north, south, east, and west). They showed that the
local solar position (0800LST) and (1400LST) wind speed and air change were different
from (1200LST) as the frontal density increased.
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2.2. Urban Canopy and Pedestrian Wind Field

The urban microclimate of Hong Kong. They believed that high-density buildings
affected the air convection and exchange in the inner city, increasing the heat load in
summer. Mei et al. [10] proposed that lower building density improves ventilation efficiency.
Better ventilation performance can be obtained in compact urban development by reducing
frontal area density or building number. yang et al. [11] set up experimental models with an
average height of 30 m and a staggering degree of 0, 5, 10, 15, 20, 40, and 60 m. The results
showed that the staggering buildings were beneficial in guiding the airflow from the upper
floor to the ground and promoting the air on the leeward side. Lin [12] discussed the actual
measurement and simulation of the wind environment in different areas of the city by
adjusting the building type and the width of the street profile. For ventilation efficiency and
area ventilation, Luis [13] analyzed the influence of different urban types on the thermal
effect. He proposed that the building group coverage rate of 30 and 40% provided a
good balance between the environmental impact in the city and the external trade-off. As
the height of the building increased, the air velocity on the outer surface of the building
gradually increased. Ku [14] showed that the urban form indicators related to building
height significantly correlated with other types of urban form indicators, indicating that
building height played a vital role in the construction of the urban environment. Lin [15]
used the removal flow rate (PFR) and air exchange rate (ACH) to evaluate the impact of
different building heights, building coverage, and ambient wind direction on urban canopy
ventilation. Studies have shown that changes in building height increase airflow around
high-rise buildings but reduce ventilation in low-rise buildings.

After summarizing the relevant literature, the factors affecting urban microclimate
include building types (building coverage, average height, and plot ratio), and it was found
that the average building height significantly impacts the wind environment.

2.3. Urban Vertical Planting and Warm Environments

The effect of plant cutting to improve the urban microclimate depends on the climatic
environment (season, temperature, speed, and wind direction), silk planting wind, and
plant cutting type (roof greening, three-dimensional, and street greening). Hsieh [16]
studied that when the green coverage rate of the balcony was 50 or 100%, the average
temperature on the leeward side significantly reduced. As the green coverage rate of
the balcony increases, the overall average temperature is lower. Xi et al. [17] showed
that the average temperature of green roofs dropped by 1 ◦C in summer and winter, the
average temperature of street trees dropped by 2 ◦C, and the average temperature of shelter
forests dropped by less than 1 ◦C. The three greening combinations have better cooling
benefits than single greening Ziaul et al. [18]. The most effective strategy is to reduce the
temperature by 2.6 ◦C when the roof and wall greening cover 100% of the open mid-rise
configuration. Herath et al. [19] showed that a 100% green roof reduced the temperature
slightly more than 50%, and the combination of the street tree with a 50% green roof and
50% green wall reduced the temperature by up to 1.9 ◦C compared with the solid base.
The building facade in all directions. The results showed that the average temperature of
the wall surface decreased by 0.7 ◦C, the maximum cooling in the east was about 12.6 ◦C,
the air temperature was decreased on average by about 0.8 to 2.1 ◦C, and the relative
humidity was higher than that around the bare wall. Aflaki et al. [20] Compared with the
glass building surface, the three-dimensional greening system with 100% coverage can
reduce the ambient temperature by about 1 ◦C. Ouyang et al. [21] experimented with green
coverage in different urban densities, ranging from 2 to 30%, and whole area greening
(56% greening outside buildings). Setting tree height (9 m), trunk height (3 m), and crown
width (7 m), the study found that a low density of 20–30% of planting coverage is the most
effective cooling value. Peng et al. [22] simulated the typical urban form of Nanjing with a
green coverage rate of 35–100%. The results showed that high-density greening of 61–81%
achieved 3% energy savings during the day. Morakinyo et al. [23] used ENVI-met to study
the effect of three-dimensional green coverage and orientation on cooling in a typical

607



Eng. Proc. 2023, 55, 83

high-density urban configuration in Hong Kong. The wind direction was set with the
southwesterly wind in summer. A reduction of 12 to 14 ◦C, followed by a reduction of 7 to
1 ◦C in the south direction, produced better thermal benefits when the same green coverage
was used in the east–west and north–south directions. Zhao [24] found the influence of the
most popular human height wind field related to the high and warm trend. Kong et al. [25]
measured the impact of different tree species on the high-density spatial microclimate. They
found that trees with large, short trunks and dense canopies had the best effect on reducing
the mean radiant temperature. Djedjig et al. [26] used a scale model to conduct actual
measurements. Compared to the differences between green roofs and facade greening, both
greening types improved environmental comfort via evapotranspiration, but the facade
greening effect was better.

3. Parameter Setting

A 6 times 6 conceptual city model with a total of 36 buildings Yang et al. [9] was
used in this study. The dimensions of a single building are 30 m long (A) times 30 m wide
(A), the X-axis channel and Y-axis channel width (W) is 20 m (B), and the configuration
range of the research area is 280 times 280 m. As shown in Figures 1 and 2, the urban
wind and temperature field distribution was analyzed via CFD numerical simulation, and
the combination of greening ratios on building walls and roofs was discussed. The green
coverage area accounted for 100% of the area of bare walls and roof platforms. Table 1
shows the different cases in this study.

Figure 1. Architectural model and planting layer settings.

ANSYS FLUENT V18, the numerical simulation software, was used to carry out a
three-dimensional simulation analysis of high-speed end flow and incompressible flow,
steady state, thermal conductivity, and heat transfer. According to Yang et al. [9], the
boundary model must be set for an outlet, inlet, lateral, and top. The air inlet was 5 H.
The 5 H high, exit boundary and model were kept at 15 H (H is the length of the long side
of the overall building model). The height of the highest building model from the upper
boundary was 6 B (B is the height of the highest building) to achieve a complete wake, as
shown in Figure 3.
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Figure 2. Area setting and measurement points.

Table 1. Different cases for simulation.

Wind Green Wall Green Roof

Case1 ↗

0% 0%

Case2 ↗

25% 75%

Case3 ↗

50% 50%

Case4 ↗

75% 25%

609



Eng. Proc. 2023, 55, 83

Figure 3. Boundary condition.

Material conditions and the building wall were set to concrete; the ground was set to
asphalt; and the planting material and parameters were set based on Buccolieri et al. [27],
Baxevanou et al. [28], and Koch et al. [29] It is a porous material with uniform filling and
distribution and inelasticity. The planting porosity is 0.9, the thickness of the green wall is
1 M, and the thickness of the green roof is 0.5 M, as shown in Tables 1 and 2.

Table 2. Planting parameter settings.

Materials
Density
(kg/m3)

Specific Heat
(J/kg·k)

Thermal Conductivity

Porous
Materials 700 2310 0.173

Porosity
(ε)

Permeability (α)
(m2)

Particle diameter (m) Emissivity (ε)

0.9 4.86 × 10−3 0.1 0.46

Eleven measuring points were set in the Y-axis (parallel wind direction channel) as
1 m away from the outer wall of the building, which were P1–P11. In order to analyze
the changes in different street valleys, the Z-axis was for the pedestrian height of 1.5 m,
the middle height of 45 m, and the urban canopy of 90.5 m to monitor the changes in
wind speed and temperature thoroughly, as the changes in wind speed and temperature
thoroughly as shown in Table 2.

The meteorological parameters were set based on the average wind speed, wind
direction, and the average temperature at the Taipei Station (466920) from 2012 to 2021
essential reference meteorological data. The inflow wind direction was set as the east wind,
the average wind speed was 1.92 m/s, and the average temperature was 29.67 ◦C, as shown
in Table 3.
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Table 3. Meteorological data of Taipei Station in the summer of 2012–2021 (June–August).

Station Wind Speed Wind Direction
Average
Temperature

466920_Taipei 1.92 m/s East wind 29.67 °C

IMAGE

4. Simulation Analysis

4.1. Wind Field Simulation Analysis

Table 4 shows the changes in the wind flow field caused by the pedestrian height of
1.5 m due to the four three-dimensional green coverage ratio combinations. The analysis
results show that the average wind speed in the upwind area of case 1 is 1.3 m/s, case
2 is 0.69 m/s, and case 3 is 0.85 m/s, case 4 is 0.79 m/s. Compared with case 1 without
the greening configuration, the wind speed of other schemes is slightly lower due to
the influence of planting porosity and surface friction, while among the three greening
configurations, the upper wind of case 2 has the largest average. The average wind speeds
of each scheme in the middle area are 0.89, 0.47, 0.67, and 0.55 m/s. The downwind area is
the lowest average wind speed, which is 0.83, 0.21, 0.45, and 0.27 m/s in sequence. The
overall average wind speed of cases 1 to 4 is 1.01, 0.41, 0.6, and 0.48 m/s. In the greening
configuration scheme, the average wind speed of case 3 is 0.24 m/s. It is higher than the
average wind speed of case 2, which increases the ambient wind speed by 31%. The average
wind speed of case 3 is 0.12 m/s higher than the average wind speed of case 4. M. The
ambient wind speed is increased by 20%.

In case 2, the average wind speed is lower than in other schemes. It is inferred that the
proportion of the bare surface area of the building is too large compared to the green wall
area, affecting the wind speed performance in each area. In the greening scheme, case 3
achieves better wind field performance.

Table 5 shows the effects of pedestrian height (1.5), middle layer (45), and urban
canopy (90.5) on different flow fields and wind speeds for the four schemes. The build-
ing height of each scheme is 1.5 to 90 m, and the upwind place is between 1.3 and
2.1 m/s, 0.69 and 1.46 m/s, and 0.85 and 1.39 m/s. The result shows that the average
wind speed at the lower part of the greening scheme (1.5 m) becomes weaker in the order
of case 1 > case 3 > case 4 > case 2, and the average wind speed at the upper part (90.5 m)
becomes weaker in the order of case 1 > case 2 > case 3 > case 4. The greening design
parallel to the wind direction increases the wind speed compared with the vertical design.
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Table 4. Z-axis plane (Z = 1.5, 45, 90.5) wind velocity simulation results.

1.5 m 45 m 90.5 m

Case 1 (No green)

WIND

←

Case 2 (GW25% + GR75%)

WIND

←

Case 3 (GW50% + GR50%)

WIND

←

Case 4 (GW75% + GR25%)

WIND

←

4.2. Temperature Field Simulation Analysis

Table 5 shows that the four three-dimensional green coverage rate combination
schemes result in the temperature performance of the pedestrian height of 1.5 m. With
greening, the temperature of each scheme gradually increases between the windward
area and the downwind area. Compared with case 1 without the greening scheme, the
average temperature of the greening scheme dropped slightly. The average temperature of
each scheme in the upwind area is 35 ◦C for case 1, 34.1 ◦C for case 2, 32.8 ◦C for case 3,
and 33.7 ◦C for case 4. Compared with the average temperature of case 1, the average
temperature of each greening scheme decreases by 2 to 6%. Case 3 has the best temperature
and the highest wind speed. Cases 3 and 4 have the most apparent temperature increase
from the middle area to the downwind. In the middle zone, the average temperature of
cases 1 to 4 is 36.6, 36.2, 34.8, and 35.2 ◦C, which are 1, 4, and 3% lower than case 1. The
overall average temperature of each scheme is 36.5, 35.9, 34.6, and 35.3 ◦C, which are 1, 5,
and 3% lower than case 1.
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Table 5. Z-axis plane (Z = 1.5, 45, 90.5) temperature simulation result.

1.5 m 45 m 90.5 m

Case 1 (No green)

WIND
↑

Case 2 (GW25% + GR75%)

WIND
↑

Case 3 (GW50% + GR50%)

WIND
↑

Case 4 (GW75% + GR25%)

WIND
↑

In the greening scheme, the wind flow upwind of Case 3 is more complicated, so
the overall average wind speed is faster, and the average temperature is also lower. In
pedestrian height (1.5 m), middle layer (45 m), and urban canopy (90.5 m) to different
thermal fields in the four schemes. The average temperature of each scheme is slightly
lower. The overall average temperature of each scheme ranges from 36.5 to 30.9 ◦C, 35.9
to 30.9 ◦C, 34.6 to 31.1 ◦C, and 35.3 to 31.3 ◦C. The ambient temperature decreases by
15% for case 1, 13% for case 2, 10% for case 3, and 11% for case 4. The greening scheme
shows a decreasing optimal temperature in case 2. At the pedestrian height, the wind
speed of urban streets is reduced due to obstruction of the surrounding buildings, so the
temperature is higher, and the greening scheme of the wall is set to reduce the ambient
temperature by 1, 5, and 3%, respectively. Since there is no greening scheme at the urban
canopy’s height, the wind flow is unobstructed, and the average temperature is also lower.
The configuration of roof greening increases the ambient temperature by 1, 0.3, and 1%.
The results show that urban wall greening has a better reduction effect than roof greening.
Herath et al. (2018) [10] showed that green walls reduce ambient temperature better than
green roofs.
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5. Conclusions

The simulation results of the environmental wind field and thermal field of the four
different schemes are summarized as follows.

1. At the height of the pedestrian layer (1.5 m), the greening scheme slows down the
wind speed and reduces the ambient temperature due to the influence of plant porosity
and surface friction. The wind speed of the greening scheme from large to small is
“case 3 (0.6 m/s) > case 4 (0.41 m/s) > case 2 (0.53 m/s). Case 3 has the best wind
performance. In the urban canopy (90.5 m), the average wind speed of the greening
scheme shows case 2 (1.46 m/s) > case 3 (1.39 m/s) > case 4 (1.22 m/s). As the Z-axis
height increases, the higher the green roof ratio, the higher the wind speed.

2. The results show that urban wall greening has a better cooling effect than roof greening.
Compared with the urban canopy, at the pedestrian height, the wind speed of the
urban street is reduced due to the obstruction of the surrounding buildings, and the
temperature is higher. The greening on the wall has a more significant cooling effect.
The setting of the greening scheme reduces the ambient temperature by 1% (case 2),
5% (case 3), and 3% (case 4). At the height of the urban canopy, the no-greening
scheme has a lower average temperature due to unobstructed wind flow, while the
greening scheme increases the ambient temperature by 0.1% (case 2), 0.3% (case 3),
and 1% (case 4), respectively.

3. From the pedestrian height (1.5 m) to the urban canopy (90.5 m), case 1 reduces
the ambient temperature by 12%, case 2 by 13%, case 3 by 11%, and case 4 by 11%.
Case 2 decreases the optimal temperature. The average temperature of each scheme
decreases from low to high.

4. Based on the above analysis, if the total green area of walls and roofs is less than 100%,
it is recommended to improve the overall urban wind farm by 50−75% on the walls
and 25−50% on the roofs.

5. The green coverage ratio combination of a single building height with different three-
dimensional greening is discussed. In the future, more urban factors can be added
to compare variables, such as different building heights and street widths and green
coverage ratio ratios, and to find the possibility of lowering the ambient temperature.
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Appendix A

On 24 February 2011, the Taipei City Government announced amendments to the
“Taipei City Urban Renewal Building Volume Rewards Measures”, adding the volume
reward program of “Building Roof Platforms and Vertical Greening of Facades”. Unless
otherwise stipulated by urban planning or other laws and regulations, the greening area of
the roof deck of a new building shall be 50% of the roof deck area, and the greening area
shall be calculated based on the actual covered area.
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Appendix B

In 2019, the Taichung government promulgated the “Taichung City’s Measures for
the Installation and Feedback of Building Facilities to Encourage Migrants”. Among them,
paragraph 2 of Article 5 stipulates that the exterior wall of the building shall be set with a
planted wall and shall not protrude from the exterior wall by more than 2 m.
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Abstract: The COVID-19 pandemic has dramatically impacted the beverage industry. It directly
causes job losses, reduced income, and changes in customer preferences, and it influences the
relationship between franchisors and franchisees. COVID-19 has spread rapidly around the world
in the past two years. Meanwhile, the impact has reverberated from abroad to the headquarters of
companies in Taiwan. Eight Taiwanese food and beverage brands saw steep drops in sales as the
pandemic grew in severity. Thus, it is important to identify the critical elements of running a franchise
store. Collected with Analytic Hierarchy Process (AHP) technology, the results show that the five key
factors in franchises are going direct-to-consumer, establishing a B2B portal for distributors, assessing
supply chain elastic limit, optimizing inventory, and streamlining e-commerce to meet changing
customer needs. Guidelines and directions are provided for decision-makers through this study to
design mobile applications in the simplest platform.

Keywords: franchisees; AHP technology; COVID-19; beverage industry

1. Introduction

Taiwan’s unique food culture has developed the food service industry that never
seems to hit its maximum capacity. According to research [1] on “Sales and Annual Growth
Rate of Trade and Food Services” published in 2022 by the Department of Statistics, the
Taiwanese food chain accounted for 7280 NTD in 2021. Over the past decade, Taiwanese
foods, such as bubble tea and the XiaoLongBao (broth-filled steamed pork dumplings) of
the Din Tai Fung restaurant chain and Gua Bao, have become world-renowned. How a
food or beverage chain standardizes its management and production process is the key
factor in deciding whether it is competitive. For instance, when more “human factors” are
involved in preparing Chinese cuisine, it is difficult to set up a standardized process so that
every branch offers the same food quality and taste. However, foreign franchisees must
also overcome problems specific to the Chinese market. Franchisees in China often have
difficulties finding local managers who can understand how to run a business. Previous
research on customer expectations and perception in the food industry has shown valued
attributes, e.g., service, location, image, brand name, low price, food quality (food tastes
and nutrition properties), and value for money [2,3]. The early theorization of the nature of
the franchise contract can be traced back to Rubin [4]. Falbe and Welsh [5] explained the
impact of successes and failures by analyzing franchise executives’ perceptions based on
franchisors in Canada, Mexico, and the United States. Various approaches to franchisee
issues are discussed in Refs. [6–8]. Chow et al. [9] presented a conceptual framework for
linking quality and satisfaction in catering place operations. Cheng et al. [10] provided
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insights into successfully implementing the international franchise system. Afni et al. [11]
analyzed the development strategies and franchise-based business models of J.R. Tea
Makassar. Studies [12,13] have stressed that resource scarcity, agency theory, risk spreading,
and life cycle are fundamental for company ownership versus franchisee ownership. In
terms of resource scarcity, franchising is presented as a means of rapid marketing. Scarce
capital resources, managerial expertise, and knowledge of local markets are provided by
franchisees. The related franchisees are classified into four major categories: license chain,
franchise, voluntary chain, and cooperation chain. The limits of authority issues included
unit franchise, multiple franchises, and regional franchise. In 1960, Penrose’s theory offered
a sounder theoretical basis for the resource-based view (R.B.V.). Wernerfelt [14] provided
extensive discussions on the applications of R.B.V. Barney [15] examined the links among
firms’ resources, sustained competitive advantage-value, rareness, imitability, and sub-
stitutability. Many others, including Gallon et al. [16], Hunt [17], Ho and Tsai [18], and
Lin et al. [19], have pointed out that the theoretical models of R.B.V. firm-based resources
may be tangible (physical assets, e.g., financial resources and human resources, including
cash, plants, machinery, real estate, and raw materials, etc.) or intangible (an organization’s
culture, reputation, know-how, accumulated experience, and relationships with customers,
suppliers or key stakeholders). Lacking supplies needed to maintain life or a certain quality
of life is resource scarcity. It is one of the basic ideas in the study of economics. Oxenfeldt
and Kelly [20] proposed that firms should franchise access to scarce resources, particularly
capital and managerial resources. Curran and Stanworth [21] explored the emergence and
role of franchised economic activities at three levels: social, organizational, and motiva-
tional. Barney [15] examined the implications of this firm-resource model of sustained
competitive advantage for other business disciplines. Several studies [22–24] have provided
extensive discussions on the applications of resource scarcity. Resource dependency theory
examines the relationship between external resources and organizational behavior. In the
literature, this conflict has been analyzed within two quite disparate perspectives: agency
theory and resource dependency theory. The authors provide an empirical assessment
of various agency-theory explanations for capital to explain both franchisors’ decisions
about the terms of their contracts (royalty rates and up-front franchise fees). Lieberman
and Montgomery [25] investigated the role of mechanisms conferring advantages and
disadvantages on first-mover firms. Justis et al. [26], Mohr and Spekman [27], and Kumar
et al. [28] described the fields of application in resource dependency theory. Rubin [4]
observed that the nature of the franchise is examined using agency theory. Shane [29]
proposed that hybrid organizational forms provide a way to overcome the agency prob-
lems of adverse selection and moral hazard in selecting, assimilating, and monitoring new
managers. Eisenhardt [30] explained that agency theory is the behavior of a firm from the
perspectives of various contracts between different parties. Many studies have interrogated
this question: how can owners maximize the value of a franchise system before the sale
process? [12,22]. Garg and Rasheed [31] examined several agency problems inherent in
multi-unit franchising: bonding, adverse selection, information flow, shirking, inefficient
risk-bearing, free-riding, and quasi-rent appropriation. Researchers have investigated the
classification of stream research, especially franchising, by pointing out the contents and
main contributions [32,33]. However, social exchange theory is based on a relationship cre-
ated through a cost–benefit analysis between two people, especially a business-to-business
relational exchange. Several studies have also investigated the impact of the franchisors’
role performance and cultural sensitivity on franchisees’ trust in and satisfaction with
franchise partnerships [34,35]. When small-business owners differ in terms of motives to
start a business, a key success factor is to help owners become responsible for managing
the daily activities of an enterprise. Owning a business franchise offers an alternative to
starting a business from scratch that appeals to many entrepreneurs.

In this study, marketing strategies in the service franchise industry such as tobacco
and liquor stores, coffee chains, convenience store chains, language schools, restaurants,
and beverage chains were investigated to show how the strategies affected the franchisor–
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franchisee relationships. The structure of this research is described below. Section 1
provides a brief introduction to impact of COVID-19 in food industries. Section 2 describes
the general design of methodology. Section 3 provides an example of data analysis and
results. Section 4 results are then presented, with a thorough description of the case study.
Finally results are discussed and conclusions are drawn.

2. Methodology

2.1. AHP Technology

The AHP is a mathematical tool for problem-solving to predict weighting items of
a measurement scale. Table 1 shows a set of pairwise comparisons for each of the lower
levels. The AHP consists of 5 primary steps to evaluate business performance in the food
and beverage industry.

• Step 1: Identifying the decision, options, and criteria.
• Step 2: Constructing pairwise comparison matrices [36].

A =

⎡
⎢⎢⎣

1
1/A12

...
1/A1n

A12
1
...

1/A2n

. . .

. . .
· · ·
. . .

A1n
A2n

...
1

⎤
⎥⎥⎦, (1)

• In matrix A, all the diagonal elements are self-compared with survival strategies; thus
aij = 1, where i = j, i, j = 1, 2 · · · , n. Let Iaij = 1/aji, where aij > 0, i �= j;

• Step 3: Determining the important weight of each criterion. Let wi represent the
degree of importance of the ith attribute of store operations; then,

wi =
1
n

n

∑
j=1

aij
n
∑

i=1
aij

i, j = 1, 2, · · · , n, (2)
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λmax =
1
n

(
W1

W2
+

W2

W2
+ · · ·+ Wn

Wn

)
, (5)

• Step 4: Achieving matrix consistency. According to Saaty, the consistency index is CR
to measure the consistency ratio, which is expected to be less than 0.10. RI values can
be calculated as matrices.

C.I. =
λmax − n

n − 1

⎧⎨
⎩

= 0
> 0.1
≤ 0.1

, (6)

• Step 5: Identifying the best option by calculating utility functions.

If CR is greater than 0.1, the comparison matrix is not consistent. The comparison
matrix needs revising in this situation, and consistency arrangements can be conducted [36].
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Table 1. Strategies for minimizing the impacts of COVID-19 pandemic on the food and beverage
industry.

Dimensions Weight Sub-Dimensions Weight Rank
Overall
Weight

Overall
Rank

Manpower 0.067

Personality traits 0.138 4 0.0135 16
Before job training 0.232 3 0.0155 14

On job training 0.246 2 0.016 13
Management ability 0.384 1 0.025 10

Environment 0.143

Government subsidy 0.122 4 0.017 12
Food festival 0.237 2 0.033 7

Streamlining e-commerce to meet
customer needs 0.461 1 0.065 5

Equipment 0.056

Competitor 0.180 3 0.0249 11
POS data analysis 0.499 1 0.028 8

Uber Eats/Foodpanda 0.272 2 0.015 15
Store design 0.229 3 0.013 17

Product 0.379
Going direct-to-consumer 0.556 1 0.211 1

Assessing supply chain resiliency 0.373 2 0.141 3
Production packaging 0.071 3 0.027 9

Customer 0.355

Establishing a B2B customer portal for
distribution networks 0.519 1 0.184 2

Consumer group 0.137 3 0.049 6
Optimizing inventory 0.344 2 0.122 4

2.2. Participants

Nineteen subjects including ten consultants and nine university professors were asked
to complete a questionnaire that elicited information on their attitudes and professional
knowledge of running a franchise store. The subjects, aged fifty to sixty years old, came from
different provinces in China. For the present research, Figure 1 describes the framework for
survival opportunities with five main evaluation dimensions: manpower, environment,
equipment, product, and customer strategies related to beverage service to headquarters in
Taiwan. The framework aims to test service quality and performance.

 
Figure 1. Impact of COVID-19 on plans to implement IT to reduce cost.
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3. Data Analysis and Results

The data analysis for all small and medium-sized enterprises was conducted after
two in-depth interviews averaging 2 h each. A two-phase study was designed to explore
four critical success factors from the literature, and the experts judged these factors. The
subjects indicated the level of agreement with each of the fundamental scales of (1) equal
importance, (3) moderate importance, (5) essential or strong importance, (7) very strong
importance, and (9) extreme importance. The fundamental scales of (2), (4), (6), and (8)
showed intermediate values between the two adjacent judgments. Table 1 shows the result
of the weight analysis of general indicators on the website in similar contexts.

The global rank of KFS was identified. The KFS summary table shows 15 behavioral
indicators (Table 1): (1) a going direct-to-consumer, (2) establishing a B2B customer portal
for distribution networks, (3) assessing supply chain resiliency, (4) optimizing inventory,
(5) streamlining e-commerce to meet changing customer needs, (6) diversified transactions,
(7) delivery time, (8) system accessibility, (9) market share, (10) browsing speeds, (11) return,
(12) economize workforce, (13) maintenance, (14) website traffic, and (15) cost. Table 2
shows the results of the sub-dimensional analysis in the workforce within dimension weight.
The sub-dimensions are management ability (38.4%), on-the-job training (24.6%), before-job
training (23.2%,) and personality traits (13.8%). Further, the sub-dimensional environment
was characterized by location selection (46.1%), food festival (23.7%), competitor (18%),
and government subsidy (12.2%). Sub-dimensional equipment included POS data analysis
(49.9%), Uber Eats/Food (27.2%), and store design (22.9%). The sub-dimensional products
were product uniqueness (21.1%), production R&D (14.1%), and product packaging (2.7%).
The sub-dimensions of customers were gift cards (51.9%), satisfaction level (12.2%), and
consumer group (4.9%). Similarly, by comparing the attribute values of all the alternatives,
they were ranked accordingly.

Table 2. Analysis of matrix and weight of product, customer, environment dimension, manpower,
and equipment dimensions.

Dimensions Sub-Dimensions

Manpower (CR = 0.014 < 0.1)

I11 I12 I13 I14 Weight Rank
Management ability (I11) I11 1 7 1/6 5 0.384 1
On-the-job training (I12) I12 1/7 1 8 4 0.246 2
Before-job training (I13) I13 6 1/8 1 9 0.232 3
Personality traits (I14) I14 1/5 1/4 1/9 1 0.138 4

Environment (CR = 0.025 < 0.1)
I21 I22 I23 I24 Weight Rank

Streamlining e-commerce to meet customer
needs (I21) I21 1 1/6 1/8 5 0.461 1

Food festival (I22) I22 6 1 1/7 1/8 0.237 2
Competitor (I23) I23 8 7 1 7 0.180 3

Government subsidy (I24) I24 1/5 8 1/7 1 0.122 4

Equipment (CR = 0.021 < 0.1)

I31 I32 I33 Weight Rank
POS data analysis (I31) I31 1 9 7 0.499 1

Uber Eats/Foodpanda (I32) I32 1/9 1 6 0.272 2
Store design (I33) I33 1/7 1/6 1 0.229 3

Product (CR = 0.031 < 0.1)

I41 I42 I43 Weight Rank
Going direct-to-consumer (I41) I41 1 6 9 0.211 1

Assessing supply chain resiliency (I42) I42 1/6 1 8 0.141 2
Production packaging (I43) I43 1/9 1/8 1 0.027 3

Customer (CR = 0.034 < 0.1) I51 I52 I53 Weight Rank
Establishing a B2B portal for distribution

networks (I51) I51 1 5 8 0.519 1

Optimizing inventory (I52) I52 1/5 1 7 0.122 2
Consumer group (I53) I53 1/8 1/7 1 0.049 3

4. Case Study

In Chinese, “Gong cha” means offering superlative tea to the emperor from all pos-
sessions, symbolizing the highest quality and self-expectation in Taiwan. Gong cha has
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become one of the world’s most renowned quality tea providers. Nowadays, Gong cha has
blossomed in over 20 regions worldwide, such as Korea, Japan, Hong Kong, Macau, Tai-
wan, Myanmar, Vietnam, Cambodia, and the Philippines. During the COVID-19 pandemic,
customers stayed at home. However, social distancing did not stop them from going out to
enjoy their favorite bubble tea combo. Alternatively, customers ordered their favorite fruit
and milk tea through a food delivery service.

Although most of our stores were closed, several stores opened. As the COVID-19 crisis
continued, many employers faced the difficulty of achieving significant cost reductions
due to sudden revenue reduction. For the survival of beverage companies, the following
were the top five success factors: going direct-to-consumers, establishing a B2B customer
portal for the distribution network, assessing supply chain resiliency, optimizing inventory,
and streamlining e-commerce to adapt to changing customer needs. During the crisis, the
CEOs were forced to consider cost-saving plans, for example, free-cost placement, cloud
computing, subscription service, and minimum maintenance charge. Figure 2 summarizes
the cost-cutting strategy for Gong Cha during the COVID-19 period.

 

Figure 2. Framework for survival opportunities.

5. Conclusions

The Chinese economy is the world’s second-largest in terms of GDP. Traditional busi-
ness franchising, such as food and beverage (F and B) and retail, enters the Chinese market.
Best practices for doing business in China have been established by major international
franchises. For instance, without changing the core product, they localize their products
when necessary. To achieve rapid expansion and mass acceptance, they are willing to
minimize the price of the final product and the franchising fee. However, the COVID-19
outbreak impacted the franchising sector, with consequences for the business activities and
integrity of the franchise system. Also, the COVID-19 crisis created complex challenges in
the dynamic between franchisees and franchisors. The five major KFS for implementation
were going direct-to-consumer (0.211), establishing a B2B customer portal for distribution
networks (0.184), assessing supply chain resiliency (0.141), optimizing inventory (0.122),
and streamlining e-commerce to meet changing customer needs (0.065). It implied that
CEOs could provide made-to-order products to improve brand awareness during the
COVID-19 period, paying for R&D costs associated with a new product/service. Gift cards
can give cash-strapped franchises immediate cash flow.
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Abstract: The Internet brings convenience and happiness to consumers. The government must guide
food safety standards. The government must provide implementation details, schedule planning,
description-of-use documents, relevant regulations on food safety, and address matters needing
attention and critical points of on-site counseling and inspection, the formulation of pertinent form
documents, the evaluation of the feasibility of the form, and the time required. The Taichung City
Government mainly conducts this research to investigate and guide online food sale companies.
The industries are food manufacturing, online sales, and catering. The information was surveyed
from major website platforms, comprising 640 incidents. These sites include Shopee, PC Home,
MOMO, PChome, eBay, and Gomaji. This study uses corporate interview surveys and narrative
statistics. The research results show that there are ten food safety issues. The most common ones
are the items that should and should not be recorded in the stereotypical food or catering service
contract stipulated by communication transactions. That is the most common food safety violation
by businesses. This research provides academic and practical references for the positive message
transmission of online sales.

Keywords: message deliver; food safety; G2B; online business; website service

1. Introduction

Food safety is essential for all consumers. When we search for the return and volatility
spillover effects on Asian Dragons, Yahoo Finance provided the monthly statistics as an
example [1]. Still, food safety can’t easily find how to make stable rules. Making sense of
the food safety qualification is also essential [2]. We usually inform advisory committee
members to check food safety. For example, we need a full-time lecturer or someone of
greater authority in a food-related department of a college or university teaching food safety
courses, those who are currently or have worked in health agencies and have experience in
food hygiene management audits, and specialists in the field of food science with audit
experience. Secondly, we should evaluate the advisory committee. After the meeting, one
must take the assessment personnel test, and the score must reach 80 points or more, and
one must report to the Food Safety Department for approval before one can participate
in the assessment and counseling work. Finally, we manage the mechanism. To protect
the rights and interests of the industry, the counseling committee members must sign a
non-disclosure agreement on the spot for each session, and they are not allowed to take
photos or videos without permission. If a report is reported and verified to be true, the
membership of the counseling committee member will be disqualified immediately.

Randomly, we select live auction operators. The on-site inspection of GHP and
inspection of “items that should be recorded and not recorded in the finalized contract
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of food or catering services established by means of communication transactions”, “food
import inspection registration”, and “food packaging labeling” are in compliance with the
regulations. At least two live broadcast operators are selected. We also search for illegal
food advertisements (executed according to the inspection and counseling form)

For online platforms such as Shopee, open-air, and Yahoo stores, use search keywords
for illegal food advertisements, such as detoxification, anti-oxidation, and hangover. Pri-
vate message operators implement online food advertising content laws and regulations,
provide guidance on changing illegal content or taking down illegal webpages, complete at
least 640 cases of Internet operators in Taichung City (the place of shipment is Taichung
City), and track the results of follow-up counseling (more than 50% must be completed to
remove illegal webpages or change forbidden words and sentences).

2. Literature

We handle consensus meetings of the expert committee on the implementation details
of the plan, scheduling planning, document use description, and food safety-related laws’.
Regulations or on-site guidance and inspection should pay attention to critical points,
formulate relevant form documents, and evaluate the feasibility and needs of the form [3].
After a certain period, it can be used in the implementation of this plan only after obtaining
the approval of the Ministry of Food and Drug Safety.

The counseling committee should be a consensus meeting and educational training.
Usually, we give consensus meetings and education and training lectures through a group of
expert committee members. We also handle the guidance committee consensus meeting and
education training: hold one session, 3 h per session. On-site audit counseling committee
members are invited to audit counseling committee members who specialize in food science,
have audit experience, and have received training to serve as audit counselors [4]. The list
of check counselors must be reviewed and approved by the Food Safety Department. After
the assessment is passed, 20 guidance committee members will be checked and approved
by Taichung City for food and drug safety review [5]. Finally, we create a Line community
for review counselors: Scholars and experts in the plan and review counselors join in and
give immediate feedback on relevant questions and consultations during the review and
counseling process [6].

3. Methods

3.1. GHP Assessment Guidance for the Online Food Retailing Industry

There are too many challenges to need that we should adopt initiatives to supply chain
management for manufacturing industries [7], such as follows

1. Based on the list of operators provided by the Department of Food Safety, at least 80
or more counselors will be provided. On-site counseling will encourage operators
to implement online information inspections and hygiene counseling at physical
locations to comply with relevant food safety and hygiene regulations.

2. On-the-spot counseling for online food sellers to handle “Food Business Registra-
tion,” “Webpage content must conform to the stereotyped contract,” “Imported food
should be legally registered for import inspection,” and “Complete Chinese labeling
is required,” etc. project.

3. Personnel who have passed the review of the Food Safety Department will be in
charge, one person at a time, and two inspections are required each time, and the
Taichung City Food and Drug Safety Department will send personnel to check jointly.

4. Data collection: In the end-of-period report, statistical analysis should be carried out
on the reinspection results. Suggestions for improved methods and management
models should be proposed for common deficiencies in the industry.

5. To protect the rights and interests of the industry, the counseling committee members
must sign a non-disclosure agreement on the spot for each session. They are not al-
lowed to take photos or record videos without permission. The counseling committee
members will be disqualified immediately if the reports are verified.
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6. If it is impossible to confirm whether a business has ceased operation and cannot
be contacted, it should still be recorded accurately. Still, it will not be included in
calculating the number of results.

3.2. Implementation of Online Food Sales Inspection Project
3.2.1. Counseling Objects and Content

Randomly select live auction operators to check GHP on the spot and check whether
the “items that should be recorded and should not be recorded in the finalized contract
of food or catering services established using communication transactions”, “food import
inspection registration,” and “food outer packaging labeling” comply with the regulations.
This year, at least two live broadcast operators are expected to be selected. For online
platforms such as Shopee, open-air, and Yahoo stores, use search keywords for illegal food
advertisements, such as detoxification, anti-oxidation, and hangover. Private message
operators implement online food advertising content laws and regulations and provide
guidance on changing illegal content or taking down illegal webpages, complete at least
640 cases of Internet operators in Taichung City (the place of shipment is Taichung City),
and track the results of follow-up counseling (more than 50% must be completed to remove
illegal webpages or change forbidden words and sentences).

3.2.2. Qualifications of the Advisory Committee

This will be implemented by counselors approved by the Department of Food and
Drug Safety. The counseling committee will implement the counseling items according to
the formulated form and follow the Food and Drug Administration’s announcement, “Food
and related product labeling advertisements involve false exaggeration, misunderstanding
or medical efficacy identification criteria,” to guide the industry to improve it or remove it
from the shelves.

3.2.3. Data Collection

In the end-of-term report, the roster of operators, the date of counseling, the execution
review and counseling committee members, and the counseling results should be com-
piled. In addition, the common deficiencies of the employees should be included, and
improvement methods and management countermeasures should be developed for the
policy planning reference of the Food and Drug Safety Department.

4. Results

The implementation of this case began on 8 October 2011, and on 13 January 2011,
80 online food entity stores were counseled. On 13 March 2011, 640 food violations and
guidance were completed, and 350 items were improved.

There are 30 entities in the general catering industry, 17 in the food manufacturing
industry, and 33 in online sales.

Table 1 shows the top 10 deficiencies in the counseling of entity operators. That
would build how to check the standards for fitting the industry. Table 2 shows the top
10 deficiencies in the guidance of food manufacturers. Ref. [7] suggests that those also
face challenges in adopting green initiatives in supply chain management. Table 3 shows
the top 10 deficiencies in the counseling of online sellers. That lets buyer-seller connect
for value-in-use [8]. Table 4 shows the general top ten deficiencies in available catering
business counseling. Table 5 shows the counseling of illegal projects on various platforms.
Table 6 shows the counseling of each platform to improve the situation.
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Table 1. Top 10 deficiencies in the counseling of entity operators.

Items a b c

Comply with the items that should be recorded and should not be recorded in
the food or catering service stereotyped contract established through
communication transactions.

18 57 5

Items should be sorted and stored on pallets, shelves, or other effective
measures should be taken and kept tidy, and should not be placed directly on
the ground.

31 37 12

Work and business premises are equipped with hand washing equipment,
running tap water, hand sanitizer, paper towels or electric hand dryers, trash
cans with lids, and nail brushes. When necessary, appropriate disinfection
facilities should be installed. The location of hand washing and hand drying
equipment should be appropriate, and the number should be sufficient. Hang
a simple and easy-to-understand method of washing hands in an obvious
position (six steps of hand washing).

27 26 27

The business owner manages the records independently. 43 26 11

The industry should assign sanitation personnel to fill in the sanitation
management records daily, including the sanitation work specified by GHP. 31 25 24

Food is distributed in retail, and food labels are marked according to
regulations and in compliance with relevant laws and regulations. 50 22 8

The walls, pillars, ground, floors, or ceilings should be kept clean, and the
floors or ceilings directly above the food exposure must not have mildew,
peeling, dust accumulation, dirt, or condensation.

49 21 10

Raw materials, semi-finished products, and packaging supplies should be
properly stored and clearly marked with date records so the industry can
manage them independently.

44 18 18

Food handlers shall accept hygiene lectures or training conducted by the
competent health authority or relevant agencies (institutions), schools, and
legal persons approved or entrusted during their working period and
keep records.

31 16 33

On food, food additives, food detergents, food utensils, food containers, or
packaging, the name of the product or words, pictures, symbols, or attached
instructions are recorded. Nutrition labeling refers to the food container or
package that records the nutritional content, content, and nutrition claims of
the food.

60 16 4

a. fit; b. no fit; c. no suitable.

Table 2. Top 10 deficiencies in the guidance of food manufacturers.

Items a b c

Comply with the items that should be recorded and should not be recorded in
the food or catering service stereotyped contract concluded through
communication transactions.

7 9 1

The walls, pillars, ground, and floors or ceilings should be kept clean, and the
floors or ceilings directly above the food exposure must not have mildew,
peeling, dust accumulation, dirt, or condensation.

10 7 0

The ventilation is good, and there is no bad smell. Entrances, doors, windows,
vents, and drainage systems should be kept clean, and facilities should be set
up to prevent the intrusion of vectors. The appearance of piping should be
kept clean.

10 7 0
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Table 2. Cont.

Items a b c

Work and business premises are equipped with hand washing equipment,
running tap water, hand sanitizer, paper towels or electric hand dryers, trash
cans with lids, and nail brushes. When necessary, appropriate disinfection
facilities should be installed. The location of hand-washing and hand-drying
equipment should be appropriate, and the number should be sufficient. Hang
a simple and easy-to-understand method of washing hands in an obvious
position (six steps of hand washing).

9 7 1

Items should be classified and stored on pallets, shelves, or other effective
measures should be taken and kept tidy and should not be placed directly on
the ground.

10 7 0

Raw materials, semi-finished products, and packaging supplies should be
properly stored and marked with date records so the industry can manage
them independently.

11 6 0

Food additives that have not been added without approval shall be managed
by special personnel, special counters, and special books according to
regulations and shall be properly recorded.

8 5 4

The indoor air is ventilated, and there are facilities to prevent the intrusion of
vectors (such as automatic doors, screen doors, and air curtains). 13 4 0

The industry should assign sanitation personnel to fill in the sanitation
management records daily, including the sanitation work specified by GHP. 12 4 1

The business owner manages the records independently. 13 4 0
a. fit; b. no fit; c. no suitable.

Table 3. The top 10 deficiencies in the counseling of online sellers.

Items a b c

Comply with the items that should be recorded and should not be recorded in
the stereotypical food or catering service contract concluded using
communication transactions.

4 28 1

Items should be classified and stored on pallets or shelves; otherwise, other
effective measures should be taken to keep them tidy and not placed directly
on the ground.

5 17 11

The business owner manages the records independently. 13 13 7

Recording the product’s name or words, pictures, symbols, or attached
instructions on food, food additives, detergents, utensils, containers, or
packaging. Nutrition labeling refers to the food container or package that
records the food’s nutritional content, content, and nutrition claims.

21 10 2

Food is in retail circulation, and food labels shall be marked by regulations
and compliant with relevant laws and regulations. 21 10 2

The industry should assign sanitation personnel to fill in the sanitation
management records daily, including the sanitation work specified by GHP. 6 9 18

Complete food import inspection and registration according to the law 15 7 11

Freezers (cabinets) should be kept below minus 18 degrees Celsius, cold
storage (cabinets) should be kept below 7 degrees Celsius and above the
freezing point, and frozen storage equipment should be equipped with
temperature indicators in apparent places and recorded regularly. Freezer
(storage) cabinets and refrigerators (storage) should be routinely defrosted
and kept clean.

15 6 12
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Table 3. Cont.

Items a b c

Work and business premises are equipped with hand washing equipment,
running tap water, hand sanitizer, paper towels or electric hand dryers, trash
cans with lids, and nail brushes. When necessary, appropriate disinfection
facilities should be installed. The location of hand washing and hand drying
equipment should be appropriate, and the number of machines should be
sufficient. Hang a simple and easy-to-understand method of washing hands
in a prominent position (six steps of hand washing).

8 4 21

Toilets should be kept clean and free from odors. “Wash your hands after
using the toilet,” and the washing steps should be marked. 9 4 20

a. fit; b. no fit; c. no suitable.

Table 4. General top ten deficiencies in available catering business counseling.

Items Fit
No
Fit

No
Suitable

Comply with the items that should be recorded and should not be
recorded in the stereotypical food or catering service contract
concluded using communication transactions.

7 20 3

Work and business premises have hand washing equipment, running
tap water, hand sanitizer, paper towels or electric hand dryers, trash
cans with lids, and nail brushes. When necessary, appropriate
disinfection facilities should be installed. The location of hand
washing and hand drying equipment should be correct, and the
number should be sufficient. Hang a simple and easy-to-understand
method of washing hands in a prominent position (six steps of
hand washing).

10 15 5

The walls, pillars, ground, and floors or ceilings should be kept clean,
and the floors or ceilings directly above the food exposure must not
have mildew, peeling, dust accumulation, dirt, or condensation.

15 14 1

Items should be classified and stored on pallets or shelves; otherwise,
other effective measures should be taken, and items should be kept
tidy and should not be placed directly on the ground.

16 13 1

The industry should assign sanitation personnel to fill in the
sanitation management records daily, including the sanitation work
specified by GHP.

13 12 5

Food handlers shall accept hygiene lectures or training conducted by
the competent health authority or relevant agencies (institutions),
schools, and legal persons approved or entrusted during their
working period and keep records.

13 10 7

The business owner manages the records independently. 17 9 4

New employees should pass the medical examination before being
employed; the employer should take the initiative to go through the
health examination at least once a year.

19 8 3

The personal clothes of food workers should be placed in the
changing place and not be brought into the food workplace; the entry
and exit of non-food workers should be properly controlled.

18 8 4

Raw materials, semi-finished products, and packaging supplies
should be stored appropriately and marked with date records so the
industry can manage them independently.

18 8 4

a. fit; b. no fit; c. no suitable.
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Table 5. Counseling illegal projects on various platforms.

Types a b c d e f g

Shopee 354 69% 157 30% 5 1% 516

Ruten (PChome) 58 60% 39 40% 0 0% 97

Carousell 21 91% 2 9% 0 0% 23

Firm website 1 50% 1 50% 0 0% 2

Rakuten 1 50% 1 50% 0 0% 2

Total 435 68% 200 31% 5 1% 640
a. Exaggeration; b. Percentage; c. Involved in medical treatment efficacy; d. Percentage; e. Joint violation;
f. Percentage; g. Violation Subtotal.

Table 6. Counseling each platform to improve the situation.

Types a b c d e

Shopee 320 126 39% 194 61%

Ruten (PChome) 15 6 40% 9 60%

Carousell 13 12 92% 1 8%

Firm website 1 0 0% 1 100%

Rakuten 1 0 0% 1 100%

Total 350 144 41% 206 59%
a. Completed improved; b. Deleted; c. Percentage; d. Partial improved; Percentage.

5. Conclusions

The information was surveyed from major website platforms, comprising 640 incidents.
These sites include Shopee, PC Home, MOMO, PChome, eBay, and Gomaji. This study uses
corporate interview surveys and narrative statistics. The research results show that there
are ten food safety issues. The most common items should and should not be recorded in
the food or catering service stereotyped contract stipulated by communication transactions.
That is the most common food safety violation by businesses. This research provides
academic and practical references for the positive message transmission of online sales.
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Abstract: For smart cities, the issue of how to solve traffic chaos has always attracted public attention.
Many studies have proposed various solutions for traffic flow prediction, such as ARIMA, ANN,
and SVM. With the breakthrough of deep learning technology, the evolutionary models of RNN,
such as LSTM (Long Short-Term Memory) and GRU (Gated Recurrent Units) models, have been
proven to have excellent performance in traffic flow prediction. By using LSTM and GRU models,
we explore more features and multi-layer models to increase the accuracy of traffic flow prediction.
We compare the prediction accuracy of LSTM and GRU models in urban traffic flow prediction. The
data collected in this study are divided into three categories, namely “regular traffic flow data”,
“predictable episodic event data”, and “meteorological data”. The regular traffic flow data source
is the “Vehicle Detector (VD) data of Taipei Open Data Platform”. Predictable episodic event data
are predictable as non-routine events such as concerts and parades. We use a crawler program to
collect this information through ticketing systems, tourism websites, news media, social media, and
government websites and the meteorological data from the Central Meteorological Bureau. Through
these three types of data, the accuracy in predicting traffic flow is enhanced to predict the degree of
traffic congestion that may be affected.

Keywords: traffic flow prediction; deep learning; LSTM (Long Short-Term Memory); GRU (Gated
Recurrent Units)

1. Motivation

There are many factors causing traffic congestion. When the number of vehicles ex-
ceeds the area’s load capacity and the traffic system’s design is poor, unsolvable traffic jams
occur. Most of the solutions include adjusting the time phase of traffic lights, widening
the road, restricting the entry and exit of vehicles, charging, and scheduling driving lanes.
However, these solutions often encounter many obstacles or require high costs in implemen-
tation. As an extension of the work of Jang [1], in which a “smart traffic control platform” is
proposed, we proposed the time-phased control of traffic lights that is adaptively adjusted
according to the current traffic conditions for effectively relieving congestion and reducing
driving time. Reference [1] proposed a symptomatic solution to resolve the traffic jam,
while this study proposes a fundamental solution through the prediction of the possible
traffic flow in the future. Then, combined with a smart traffic control platform, it becomes
feasible to relieve traffic congestion. An accurate and instant traffic flow prediction is
essential to the Intelligent Transportation System (ITS). ITS uses various computer science
and communication technologies to manage the entire transportation system effectively.
With the Internet of Things, existing data can be effectively collected and analyzed through
many IoT devices to provide feedback to the transportation infrastructure.

Since the 20th century, many researchers have proposed various solutions for traffic
flow prediction, such as the Autoregressive Integrated Moving Average model (ARIMA),
Artificial Neural Networks (ANNs), and Support Vector Machines (SVMs). With the
successful application of deep learning in ImageNet classification [2], many researchers
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have attempted to use deep neural networks for traffic-related predictions instead of
shallower neural networks such as SVM. Researchers have confirmed that the LSTM model
has good performance for the time-series-based traffic flow data by using the data from
Caltrans Performance Measurement System (PeMS) in California, USA. Few studies have
used the data on urban street traffic flow. Thus, based on the vehicle detector (VD) data
from the Songshan District, 2017, provided by the Taipei Municipal Transportation Bureau,
we propose a prediction model suitable for urban road sections with relatively low error
through the deep learning method, combining it with the weather data in Songshan District
and the relevant data of large-scale events. The evolutionary model of RNN in deep
learning systems such as LSTM and GRU is used to obtain more features and multi-layer
models to increase the accuracy. Finally, we compare the performance of LSTM and GRU
models in urban traffic flow prediction.

2. Methodology

We used the data on regular traffic flow, predictable episodic events, and weather and
the LSTM model for module A and model B, and the GRU model for module C to predict.
The effectiveness of different models for traffic prediction in urban areas is then compared
with other results.

• Module A: the LSTM module that does not include the data of “predictable episodic
event” (dataset: VD data);

• Module B: the LSTM module that includes the data of “predictable episodic events”
(datasets: VD data, weather, and events held by the Taipei Arena);

• Module C: the GRU module that includes the data of “predictable episodic events”
(data set: VD data, weather, and events held by the Taipei Arena).

Regarding the role of module A, we demonstrated in a previous study [3] that the
data of “predictable episodic event” are beneficial for predicting traffic flow. Therefore, we
focused on the role of modules B and C.

2.1. Data Collection

The datasets for predicting urban traffic flow are divided into three categories: regular
traffic flow data (VD data), predictable episodic event data, and weather data.

2.1.1. Regular Traffic Flow Data

The regular traffic flow data source is “Vehicle Detector (VD) data of Taipei City
Government Data Open Platform”. Five vehicle detectors are deployed on the main roads
around Taipei Arena: VMCN800, VKRM820, VKWNV20, VKWN800, and VL7PX00. The
data are provided by the Traffic Control Center of Taipei City for the entire year of 2017.

2.1.2. Predictable Episodic Events Data

Predictable and non-routine events include concerts and parades. Such information
can be found through ticketing systems, tourism websites, news media, social media, and
government websites. In Ref. [4], we implemented a crawler program with Python 3.6.5 to
collect the event data of the Taipei Arena to predict the degree of traffic congestion.

2.1.3. Weather Data

On the subscription system of the Central Meteorological Administration, the hourly
observation data of all observation stations in Taiwan since 2010 have been published. The
data include temperature, humidity, rainfall, and other weather data. We wrote a crawler
to download a CSV file containing all the required weather data.
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2.2. Data Preprocessing
2.2.1. Filter Data Field

The vehicle detector (VD) data, weather data, and predictable episodic event data
contain several fields that are not used, so these fields must be removed first. The remaining
data fields after filtering are as follows.

• Vehicle detector (VD) data: fields of traffic flow, vehicle speed, and vehicle occupancy (%);
• Weather data: fields of temperature, relative humidity, rainfall, week, and hour;
• Episodic event data: field of event.

2.2.2. Feature Scaling

After the data field is normalized, the convergence speed of learning can be sped up.
Depending on the type of data, there are two methods of normalization.

• For general data fields such as traffic flow and rainfall, we use the following Z-score
formula to perform feature scaling and shift the data range to a smaller range.

Xnormalization =
(x − μ)

σ
(1)

where x is the value of the data field, μ is the mean of the parent data, and σ is the
standard deviation.

• For the time periodic data field (hour, week), x, we make the scaled value have
circularity. The range of numerical data can be scaled through normalization to [−1, 1]
(Equation (2)).

Xnormalization = sin(x × 2 × π/24) (2)

2.3. Deep Learning
2.3.1. Build Up Training Data

Training data consist of these three data types, and we input different lengths of data,
as shown in Figure 1. The 24 h input data are an example. The VD data from the 0th hour
to the 24th hour are used as the input data (X_train [5]), and the output data are the next
time point (Y_train [5]) of the last input data. That is, the traffic flow data after 30 min are
the traffic flow data of the 24.5th hour; the VD data from the 0.5th hour to the 24.5th hour
are used as the input data (X_train [4]), and the output data are the 25th-hour traffic flow
data (Y_train [4]), and so on. The last input data are the VD data from the first hour to the
I+24th hour, and the output data are the traffic flow data of the I+24.5th hour.

Figure 1. Training data arrangement.
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2.3.2. Build Up Models

We propose module B (LSTM model) and module C (GRU model) in this study. Both
modules adopt three architectures: the basic Vanilla architecture, the stacked architecture [4,5],
and the encoder–decoder architecture [6].

• Vanilla architecture: an LSTM or GRU model with only a single layer;
• Stacked architecture: an LSTM or GRU model with multiple layers;
• Encoder–decoder architecture: convert the input sequence into a fixed-length vector

through the encoder, then convert the fixed-length vector into the output sequence
through the decoder.

(a) LSTM model

In practice, LSTM is divided into four types: one-to-one, one-to-many, many-to-one,
and many-to-many, according to the number of input and output data. The input for this
simulation is VD data for the 24 h prior to the target time, plus episodic event data and
weather data. The output is the traffic flow for 30 min from the target time. It means that
48 pieces of data are input and one piece of data is output, which is a many-to-one LSTM.

• Vanilla LSTM: single-layer LSTM with a Dense layer to output traffic flow;
• Stacked LSTM: a four-layer LSTM with a Dense layer to output the traffic flow. How-

ever, simply using this module may encounter overfitting. We adjust the parameters
of the dropout layer or increase the number of dropout layers to reduce the overfitting,
depending on the situation;

• Encoder–decoder LSTM is used to customize how many layers of LSTM the encoder
and decoder have.

(b) GRU model

In implementing the GRU model, we adopt the same design concept as the LSTM
model, divided into Vanilla, stacked, and Encoder–decoder architectures.

• Vanilla GRU: a single-layer GRU with a Dense layer to output traffic flow;
• Stacked GRU: a three-layer GRU with a Dense layer to output traffic flow. Moreover,

increase the number of dropout layers to prevent overfitting;
• Encoder–decoder GRU: a layer of GRU is used as encoder and decoder, respectively.

2.3.3. Model Training

In two different modules, we used 80% of the data for the entire year as the training
data and 20% of the data as the validation data. Since the model trained from the training
data expressed the behavior of the training data, it did not express other behaviors shown
by the test data. Therefore, we used the validation data to find the best model, and at the
same time, we used Adam Optimizer to speed up the training process and set the learning
rate to 0.001.

2.4. Performance Evaluation

In the simulation, the remaining 20% of the data in the entire year was used as test data.
We used MAPE, MSE, and MAE to evaluate the difference between the actual and predicted
values and compare Modules B and C’s performance. MAPE and MAE considered the
magnitude of the error between the predicted value and the actual value, regardless of a
positive or negative error. MSE took the square of the error between the predicted and
actual values, so the MSE value was prone to being affected when there were extreme
values. Therefore, to avoid extreme error conditions, we observed them through the MAPE
and MAE metrics. Among the three metrics of MAPE, MAE, and MSE, the smaller the
value, the smaller the error between the predicted value and the actual value, and the
model has a better predictive ability. The MAE and MSE were relative evaluation metrics.
The smaller the value, the better the performance. Regarding the MAPE evaluation metric,
we referred to the classification of the effectiveness of the evaluation metric proposed by
Lewis [7].
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3. Experimental Simulation

The experiment consisted of three simulations: simulation 1 was the Vanilla architec-
ture, simulation 2 was the stacked architecture, and simulation 3 was the Encoder–decoder
architecture. Each simulation used LSTM and GRU models and MAPE, MSE, and MAE
metrics to evaluate the prediction accuracy. We collected data from the five VD stations de-
ployed around Taipei Arena according to different driving directions, including VKRM820
in the east lane, VKRM820 in the west lane, VKWN800 in the north lane, VKWN800 in the
south lane, and VKWNV20 in the east lane, VKWNV20 in the west lane, VMCN800 in the
south lane, and VL7PX00 in the north lane, as shown in Figure 2. The parameter settings of
the three simulations are listed in Table 1.

. 
Figure 2. Five VD stations deployed around Taipei Arena.

Table 1. Simulation parameter setting.

Parameter Value Parameter Value

Learning rate 0.001 Optimizer Adam

Dropout rate 0.5 Batch size 128

Recurrent dropout rate 0.3 Timestep 96

Loss function MAPE

3.1. Simulation 1: Vanilla Architecture

In the simulation, we used the basic Vanilla architecture, i.e., LSTM or GRU, with
only a single layer. Tables 2 and 3 show the evaluation of the Vanilla LSTM and Vanilla
GRU prediction in the east lane of VKRM820 under various units. The overall performance
of the LSTM model was better than that of the GRU model, but the training time was
longer. When there were only a single layer of LSTM and GRU, and the unit parameters
were 4, 8, 16, 32, and 64. It was prone to encountering the problem of learning bottlenecks
(training loss and validation loss are almost unchanged) or low-level fitting. When the unit
parameters were 128 and 256, more epoch training reduced the loss value with its limit.
According to Lewis’ MAPE accuracy classification, its prediction was ranked “inaccurate”.
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Table 2. Prediction of VANILLA LSTM in the east lane of VKRM820.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 68.563 60.414 56.783 54.975 48.175 51.994 50.421

MSE 0.303 0.198 0.188 0.146 0.138 0.116 0.118

MAE 0.428 0.299 0.279 0.218 0.198 0.159 0.157

Time 29 min 48 s 19 min 33 s 28 min 39 s 28 min 10 s 20 min 57 s 59 min 40 s 1 h 40 s

Table 3. Prediction of VANILLA GRU in the east lane of VKRM820.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 70.198 79.199 72.030 66.403 68.731 57.508 50.012

MSE 0.336 0.229 0.197 0.175 0.174 0.124 0.132

MAE 0.454 0.345 0.297 0.257 0.255 0.177 0.185

Time 19 min 46 s 16 min 5 s 15 min 36 s 15 min 23 s 15 min 40 s 46 min 8 s 48 min 40 s

Tables 4 and 5 present the result of the Vanilla LSTM and Vanilla GRU prediction in the
west lane of VKRM820 under various units. The overall performance of the LSTM model
was better than that of the GRU model, but the training time was longer. The evaluations of
the MAPE, MSE, and MAE were significantly worse than that of the VKRM820 eastward lane,
and according to Lewis’ MAPE accuracy classification, it is ranked “inaccurate” prediction.

Table 4. Prediction of VANILLA LSTM in the west lane of VKRM820.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 78.214 70.654 64.325 60.794 65.512 61.249 63.350

MSE 0.703 0.466 0.371 0.283 0.239 0.236 0.224

MAE 0.592 0.473 0.402 0.330 0.298 0.292 0.281

Time 29 min 2 s 28 min 46 s 27 min 59 s 27 min 55 s 27 min 58 s 57 min 57 s 1 h 23 s

Table 5. Prediction of VANILLA GRU in the west lane of VKRM820.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 89.821 83.798 80.621 75.071 70.644 68.073 69.716

MSE 0.715 0.602 0.595 0.566 0.463 0.259 0.244

MAE 0.645 0.561 0.531 0.500 0.433 0.309 0.297

Time 15 min 57 s 15 min 44 s 14 min 59 s 15 min 14 s 14 min 56 s 45 min 40 s 48 min 36 s

Tables 6 and 7 reveal the Vanilla LSTM and Vanilla GRU prediction in the north lane
of VKWN800 under various units. The overall performance of the LSTM model was better
than that of the GRU model, but the training time was longer. The evaluations of the
MAPE, MSE, and MAE were significantly worse than that of the VKRM820 eastward lane.
Even if increasing the number of units can effectively reduce the loss value, it has its limit.
According to Lewis’ MAPE accuracy classification, it is ranked “inaccurate” prediction.
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Table 6. Prediction of VANILLA LSTM in the north lane of VKWN800.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 77.510 80.423 75.476 69.035 64.242 54.430 55.740

MSE 0.779 0.657 0.592 0.511 0.446 0.310 0.324

MAE 0.565 0.471 0.420 0.368 0.317 0.189 0.199

Time 29 min 41 s 28 min 42 s 28 min 6 s 28 min 34 s 29 min 3 s 57 min 42 s 1 h 13 s

Table 7. Prediction results of VANILLA GRU in the north lane test set of VKWN800.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 100.787 98.284 98.909 94.709 91.722 73.398 92.598

MSE 1.168 0.760 1.109 0.792 0.667 0.511 0.620

MAE 0.831 0.590 0.802 0.609 0.473 0.350 0.521

Time 15 min 57 s 15 min 44 s 15 min 13 s 15 min 9 s 15 min 13 s 45 min 50 s 48 min 26 s

Tables 8 and 9 show the Vanilla LSTM and Vanilla GRU prediction in the south lane of
VKWN800 under various units. The overall performance of the LSTM model was better
than that of the GRU model, but the training time was longer. In the Vanilla LSTM of
8 units, the three evaluations of MAPE, MSE, and MAE were better than that of 16, 32, and
64 units. This phenomenon is opposite to the previous VKRM820 in the east and west lanes.
The evaluations of the MAPE, MSE, and MAE were significantly worse than that of the
VKRM820 eastward lane. Even if increasing the number of units effectively reduced the
loss value, it showed its limit. According to Lewis’ MAPE accuracy classification, it is an
“inaccurate” prediction.

Table 8. Prediction of VANILLA LSTM in the south lane of VKWN800.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 101.627 97.693 132.424 144.599 120.241 89.442 129.854

MSE 0.958 0.354 0.757 0.719 0.672 0.254 0.209

MAE 0.848 0.447 0.720 0.687 0.649 0.315 0.284

Time 28 min 36 s 28 min 46 s 28 min 19 s 28 min 19 s 27 min 48 s 57 min 33 s 1 h 1 min 23 s

Table 9. Prediction of VANILLA GRU in the south lane of VKWN800.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 101.278 107.800 103.922 108.222 105.009 114.851 237.453

MSE 0.964 0.938 0.962 0.938 0.957 0.789 0.886

MAE 0.851 0.838 0.849 0.838 0.847 0.752 0.803

Time 15 min 57 s 15 min 30 s 15 min 10 s 15 min 5 s 15 min 27 s 46 min 23 s 48 min 19 s

Tables 10 and 11 show the evaluation of the Vanilla LSTM and Vanilla GRU prediction
in the east lane of VKWNV20 under various units. The simulation showed that the overall
performance of the LSTM model was better than that of the GRU model, but the gap was
not significant. The evaluations of the MAPE, MSE, and MAE were significantly worse
than that of the VKRM820 eastward lane. Even if increasing the number of units effectively
reduced the loss value, the effect was not as good as the VKRM820 in the east lane and
VKWN800 in the north lane. According to Lewis’ MAPE accuracy classification, it is an
“inaccurate” prediction.
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Table 10. Prediction of VANILLA LSTM in the east lane of VKWNV20.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 137.058 126.985 113.882 113.211 113.736 120.333 135.323

MSE 3.724 3.703 3.717 3.689 3.675 3.505 3.410

MAE 0.514 0.465 0.508 0.471 0.463 0.366 0.343

Time 33 min 9 s 29 min 21 s 30 min 45 s 32 min 10 s 28 min 59 s 59 min 28 s 59 min 37 s

Table 11. Prediction of VANILLA GRU in the east lane of VKWNV20.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 105.374 147.958 112.256 112.211 122.547 137.412 140.778

MSE 3.777 3.663 3.756 3.741 3.690 3.668 3.657

MAE 0.595 0.481 0.575 0.570 0.514 0.449 0.449

Time 15 min 34 s 15 min 35 s 15 min 34 s 15 min 30 s 15 min 10 s 47 min 6 s 48 min 50 s

Tables 12 and 13 present the Vanilla LSTM and Vanilla GRU prediction in the west
lane of VKWNV20 under various units. The simulation shows that the overall performance
of the LSTM model was better than that of the GRU model, but the gap was not significant.
The evaluations of the MAPE, MSE, and MAE were significantly worse than that of the
VKRM820 westward lane. Even if increasing the number of units effectively reduced the
loss value, it had its limit. According to Lewis’ MAPE accuracy classification, it is an
“inaccurate” prediction.

Table 12. Prediction of VANILLA LSTM in the west lane of VKWNV20.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 89.634 100.658 105.359 107.994 108.121 140.375 146.721

MSE 1.697 1.481 1.471 1.453 1.444 1.410 1.370

MAE 0.567 0.464 0.445 0.398 0.392 0.358 0.343

Time 29 min 44 s 30 min 5 s 28 min 7 s 28 min 28 s 29 min 14 s 58 min 49 s 58 min 35 s

Table 13. Prediction of VANILLA GRU in the west lane of VKWNV20.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 100.886 111.012 104.821 104.347 107.894 114.547 117.554

MSE 1.731 1.431 1.487 1.425 1.418 1.378 1.362

MAE 0.651 0.452 0.468 0.415 0.391 0.344 0.332

Time 15 min 48 s 15 min 57 s 15 min 34 s 15 min 32 s 15 min 49 s 47 min 14 s 49 min 29 s

Tables 14 and 15 present the Vanilla LSTM and Vanilla GRU prediction in the south
lane of VMCN800 under various units. The simulation shows that the overall performance
of the LSTM model was still better than that of the GRU model. The evaluations of the
MAPE, MSE, and MAE were significantly better than that of the VKRM820 eastward lane,
and according to Lewis’ MAPE accuracy classification, it is a “reasonable” prediction.
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Table 14. Prediction of VANILLA LSTM in the south lane of VMCN800.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 39.129 28.168 34.247 28.623 28.921 24.401 22.992

MSE 0.119 0.096 0.122 0.110 0.115 0.094 0.080

MAE 0.223 0.184 0.188 0.178 0.177 0.157 0.135

Time 28 min 37 s 28 min 55 s 27 min 59 s 27 min 58 s 27 min 53 s 56 min 53 s 1 h 1 min 16 s

Table 15. Prediction of VANILLA GRU on the south lane of VMCN800.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 41.525 30.118 30.101 20.017 25.460 23.634 28.544

MSE 0.128 0.123 0.161 0.148 0.105 0.094 0.106

MAE 0.256 0.233 0.242 0.222 0.175 0.158 0.182

Time 19 min 12 s 15 min 30 s 14 min 58 s 15 min 18 s 15 min 23 s 45 min 56 s 48 min 17 s

Tables 16 and 17 reveal the Vanilla LSTM and Vanilla GRU prediction in the north lane
of VL7PX00 under various units. The simulation shows that the overall performance of
the LSTM model was still better than that of the GRU model. The MAPE, MSE, and MAE
evaluations were better than that of the VKRM820 eastward lane. Overall, increasing the
number of units effectively reduced the loss of value. According to Lewis’ MAPE accuracy
classification, Vanilla LSTM was a “reasonable” prediction when units are 8, 16, 32, 64, 128,
and 256, while Vanilla GRU is a “reasonable” prediction when units are 64, 128, and 256.

Table 16. Prediction of VANILLA LSTM in the north lane of VL7PX00.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 65.353 49.848 47.432 44.103 40.602 40.502 41.524

MSE 0.436 0.249 0.221 0.190 0.159 0.154 0.149

MAE 0.507 0.325 0.286 0.243 0.206 0.175 0.174

Time 29 min 21 s 29 min 14 s 28 min 49 s 28 min 26 s 28 min 53 s 58 min 28 s 1 h 1 min 12 s

Table 17. Prediction of VANILLA GRU in the north lane of VL7PX00.

4 Units 8 Units 16 Units 32 Units 64 Units 128 Units 256 Units

MAPE 68.616 57.033 55.862 50.743 45.745 39.649 43.304

MSE 0.473 0.290 0.285 0.237 0.208 0.176 0.185

MAE 0.541 0.366 0.349 0.301 0.258 0.200 0.210

Time 19 min 35 s 15 min 39 s 15 min 17 s 15 min 29 s 15 min 37 s 45 min 43 s 48 min 33 s

3.2. Simulation 2: Stacked Architecture

In simulation 2, a stacked architecture was used in an LSTM or GRU that stacks
multiple layers. In the architectures of stacked LSTM and stacked GRU, the LSTM model
generally outperformed the GRU model, except for the VL7PX00. However, even if the
stacked architecture was used for training, the training results were different from those
obtained in Refs. [6,8]. Therefore, we suspect that a dataset problem caused the training
results to be inaccurate. Although the dataset used by Ref. [6] is different from ours, the
MAPE of the final prediction is the lowest, so we adopt their architecture to verify whether
it is a problem with the architecture or the dataset.

641



Eng. Proc. 2023, 55, 86

3.3. Simulation 3: Encoder–Decoder Architecture

In simulation 3, the encoder–decoder architecture was used to verify whether our
dataset has problems. Although Ref. [6] only uses the LSTM model for simulations, we
tested the effectiveness of the GRU model. Due to the space limit, we skip the details of
simulation data. In the architecture of the Encoder–decoder LSTM and Encoder–decoder
GRU, the LSTM model was no longer better than the GRU model. In the south lane of
VKWN800, the performance of the GRU model was even better, and the training time was
short. However, even referring to the architecture of [6], we were still unable to achieve
as good as their MAPE below 10, and the predictions made by many stations were still
ranked “inaccurate”.

4. Conclusions

Three types of architecture were simulated in this study. Simulation 1 was conducted
for traffic flow prediction for five stations through the basic Vanilla architecture. The
simulation results showed that only a single layer of LSTM or GRU was not complex
enough to make accurate predictions. Even if the number of neurons in LSTM or GRU
increased or the number of epochs increased, the improvement in predictions was limited.
In simulation 2, multiple layers of LSTM or GRU models were stacked through the stacked
architecture. In the stacked architecture, the predictions of either the LSTM model or
the GRU model were better than that of the LSTM model and GRU model of the Vanilla
architecture, but the training time was long. However, even with the stacked architecture,
the MAPE was still far from the MAPE of [6], so we verified whether it was a problem
with the dataset by simulating the encoder–decoder architecture. In the encoder–decoder
architecture of simulation 3, the predictions obtained using LSTM were generally not
different from the stacked architecture, but the training time was short. The GRU model
performed better than the stacked architecture, and the training time was short. We could
not obtain an excellent performance like the MAPE of [6], which was below 10%, so there
were data missing in the dataset. The LSTM outperformed the GRU in the three simulations,
but the training time was long. In the encoder–decoder architecture of simulation 3, the
GRU model occasionally outperformed the LSTM model.
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Abstract: With the development of the Internet of Things (IoT) and communication networks, the
concept of a smart city emerged spontaneously. In the traffic control of a smart city, the vehicular
network plays an important role. If the driving information of vehicles can be collected from the
vehicular network and then aggregated into a smart city system, traffic control facilities can be
adjusted in real time to improve traffic or increase traffic safety. This study is based on WAVE/DSRC
under the IEEE 802.11p and IEEE 1609 standards. When the vehicle is moving, the On-Board Unit
(OBU) on the vehicle and the Roadside Unit (RSU) transmit data through the 5.9 GHz (5.85–5.925 GHZ)
frequency band to establish vehicle-to-vehicle communication (V2V) and vehicle-to-infrastructure
communication (V2I). The immediacy of the transmission of beacon messages is also discussed over
a vehicular network. A beacon message is essential for communication in a vehicular network,
including various safety messages, such as driving directions, driving speed, and location. We
introduce the Age-of-Information (AoI) indicator to reflect the immediacy of information. AoI is used
for the elapsed time after the sender samples the message until the receiver receives the message.
We propose a centralized AoI-based protocol and a decentralized AoI-based protocol. By using
Random-Walk and SUMO, we simulate driving dynamics and various RSU setting scenarios. Finally,
we verify the performance of the proposed AoI-based protocol through experimental simulations.

Keywords: age of information; transmission protocol; vehicular network

1. Motivation

This research aims to design a transmission protocol that enables the vehicle and the
RSU to receive the most real-time driving information. When the received information
has the minimum average AoI, it is the most real-time driving information. If the vehicle
information can be collected from the vehicular network and then aggregated into a smart
city system, traffic control facilities can be adjusted in real time to improve traffic and
increase traffic safety. Traffic control is associated with many real-time applications, and
the quality of applications is based on whether the information is collected in real time.
For applications that need to be predicted or monitored, outdated information does not
match reality, resulting in poor quality. In order to continuously monitor and control the
traffic system, it is necessary to constantly collect real-time information from the vehicular
network, not simply the minimum delay or maximum throughput. The transmission
period proposed by Baiocchi [1] has a functional relationship with the average AoI of
the vehicular network in a known network topology, and an optimal value exists. We
thus design a decentralized vehicular network transmission protocol that dynamically
adjusts the transmission period. Ni [2] proposed a centralized vehicular network, and its
experimental design, context setting, and control group are all references for this study.
The difference in the channel connection status between this study and Ni’s research is
that we assume that the vehicular network is variable, and the channel connection status
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is unstable. In Kaul’s work [3] the vehicular network employed the CSMA model and
adjusted the contention window and broadcast period. It was experimentally proven
that AoI is mainly affected by the broadcast period instead of the contention window.
Kadota [4] proposed a design strategy for wireless communication networks, and we refer
to the max-weight strategy of Kadota’s work and design a centralized vehicular network
transmission protocol.

2. Methodology

2.1. Network Architecture

The network topology of the vehicular network proposed in this study is divided
into two types: centralized and decentralized. The centralized vehicular network includes
the RSU, which receives the vehicles’ messages, transmits the collected information to
the server for subsequent applications, or sends warning messages to the vehicles to
maintain driving safety. However, deploying many RSUs in a wide area is expensive. The
centralized vehicular network is only suitable for urban areas. The decentralized vehicular
network consists only of vehicles, and the transmission is carried out through the vehicles
among the network. This network architecture can be applied to most areas, but it lacks
centralized equipment to collect driving information, making it challenging to develop
more advanced applications. In addition, those areas with sparse vehicle density cannot
support a decentralized vehicular network due to intermittent connection.

The vehicular network includes the OBU installed in the vehicle and the RSU installed
on the roadside. The OBU generates beacon messages, including the vehicle’s speed,
direction, and location. In addition, the OBU can transmit beacon messages with RSUs
and other OBUs. The OBU records when the beacon message is transmitted. The RSU is
responsible for managing the connection status between its channel and each OBU and
it transmits beacon messages to the OBU. If the OBU obtains and exchanges the safety
information of its vehicle with other vehicles, other vehicles and the RSU know the current
state of the vehicle to prevent accidents and improve driving safety. The OBU records
when the beacon message is received and subtracted from the current time to calculate the
AoI. The connection state between the RSU’s channel and each OBU may change due to
obstacles in the driving environment or other factors. The RSU constantly communicates
with the OBU to obtain the vehicle’s driving information and keep the connection states
updated for upcoming transmissions.

2.2. Traffic Model

The binomial equation [5,6] is used for the workload modeling of the vehicular network.
The binomial represents the probability of the successful transmission of messages by applica-
tions in individual nodes, and the arrival function, λ(x), represents the distribution function
of the successful transmission of messages by applications, as shown in Equation (1).

P[Ti(x) > t ] = (1 − p(x))
t

tc = e−λ(x)t (1)

where p(x) represents the probability that a node successfully transmits a message in each
slot, Ti(x) is the size of a single slot, t is the time required to transmit a message, and tc is
the maximum time needed to transmit a message, as shown in Equation (2).

tc =
maximum length o f packets

transmission rate
(2)

Equation (3) can be obtained by taking the logarithmic operation on (1 − p(x))
t

tc  e−λ(x)t

in Equation (1).

λ(x) =
1
tc

ln
(

1
1 − p(x)

)
(3)
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The main application in the vehicular network is the transmission of safety messages.
We only consider the transmission based on the immediacy of messages. When a node
transmits a message, it has its exclusive slot in each time frame, so the value of p(x) is
determined by the number of slots in the frame. The slot, Ti(x), needs to be greater than tc
to ensure that each message is successfully delivered. In Equation (4), there are 20 slots in
each frame, and the p(x) can be expressed as follows:

p(x)=
length o f a slot

length o f a f rame
=

1
20

(4)

By substituting p(x) in Equation (4) into Equation (3), we can derive Equation (5).

λ(x) =
0.051

tc
>

0.051
Ti(x)

=
0.051
slot

(5)

The slot, Ti(x), must be greater than tc and make the arrival rate λ(x) < 1. If λ(x) > 1,
the slot size does not allow the application to transmit messages. Therefore, the slot size
must be set appropriately so that λ(x) < 1.

2.3. Age-of-Information-Based Transmission Protocol
2.3.1. Centralized AoI-Based Transmission Protocol

In the centralized AoI-based transmission protocol, the time allocated to the dedicated
channel is based on the frame/slot structure. When the vehicle receives the update message,
the AoI is updated, as shown in Figure 1.

Figure 1. Variation of AoI in frame/slot structure.

In Figure 1, the frame is the period during which the vehicle generates the beacon
message. Generally, a frame is about hundreds of milliseconds, and the length of the frame
is fixed and does not change no matter how many vehicles there are in the RSU coverage.
When the RSU or vehicle receives the beacon message during the frame, the vehicle’s
driving information is updated, and the AoI reduces. The maximum time required for each
slot to transmit the beacon message depends on the packet size of each beacon message
and the transmission speed of the channel. In this study, the size of the beacon message
is fixed. Therefore, after setting the transmission speed of the channel, the slot length is a
fixed value. Because a frame consists of multiple slots, vehicles in a given frame broadcast
beacon messages in a single RSU area by using the channel and the time allocated by the
RSU to avoid collisions. At the beginning of each frame, there is a short time for the RSU
to update the information of the vehicles in the coverage so that the RSU knows which
vehicles exist in the coverage. The AoI-based protocol updates the RSU for the vehicles
under the coverage, the combination of channels used, and the selected slot. Then, it
publishes a message to notify those vehicles in the next frame that the beacon message
can be broadcast. The actual length of the frame and slot is determined by the experiment.
We assume that the vehicle sends the beacon message to all vehicles in the area and the
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centralized RSU through broadcasting. The relationship between the AoI of the beacon
message received by the RSU and the AoI of the overall network is as follows: Let there
be n vehicles, v1, v2, . . ., vn. At time, t, the AoIs of the beacon messages of other vehicles
stored by each vehicle can be represented by an n × n matrix, Vt.

Vt =

⎡
⎢⎣

v11(t) · · · v1n(t)
...

. . .
...

vn1(t) · · · vnn(t)

⎤
⎥⎦ (6)

where vij represents the AoI obtained by vehicle vi observing vehicle vj, which must satisfy
the following properties.

vij(t) = 0, i f i = j

vij(t+1) = (v ij(t) + 1
)
× ui

ui =

{
0 , i f vi updates
1 , i f vi doesn′t update

(7)

vii = 0 means that each vehicle always knows its information instantly, and vij(t+1)
means vij at the next time point. The AoI changes according to whether the vehicle transmits
the beacon message. If vi is updated, the AoI is set to zero. Otherwise, the AoI increases
with time. Next, we calculate the average AoI matrix M stored by each vehicle.

M = [m1 , m2, . . . mn] where mi =
v1i + v2i + . . . + vni

n
, 1 ≤ i ≤ n (8)

The RSU receives the driving information of each vehicle and records the AoI, but the
RSU does not have the driving information to be transmitted. Therefore, the AoI of the
RSU itself does not exist. Let the RSU record the 1 × n matrix X of the AoI of each vehicle
at time t as

Xt=
[

x1(t) , x2(t), . . . xn(t)

]
(9)

where xi(t) represents the AoI of the vehicle vi observed by the RSU.

xi(t+1) = (x i(t) + 1
)
× ui, 1 ≤ i ≤ n (10)

The AoI observed by the RSU is the same as the AoI observed by the vehicles, so the AoI
obtained by the vehicles other than vehicle i and the RSU satisfy the following property:

xi = v1i = v2i = . . . = vji, 1 ≤ j ≤ n, j �= i
xi =

v1i+v2i+...+vji+...+vni
n−1

(11)

Next, comparing mi and xi, we obtain

xi =
n

n − 1
× mi (12)

X =
n

n − 1
× M (13)

From the above equations, we find the coefficient relationship between the AoI of
the vehicle observed by the RSU and the average AoI of the overall vehicular network. In
other words, we need to pay attention to the AoI observed by the RSU, which indicates
the AoI of the whole network. When considering the centralized vehicular network, it is
necessary to avoid message collision due to competing channels and transmission failure.
When the information continues to fail to be transmitted and it is not updated for a long
time, the AoI increases, and the immediacy of the vehicle information is lost. In this study,
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the channel assignment is performed by the RSU to avoid channel contention and packet
collision. Due to the characteristics of vehicle movement, the connection status of each
vehicle and channel changes dynamically, so we need to continuously update the channel
connection information.

At the beginning of each frame, the RSU selects specific vehicles to update the driving
information and thus knows the AoI of the vehicles and the channel–vehicle connection
status. We denote the specific channel as ci and the vehicle as vi, as shown in Figure 2. We
make a graph of the connection between the channel and the vehicle. The points on the
left and right represent the channel and the vehicle, respectively, and the individual AoI
of the vehicle weights the edge connected between them. We use the maximum matching
algorithm to select the channel–vehicle combination of the AoI with the maximum sum to
assign the channel to a specific vehicle. As shown in Figure 3, the solid line represents the
selected channel–vehicle combination this time.

Figure 2. Channel–vehicle bipartite graph.

Figure 3. Channel–vehicle maximum matching.

The example in Figure 3 shows that the channel–vehicle combination selected for
driving information update is (c1,v1), (c2,v6), (c3,v2), (c4,v3), (c5,v4). The updated AoI sum
is 1997 + 1170 + 1575 + 1863 + 1014 = 7619 ms, which is the sum of the maximum matching
of this channel–vehicle combination. The AoI of v5 is 1544 ms, which is not the lowest, so it
cannot be updated. We follow the above steps each time, picking the maximum matching
channel–vehicle combination to obtain the maximum sum of the AoIs. The vehicles selected
in the combination broadcast the beacon message and update the AoI that has not been
updated for the longest time in the overall network. Based on this principle, we propose
an AoI-based protocol that is suitable for centralized vehicular networks. The AoI-based
protocol must be installed on the RSU and vehicle’s OBU. At the beginning of each frame,
the RSU obtains the connection statuses of vehicles and then calculates the AoI of each
vehicle as follows:

1. For the vehicles that existed in the previous frame, use the current time minus the
time of the previous vehicle’s beacon message update as the vehicle’s AoI.
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2. For the new vehicles that appear in the current frame, give the initial value as the
vehicle’s AoI.

After calculating the AoI of the vehicles in each area, the RSU creates a channel–vehicle
bipartite graph based on the previously obtained vehicle connection status. The calculated
AoI selects the max matching to determine which vehicles broadcast the beacon message in
the subsequent slots of the frame.

2.3.2. Decentralized AoI-Based Transmission Protocol

The proposed AoI-based protocol for decentralized vehicular networks is based on
the concept of the work of Baiocchi [1]. Baiocchi improved the IEEE 802.11p (https://
standards.ieee.org/ieee/802.11p/3953/ (accessed on 1 December 2023)) CSMA model and
proposed a protocol to change the transmission period dynamically. Their work considers
only periodic one-hop message exchange. In IEEE 802.11p CSMA, Tmsg is defined as the
period for the vehicle to transmit messages periodically. B1 and B2 in Figures 4 and 5 are the
first and second message transmission times, respectively. B1 and B2 include the time spent
transmitting the message, the time T spent in the DIFS (Distributed Inter-frame Spacing)
process, and the time C spent returning the back-off counter to zero. Y represents the AoI of
each message interval, which is defined as the current message arrival time minus the last
message arrival time. t1 and t2 represent the arrival times of the first and second messages,
respectively. Figure 4 shows that the node can successfully transmit the message in the
transmission period (Tmsg), and Figure 5 shows that the node cannot successfully transmit
the message in the transmission period (Tmsg).

Figure 4. Decentralized model: Tmsg > B1.

Figure 5. Decentralized model: Tmsg < B1.

The decentralized model uses updated processing to model the behaviors of generic
nodes to transmit packets. We assume that the node sends beacon messages at times t1
and t2. At time t2, the AoI is the current time minus the time t1 when the last message was
received, so AoI Y = t2 − t1. Because the competition for the transmission channel keeps
the channel busy, if the waiting time C for the back-off counter to return to zero is increased,
the transmission time B increases. According to the length of the node transmission
time B, we consider two cases: the regular transmission time (Tmsg) is greater than the
message transmission time (B1), and the transmission is successful within the specified time
(Figure 4), or the regular transmission time (Tmsg) is less than the message transmission time
(B1), and it cannot be successfully transmitted within the specified time (Figure 5). When
the periodic message transmission time (Tmsg) is greater than the message transmission
time (B1), Y = B2 + (Tmsg − B1), and when the periodic message transmission time is less
than the message transmission time (B1), Y = B2. Therefore, the general equation for the
relationship between AoI Y and B is as follows:

Y = B2 + max
{

0, Tmsg − B1
}

(14)
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Equation (14) implies that the minimum AoI Y = B2 + 0; that is, Tmsg and B1 have the
same value. Our goal is to minimize the AoI Y, and the AoI Y can be reduced by adjusting
the values of C and back-off counter to make Tmsg close to B1. The decentralized vehicular
network is established under the IEEE 802.11p standard. When the nodes compete for the
transmission channel and the node senses that the channel is not busy, it waits for a slot and
subtracts it from the back-off counter. The slot’s length, δ, is the IEEE 802.11p back-off slot
duration. When the node perceives that the channel is busy, it freezes the back-off counter and
waits for a time, T, so that other nodes can complete the transmission. T is the time it takes to
complete the transmission and the subsequent DIFS process, and we use ε to represent the
length of time T. C is the sum of δ and ε and it is represented by Equation (15):

C = ∑N
j=1 X(j) (15)

where N is a discrete random variable with uniform distribution with values in the range
[0, W0 − 1], and W0 is the contention window size of IEEE 802.11p, where W0 = 16. X(j)
is generally a random variable of an independently identically distribution (iid), and it is
defined as having the same distribution as X.

X =

{
δ with probabilty 1 − b
ε with probabilty b

(16)

where b is the probability that the node perceives that the channel is busy. Baiocchi proved
the functional relationship between Tmsg and the AoI of adjacent vehicles by using the
CSMA model mentioned above and Equations (10) and (11) and by using the adjacency
matrix topology of the vehicular network. If the adjacency matrix of the vehicular network
does not change, that is, when the relative locations of the vehicles do not change, there is a
specific value Tmsg, so that the average AoI of the entire vehicular network is minimum [1].
The function consists of a decreasing function and an increasing function, as shown in
Figure 6.

Figure 6. Relationship between average AoI and Tmsg in a fixed network topology.

In driving, the status regarding whether the vehicles are in the same area or connected
with other vehicles changes randomly over time, which causes the adjacent matrix to change
accordingly. With the proof of ref. [1], we use the protocol with a variable transmission
period to increase or decrease the length of Tmsg to make the AoI minimal. If we increase
Tmsg and find that the AoI is higher than the value obtained last time, then Tmsg decreases,
and vice versa.

3. Experimental Simulations and Results

The experiment is simulated by NS-3 (network simulator-3). The vehicle density of
the simulated environment is set to be between 50 and 400 vehicles/km2, which means
that the driving environments range from sparse to crowded. The frame size and slot sizes
are 120 ms and 6 ms, respectively. The propagation loss model uses Friis, the vehicle speed
uses the moving speed transmission module provided by NS-3 and is set to 40 km/h, and
the time of each simulation is 40 s. The default value of the transmission period of the
decentralized AoI-based protocol is set to 100 ms. The increase/decrease time to adjust
the transmission period is set to 50 ms. We have two simulations to verify the proposed
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AoI-based transmission protocols. The first simulation uses Random Walk to simulate the
mobility model of vehicles, and the second uses SUMO (Simulation of Urban Mobility) to
simulate the urban vehicle mobility model. Because the simulation is limited by the number
of vehicles and vehicle density that a single subnet can accommodate, we set the vehicle to
roam in an area of 799 × 799 m. The vehicle density ranges from 50 to 400 vehicles/km2.
The number of RSUs is set to 0, 1, 2, and 4, respectively. By setting different numbers of
RSUs, we simulate the performance of centralized, decentralized, and hybrid vehicular
networks. Each experiment is carried out for 40 s, the AoI is sampled for all vehicles in the
network every 0.5 s, and the average AoI is calculated. The control group includes Round
Robin (in the centralized vehicular network only) and IEEE 802.11p default transmission
(in both centralized and decentralized vehicular networks).

3.1. Simulation 1: Random Walk Mobility Model

The first experiment simulation uses Random Walk as the mobility model, assuming
that the vehicles move randomly in the area. It is also assumed that each vehicle and RSU
in the area install the proposed AoI-based protocol so that the vehicle roams freely and
transmits beacon messages to other vehicles and RSUs. We have several scenarios in simu-
lation 1. The first scenario has one RSU in the area as the centralized AoI-based protocol. In
the second scenario, we set up four RSUs as the centralized AoI-based protocol applied in
a multiple-RSU scenario, simulating the impact of handoff with vehicles passing through
different RSUs. In the third scenario, we do not set up any RSUs as the decentralized
AoI-based protocol. The last scenario sets up two RSUs as a hybrid vehicular network,
enabling vehicles to switch between centralized and decentralized AoI-based protocols.
Regarding the control group, Round-Robin is conducted in a single RSU and four RSU
scenarios since it requires a centralized RSU for scheduling. The IEEE 802.11p default is
conducted with the number of RSUs being 0, 1, 2, and 4. The simulation results are shown
in Table 1.

Table 1. Random Walk: AoI-based protocol improvement.

No. of RSU.
Avg. Improvement
Compared with
Round-Robin

Avg. Improvement
Compared with 802.11p

RSU = 0 N/A 33.3%

RSU = 1 40.4% 56.9%

RSU = 2 N/A 38.5%

RSU = 4 30.0% 41.3%

3.2. Simulation 2: SUMO Simulates Vehicle Dynamics

SUMO is a traffic simulation software for microscopic traffic flow, which is highly
portable and simulates continuous traffic flow and discrete-time traffic events for large-scale
road networks. Simulation 2 uses SUMO and OSM (Open Street Map) to generate real
driving dynamics. The OSM is used to extract “Sec. 2, Zhinan Rd., Wenshan Dist., Taipei
City” in front of National Chengchi University as the central area for simulation, as shown
in Figure 7. The same area corresponding to the Google map is shown in Figure 8.

In addition to basic street routes, SUMO also includes traffic control systems for traffic
lights and intersections and has an actual driving dynamic simulation.

In simulation 2, we compare the performance of the proposed AoI-based protocol,
Round-Robin, IEEE 802.11p default, and the AoI-based protocol [7]. Table 2 shows that
the AoI-based protocol improves the AoI of the IEEE 802.11p default, Round-Robin, and
AoI-based protocol [7] in various RSU scenarios.
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Figure 7. An example of real map around “Section 2, Zhinan Rd.” extracted by sumo-gui.

 
Figure 8. Map around “Section 2, Zhinan Rd.” extracted from Google Maps.

Table 2. SUMO: AoI-based protocol improvement.

No. of RSU.
Avg. Improvement
Compared with
Round-Robin

Avg. Improvement
Compared with
802.11p

Avg. Improvement
Compared with
AoI-Based Protocol [7]

RSU = 0 N/A 24.5% N/A

RSU = 1 40.1% 57.8% N/A

RSU = 2 N/A 34.85 N/A

RSU = 4 32.7% 51.1 19.7%

4. Conclusions

The experimental simulations show that under the four RSU setting scenarios, the
AoI-based protocol outperforms the average AoI of Round-Robin and IEEE 802.11p default.
We also simulate the actual driving environment through SUMO and OSM to verify the
practicability of the AoI-based protocol. We found that when using the AoI-based pro-
tocol in four simulation scenarios with RSU = 0, 1, 2, and 4, when the vehicle density is
50–400 vehicle/km2, regardless of the Random Walk or SUMO simulations, there is a
different degree of improvement, as shown in Table 3.
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Table 3. Vehicles’ overall AoI-based protocol improvement.

No. of RSU Random Walk SUMO Average Improvement

RSU = 0 33.3% 24.5% 28.9%

RSU = 1 48.7% 41.0% 44.9%

RSU = 2 38.5% 34.9% 36.7%

RSU = 4 35.6% 41.9% 38.8%
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Abstract: Heyuan Hua Chao opera is affected by modern culture and is facing a limited number
of teaching staff, little time available for teachers to be dispatched, a small scope of popularity, the
inability for continuous tracking in teaching, unsystematic and coherent learning among students, and
difficulty of independent learning. Therefore, the voice feature parameters required for the evaluation
model were extracted through MFCC coefficient features and later input into a convolutional neural
network to generate data sets and training sets. These feature-labeled sets are segmented to output
singing feedback. With a comprehensive overview of the artistic characteristics of Hua Chao opera
singing and the research and interviews conducted by the Hua Chao opera heritage development
center and local people, a system is designed to evaluate the singing voice of Hua Chao opera singers
based on the MFCC. The aim is to effectively help students participate in learning and intelligently
evaluate their learning effects. The model can be applied to other opera repertoires to promote the
preservation and dissemination of traditional opera culture.

Keywords: Mel-Frequency Cepstral Coefficients; Hua Chao opera; vocal evaluation; opera into
the campus

1. Introduction

Hua Chao opera is a local traditional drama in Zijin County, Heyuan City, Guangdong
Province, and is one of the forms of national intangible cultural heritage. The current opera
in schools is active. On this basis, Huachao Opera has built a talent training system of
“elementary school–junior high school–high school–university” with a close connection and
coordinated development. However, Hua Chao opera on campus still faces the problem
of a limited number of teaching staff, small teaching coverage, the inability of teachers
to effectively detect students’ learning effects in time, and students’ lack of systematic
and coherent learning and difficulty in independent learning. Considering the current
problem of introducing Hua Chao opera to the campus, we decided to explore new ways
and ideas of Hua Chao opera culture education and inheritance using new media and
design a singing-assessment system based on Mel-Frequency Cepstral Coefficients. The
result is expected to improve the initiative of students’ participation in learning Hua Chao
opera and intelligently assess the learning effect. At the same time, we propose a method
of speech classification by fusing MFCC coefficient features with convolutional neural
networks, which effectively improves the recognition accuracy and noise resistance of the
model and provides a reference for the study of speech processing methods to apply the
model to other opera repertoires.

2. Design of the Singing Evaluation System

The design of the Heyuan Hua Chao opera singing-voice-evaluation system mainly
realizes the functions of learning–grading–singing voice opinion feedback. The system is
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designed to use the singing voice in Huayuan Hua Chao opera as the object of study and
establish the evaluation criteria of the vocal character, clear and accurate singing words,
and the stable pitch of the tune. By building a database and adopting quantitative methods,
i.e., pre-emphasis, and using the fast Fourier transform method, the musical characteristics
and speech spectrum information of Hua Chao opera singing are extracted [1]. The inverse
spectrum-analysis method is also used to analyze the semantic features of speech signals.
The large volume of singing speech signals is standardized and analyzed for objective and
scientific evaluation results to achieve the noise resistance, robustness, and accuracy of the
evaluation system.

2.1. Core Design
2.1.1. Design Flow of Mel-Frequency Cepstral Coefficients

1. Sample data and labels

The participants of the Hua Chao opera singing -evaluation system were students in
grades 3 to 5, and the collected sample data were divided into training and testing audio
sets. A total of 20,316 audio items with a chanting style were collected from the training
set, while there were 4060 audio items from the training set with a fast singing style and
10,084 audio items from the training set with a traditional singing style. After the audio
storage paths of the files were obtained, the labels of the speech signals, i.e., the specific
feedback of the three singing voices, were imported.

2. Specific implementation of MFCC coefficient generation speech signal model

After the training set of audio sample data of Hua Chao opera was obtained, the
continuous speech signals with a 16 KHz sampling frequency in 1 s were needed to improve
the high-frequency part to reduce the noise output of the pre-emphasized overlapped
sampling points to reduce the change in frame number in the sub-frame and increase the
continuity of the left and right ends of the frame. Then, the spectral leakage of the plus
window was reduced, and the time domain signal was converted into frequency domain
energy to better observe the signal characteristics of the fast Fourier transform. The speech
signal envelope and spectral details were extracted to obtain the sound properties of the
cepstrum analysis using five processing methods. Finally, the speech signal model was
generated to be used in the Heyuan Hua Chao opera singing-evaluation system (Figure 1).

Figure 1. Specific implementation steps of the speech signal model.

The sound interval of Hua Chao opera, such as more step-in, less jump-in, regular rhythm,
and high-frequency signal transmission, can easily weaken [2]. Based on the audio sample
collection of vocal skills, volume, environment, and radio effect, the signal frequency varies,
and a large number of speech signals are piled up in the low-frequency and high-frequency
parts. The low-frequency part of the value gap is the large spectrum tilt (Spectral Tilt). The
speech signal was taken through a high-pass filter method, a differential first-order signal
value to reduce the high-frequency part (high-frequency change position) differential value
and increase the low-frequency part (low-frequency change position) differential value so that
the speech spectrum maintained a stable state (Figure 2, Equation (1)).

y(t) = x(t)− αx(t − 1), 0.95 < α < 0.99 (1)
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Figure 2. Spectrogram of changes before and after the pre-emphasis method.

The voice in Hua Chao opera is simple and healthy, the lyrics are catchy, and the
voice signal changes slowly. The frequency in the voice signal after pre-emphasis becomes
unstable with the change in time, so it needs to be processed in frames. However, the
length of frames must not be too long or short. An excessive length reduces the time
resolution, while a short length aggravates the cost of operation. As the speech signal
sampling frequency was 16 kHz, the standard resolution was 25 ms, and the frame length
of 16 kHz signal had 0.025 × 16,000 = 400 samples (the chart unit is N). As the frameshift in
the speech signal is usually 10 ms, there were 0.01 × 16,000 = 160 samples in the frame [3].
The difference between frame length and frameshift in the overlapping area in the speech
signal, the so-called “frame iteration”, accounted for about 1/3 of each frame, that is,
400 − 160 = 240 samples (the chart unit is M). The main role of the 240 samples was
to maintain the frame number difference. The starting value of the speech frame with
400 sample points was 0, the starting value of the second speech frame was 160, and the
starting value of the third speech frame was 320 (Figure 3). According to this rule, the
frames were divided until the end of the speech signal.

Figure 3. Schematic diagram of frame splitting.

The speech signal of Hua Chao opera is a time series, but the middle domain values
are disconnected when carrying out the frame splitting process, which causes the spectral
leakage phenomenon. Considering the long-time fluctuation of the speech signal and the
disconnection of the endpoints, it is necessary to process its fixed characteristics. Each frame
number is substituted into the Hamming Windows function (Hamming Windows), which
truncates the original speech sample signal with amplitude–frequency to achieve the finite
speech signal and then supplements the continuity of the left end and right end of the frame.
By formulating the out-of-window value of the Hamming Windows function as 0 (based on
Equation (2)), one takes a generic 0.46 and applies the function to each frame number, the
sharp angle in the truncated finite speech signal is blunted, and the waveform amplitude
slowly tapers to 0, thus reducing the truncation effect of the speech frames (Figure 4).

w(n, α) = (1 − α)− αcos
2πn

N − 1
, (0 ≤ n ≤ N − 1) (2)
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Figure 4. Schematic diagram of the Hamming Window function.

After the speech signal is substituted into the Hamming window function, the individual
frames in the signal need to be fast-Fourier-transformed, because the melodic direction of
the Hua Dynasty opera tune is rich and variable. It is more difficult to capture its dynamic
information when the speech signal belongs to the one-dimensional signal. Thus, the time-
domain information cannot be seen as frequency-domain information. Therefore, the speech
signal must be processed and output into a 500 × 20 two-dimensional matrix model group as
the MFCC matrix model generation code (Figure 5). After that, the speech signal is arranged
according to frame, and each frame of speech corresponds to a spectrum using coordinates.
In the horizontal coordinate, the duration and vertical coordinate become the decibels of
the sound, indicating the relationship between frequency and energy. The amplitude of the
speech signal is mapped to a gray-level embodiment, and the amplitude value is proportional
to the corresponding gray area. The larger the amplitude value, the darker the corresponding
area. The display duration of the speech spectrum is increased to obtain a change over time
depicting the sound spectrum of the speech signal (Figures 6 and 7). By doing this, its energy
distribution on the spectrum is obtained, and the influence of frequency points higher than
the sampled signal is removed to make static and dynamic information parameters more
intuitive for the improved robustness of speech signal data acquisition.

Figure 5. MFCC matrix model generation code.
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Figure 6. Fast-Fourier-transform process.

Figure 7. Sound spectrum after conversion.

Since Hua Chao opera is sung in the Zijin dialect and its transcription recognition
is poor, it is important to perform cepstral analysis on speech signals to extract speech
components. The peak resonance peaks on the speech spectrogram carry important sound-
recognition properties, while the smooth curve connecting the resonance peaks is called the
envelope [4]. To better identify the acoustic properties of the speech signal, the envelope
needs to be separated from the peaks using inverse spectral analysis. Considering the
peak as a detail of the spectrum, the horizontal axis is considered as the envelope E of
the low-frequency component, which is considered as a sinusoidal signal with four cycles
per second, giving a peak at 4 Hz on the coordinate axis. The vertical axis is the spectral
detail H[k] of the high-frequency component, which is considered as a sinusoidal signal
with 100 cycles. A peak is assigned to the position of 4 Hz on the pseudo-coordinate axis.
The vertical axis is the spectral detail of the high-frequency component, H[k], viewed as
a sinusoidal signal with 100 cycles per second, and a peak is assigned at 100 Hz on the
coordinate axis (Figure 8).
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Figure 8. MFCC training function process.

Firstly, the multiplicative signal (x[k]) is turned into a multiplicative signal via the
convolution of the two superpositions; then, the multiplicative signal is transformed into
an additive signal by taking the logarithm. Finally, an inverse transformation is performed,
and the additive signal is restored to a convolutive signal, which is returned to the matrix
model to generate a new speech signal model (Figure 9).

Figure 9. Inverse spectrum analysis process.

3. Accuracy testing of speech signal training models

The training model is built on python, and the training set of audio sample data of
the three singing voices collected in the early stage is imported into the model. There are
458 test audio samples of chanting-style singing, 124 test audio samples of fast-singing-
style singing, and 301 test audio samples of traditional-singing-style singing. Then, the
processed training set audio signals are imported into the test model together with the
relevant speech parameters, and the accuracy of a test result is generated in the model
through constant comparison of the two parameters. If the deviation between the two data
is large, the model reverses the transmission to adjust the parameters of the speech layer
until the accuracy rate rises, and the accuracy of the tested speech signal model is 65.1%
(Figure 10 shows the test function and the resulting accuracy results).
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Figure 10. Test function and accuracy results.

2.1.2. Convolutional Neural Network for Classification Processing

In the two-dimensional matrix processing of the speech signal in the training model
and the frequency-domain information processing of the speech signal, the classification
method of the convolutional neural network is integrated by using convolutional fixity to
suppress the multiplicity of the speech signal [5]. The main principle is to input the corre-
sponding speech signal parameters, read the parameters through a layer of convolution,
process the convolved information using pooling, and then perform the same operation as
in the previous step. The secondary processed information is passed into the two neural
layers (fully connected), which form an unusual two-layer neural network layer. Finally, a
classifier is used to connect the layers for classification.

The convolutional neural network is not limited by having to process the input infor-
mation of each pixel. Based on its characteristic of having a batch filter that continuously
rolls over the two-dimensional graph, the information is collected in the graph. The fusion
of MFCC coefficients is used to extract feature parameters and implement classification
processing for each small block of the pixel area in the two-dimensional matrix model.
The fusion enhances the continuity of vocal information in the speech signal such that the
neural network can acquire graphical information, not a single pixel point, and deepens
the neural network’s knowledge of graphical information, allowing the classification and
collation to have an actual presentation.

2.2. Back-End Data Acquisition and Processing Design
2.2.1. Overall Construction of the Back-End Framework

4. Implementation of algorithm scoring function and overall algorithm deployment

The singing evaluation system is based on the testing algorithm of speech recognition
to complete the communication connection between the scoring system and the back-end
port. The standardized speech and the test speech signal are compared and identified based
on melody and number of words. The difference in degree between the two is obtained by
calculating the ratio of the two. The smaller the value of the different degree, the higher the
matching degree. The test data shows that nearly 70% of the test speech signals are higher
than 60 points, of which the average score is 67 and the highest score is 90.

The choice of back-end server is a Linux system, with the use of FTP terminal sim-
ulation software (v5.0.1221). With nohup background running services, the unit is used
in the form of numbers instead of singing feedback comments. Different values represent
different singing feedback comments. These parameters are requested for the audio path of
the server to access the relevant score and numerical parameters, and finally, the prediction
results are returned to the WeChat applet via HTTP to achieve data communication.
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5. Overall back-end deployment

The core part of the back-end development is to open the communication with the
algorithm related to singing assessment, the processing of the audio reception path, and the
collection of different types of singing learning data and answering data from local users
to link the system-affiliated functions. The specific implementation process includes three
core modules: the data-collection module, the data-analysis module, and the data feedback
module. The data-collection module collects users’ audio data and historical behavior
record information, including scoring parameters of singing voice learning, feedback
parameters, question quantity, and accuracy rate for questions. The data-analysis module
starts the MFCC algorithm deployed on the server to analyze the audio and answer data set
output by the data-collection module. The data feedback module analyzes the information
dataset traversed by the module, stores it in the MySQL database twice, and returns the
response results to the application-side display on the WeChat applet through the path. At
the same time, the API interface is called to obtain the user login name, school, and other
identifying information to build the user experience record dataset.

2.2.2. Front-End and Back-End Data Communication Implementation

The whole front-end and back-end communication-implementation method is mainly
divided into three steps. The front-end logic is to build the official API in the applet: wx.
request () interface, direct calls js logic function. Then, the back-end server receives and
processes the request passed by the front end. In the process of returning the response data,
it runs the web framework program derived from Flask under python to handle network
reception and sending and other behaviors. The background interface accesses the database
and the database-related data, which are returned to the front-end through JSON format
and the final front-end HTML for the display of feedback results.

3. Singing Voice Evaluation System Test

The carrier of the Heyuan Hua Chao opera singing-evaluation system is the WeChat
applet, and the hardware environment to test the system is Android and iOS. The test
included functional and performance tests of the applet. The functional test of each module
meets the business requirements and the expected results. The system’s performance test
is carried out for the applet’s response time, concurrent users, throughput rate, business
success rate, error rate, thinking time, and system resources. The performance test report
shows that the maximum concurrent access results in 1 s include an access-success rate of
100% for 80 users, and the system is running stably. CPU memory occupation is not more
than 50%, and the number of errors reported in a 1 s response time is 0. This shows that the
Heyuan Hua Chao opera singing-assessment system runs normally and stably.

4. Conclusions

At this stage, the Heyuan Hua Chao opera singing assessment system has been
put into use normally, named “Zhaohua opera”, from the harmonic sound “Dawn Blos-
soms Plucked at Dusk”. The main interface comprises a practice, competition, list, and
four functional modules (Figure 11). Through the interaction logic of the video-learning–
user-recording–audio-playback–system-operation–feedback, it aims to convey the core
educational functions of system singing-voice selection, singing-voice experience, and
singing-voice feedback. It has the advantageous features of noise resistance, robustness,
and accuracy, and users conduct independent learning and receive real-time feedback,
which is practical and agile. Traditional opera is a content provider and a content dis-
seminator. By using new media such as WeChat applets, we can expand the scope of the
audience and the group base of Hua Chao opera for its survival. At the same time, support
for future generations with a database of audio samples of Hua Chao opera is required to
inspire more scholars to think about the path for the preservation and dissemination of
traditional opera culture.
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Figure 11. Core UI interface of “Zhaohua opera” (the language is set to Chinese).
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Abstract: Over the past years, online payments or cloud-based payments have significantly increased
around the globe. Cloud-based payment systems (CBPS) are more involved in the payment process
due to their convenience and flexibility. Although CBPS offers obvious benefits, their adoption
rates among Australian users are comparatively lower compared to those in other countries. People
are dissatisfied with current payment methods or are unaware of the advantages of CBPS. Using
the technology acceptance model (TAM) with perceived ease of use and perceived usefulness, a
qualitative research method was applied through semi-structured interviews to collect data from
20 consumers in Australia. The findings pointed out an appreciation for security features such as
two-factor authentication and cutting-edge technologies. The banks were trusted by Australians,
but a lack of education and additional fees on digital payment platforms were sources of concern.
In the context of CBPS, it was observed that electronic devices were easy to use and proved to be
useful. Service providers need to improve security measures and implement innovative technologies
to enhance user privacy and prevent fraudulent activities. Overall, Australians expressed satisfaction
with their banks; however, there are opportunities for enhancement, particularly in bolstering security
measures and providing education on emerging payments options.

Keywords: CBPS; cloud-based payment systems; consumer satisfaction; security; price value; per-
ceived ease of use; perceived usefulness; trust; TAM; technology acceptance model; Australia

1. Introduction

The development of technology has significantly impacted traditional payment sys-
tems, leading to the advent of innovative methods such as contactless payments and online
banking [1]. This has resulted in a reduction in dependence on cash transactions, moving
towards a cashless system. Several studies [2–4] have shown a notable decline in cash
transactions and an increased preference for electronic payment methods. Cash is only
used for a small portion for daily transactions, mostly for payments of small amounts [5].
The decline in cash use can be attributed to the growth of e-commerce, which provides con-
sumers with more electronic payment options [6,7]. Technologies such as cloud computing
and mobile technology have transformed the modes of commerce transactions, making
it easier for businesses and consumers to conduct transactions [8]. By leveraging these
technologies, banks increase their profits and gain a competitive advantage [9].

The widespread use of the Internet and mobile technology has also contributed to the
development of online banking and digital payment systems [10]. In this sense, cloud-based
payment systems (CBPS) are gaining extensive popularity as they enable the acceptance
and processing of payments through the Internet instead of physical devices [1]. CBPS
offers customers ubiquitous and diverse payment options, allowing individuals to use
any mobile device at any time and location [11,12]. However, despite the advantages of
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CBPS, Australians use it at a lower adoption rate compared to other countries [13]. This
indicates that users are either dissatisfied with existing payment systems or are unaware of
the benefits of CBPS [12].

This study was carried out to examine the impact of security on user satisfaction
with CBPS. We explored the technology acceptance model (TAM), integrating security
as an external variable alongside the key factors of perceived ease of use and perceived
usefulness. Additionally, trust and price value were added to the model as constructs
given their recognition in prior research as significant factors influencing the acceptance of
CBPS [1].

2. Literature Review

Satisfaction plays a pivotal role in assessing the overall experience of shopping or
using a service or product [12]. It is a critical construct influencing long-term consumer
responses [12]. User satisfaction encompasses the emotional responses, expectations, and
attitudes that individuals have regarding the high-quality service delivered by providers
through various interactions [1,14]. It essentially reflects the level of pleasure derived
from perceiving exceptional service [15]. Given that user satisfaction significantly impacts
the continued usage of information technology [16], banks and financial institutions are
meticulously monitoring key areas such as security and privacy. As financial institutions
offer comparable products and services, it becomes crucial to differentiate and consider
customer preferences to enhance user satisfaction with the provided services [17].

2.1. Constructs

The primary focus of this study was placed on TAM, a widely employed framework for
forecasting the acceptance of technology and its determinants [1,12]. TAM comprises four
components: attitude towards use, actual system use, perceived ease of use, and perceived
usefulness [1,18]. Nonetheless, in this investigation, only two primary constructs (perceived
usefulness and perceived ease of use) were utilized, alongside other factors such as security,
trust, and price value. Through this methodology, the study explored the influence of these
additional variables on users’ intention to embrace new payment systems. While prior
studies delved into diverse aspects involving users, merchants, banks, and providers [1]
affected by technological evolution and study duration, our focus predominantly centered
on consumers.

2.1.1. Security

The concept of security is to protect personal information and ensure its confidentiality,
integrity [19], authenticity, and non-replicability [20]. User perception of security is crucial
in e-payment service providers’ ability to safeguard sensitive data [21]. With the increase
in e-commerce and, as a result, the growth of CBPS interactions [12], technology is being
used to detect and prevent fraud [22], which has become more prevalent due to the lack of
face-to-face interactions [23]. In this context, technology has become an essential tool in
combating fraud and ensuring the security of e-commerce transactions [24,25].

2.1.2. Trust

Trust is crucial in payment systems, serving to authenticate monetary systems and
ensuring confidence in the fulfillment of obligations by involved parties [1,7]. Trust plays a
significant role in risky financial transactions, particularly when users are vulnerable to
financial loss [26]. Research in Singapore [27] and China [28] highlighted the importance of
trust in mobile payment adoption. The process of trust is dynamic, evolving from the initial
establishment of trust to the ongoing development of trust over time [29]. Continuous trust
is based on the performance of artificial intelligence and its ability to serve its objective [29].
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2.1.3. Perceived Usefulness

The term perceived usefulness (PU) is characterized by an individual’s belief that
their performance at work will be improved through the utilization of a particular sys-
tem [17]. This belief is an important construct in TAM, explaining the acceptance and
use of technology by users [17]. Extensive research has delved into PU, establishing it as
a pivotal element in TAM, with multiple studies showcasing its beneficial influence on
the acceptance and adoption of technology by users [1]. Its relevance extends to online
environments, illustrating how a particular technology can assist individuals in attaining
their desired outcomes [30]. Furthermore, PU positively impacts acceptance and adoption
by enabling individuals to discern the prospective advantages of employing a financial
transaction platform [31].

2.1.4. Perceived Ease of Use

Perceived ease of use (PEOU) refers to an individual’s perception of the minimal
effort required when utilizing a specific system [18]. It holds significance in embracing
emerging technologies [1], playing a crucial role in influencing consumers’ acceptance
of technology [32]. The assessment of PEOU revolves around evaluating how systems
contribute to accomplishing tasks, enhance output, improve overall execution, and optimize
effectiveness [33]. PEOU is influenced by both the concrete benefits of using technology
and the act of utilizing it [6].

2.1.5. Price Value

Price value is the exchange value that users make between the perceived advantages
of an application and its associated economic expenditures [26]. This exchange reflects the
concession users make between the costs and benefits of using the application [34]. Besides,
when development does not consider values, each demand is viewed as equally important,
leading to a product with numerous important features that may not offer substantial
benefits to the overall consumer base [35].

2.2. Proposed Conceptual Research Framework

We used TAM by incorporating three new constructs including security, price value,
and trust to investigate the impact of security constructs on other variables (trust, PU,
PEOU, and price value) and assess the influence on user satisfaction. We analyzed the
security construct from an organizational perspective. Security constructs are widely
utilized by organizations globally for anti-fraud measures, risk management, anti-money
laundering initiatives, and identity verification [36]. Figure 1 illustrates the proposed
conceptual research framework:

Figure 1. Proposed Conceptual Research Framework.
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3. Research Method

Semi-structured interviews were employed as a qualitative approach to collect infor-
mation from users of the CBPS in Australia. The data were collected from 20 Australian
participants, 18 years old or older, who fully responded to the semi-structured interviews.
We conducted interviews, recorded the content, and transcribed it. The transcripts were
meticulously examined and categorized. Open coding was employed to analyze the com-
bined constructs within the theoretical framework.

Following the collection of qualitative data through semi-structured interviews, con-
tent analysis was employed to scrutinize the acquired information. Content analysis is a
systematic and impartial method that condenses words into a smaller number of categories
based on their content to delineate and measure research issues [37]. The interpretation of
the findings took into account the social context of every interview environment [6]. The
primary aim of content analysis is to objectively and systematically classify and analyze
information in order to derive valuable insights and draw conclusions [1,38]. Hence, the
manual coding process was employed to analyze the qualitative data gathered from each
interview. This involved considering the participant’s exact words to comprehend the
importance of each research question. This approach was chosen to prevent any potential
oversight of data patterns that automated coding systems might encounter.

4. Data Analysis

Most consumers prefer using debit cards for in-store payments. When it comes
to online payments, debit cards are still popular, followed by credit cards and PayPal.
Customers also use their debit cards on mobile phones. While a considerable number of
consumers opt for desktop computers when making online payments, there is a segment
that favors the use of mobile phones. Computers are considered practical, safe, and time-
saving by most consumers. However, several individuals felt nervous about making
payments over the Internet due to potential issues it may present. C6 hesitates to employ
electronic devices for payments, citing concerns about potential errors and a lack of fully
grasping the procedure. Security concerns were common among consumers, including C17.
Nevertheless, consumers such as C1 expressed a willingness to engage in online payments
after gaining greater familiarity with the process.

4.1. Security

Participants were presented with statements and a security question. The first state-
ment asked about the safety of electronic payment methods in Australia, with most par-
ticipants expressing their willingness to use them if assured of security. Several believed
security had to be the responsibility of both companies and the government, while others
acknowledged the inherent risk in all payment methods. The second question inquired
about security measures provided by Australian financial providers, with the majority ex-
pressing confidence in their banks’ measures, such as two-construct authentication. Several
participants had positive experiences with additional security layers, while others sug-
gested that banks should consider improvements such as facial recognition. When asked to
prioritize security and cost, participants prioritized security over cost, being willing to pay
more for a secure payment method.

4.2. Trust

The following set of questions pertained to consumers’ trust in CBPS (Appendix A).
The majority of participants (18) trusted their banks, while two participants (C4 and C17)
did not. C4 had issues with extra fees charged by banks, while C17 felt compelled to trust
financial service providers due to government and organizational influence. Regarding
trust in mobile devices for payments, the majority of participants expressed a favorable
attitude towards their use, but reported infrequent utilization. Factors contributing to this
included a lack of awareness (C6) and understanding of device features (C1), concerns
about the loss of control (C3), and gadget malfunctions. However, several participants
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appreciated features such as such as two-factor authentication, facial recognition, and
fingerprint recognition. The third question focused on the impact of family and friends on
trust in emerging digital payment methods. The majority of participants (13) disagreed,
citing it being the first opportunity in their family to experiment with new technologies (C12
and C13), convenience (C20), and a preference for making their own decisions (C20). On
the other hand, seven participants concurred, expressing a hesitancy to be early adopters
in trying out new services (C10) and preferring to trust methods endorsed by family or
friends (C3).

4.3. PU

When questioned about the usefulness of electronic devices for paying bills (Ap-
pendix A), all respondents expressed agreement that computers contribute to the con-
venience of their daily routines. One respondent (C1) emphasized that digital gadgets
empower them to complete various tasks from the comfort of their homes, rendering them
particularly valuable. Furthermore, C20 asserted that digital gadgets prove particularly
beneficial for individuals who are frequently on the move or have hectic schedules, as
they streamline the process. C8 highlighted the discomfort associated with conventional
banking strategies, pointing out that the time and effort involved in physically visiting
financial institutions and waiting in line can be extensive. Finally, C7 emphasized the expe-
diency of digital devices as a quicker and more efficient alternative, resulting in substantial
time savings.

4.4. PEOU

When asked about the ease of using electronic devices (Appendix A), all participants
responded that they were user-friendly. Three participants (C13, C15, and C16) acknowl-
edged that, despite not being tech-friendly, managing payments using digital gadgets
was achievable. C14 noted that individuals might make mistakes when first learning to
use electronic devices, but the majority of financial institutions assisted with any issues.
One participant, C10, mentioned that electronic devices were usually designed to be user-
friendly and had self-help or click-on buttons to assist people, while C15 emphasized that
the only obstacle involved adjusting to the digital tools and being receptive to its usage. Fi-
nally, C18 proposed that users facing challenges with technology could encounter difficulty
in operating electronic devices, whereas those with greater technological familiarity likely
found it effortless.

4.5. Price Value

When asked about the possibility of customers being open to paying higher fees
for financial services incorporating cutting-edge technologies such as cloud computing
and artificial intelligence to protect their privacy and detect fraud, just over half of the
participants (C8, C9, C10, C11, C12, C13, C14, C15, C16, C17, and C18) disagreed with the
statement. Several cited reasons such as believing it was just an excuse to charge more
money, that these companies already make a lot of money, and that protecting customer
information is just part of doing business. On the other hand, 9 participants stated that
they would pay more for better data privacy protection, as long as the cost is not extreme
and only a small percentage of their transactions. One participant was unsure about the
cost, and another noted that the services were currently free.

4.6. User Satisfaction

The final section of the study included a set of five questions (Appendix A) regarding
user satisfaction. In the first question (security), all participants expressed contentment
with their bank’s security protocols, as they had not experienced any difficulties. Several
reasons were provided, such as the highly regulated nature of the financial services sector
in the country (C15), the use of secure browsers by banks (C2), and the financial incentive
for banks to maintain strong security measures to prevent financial losses (C4). However,
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participant C18 indicated that there is still potential for enhancement. They specifically
mentioned implementing two-construct authentication and biometric measures such as
facial recognition and fingerprint identification to enhance customer data security further.

For the second question (trust), most participants (16) expressed agreement with
the satisfactory performance of their banks. However, C2, C3, C4, C5, and C8 expressed
uncertainty about this claim. One participant (C1) emphasized the importance of financial
service providers making every effort to protect customers. C3 stated that, although they
are not completely certain, they must trust that their financial institutions deploy the best
technology to secure their accounts. On the other hand, C2 argued that there is no definite
way to know. C11 disagreed and mentioned that determining if banks are using the latest
technology is challenging but they still use the services regardless.

In the third question (usefulness), all participants agreed that CBPS is convenient
and useful. Responses ranged from ‘really useful’ to ‘extremely useful’ and ‘convenient’.
One participant mentioned that they would not want to go back to the previous method
of payment as it was much more convenient now. Several participants pointed out that
they do not need to physically go to the bank anymore, and everything can be conducted
through their computer or mobile phone. While CBPS is considered safe and easy to
use, one participant still felt hesitant and preferred handling things over the phone due
to concerns about information security due to the lack of security and the potential for
someone to misuse their information at any time.

In the fourth question (easy to use), the majority of participants (19) agreed with the
question and gave reasons such as it being fairly easy to use (C1 and C14), relatively user-
friendly (C5, C18, and C20), and relatively self-explanatory (C20), stating that with the apps,
they could use services while they were outside (C2). The services can be accessed from
almost anywhere, making it much easier. However, C3 responded that it was complicated,
but admitted to not being tech-friendly and usually requiring assistance in understanding
how to use it.

For the last question (price value), the majority of participants (16) believed that the
amount of money they paid for the financial services offered by their banks was reasonable.
C14 said that, while they would like to pay less, they believed that the services provided
were fair considering the costs incurred by banks. C15 stated that they were unaware of
the cost but assumed that it must be fair since they did not notice it. However, C3 and C6
disagreed with the statement, with one participant saying that banks make a lot of money
while providing the same services at a higher cost. C5 and C15 did not know how much
they paid for the services, while others (C8, C11, and C12) believed that they paid little for
them. C8 stated that it was almost free. One participant (C11) believed that the cost was
competitive but not necessarily fair.

5. Findings and Discussion

Most Australian consumers prefer using debit cards as their primary mode of payment,
with credit cards and Paypal ranking next in preference. Although cash continues to be
employed for transactions, desktop computers take precedence as the preferred device for
online payments, followed by mobile phones. However, consumers avoid using electronic
devices due to concerns about potential issues and financial costs. In terms of security,
participants felt secure with their bank’s security procedures, especially with two-factor
authentication. Several participants did not mind paying more for added security. However,
it was suggested that banks improve security by using biometrics such as face recognition
or fingerprint identification for online purchases instead of relying on passwords.

Regarding trust, most participants had confidence in their banks and did not complain.
However, they were concerned about the additional charges imposed by financial institu-
tions and governmental pressures advocating for opening a bank account. The participants
generally trusted mobile devices for payments, but their use was limited due to a lack of
education. Better demonstrations of features could increase usage, but they were concerned
about losing control and device failures. Critical security protocols, such as two-step verifi-
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cation, fingerprint identification, and facial recognition were required. Family and friends
significantly influenced the adoption of innovative digital payment methods.

Concerning PU, all participants agreed that electronic devices proved advantageous
for bill payments due to their convenience, enabling payments to be made from home or
while traveling. Besides, electronic devices eliminated the need for daily visits to financial
institutions and to endure long queues, thereby saving time and facilitating faster decision-
making. For PEOU, participants unanimously agreed that the digital gadgets were simple
to learn (meaning easy to use), even for individuals not highly proficient in technology, such
as bank support customers. Electronic devices were user-friendly, with self-help options
and intuitive buttons. However, the necessity of technology in payments and the ease of
using these devices was found to be affected by proficiency in technology use. Those who
were comfortable with technology found it simple to use, while those who struggled with
it found it challenging.

In terms of price value, financial service providers utilized advanced technologies,
including cloud computing and artificial intelligence, to detect fraud and enhance customer
privacy without imposing additional charges. Safeguarding customer data was a crucial
aspect of banking, and a significant number of customers were willing to contribute a small
amount for enhanced privacy protection.

Regarding consumer satisfaction with financial service providers in Australia, partici-
pants generally expressed contentment with the security features implemented by their
financial institutions. However, they recommended additional improvements, such as
the incorporation of biometric measures and two-step verification. Most survey respon-
dents expressed trust in their financial institutions’ utilization of advanced technologies to
safeguard their information and deter fraudulent activities. Although many respondents
pointed out CBPS as convenient and beneficial, concerns emerged regarding data security
and the complexity of the system. In general, the majority of participants felt that the fees
associated with financial services were fair, although there were dissenting opinions among
some individuals.

6. Managerial Implications

TAM was revised in this study to evaluate the satisfaction levels of consumers who
used CBPS. The updated model included four new elements that measure how satisfied
the consumers are with the system. The outcomes of this investigation provided useful
information for businesses and organisations operating in the payment system, offering
potential practical guidance and strategic direction. The findings of the study suggested
that financial institutions improve electronic payment systems, offering biometric measures
for security, providing better education and transparency to increase usage and trust, invest-
ing in user-friendly technology, advanced security measures, and exploring the impact of
friends and family and information security concerns on consumer satisfaction. Addition-
ally, the importance of improving electronic payment systems was emphasized to keep up
with the increasing demand for cashless transactions. Furthermore, potential benefits were
highlighted for both consumers and financial institutions, such as increased convenience,
cost-effectiveness, and security. We also acknowledged the challenges associated with
implementing and maintaining these systems, such as ensuring user privacy, addressing
technology literacy gaps, and mitigating fraud risks.

7. Conclusions

In this study, we provided consumers’ insights into payment preferences, security,
trust, PU, PEOU, price value, and satisfaction with Australians banks. The results indicated
a preference for debit cards as the primary mode of payment, with credit cards and PayPal
coming afterward. Cash is still in use for minor transactions. Personal computers were
the favored choice for online transactions, and participants emphasized the importance of
security features like authentication and biometrics using advanced technologies. While
participants expressed confidence in their banks, concerns were raised regarding additional
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fees and insufficient knowledge regarding the utilization of mobile payments. Nevertheless,
electronic devices were regarded as easy to use, convenient, and useful. Financial service
providers are urged to enhance security measures and adopt advanced technologies to
prevent fraudulent activities and safeguard user privacy, all while minimizing additional
costs for consumers. Overall, the majority of participants expressed satisfaction with their
financial institutions, although there is potential for improvement, especially in bolstering
security measures and offering guidance on emerging payment methods.

There were some constraints to consider in this study. In terms of geolocation, the
participants were recruited only in one region (NSW) of Australia. The queries were
formulated to capture precise information, leading to a restricted scope. The possibility
of sampling bias arises due to the challenge of interviewing every representative across
demographic categories such as gender, income, age, and education. Additionally, social
desirability bias may be present, as some participants might be reluctant to disclose in-
formation, leading to socially desirable responses. Finally, these biases can constrain the
accuracy of the collected data, influenced by the body language, beliefs, or assumptions of
the participants.

To address the gaps in the current literature, further studies are required to explore the
personal characteristics of consumers. Additionally, it is essential to conduct comparative
studies spanning various regions and countries to explore both the similarities and differ-
ences related to geographical location and culture. Furthermore, a more comprehensive
investigation into constructs such as trust, education, and influence from social networks
that affect the adoption of electronic payment methods must be conducted. Additionally,
a comparative study is needed to compare the efficacy of biometric measures such as
facial recognition or fingerprint identification for online purchases with traditional security
measures such as PIN codes and passwords. Moreover, it is necessary to explore the effects
of service quality improvements on customer satisfaction and willingness to pay. Finally,
further investigation is required to understand how technology affects pricing in financial
services to identify the elements that influence the expenses linked with the adoption of
new technological advancements.
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Appendix A

Questions for the semi-structured interviews—Consumers

(1) What’s your preferred method to make payments (cash, cheque, debit cards etc.)?
(2) What do you think about making payments using electronic devices (desktop com-

puter, mobile phones etc.)?

Constructs

• Security
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(1) I would pay my bills from consumers’ electronic devices (desktops, mobile
phones, etc.) if I feel that it is safe (meaning secure) to do so. What do you
think about this statement? Why? [1,39]

(2) Do you think that the Australian financial service providers offer good secu-
rity measures (e.g., PIN, passwords, etc.) to protect your privacy and data
confidentiality? Why? [7]

(3) Security rather than cost is more important to me when it comes to adopting a
new payment method. What do you think about this statement? Why? [40]

• Trust

(1) Do you believe that the service provided by my financial service provider is
trustworthy? Why? [1,6]

(2) Do you trust in mobile devices to make payments? Why? [1,7]
(3) If none of my friends or relatives had used any of the cloud-based services

(Internet banking, mobile apps, etc.) provided by Australian financial service
providers, I would not trust in it. What do you think about this statement?
Why? [1,41]

• Perceived usefulness

(1) I think that paying bills using electronic devices (e.g., desktops, mobile phones,
etc.) is really useful. What do you think about this statement? Why? [1,42]

• Perceived ease of use

(1) Do you think that the use of any of the cloud-based payment methods (elec-
tronic payments, mobile payments, mobile banking, etc.) is ease of use and
simple to learn? Why? [1,6]

• Price value

(1) I would pay more for services provided by my financial service provider if I
knew that it is using the latest technology (e.g., artificial intelligence, cloud
computing, etc.) to protect my privacy and detect fraud activities. What do
you think about this statement? Why? [1,43]

• User satisfaction

(1) I am satisfied with the security measures that financial service providers offer
in Australia. What do you think about this statement? Why? [1,15]

(2) I trust that financial service providers have been using the best technology
available to detect and protect my privacy, as well as avoid fraud activities.
What do you think about this statement? Why? [1,44]

(3) Do you think that payments using the CBPS, offered by my financial service
provider, is really useful and convenient? Why? [1,15]

(4) Do you think that payment using the CBPS, offered by my financial service
provider, is user-friendly (meaning: ease of use)? Why? [1,15]

(5) I believe that the price I have been paying for the services provided by my
financial service provider is fair. What do you think about this statement?
Why? [1,15]
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Abstract: Taiwan is the fourth most urbanized country in Asia, where the urban spatial structure
of high-rise and density hinders urban ventilation. Studies have proven that opening buildings
reduce the area of windward surfaces, which can effectively mitigate the urban heat island effect
and disperse pollutant accumulation. Until now, most researchers have discussed the differences in
heights and sizes of openings in the opening buildings, but few discussed the influence of opening
patterns on urban ventilation. Thus, we set the building unit to 30 × 30 m with 160-m height with
the opening height as tall as 0.45 times the building height and a 9% opening rate, distributed in
6 × 6 ideal city configuration Four cases (case A: no opening, case B: middle square, case C: right
square, and case D: middle rectangular) with different arrays of opening buildings were compared
with ANSYS Fluent v18 to simulate the wind environment and NO2 pollutants. The results showed
that the opening building improved the permeability of street ventilation and air circulation, which
greatly increased the wind speed at a height of 72 m. The distribution of pollutants was affected
by the distance from the pollution source and the width of the street. Pollutants were gradually
dispersed as the height increased. Case D of a long-narrow rectangular opening (adjacent to the
pedestrian floor) and the venture effects formed eddy currents above and below the opening, which
effectively improved the ventilation in the street canyon. Therefore, it had the best wind speed on the
pedestrian level among the cases. The wind speed of the 72 m-high floor was much higher than that
of case A, and the vortex generated by the airflow flowing through the opening in the street canyon
increased the diffusion effect of pollutants. Overall, the opening building with a rectangular opening
was the optimum solution in terms of wind speed improvement and pollutant removal. In addition
to the opening design in the building facade, it is recommended to provide sufficient open space to
improve air circulation in the building block and disperse pollutants.

Keywords: high-rise opening building; urban street canyon; traffic pollutant (NO2); CFD analysis

1. Introduction

Major cities are gradually developing into compact cities to respond to urbanization,
increase population carrying capacity, and maximize land use. High-density development
in compact cities challenges urban growth, planning, and design. For example, the wall
effect formed by high-rise buildings easily hinders urban ventilation and makes it difficult to
discharge pollutants. Long-term exposure to pollutants can be harmful to health. Nitrogen
dioxide can easily cause diseases such as macular degeneration, diabetes, asthma, and
fetal heart disease, and its concentration is positively correlated with the incidence of
COVID-19 [1]. Therefore, we explore the impact of NO2 on the urban environment.

Ventilation problems and pollutant accumulation are the inevitable results of high-
density living and urbanization in developing countries [2]. High-rise buildings block wind
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flow, and areas with no wind and weak wind are prone to heat and pollutant accumulation.
Therefore, the wind corridor design has been implemented in many countries recently.
However, it is not easy to re-plan the urban air corridors in densely built cities, so the
opening buildings conducive to urban ventilation have gradually received attention [3]. In
the past, the research on opening buildings mainly focused on the structure of building
mass and the reduction of wind resistance [4–6]. The related research still focuses on the
simulation of the opening building’s opening rate, height, and street aspect ratio [3,7,8].
There is a lack of relevant research on the impact of different opening types of opening
buildings on urban microclimates.

In this study, ANSYS Fluent v18 was used to simulate the wind environment and
pollutants and to discuss the influence of four openings on the diffusion of NO2 pollutants
in street canyons. We referred to the ideal city 6 × 6 configuration of Li et al. [9], and the
building units were set to be 30 × 30 × 160 m. The research is carried out as follows:

(1) Comparing the wind speed distribution at the pedestrian floor (1.5 m) and the
upper floor (72 m) of the four buildings with different openings

(2) The pollutant diffusion distribution of four different opening types of high-rise
buildings at different heights (1.5, 30, and 61.5 m) was compared.

2. Literature Review

2.1. Relationship between Cities of Different Densities and Urban Wind Environment

Due to the limited land resources in urban areas, the buildings gradually become high-
rise and high-density. High-rise buildings hinder urban ventilation, quickly generate strong
winds, or affect air circulation. Strong winds have an impact on pedestrian wind fields and
safety [10], and areas with no wind and weak wind are prone to heat accumulation and
pollutant accumulation. This affects the pedestrian wind field. For compact urban areas,
urban design planning can effectively enhance urban wind energy potentials changing
urban wind conditions by adjusting urban density, street width, building geometry, and
layout can affect [11]. The joint research report of the Institute of Architecture of the
Ministry of the Interior [12] pointed out that the air corridor can effectively use the wind’s
ability to regulate heat to cool down the urban high temperature, improve the quality of
the living environment, and reduce the accumulation of harmful pollutants. Owing to the
importance of wind corridor construction, many countries have successfully implemented
urban ventilation corridors such as Vauban, an ecological community in Freiburg, Germany,
the draft axis planned for Tokyo Bay, and the construction of five urban ventilation corridors
in Munich, Germany. According to the research, the wall effect formed as a result of high-
rise buildings affects the urban wind environment. At the same time, trees and objects
cause secondary interference [13]. Tsai [14] selected street profile samples in Kaohsiung’s
city center and pointed out that the composition of the urban wind field is closely related
to the street profile form.

The increase and decrease in wind speed have different effects. However, the building
height has the most significant impact on improving the road ventilation effect which
creates the urban heat island effect and the impact on ventilation efficiency. Research by
the Institute of Architecture of the Ministry of the Interior [15] pointed out that high-rise
buildings create obstacles to the wind field, which changes the state and speed of the
airflow around the building, forms a massive obstacle to the airflow, and results in an
undercut, shrinkage, channelization, vortex, and angle. Flow, wake, shading, and cross-
window effects of the strong wind generated by this effect affect the safety and comfort of
pedestrians. Lin [16] studied the effects of different building heights, building densities,
and ambient wind directions on the urban canopy (UCL) ventilation and used the removal
flow rate (PFR) and air exchange rate (ACH) to evaluate the building. The height change
increases the airflow around high-rise buildings but reduces the ventilation effect near low-
rise buildings. Mei et al. [17] proposed that lower building density can improve ventilation
efficiency. Better ventilation performance can be obtained in compact urban development
by reducing frontal area density or building number. Luis [18] analyzed the influence of
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different urban types on the thermal effect. He pointed out that when the building group
coverage rate is 30−40%, the city’s environmental impact and external trade-offs can be
well balanced.

2.2. Impact of Air Pollutants in Urban Areas on Wind Environment

Various types of waste discharge make the amount, concentration, and duration of
smoke and harmful gases in the atmosphere reach a certain level and cause a significant
burden on the environment, known as air pollution [19,20]. The main factors affecting the
diffusion of pollutant PM2.5 in cities are microclimate, including temperature, wind speed,
wind direction, and air pressure [21]. The frequent industrial and commercial activities and
the development of high-rise and high-density buildings caused by the urban high popu-
lation density change the city’s original environmental wind field. Studies have pointed
out that improving air quality is not only to suppress the emission of pollution sources
but also to effectively improve the urban ventilation environment through urban planning
and architectural design—influence [3,7,16]. The ventilation effect also becomes different
under the urban development patterns of different densities (street pattern, building height,
and building density). If the street pattern becomes more mixed-used and the density
increases, the polluted area becomes enlarged, and the permeability reduces. The higher
street network space is conducive to the diffusion of pollutants due to its better ventilation
effect. When the street’s height-to-width ratio (H/W) increases, the street’s closedness
is enhanced with the relative increase of the street-side buildings’ height and seriously
hinders the diffusion of pollutants. In the case of poor ventilation efficiency, it is easier to
cause pollutants to accumulate, and the increase in building density reduces air circulation
and makes it difficult for pollutants to diffuse [21].

2.3. High-Rise Opening Building

In recent years, in response to the dense population generated by rapid urbanization
in Taiwan, environmental factors such as the landscape, building mass, configuration, and
street layout in the city have gradually developed towards high-rise and high density, which
hurts the original wind field of the city. Obstacles disturb the airflow and generate strong
winds or no wind areas between the streets, which aggravate environmental problems such
as the heat island effect and pollutant accumulation and seriously affect the pedestrian
wind field and human comfort. They also influence the urban wind field and excavate its
potential wind energy in the urban street profile to prevent achieving the goal of sustainable
development.

For the study of the relationship between opening buildings and urban pollutant
emissions, Hang et al. [22] confirmed that in high-rise compact urban areas, changing the
proportion of buildings and open spaces and the height of building volumes increases the
air permeability and affects the wind speed of the urban canopy. Research on high-rise
opening buildings is divided into two parts.

One of them is the research and analysis of the building structure. For example, Li
et al. [21] found that after openings were installed in high-rise buildings, the distribution
law of floor wind became different and reduced the wind load of the building mass. Zhang
et al. [4] pointed out that setting openings reduced the overall average wind load on
buildings. However, it does not mean that the larger the opening, the more significant the
reduction in wind load. Opening in the upper part of the building is beneficial to reduce
the bending moment of the foundation while opening in the middle and upper part is more
effective in reducing the average wind load. Xia et al. [5] studied the influence of wind
characteristics on high-rise buildings with openings of different heights. They proposed
that the wind speed must be the highest for the slit effect to be formed in the opening. The
wind direction and the base bending moment have an influence, too. When the opening
is located at 0.65 h, the lateral wind pressure coefficient is smaller, and the base bending
moment decreases the most. Thus, opening at 0.65 h is the most favorable. Chen et al. [5]
conducted a rigorous model force test on a high-rise opening building (0.5 and 0.85 h).

676



Eng. Proc. 2023, 55, 90

The results showed that the upper opening is better than the lower opening in reducing
the average bending moment of the substrate, and the larger the opening ratio, the more
obvious the effect.

The second is a study on the impact of high-rise opening buildings on urban microcli-
mate. Fourteen groups of plans were analyzed for the improvement benefits of high-rise
opening buildings and the distance between adjacent buildings in the urban environment.
For example, Chen [3] discussed the relationship between open high-rise buildings and
the distance between different adjacent buildings. Li [7] discussed the effects of differ-
ent openings (13.5, 9, and 4.5%) and opening heights (68 and 36 m) on the urban wind,
temperature, and pollutant concentration. Yeh [8] designed a total of twenty simulation
cases based on different building and street space forms (height of openings, street aspect
ratio, and building orientation) and planting configuration (green coverage). Furthermore,
he discussed the impact of different architectural design cases on the urban microclimate.
Voordeckers et al. [23] aggregated more than 200 studies covering different configura-
tion variables (street canyons, buildings, and in-canyon configurations). Nineteen urban
planning strategies were formulated to adjust for different building forms (Table 1).

Table 1. High-rise Opening Building cases.

Legend

    

name Hysan Place South Korea
Amore Pacific OUE Twin Peaks Baohui

Qiuhonggu

year 2012 2017 2015 2015

high 36F.4B/204 m 22F.7B 35F 41F.4B/160.98 m

opening Multiple
rectangular middle square right square middle

rectangular

address

500 Hennessy
Road, Causeway

Bay, Wanchai
District, Hong
Kong Island

Yongsan District,
Seoul, South

Korea

33 Lianni Hill
Road, Singapore

No.166, Shicheng
North 6th Road,
Xitun District,
Taichung City,

Taiwan

From the above literature review, it is known that high-rise opening buildings have a
significant effect on urban ventilation. However, in the past, research mainly focused on
the building structure, bending moment, and surface wind pressure. The relevant research
on the impact of urban microclimate still carries out numerical simulation analysis on the
air penetration height, air penetration opening ratio, and the same building height. Thus, it
is necessary to explore the impact of different opening patterns in high-rise buildings on
urban wind fields and NOx emission study as shown in Table 2.

677



Eng. Proc. 2023, 55, 90

Table 2. Different patterns high-rise open-building Simulation program.

Single Building Multiple Building 10*9Array Building

 
 

Three Openings [4] Multiple Openings [24] Single Opening [3]

   
Single Opening [5] Multiple Openings [25] Single Opening [7]

3. Research Design

In this study, ANSYS Fluent 18 is used to simulate operations with CFD. The required
spatial boundary range needs to maintain an appropriate distance from the building volume
to ensure the accuracy of the numerical calculation results with the size of the model
calculation domain (Computational Domain) set. The entrance and lateral boundaries must
be at least 5 H away from the model (H is the length of the long side of the overall building
model). The exit boundary must keep a distance of more than 10 h, and the height of the
highest building model from the top boundary must be at least 5 h (h is the highest building
height) to achieve a complete flow field as shown in Table 3. The meteorological parameters
are set based on the 10-year summer meteorological data from the Taipei Station (466920)
from 2012 to 2021. The annual average wind speed is 1.92 m/s, the wind direction is east,
and the annual average temperature is 29.67 ◦C. The inlet is the wind speed gradient ABL
Profile, the outlet is atmospheric pressure, and the ground roughness is 0.016 m.

Table 3. Boundary Condition.

Wind Velocity Temperature NO2 Mesh Ground
Element

Size

East 1.92 m/s 29.67 ◦C 649 ppb 32 million 0.016 m 1 m

The opening rate of the building facade is 9% according to the research of Zhang
et al. [4]. This study refers to the 6 × 6 ideal city case of Li et al. [9] as the setting basis,
and the research range is 330 × 330 m as shown in Figure 1. Referring to domestic and
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foreign cases of opening buildings, each building unit is 30 × 30 × 160 m, and four types
of openings are designed as shown in Figure 2 and Table 3. The opening height is 0.45 h
according to the research of Xia et al. [5] and Yeh [8] (h is the height of the building). The
square and rectangular openings’ dimensions are 21 × 21 m and 10 × 44 m as shown in
Figure 2.

Figure 1. Ideal city and measuring point.

    

    

    

Figure 2. High-rise opening building cases.

4. Simulation Analysis

4.1. Wind Field Simulation Analysis

For simulation, a 1.5 m pedestrian floor and a 72 m high floor (at the center of the
opening) were used. The analysis of wind speed measurement points is carried out
as follows:
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• At a high floor of 72 m, case A does not have an opening. When the building facade
is perpendicular to the flow of people, the windward area of the building is more
extensive than in other cases of the opening building. Thus, the obstruction to air
circulation is relatively large, resulting in a high degree of wind speed attenuation.
The average wind speed at the leeward and downstream buildings of the affected
buildings is low. At the 72-m high floor, the wind speed of P1 is 1.3 m/s, the wind
speed of P2 is 0.82 m/s, and the wind speed of P3 is 0.12 m/s. In contrast, cases B,
C, and D with openings reduce the obstruction of air circulation due to the increased
ventilation cross-section and the Venture Effect of the opening, and the overall wind
speed has a significant effect. Case B (middle square opening) is at a high floor of
72 m, the wind speed of P1 is 4.37 m/s, and the wind speed of P2 is 2.72 m/s. The
wind speed of P3 is 1.59 m/s, and the opening is 72 m; the upper and lower street
canyons generate a wake, which is beneficial to urban ventilation. For case C (the right
side of the square is open), the wind speed of P1 is 3.93 m/s, the wind speed of P2 is
2.17 m/s, and the wind speed of P3 is 1.57 m/s. Because the opening is on the right
side of the building, the windward side is the smallest, which effectively allows the
wind to flow in, so the wind speed attenuation at the end of P3 is the least among all
the cases. In case D (the center rectangle is open), the wind speed of P1 is 3.8 m/s and
that of P2 is 2.03 m/s. The wind speed of P3 is 0.59 m/s. Since the opening length is
the longest and is close to the ground, the air flows through the opening. It hinders
the downstream building facade and generates a windward vortex, which increases
the street canyon. The vertical airflow flows, thus reducing the flow velocity at the
upper floors and increasing the flow velocity at the pedestrian level. Hence, the wind
velocity at the end of P3 is lower than that of cases A and B. The above analysis result
shows that at a high floor of 72 m, the ventilation benefit is case B > case C > case D >
case A.

• At 1.5 m from the pedestrian level, since case A does not have an opening, the wind
bounces in the street canyon between the buildings to generate windward eddies
when the building facade is perpendicular to the flow of people. However, in the
urban canopy, the wind speed at the layer is significantly attenuated, but it can make
the airflow into the pedestrian layer. The wind speed of P1 is 0.86 m/s, the wind speed
of P2 is 0.62 m/s, and the wind speed of P3 is 0.45 m/s. For case B, the wind speed at
P1 is 0.52 m/s, the wind speed at P2 is 0.34 m/s, and the wind speed at P3 is 0.27 m/s.
For case C, the wind speed at P1 is 0.55 m/s, the wind speed at P2 is 0.25 m/s, and the
P3 wind speed is 0.23 m/s. There is little difference in wind speed between the two
cases. The openings on the facade significantly increase the wind speed of the upper
floors, and the wake forms at the upper and lower parts of the building openings,
which is beneficial to the ventilation of the urban canopy. It flows into the pedestrian
layer and causes an apparent weak wind area. For case D, the wind speed of P1 is
0.49 m/s, the wind speed of P2 is 0.44 m/s, and the wind speed of P3 is 0.39 m/s. The
opening length is long and close to the pedestrian layer. Therefore, the wind speed
on the upper floors is higher than that of case A, and the vortex formed under the
building opening is closer to the ground so that the wind speed of the pedestrian
floor is better than that of cases B and C. The above analysis result shows that at the
pedestrian level of 1.5 m, ventilation benefits are in the order of case A > case D > case
B > case C (Figure 3).
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Y-axis profile of wind speed simulation results (Y = 30) 

 

  
case A: no opening case B: middle square opening building 

  
case C: right square opening building case D: middle rectangular opening building 

Figure 3. Profile of wind speed simulation results.

4.2. NO2 Field Simulation Analysis

The 1.5 m pedestrian floor, the 30 m middle floors (the average height of the pedestrian
floor and high floors), and the 61.5 m high floor (the height of the lower edge of the opening)
were used as pollutant measurement points for analysis (Figure 4 and Table 4).

4.2.1. Case A: Without Opening

In the absence of air-permeable openings, with the building facade perpendicular
to the flow of people, the X-axis street parallel to the wind direction is the place with
the highest overall wind speed, which carries pollutants away from the street area. The
areas with a higher concentration of pollutants were mainly concentrated in the lee of the
building. At a 1.5 m pedestrian level, the concentration of pollutants in the lee of the front
end of the city was the lowest. As a result, the pollutant concentration gradually increased.
In contrast, the pollutants at the height of 30 m on the middle floor and 61.5 m on the
upper floor were mainly concentrated in the urban end area. However, the distribution of
pollutant concentration decreased with the increase of the Z-axis height.

4.2.2. Case B: The Middle Square Opening

In case B with air openings, because of the increase of the ventilation section, the
obstruction of air circulation was small, and the windward vortex was formed above and
below the opening so that the heights of 30 and 61.5 m benefited from the increased wind
speed of the air openings. Effective diffusion of pollutants and pollutant removal were
better than that of case A without openings. Nevertheless, because the building floor was
too high, a weak wind area was generated at the 1.5 m pedestrian level, causing pollutants
to accumulate at the end of the city—the lee of the building along the X-axis street in
the area.

4.2.3. Case C: Right Side Square Opening

For case C with an air-permeable opening, the obstruction of air circulation is small
due to the increase of the ventilation section. A windward vortex was formed above and
below the opening. The heights of 30 and 61.5 m benefited from the increased wind speed
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of the air-permeable opening. Pollutants were effectively diffused. However, because the
opening was located on the right side, the airflow in the street flew out directly, and the
Venturi effect was weak. The pollutant removal effect was worse than that of the middle
opening case B, and the building floor was too high. The height was far from the ground, a
weak wind area was generated at the pedestrian level of 1.5 m, and pollutants were not
effectively diffused. Hence, pollutants accumulated in the leeward of buildings and X-axis
streets in the urban end area. Regardless of different heights (1.5, 30, and 61.5 m), the
accumulation of pollutants was higher than in the other open cases (cases B and D).

Pollutant Simulation Results  

 

      
,  ,  ,  ,  ,  ,  

      
,  ,  ,  ,  ,  ,  

Figure 4. Floor plan of pollutant simulation results.

4.2.4. Case D: Rectangular Opening

In case D with a rectangular air-permeable opening, because the opening was long
and narrow and adjacent to the pedestrian floor, the airflow entered the street canyon more
effectively under the Venturi effect and was affected by the downstream building facade.
The area where pollutants were gathered, so the removal effect of pollutants at different
heights was better than the other opening solutions (cases B and C).

Table 4. Distribution characteristics of pollutants in street Canyons with different heights.

Height Pedestrian Level 1.5
m Middle Floor 30 m High Floor 61.5 m

Street Canyon Space continuous and
closed

continuous and
closed

0.45 h square
opening’s lower edge

Pollutant Distribution continuous linear
pollution

Small blocks gather at
the end of the city

Dotted and scattered
at the end of the city

Pollutant
Concentration

Wide range and high
concentration

Low concentration in
local area

Low concentration in
sporadic areas

5. Conclusions

This study simulates urban wind and pollutant changes using ideal cities. Future
research should consider real urban factors like climate, design laws, and opening heights.
The focus is on how various high-rise building openings affect the urban environment.

5.1. Wind Speed Distribution

Case A, without opening, had the largest area on the windward side, and the wind
speed hindered the air circulation on the upper floors, so the wind speed was the lowest
among the cases at 72 m. Overall, there was little difference in wind speed in case B with a
square in the middle, and, in case C, with a square on the right. However, the wind speed
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of case C was slightly lower than that of case B at 1.5 m from the pedestrian level. Case D
had the most extended opening length so that the eddy current formed under the building
opening became closer to the ground, making it easier for airflow to enter the pedestrian
floor from the high floor. Therefore, the wind speed of case D was better than that of the
opening cases B and C for the pedestrian floor. The wind speed was much faster than the
no-opening case A. Overall, case D was the optimal ventilation case.

5.2. Concentration Distribution of Pollutants

Pollutant distribution was influenced by wind speed, causing pollutants in case A to
concentrate downwind of the building. Conversely, cases B and C saw pollutants concen-
trated in the middle and lower city layers, with cases B and C’s middle and upper floors
particularly affected. Effective airflow through vents limited ground-level contaminant
spread. Case D, with the most extensive opening near the pedestrian floor, created a
vortex evacuating pollutants, presenting an optimized solution for pollutant removal.The
conclusions and suggestions of the four simulation cases for no-opening and different types
of opening buildings are as follows.

1. The Opening Building Improved the Permeability of the Street and Air Circulation
and Increased the Pollutant Removal Effect

The air-permeable of the opening building facade increased the ventilation section.
It improved the permeability of the overall street in the city, significantly increasing the
wind speed on high floors. The wind speed reached the maximum value at the opening.
However, because the building height was too high (160 m), it was difficult for the eddy
current under the opening to enter the pedestrian layer, resulting in the weak wind area
affecting the pedestrian wind field.

2. Different Opening Types Affected the Diffusion of Pollutants

The rectangular opening was the best optimization case for removing pollutants at
different heights (1.5, 30, and 61.5 m). There was little difference in wind speed and
pollutant concentration field between cases B and C which had square openings. However,
the wind speed benefit of rectangular openings at 1.5 m of the pedestrian level was better
than others. This case benefited from its narrow and long opening adjacent to the street
traffic pollution source. The vortex generated by the airflow flowing through the opening
in the street canyon improved the diffusion of pollutants.

3. Affected by the Distance from the Pollution Source and the Space of the Street Canyon,
the Distribution of Pollutants Changed with the Height of the Z-Axis

Pollutants gradually dispersed and decreased in concentration as the height increased.
The pollutant distribution was continuous, linear, and high in concentration at 1.5, 30,
and 61.5 m. The wind speed increased due to the adjacent openings. The pollutants
diffused into several small blocks at 30 m, and the pollutants diffused at 61.5 m in sporadic
distribution.

4. The Wind Speed of Street Canyons at the End of the City Decreased with the Increase
in the Number of Buildings

The continuous and long streets hindered air circulation, making it difficult for the
wind to penetrate the end of the city and resulting in the inability of pollutants to diffuse
naturally through air convection. Therefore, in addition to penetrating the building facade,
it is necessary to avoid excessively long streets and leave open space appropriately to
achieve the ideal ventilation effect and reduce the accumulation of pollutants in the street
canyon. It is necessary to develop a city sustainably under the high-rise and high-density
development mode.
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Abstract: Unquestionably, hospital patient rooms require a proper lighting design. Dissimilar to
cultural and artistic settings, where artistic discourse on light has significant importance, in medical
settings, the most crucial conversation refers to standards. Research indicates that light in hospital
settings has an impact on a patient’s physical and mental health. Effective lighting in medical settings
can enhance the hospital’s positive experience and the speed at which patients recover from their
diseases. It can also increase staff attentiveness and productivity. It is also critical to consider reducing
electricity consumption in hospital settings that require lighting 24/7. Due to the high cost of lighting,
access to natural light in combination with time-of-day controls minimizes energy consumption when
daylight is available and impacts the hospital’s bottom line. The effect of light on hospital users was
investigated in this article; therefore, it is important to understand both natural and artificial light
sources in this regard. Natural light has many benefits for humans, and when it comes to electricity
consumption, it is the best method because it is a free source; but, since natural light is not always
available and cannot be used throughout the day, there is a need to have an artificial light source that
gives the best lighting effect in terms of visual comfort and visual performance for users. Secondly,
proper artificial light sources can reduce electricity consumption; hence, these two critical aspects
were underlined in this study.

Keywords: patient care lighting; LED; energy savings; daylight; electric light

1. Introduction

Among the human senses, sight has always been the most powerful for obtaining
information about the surrounding world. On the other hand, the visual quality of the
environment has a positive effect on the users’ feeling of the space. This issue becomes
more critical in the case of hospitals and other healthcare centres whose goal is to accelerate
the recovery process of patients. In this regard, lighting is one of the aesthetic and practical
elements that can provide attractive and pleasant conditions for patients, visitors, and staff.
Light plays an essential role in human visual activities; on the other hand, it is very effective
in mental and physical health. Multiple research investigations have demonstrated the
importance of light in healing disorders such as jaundice in newborns, lowering depression
and exhaustion, enhancing alertness, and altering the circadian rhythm [1].

Unlike historical, cultural, etc., areas, where in their lighting design, an artistic view is
critical, in hospital areas, the main goal is the implementation of standards and to meet the
needs of each hospital area, from office areas to reception and patient rooms, etc. Therefore,
lighting should be such that it meets the needs of each healthcare area and has an effect on
the improvement of the staff work process and the recovery of the patients.

It should be added that an average hospital in the United States uses about 31.0 kWh
of electricity per square foot, according to research conducted by the Business Energy
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Advisor. Here, 65% of the total energy consumption is dedicated to lighting, space, and
water heating, which shows that the use of suitable and low-consumption lamps in the
lighting sector can be a great way to reduce energy consumption [2].

2. Importance of Lighting in a Hospital

• For patients: The environment in which patients are cared for in the hospital is related
to the patient’s satisfaction, patient safety, and the patient’s recovery process, and
patients need an environment with standard lighting.

• For staff: Facilitating the work of the hospital staff is another goal of lighting the
hospital; light with appropriate intensity and standard colour increases the energy of
the personnel. Therefore, it also increases the performance and efficiency of these staff.
Moreover, the personnel can better attend to the hospital’s different departments in
sufficient light.

• For visitors: The requirements are different from hospital’s staff; they might need to
relax and rest at night rather than remain awake [3].

Proper lighting fulfils human needs, puts the mind at ease, and creates a sense of
comfort and security. In contrast to this situation, inappropriate lighting can fill the place
with an uncomfortable atmosphere or make the residents nervous, worried, and anxious;
the person constantly feels that something is not correct or regular. It is even possible that
low and inappropriate light can cause headaches, eye fatigue, anxiety, or even collisions
due to low vision [4].

Important Factors for Evaluating the Quality of the Lighting System

• Visual Comfort: Visual comfort means not feeling tired by being in the environment.
Factors that are effective in achieving visual comfort include good colour rendering
and uniform brightness distribution.

• Visual Performance: The environment’s lighting should be such that it meets the needs
of the human eye to see objects. This means that the environment should be bright
enough, and the factors that cause glare should be limited.

• Visual Ambience: One of our goals in placing a lighting system is to obtain a visual
ambience. Visual ambience means that by choosing the right direction of light and
choosing the right light colour, we can recognize objects in three dimensions.

• Glare: Glare is one of the aggravating factors in lighting that limits the field of vision
and causes fatigue for people, which should be limited as much as possible. Factors
that can cause glare include use of inappropriate lights, placing lights or windows in
an inappropriate position, and the high reflection of different surfaces.

• Uniformity: If there is a significant difference between the luminance of the environ-
ment that the person’s eyes are constantly dealing with and the surrounding environ-
ment, the person becomes tired. In general, it is recommended that the brightness of a
person’s surrounding environment should be at least one-third of the brightness of
the work surface. On the other hand, if there is no significant difference between the
brightness of different points in an environment, the environment looks uniform and
causes a person to feel tired [5].

3. Lighting System Design

3.1. Different Aspects Taken into Consideration When Designing Hospital Lighting Systems
3.1.1. Natural Illumination

Increasing the quality of natural light in a space, access to windows, and creating
suitable conditions for seeing objects have obvious effects on people’s emotions and moods.
Research results show that light affects people in two ways, direct and indirect; its immedi-
ate effect is through changes in the quality of vision, and its indirect impact is on emotions,
mood, and even body hormones. Natural light radiation and visual communication with
the outside environment reduce anxiety, improve behaviour and personality, and maintain
and increase health and comfort [6] (Table 1).
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Table 1. The Influence of Natural Light on Humans.

Physical Impact Psychological Impact

Increase Decrease Increase Decrease

Vitamin D Carcinogenic Probability Temperament Dejection

Vision Bone Deformation Mental Ability Strain

Sleeping Quality Attention Depression

Circadian Entrainment Intellect Violence

By passing visible light through a glass prism, Sir Isaac Newton famously demon-
strated the division of visible light into its constituent colors. It is a well-known fact that
sunlight contains a spectrum of electromagnetic energy known as photons, which was
discovered by Sir Albert Einstein. A photon’s energy level is inversely related to its wave-
length, in addition to colour. Numerous investigations have demonstrated that highly
energetic photons with a wavelength of 290 nm can trigger the secretion of hormones
from deep inside the brain’s endocrine glands and induce a Vitamin D reaction in the
epidermis. The sun’s vacuum UV spectrum reaches the Earth’s surroundings and can cause
a variety of pathological illnesses. Although UV wavelengths are required for humans to
create Vitamin D3, excessive exposure, even at moderate levels, can raise the risk of heart
failure, stroke, and the development of cardiac abnormalities. Researchers in photobiology
have shown that exposure to daylight can considerably lower blood pressure and serum
cholesterol levels. Surprisingly, daylighting has a natural healing effect on the surrounding
environment [7].

Much research demonstrates that not only does access to daylight improve patient
outcomes, but it can also bring restorative advantages to other users in their particular
surroundings, such as medical staff. As a result, daylight should be incorporated in hospital
lighting design not only because it is helpful to patients and workers, but also because it is
free. As a result, it can take the lead in energy conservation, contributing to sustainability.
We should also mention that the penetration of the sun should be limited so as not to cause
thermal and visual discomfort.

3.1.2. Artificial Illumination

With all the advantages of natural light, it is impossible to use natural light 24 h a
day. Even when there are certain weather conditions, such as cloudy and rainy days, the
possibility of using daylight is lost, and even in situations in different parts of the hospital,
it may be necessary to move the light; for example, light is needed in one position and
not in another region. With the advancement of technology, it is possible to be inspired
by day and night circulation and create similar natural light through appropriate artificial
lights. Since the tops of the opposing walls and the ceiling are the patients’ common lines
of sight in the hospital, the design should minimize glare for patients while maintaining
good visibility for medical staff. For every application, a limited glare index is advised [8].

3.2. Three Main Parameters to Be Considered in an Artificial Source of Lighting Design for
the Hospital
3.2.1. Lighting Level or Illuminance

Illuminance is the total luminous flux incident on a surface per unit area or the amount
of light measured on a planar surface. Lighting intensity is expressed in either footcandles
(Lumens per square foot) or lux (Lumens per square meter). Lighting levels have been
issued by numerous international standards organizations and standardized for a range of
applications and occupancies, including The British and European Standard BS-EN12464
and the Illuminations Engineers Society of North America (IESNA) [9] (Table 2).

688



Eng. Proc. 2023, 55, 91

Table 2. List of lighting levels in some hospital areas.

Location Lighting Level

Lobby Area 50 lx (5 fc)

Waiting Area 100 lx (10 fc)

Patient Ward Rooms 300 lx (30 fc)

Medical Laboratory 500 lx (50 fc)

Operating Room 3000–10,000 lx
(300–1000 fc)

Critical Care Areas (Examination) 500 lx (50 fc)

3.2.2. Colour Rendering Index (CRI)

The CRI represents the lighting source’s capability to realistically and naturally depict
the colors of objects, which has a scale between 0 and 100 percent; the excellent light sources
are those with a CRI above 90 (Tables 3 and 4).

Table 3. Different CRI.

CRI + 90 CRI + 80 CRI < 65

Excellent Good Reasonable

Table 4. Various artificial light sources.

Lamp Type Lumens/Watt Avg. Lumens/Watt CRI Life (h)

Incandescent 8–18 14 100 1000

T12 Fluorescent 40–70 55 92 8000

T8 Fluorescent 60–80 70 85 6000

T5 Fluorescent 100–105 102.5 85 9000

Mercury 44–57 50 50 24,000

HPS (High Pressure Sodium) 66–121 90 21 50,000+

LPS (Low Pressure) 101–175 150 10 60,000+

LED 75–200 137.5 98 50,000+

3.2.3. Colour Temperature

Measured in Kelvin units, the colour temperature expresses the brightness and colour
of light. All lamps emit light with a certain colour. The higher the degree of Kelvin, the
cooler and brighter the emitted light will be, and in the same way, the lower degree of
Kelvin indicates warm lights such as yellow and red (Table 5).

Table 5. Different ranges of colour temperature.

Temperature (K) Colour Description

2000–3500 Orange/Yellow Ultra-Warm or Warm White

3500–5000 Paper White Natural/Neutral White

5100–6500 Bluish White Cool White

A CRI above 90 shows objects very similar to what we see under the natural light of
the sun. The suggested colour temperature range is between 3000 Kand 6500 K, according
to the IEC standard 60601-2-41 [10], which provides certain specifications for surgical and
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diagnostic luminaires. The guideline also stipulates that the Colour Rendering Index (CRI)
must be between 90 and 100 percent.

Generally, a 4000 K colour temperature or more is needed in most hospital areas, but
for areas where high accuracy is important, such as treatment areas and operating areas,
the colour temperature should be 5000 K, with a CRI of 90 to 100 percent, and in areas
where patient comfort is important, a colour temperature of 3000 K, which is warmer, and
a CRI of 85 to 100 percent are appropriate [11].

4. Results

Two important capabilities in light output, as well as for the requirements of health
care environments, are the light colour temperature and CRI; colour temperature creates a
balance between comfort and biological effect. According to the mentioned standards, we
need a minimum colour temperature range of 3000 K to 6500 K in healthcare environments.
The knowledge shows that LEDs with a colour temperature range of 6000 K to 8000 K
have the best biological effect, and 3000 K to 5000 K colour temperature ranges are the
closest ranges to Daylight White. Also, a high CRI is needed for the comfort of patients
and the staff and different environments of health centres. According to Table 3, LED
lamps have the highest CRI compared to other lights. For hospital environments that need
lighting 24 h a day, 365 days a year, apart from light colour temperature and CRI, it is also
a requirement to consider energy savings. The efficiency of a light source is measured
in lumens per watt, often known as “luminous efficacy” or “efficacy” (watts converted
into lumens). As Table 3 shows, the efficacy of old incandescent lamps is between 8 and
18 lumens/watt, depending on the type of lamp and their manufacture, while LEDs are
75 to 200 lumens/watt. Therefore, LEDs have a longer lifespan of up to 50,000 h and can
reduce energy usage by up to 70%.

5. Conclusions

Studies show that proper lighting in hospitals has an unavoidable effect on improving
patients and the work process of employees and doctors. In an environment like a hospital,
where the main goal is to improve the patient’s health, we must achieve a high lighting
standard and avoid any visual discomfort caused by lighting for patients and employees,
such as glare, the negative effects of which can cause headaches, burning eyes, and fatigue.
In hospital environments, we need light sources that are both low consumption to save
energy and cost and give us light similar to daylight. LED lamps with a CRI of 98% and
a colour temperature range between 3000 and 6800 are the best options for hospital and
treatment environments, and at the same time, they are also the most energy-efficient
lamps. Natural light also should be used as much as possible, because in addition, patients
respond better to lighting that creates a restful atmosphere and best supports their circadian
cycle and has other positive effects on staff and patients; also, they can use this light at
no cost.
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Abstract: This research compares a Steam controller, a DualSense controller, two gestures on a
prototype touchpad-implemented gamepad design, an iPad Pro, a Logitech G304 mouse with latency
matching the iPad, and a Razer 8K gaming mouse using Fitts Task 2, 3D Aim Trainer for a performance
and gameplay experience test in a Death Stranding firing range and gathers feedback on the devices.
With the participants categorized by their gaming experience, the differences between the experienced
groups are recorded in terms of performance and preference. The average result shows that the
touch-based input has the potential of substituting a mouse when the latency condition is equal,
and the players that already have touch-based FPS/TPS gaming experience tends to favor touch
over a mouse input. However, the prototype controller designed to implement a larger touchpad
did not meet the expectations in terms of performance and preference, but the knowledge, data
and feedback gathered in this study will aid future touch-based gamepad designs in the emerging
handheld console market.

Keywords: HCI; Fitts’ law; game controller evaluation; touchscreen; mouse; gyroscope; mobile game

1. Introduction

Shooter games have become an iconic game genre and the most popular choice across
different gaming platforms [1]. They have various input methods based on the platform’s
hardware limitations. The mouse and keyboard inputs of a PC are known to be the
most accurate and efficient input methods [2]. However, console games are played with
gamepads to adapt to the living room environment for diverse game genres. As they are
different from a mouse providing direct coordinate information, the analog sticks on a
gamepad provide vector angle data that are translated into the direction and force inputs
for aiming in a game. The gamepad is inferior to the mouse in shooter game environments.
Thus, game developers need to add an assist function for the players. Adding a gyro input
to the gamepad is used to improve the gamepad’s functionality [3] and its efficiency [4].

Mobile shooter games require touch screen as a substitute for the mouse, which
provides coordinated data by using a gyroscope. With the success of the PUBG Mobile
on the platform [5], many developers are porting their IPs such as Apex Legends [6] for
mobile shooter players. Companies such as Valve have attempted to transform more PC
games into “mobile” ones with devices such as Steam Deck, a handheld game console for
playing most of the titles developed for the PC platform. In Steam Deck, two touchpads
and a gyroscope on the device replace the mouse and keyboard controls [7]. With the
advancement of the mobile gaming platform and the increasing number of players familiar
with the touch and gyro input method, it is necessary to measure the players’ performance
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and preference for the control methods and explore the potential of touch and gyro as the
norm in future gamepad designs. The participants’ gaming experience also needs to be
documented to understand their experience and preference for game genres.

2. Literature Review

2.1. Fitts’ Law Testing

Fitts’ law is used to evaluate the performance of human–computer input devices.
Although the pointer–background relationship is opposite to that of 3D shooter games, in
games, the control moves the background, and the crosshair stays in place. The Fitts test and
normal GUI interface make the pointer move with the input on the stationary background.
Fitts tasks are seen as a validified method to test the performance of peripherals for shooter
games [8].

The original Fitts task experiment (now referred to as a 1D task) requires two parallel
target areas, with their width determined and a certain distance. Modern tests often use a
2D version of the circular targets arranged in a circular array. As shown in Figure 1, with the
target size identified as W (width), and the distance between the pointer and target being
A (amplitude), the MT movement time is measured for each task. With Equation (1), the
throughput is calculated as the efficiency of the tested device (the error rate is also recorded).

TP =
log2

(
Ae
We + 1

)
MT

(1)

Figure 1. Two-dimensional Fitts task example.

2.2. Testing with Games

Testing with existing games by using in-game scores or time as data is a method to
evaluate the different input methods [9]. Opinions for playing actual games are collected
too [10] for understanding the gaming experience and performance.

2.3. History of PUBG Mobile

PUBG Mobile is one of the first battle royal games on the mobile platform that inherits
the full experience from its original PC platform version [11]. This was traced back to a
game called ARMA 2, a realistic battlefield first-person shooter simulator that was used by
militaries to train their soldiers. A player named Brendan Greene created a modification
called DayZ inspired by titles like The Hunger Games and started the survival shooter genre.
He later worked in Bluehole Studio to finally turn his vision into the game PlayerUnknown’s
Battleground. Lightspeed & Quantum (a subsidiary of Tencent) created the mobile port,
which later became the highest-grossing mobile game across iOS and Android [5]. The
success led Bluehole to create a mobile port of PUBG New State. As EA games cooperated
with Lightspeed & Quantum to create the mobile version of Apex Legends, the number of
mobile shooter games and players increased with COD M and Free Fire in the market.

A mobile phone has different hardware inputs compared to a PC or console, as these
games require the touch screen for the players to customize the button location, sizes, and
opacity. This results in diverse control methods between the players with phones and
tablets of different sizes. However, such as PC mice, the gestures of mobile shooter players
are categorized by the number of fingers they are using [12].
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Some players invest money in devices to add physical buttons to their mobile devices
for better ergonomics and advantages in the game.

2.4. Devices with Similar Input Methods

Valve, the company behind the Steam platform and games, such as Half-Life, Counter
Strike, Dota, Team Fortress, and Portal, can stream the PC experience to living rooms with
Steam Link. They need to design a substitute for the mouse to be used on the couch. Their
solution develops from replacing the mouse with a trackball and results in a gyro-included
gamepad with two multifunction circular concave haptic touchpads to replace the d-pad
and the right thumb stick. Having Steam Input as the backbone software, this controller
is customized to replace the keyboard and mouse on the steam game launcher. However,
without the traditional d-pad and right thumb stick, many users find it time-consuming to
learn. A Steam controller was released in 2019, while the Steam Input software allows any
controller to be fully customized. In 2022, Valve introduced the Steam Deck, a handheld,
Linux-based gaming console that can run most of the games on the Steam platform. The
controls are a successor to the Steam controller, with all the traditional gamepad buttons
resized to fit on the device.

In 2020, the Youtuber Tech Yesterday, who was used to the KB+M (keyboard and
mice) controls, realized that it was impossible to switch back to the traditional gamepad for
shooter games, and with an FPS gamepad with a mousepad area and a miniaturized mouse
sensor for the right thumb, they achieved similar gaming performance to that with the
KB+M. The later developments added more buttons and a mouse wheel, while adjusting
sensor positions to improve the ergonomics and performance [13].

2.5. Latency-Related Research

While developing a touched-based prototype for this research, the importance of
latency became clear. Figure 2 is based on Nvidia’s explanation of system latency and
the included definition. Gaming monitors often show their a latency lower than 1 ms
(display latency), PC latency often takes the most part in total system latency. While mouse
input latency is often ignored in the modern era, there is no touchpad on the market with
a latency low enough for shooter games. A latency as low as 41 ms impacts the input
efficiency [14], while the peripheral latency of the touchpads on the market ranges from 80
to 150 ms.

 

Figure 2. Simplified illustration of system latency terminology from Nvidia [15].

2.6. Other Related Studies

Apart from custom button preferences and touchpad sizes, there are many factors in
the ergonomics design of gamepads. The research designs demand tasks to test and receive
quantifiable results [16] by using questionnaires, interviews, or reviews from Amazon as
references [17].
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3. Approach

3.1. Designing Prototype Gamepad Model

The gestures and buttons used by players are obtained from YouTube with the keyword
“Handcam”. The following (Figures 3–5) are illustrations based on the video observation to
demonstrate hand gesture, finger placement and their controlling functions.

Figure 3. Two (left) [18] and three (right) [19] fingers + gyro layout.

Figure 4. Four fingers with gyro layout [20]. Xbox Elite 2 Controller Apex gameplay handcam [21].

Figure 5. Four (left) [22] and six (right) [23] fingers with no gyro layout.

The prototype is based on non-gyro ergonomics (Figure 6) with physical buttons to
replace the mouse. However, the latency of the T650 wireless touchpad is too high for
shooter games. For testing the trackpads of an iPad Pro 10.5’s 120 Hz screen as a frame
counter, a PC with Win11, i7-8700K, RTX 2060 super, a BenQ GW2480 Full HD 60 Hz screen,
and Samsung Note 9’s 960fps camera is used to estimate the total system latency (Figure 6).

The Steam Link from the steam controller era has been improved to make phones
and tablets that have the lowest-latency touchpad. While the steam controller is used to
represent one of the designs a controller product for a touch-based gamer, the prototype
design continues with the major iterations shown below (Figure 7).
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Figure 6. A prototype made with Logitech T650 and Arduino (left) and total system latency estimates
for several devices (right).

Figure 7. Design iterations of the touch gamepad prototype.

The second design iteration aims to replace the mouse for basic testing. The gamepad
inputs for the left side replace the keyboard controls. However, the absence of traditional
gamepad inputs may be radical for players to adapt to and set up for unsupported games.
Thus, a large touchpad must be added to the traditional control scheme as a new design
objective. The traditional controller has an analog thumb stick and buttons (or d-pad) close
to the center line of the thumb’s moveable angle (the larger blue pan shape in Figure 8). The
angles are adjusted so that the thumb can comfortably reach the smaller green sector. Using
the arrangement of the PlayStation, the thinness of the buttons (and d-pad) mechanisms
are used to move on top of the index finger. More room can be arranged for the touchpad
under the thumbstick.

 

Figure 8. Existing and prototype controller ergonomic design.

A prototype is modeled in a VR environment by using Gravity-Sketch and printed
for testing and feedback. It is also designed to be usable with several grip styles in mind
(Figure 9). There are two-finger-style physical triggers (which aligns with most console
gamers’ ergonomics), a three-to-four-finger claw grip (several console gamer also uses this
grip style for the right index finger to access the four face buttons), and lastly, the style I
call the “tripod” (with the ring and middle fingers as anchors and the thumb resting on the
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touchpad, while the index finger hovers on the firing button). With the grip style of the
prototype (Figure 6), mobile gamers are used to 4+ finger controls.

 

Figure 9. Ergonomics of the prototype gamepad design.

Compared to the traditional gamepads that allow the thumb to rest in between the
thumb stick and buttons (or d-pad), this prototype controller allows the thumb to rest on
the analog sticks.

The next prototype (Figure 10) has buttons and analog sticks wired to an Arduino, em-
ulating Xinput gamepad and connecting to the type-c port of a Pixel 3 running Steam Link.

 

Figure 10. Final design of the functional prototype gamepad.

3.2. Designing the Remote Testing Unit

All the equipment for testing is packaged into a pelican 1510 case. It comprises 4G
internet and a Wi-Fi router, a surface book 2 15” as the test computer, and a Logitech Stream
Cam for recording (Figure 11).

 

Figure 11. Portable remote testing unit.

4. Methodology

The test was randomly carried out with devices. After understanding the test subject’s
gaming history, each device was given to perform the Tile frenzy test for the participant
to be familiar with the control. Fitts Task 2 2D task was then performed, followed by the
completion a questionnaire for feedback. After the firing range feature of the game Death
Stranding Director’s Cut was played with the devices, a final questionnaire was given, and
an interview was performed. There were 7 participants from universities (3 males and
4 females). Four were used to play the game with a mouse. Three had experienced with
FPS games before the test, while two had no FPS gaming experience.

4.1. Devices Setup

The following devices were selected for testing (Figure 12).

Figure 12. List of input devices in this experiment.
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• The Pixel 3 running Steam was linked with 5 Ghz Wi-Fi. It is a phone-size controller
with touch and gyro features. Its system latency is 50–75 ms. It had a touch button on
the screen for a trigger, and, later, the functional prototype gamepad with traditional
(P_Traditional) and “Tripod” grip styles (P_Tripod) was adopted as the input. Both
styles use a physical button for the trigger. An analog stick was not used in the
performance tests.

• The iPad Pro 10.5 running steam was linked with 5 Ghz Wi-Fi. It is a tablet-sized touch
controller. The system latency is 50–75 ms. With a 3D-printed stand placing the tablet
at 15 degrees on the surface, the touch button was used as the trigger, and the gyro
input was disabled for this device.

• The Logitech G305 was wirelessly connected to an intel NUC (BOXNUC7CJYSAMN1)
running Win10. The surface book 2 can be connected via Steam Remote Play, while
running Clumsy 0.2. Fifty ms lag occurs via the internet connection, making this
mouse have a similar input latency to those of the phone and tablet running Steam
Link. The system latency is 50–67 ms. The participants were informed of the artificial
latency after all the tests were completed.

• The Razer Viper 8K runs on a 2K pooling rate and has a USB connection. It is repre-
sented by a pinnacle shape. Since several apps and games have problems with 8k, 2k
was chosen for the test. The system latency is 8–16 ms.

• The Steam Controller runs on a USB connection. Gyro is included for mobile shooter
players. The system latency is 42–58 ms for the touch feature and 8–16 ms for the gyro
feature. The participants chose to use the right touchpad or the gyro for aiming and
selecting a target.

• The Dual Sense Controller runs on a USB connection. It has a gyro and a pinnacle
shape. The system latency is 50–83 ms for the touch feature and 8–16 ms for the gyro
feature. The participants chose to use the right analog stick or the gyro for aiming and
selecting a target with the right bumper.

4.2. 3D Aim Trainer Tile Frenzy

This web-based game is intended for players to train and improve their aiming in
shooter games with many different challenges. Three yellow square appeared on the screen
randomly, and the players aimed with the crosshair on the center of the screen. Hitting and
destroying the target were performed with one click. The targets reappeared in a different
locations on the screen. The score was determined by the number of targets hit in one
minute. This was chosen to be used for the test subjects to gain familiarity with the testing
devices before performing the Fitts task. With its 3D environment, the game is used as a
test for player performance in a real gaming scenario. Tile frenzy level was chosen for the
players. The participants took 1–3 tries to be familiar with the input device. The best score
was recorded.

4.3. Fitts Task 2

The testing setup with Fitts Task 2 was used in a previous study [4], with a 2D task
type, 15 targets, and amplitudes of 128, 256, and 512. The target widths were 20 and
35 pixels. The error threshold was set at 50%. Sixteen targets were arranged in a circular
array, with the next “task” highlighted in blue (Figure 13). Audio feedback was given to
notify if the task succeeded or failed. The movement time, error rate, throughput, target
re-entry count, and movement path were logged with the task settings.

Figure 13. Tile frenzy level in the 3D Aim Trainer (left) and Fitts Task 2 target example (right).
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4.4. In-Game Experience: Death Stranding Director’s Cut Firing Range—Drill13

This level (Figure 14) was selected for the participants to experience the input devices
in a real game scenario with 13 human-shaped targets and 13 hexagon-shaped targets.
Several targets were stationary, while the others moved in a predictable linear path. The
Dual Sense, Razer 8k, iPad Pro, and prototype with both grip styles were tested in this
order. Since the game was designed for a controller with a KB+M, it was used first for the
testers to gain familiarity with the game.

 

Figure 14. Screenshot of the in-game experience testing.

4.5. Questionnaire/Interview

A questionnaire was used to survey each device understanding the participant’s
preference for the input methods. The Likert-scale-like survey questions included the
following aspects: ergonomics, likeness, handiness, usage scenario imagination, and the
desire for adjustments. A brief interview was also conducted for the task of arranging the
game platforms and input methods according to preference and the possibility of purchase.

4.6. Participants

Eleven participants were recruited from the university and social media groups of
related mobile games, with four males and seven females aged 16~31. The participants were
later grouped into five groups: non-FPS (not used to 3D FPS/TPS games), MsW/ME (used
to operate FPS/TPS game with a mouse and has mobile FPS/TPS experience), Msw/oME
(used to operate FPS/TPS games with a mouse, but had no FPS/TPS experience), MS/Stylus
(had experience using the Steam controller or drawing tablet for gaming), MobileGm
(experienced mobile FPS/TPS players).

5. Results

In the preliminary findings, the Razer 8K emerges as the frontrunner, exhibiting
superior scores, throughput, and the lowest error rate, as illustrated in Figures 15 and 16.
Notably, specific participant groups, such as MsW/ME and MobileGM, demonstrate higher
performance on the iPadPro when compared to the latency-matched mouse G304. The
questionnaire underscores distinctions in usage scenarios and likability perceptions across
various input devices, as depicted in Figure 17.
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Figure 15. Three-dimensional Aim Trainer score (Left) and Fitts Task 2 throughput (Right).

Figure 16. Error rate of participants across devices in Fitts Task 2.

 

Figure 17. Likert scale result between devices.

6. Discussion of Results

The average score for the 3D Aim Trainer and throughput in the Fitts Task 2 shows
similar results to those of previous studies, where the mouse has the highest input efficiency,
followed by touch-based inputs, with a gap in between. However, touch-based inputs
seems to be heavily affected by the touchpad size and gyroscope, where the Steam controller
scored the lowest with its small touchpad and enabled gyroscope. Interestingly, while the
iPad achieved a score close to the similar latency mouse G304, the mouse error rate seems
to be not very affected by the increased latency. The gyro-enabled devices also show the
highest error rate on average. The amounts of direction change in movement with the

700



Eng. Proc. 2023, 55, 92

mouse, the iPad Pro, and the prototype with the tripod grip were relatively low and similar.
The higher direction change with other input devices was caused by unfamiliarity with
the gyro-aided controls. The results from the 3D Aim Trainer showed that the touch input
devices and the latency-matched G304 mouse had similar throughputs to those of the Fitts
test. This was caused by the larger target for the touchpad and gyro.

The 3D Aim Trainer shows more diverse results between the experience groups
compared to those in the Fitts Task 2. The non-FPS participants scored the worst, and
all the participants achieved their highest score with the Razer 8K mouse. Apart from
the non-FPS and Msw/oME participants, the iPad performs similar or often better than
the G304 that has a similar latency (artificially added). The Steam controller, Dual Sense,
and both grip styles of the prototype controller performed relatively poorly and similarly
to the other devices. The prototype controller performed worse than expected, with the
P_PadGes intended to be a replacement for the iPad, offering a more ergonomic grip style
and physical fire button. This may be caused by the types of switches used for the button,
the touchpad size (phone screen) that is not big enough or shaped correctly for the task, the
grip style not being used by the participants, or the overall size of the device being a bit
too big for the test participants. Interestingly, the P_PadGes has a much lower error rate
compared to that of the P_Triditional and is more similar to the iPad’s error rate. This may
be the result of similar grip style and lack of a gyro input, which distracted them more than
aiding them.

The favorability of the devices has a relationship with their performance. However,
devices such as the Dual Sense controller obtained a higher score on the likeness scale, but
this may be the result of its familiarity and versatility among many game genres, as well as
the great ergonomic design and interesting force feedback mechanism.

7. Relationship with Previous Work

The test shows similar results to those of previous studies, where mouse control was
the best, most efficient input method, followed by having a gap between the touchpad and
gamepad. By having a mouse with an artificial latency similar to the touchpad device, this
research shows the possibility of a touchpad having a similar performance to the mouse.
The attempt of designing a gamepad with a large touchpad was also pursued, and although
the result did not match the expectations, the knowledge gained will help with future
designs. Using the standard Fitts Task throughput measurement means the results can be
easily compared and analyzed, with more detailed participation labeling and grouping and
testing with 3D Aim Trainer, which is an easier setup that has produced a more significant
result; this study may aid future FPS/TPS input method studies.

8. Limitations

Without a proper touchpad that can match the latency of a gaming mouse, proving that
the touch efficiency in this research (iPad with Steam Link) is similar to that of the latency-
matched mouse (artificially latency added Logitech G304) only increases the possibility for
touchpads to have a similar performance to that of a mouse in an FPS gaming environment;
a touchpad that actually has similar low latency to that of a gaming mouse is needed for
further testing to answer if the touchpad input can replace the mouse input. The surface
of the touchpad also needs to be improved since many participants complained that the
glossy surface (due to the age of the device and using many alcohol wipes for the “cleaning”
of the surface possibly removing the coating) of the glass caused friction that reduced the
smoothness of the operation (while natural grease on the finger helps reducing sudden
friction, it is inconsistent and not pleasant). If possible, haptic feedback similar to that of
the Steam controller is recommended, along with a sanded/etched surface. The prototype
controller also received negative feedback on its size and weight since it is limited to the
shape and weight of the phone used.
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9. Future Work

This research shows that touchpads have a higher throughput compared to those of
the traditional gamepads and have a similar performance to that of gaming mice with a
similar latency. To understand if a touchpad can achieve a mouse-like performance and
push the industry to adapt more touch-based controls, a prototype touchpad with latency
and a poll rate matching the current gaming mouse specs is required. With this low-latency
touchpad prototype that has been built, a test with fewer devices and scenarios can be
conducted with more test subjects to understand the potential of the touch-based aiming
input. The touchpad may also need to be designed for such use, but it is recommended to
have a good sliding surface with haptic feedback; more research on the different types of
gestures/grip styles used for touch-based controls is also needed to design a controller for
such players. The surface may also be concave like the Steam controller touchpad, or have a
complex surface, suiting thumb ergonomics. The buttons and triggers on the prototype also
need improvement, with an actual low-latency touchpad instead of a mobile phone for a
touchpad; the size, weight and shape of the prototype should be more flexible and likable.

10. Conclusions

This research shows that a touchpad-based input can have a similar performance to
a mouse with similar latency. Participant groups with different gaming experiences can
have very diverse preferences and performance outcomes. While the prototype touchpad
implemented controller design did not achieve the expected performance or preference
results, the knowledge and experiences gained will aid future studies and designs of
such devices. With mobile FPS/TPS titles continuing to become more popular and more
portable gaming devices, such as the Steam Deck, Logitech G Cloud, and GPD Win debut,
gaining footing in the gaming market, using a touchpad as a mouse substitute input may
become more common. However, more research is needed on the design of such devices
to maximize the touch-based aiming performance; a prototype with a gaming-mouse-like
latency and more test subjects from the mobile FPS/TPS community are also needed to
conclude if a touchpad can become the new standard input method in the future.

This test was randomly carried out with the devices. After understanding the test
subject’s gaming history, each device was given to perform the Tile frenzy test for the
participant to become familiar with the control. A Fitts Task 2 2D task was then performed,
followed by the presentation of a questionnaire for feedback. After the firing range feature
in the game Death Stranding Director’s Cut was played with the devices, a final question-
naire was given, and an interview was performed. There were seven participants from
the universities (three males and four females). Four were used to playing games with
a mouse. Three had experienced with FPS games before the test, while two had no FPS
gaming experience.
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Abstract: In building structure design, refinements during construction for practical use or space
conflicts induce construction delays and budget increases. Building information modeling (BIM)
provides a 3D building model which includes the structure’s size, material, and construction infor-
mation so designers clearly understand the whole construction process. For an irregular shaped
building or elements such as a ramp or a curved roof, space conflict problems occur. The Autodesk’s
Navisworks program provides a visual analysis tool for users to roam in a 3D model to simulate
possible space conflicts and avoid them before the final design. In this study, we used the AutoDesk
Revit program to set up a building system with a Navisworks space distance measurement tool to
confirm the design’s rationality. An optimal structure system design process is proposed for practical
applications to reduce the possibility of design changes.

Keywords: space conflicts; BIM; Revit; Navisworks

1. Introduction

For building systems, the establishment of a spatial structure system needs to consider
the user’s requirements so that a discontinuous design structure system or insufficient space
and height can be avoided. Changes in design will delay construction time and impact
the budget. Scholars have discussed the issue. Fazil et al. [1] used BIM combined with
Navisworks to set up a construction management (CM) system. Latiffi et al. [2] discussed
the application of BIM in the Malaysian industry system and its benefit. Xu et al. [3]
integrated Revit and Tekla into Navisworks to set up a steel structure building system
and compared the difference. In real building structure design, engineers define the
element sizes to confirm the building’s safety and ensure its use function fits the space need.
Thus, we combine BIM and Navisworks programs to develop a useful design process for
structural designers to reduce design change problems.

2. BIM for Irregular Structure System Design and Spatial Impact Analysis

2.1. Irregular Structure System Design via BIM (Revit)

For an irregular structure system such as a ramp or a non-rectangular building, the
designer uses a 2D concept layout structure system. When an irregular 3D shape causes
a space to be blocked by beams and columns, the Revit BIM 2021 program is used to set
up building models. Its most important function is its ramp making tool, as shown in
Figure 1. Users can use the function to model a building-floor-height ramp system. Using
this function, the ramp floor support beam system locations are defined.
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Figure 1. Revit’s ramp-making function.

2.2. Code for Car Parking Lot Structures

The building code of Taiwan includes the following regulations.

2.2.1. Car Height Limit

The height of small cars shall not exceed 1.5 times their full width, and their maximum
height shall not exceed 2.85 m.

2.2.2. Lane Slope Limit

The slope of the lane shall not exceed one to six, and the surface shall be made of a
rough surface or other non-slippery materials. The radius of the inner curve of the lane
shall be more than five meters.

2.2.3. Clear Height Restrictions for Fire Pipeline Facilities Limit

When an airtight sprinkler head is installed under a beam, the distance between the
return plate and the bottom of the beam shall be less than 10 centimeters, and the distance
from the floor or ceiling shall be less than 50 cm.

Thus, we simulated a ramp slope space from bottom to top, as shown in Figure 2.

Figure 2. Net height for parking lot ramp.

tanθ = 1/X (1)

Hmin = (2.85 + h)secθ (2)

θ: the slope angle;
X: the unit’s height increase in the horizontal dimension;
h: the net height from the car top.

By using Equation (2), we simulated the space from a car top of h = 0.15 m, h = 0.5 m,
and h = 1 m to obtain the min. space to avoid impact, as shown in Tables 1 and 2. The
different colors mean the clear height fit the design required.

Table 1. Straight ramp slope: net height calculation.

H (Rise) (m) X (m) θ (deg)
Hmin =

3.85/cos(θ)
Hmin =

3.35/cos(θ)
Hmin =

3/cos(θa)

1 6 9.4623 3.9031 3.3962 3.0414

1 7 8.1301 3.8891 3.3840 3.0305

1 8 7.1250 3.8800 3.3761 3.0233

1 9 6.3402 3.8737 3.3706 3.0185

1 10 5.7106 3.8692 3.3667 3.0150
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Table 2. Circular ramp slope: net height calculation.

H (m) R (m) θ (deg)
Hmin =

3.85/cos(θ)
Hmin =

3.35/cos(θ)
Hmin =
3/cos(θ)

3.5 12 2.657777633 3.8541 3.3536 3.0032

3.5 13 2.453593441 3.8535 3.3531 3.0027

3.5 14 2.278528576 3.8530 3.3526 3.0024

3.5 15 2.126771136 3.8527 3.3523 3.0021

4 12 3.036793779 3.8554 3.3547 3.0042

4 13 2.803582438 3.8546 3.3540 3.0036

4 14 2.603612686 3.8540 3.3535 3.0031

4 15 2.430254036 3.8535 3.3530 3.0027

5 12 3.793995785 3.8584 3.3573 3.0066

5 13 3.502906792 3.8572 3.3563 3.0056

5 14 3.253257186 3.8562 3.3554 3.0048

5 15 3.036793779 3.8554 3.3547 3.0042

2.2.4. For a Circular Ramp

X = 2πR (3)

tanθ = H/X (4)

X: the circumference of a circle with a radius R;
H: the building’s height.

2.3. Navisworks Spatial Conflict Analysis

In AutoDesk Navisworks 2021 software, the model created by the Revit program is
exported in an “nwc” format file and then imported into Navisworks to create a spatial
model. Navisworks space distance measurement tool is used to measure the x-, y-, and
z-axis distances of two spatial points in the design model to obtain the real space distance.
Then, users can confirm the design results using codes. In addition, Navisworks also
provides a space cruise function. Users can understand the feasibility of the design results
through animation and find problems before real construction process.

3. Case Application

The above method was used to analyze a five floor parking lot space as an example.
Its plan view is shown in Figure 3. The ramp design coefficients are shown in Figure 4.
The building’s north elevation is shown in Figure 5. The N-S and E-W section profiles are
shown in Figures 6 and 7. From the profile map, we define the support beam’s real location
and set up the support frame system as shown in Figure 8.

In order to define the ramp and plane floor connection and improve the car passing
joint comfortableness, we set up a profile map (Figure 9) to discuss the joint function detail
sections. To understand the effect of sunlight, we used Revit to simulate the effect to discuss
an energy-reducing design (Figure 10).

Then, we transferred the model to AutoDesk Navisworks 2021 software, and the
whole building model is shown in Figure 11. We simulated the structure system design as
shown in Figure 12.
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Figure 3. Revit’s structure system.

Figure 4. Parking lot ramp design coefficient.

Figure 5. North vertical section map.
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Figure 6. Profile for N-S section.

Figure 7. Profile for E-W section.

Figure 8. 3D Structure system render effect for parking lot in Revit.

Then, we used a roaming function to traverse the building model and measured the
spatial two point distance to obtain the net height space in the structure system (Figure 13).
The ramp width was also obtained, as shown in Figure 14. In Figures 13 and 14 red green
and blue box mean the measure results for x, y, z axis distance.
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Figure 9. Details of the ramp section interaction of the building floor.

 

Figure 10. Map for sunlight rendering effect in building.

  

Figure 11. Navisworks 3D building view.
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Figure 12. Internal space view result in Navisworks.

 

Figure 13. Space net height measurement in Navisworks.

 

Figure 14. Ramp width measurement in Navisworks.
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4. Conclusions

From the above analysis, the following conclusions were made from a real-case application.
The combination of the Autodesk Revit and Autodesk Navisworks programs provides

a real simulation for the actual structure system’s spatial relationships. Through a spatial
analysis of the structural system, it can avoid unreasonable design results. A design
combined with BIM and a Navisworks simulation provides the a reasonable structure
system and improves architectural lighting and the building’s energy savings.
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Abstract: M-type barium hexaferrites, BaFe(12−x)LaxO19 (x = 0.0, 0.05, 0.1, 0.15, and 0.2), were pre-
pared by a low-cost solid-state reaction method. The specimens crystallized in a non-centrosymmetric
hexagonal magnetoplumbite structure that belonged to the P63/mmc space group. Morphologically,
the samples were dense with hexagonal plate-like grains and size variations of around 1.19–1.70 μm.
The optical band gap of the system was reduced in the wide band-gap region from 1.78 to 1.74 eV.
The band-gap values would be useful in photocatalysis and photovoltaics. The AC conductivity was
enhanced with La3+ substitution, following Jonscher’s power law. Maxwell–Wagner-type polariza-
tion was observed in the specimen, and tangent loss decreased with La3+ substitution. The values of
the tangent loss were in the appropriate range for electromagnetic shielding applications.

Keywords: M-type hexaferrite; water splitting; dielectric properties; M–W-type relaxation

1. Introduction

Concerns have been growing about the energy crisis and environmental pollution,
especially pollutants in water bodies. Various methods have been employed to reduce the
pollutants in water and produce ‘clean’ energy by alternative methods. Photocatalysis is
used to produce hydrogen, which is regarded as a new energy source. In using photo-
catalysis, tuning the band gap is a challenging process. Metal oxide semiconductors with
energies in the narrow band-gap region are highly stable and show high absorption in the
visible range. Also, they have good charge and separation properties [1,2]. Ferrite-based
materials are widely known for their excellent photocatalysis properties, relatively low
band gaps, thermal and chemical stability, and optical and magnetic properties [3,4].

M-type barium hexaferrite (BaFe12O19) belongs to the ferrite family and shows a
hexagonal crystal structure. It is the most common and simple hexaferrite. It shows a high
Curie temperature, high saturation magnetization, large magnetocrystalline anisotropy,
high chemical stability, high electrical resistance, and a good optical band gap. Each unit cell
of barium hexaferrite needs two formula units and comprises ten layers of oxygen anions
with four oxygen ions in each layer. Two Ba ions replace one of the oxygen ions in the
middle layers. Fe3+ ions occupy the interstitial sites created by the oxygen ions. However,
the Fe3+ ions in the interstitial sites are in five different crystallographic environments,
namely, 12k, 4f1, 4f2, 2a, and 2b [5,6].

Many research works have been conducted on the optical, electrical, and photocat-
alytic properties of ferrites [7–11]. The main reason for choosing hexagonal ferrite is the
number of oxygens in its lattice (19 per formula unit), as the redox activity depends on
the oxygen storage capability of the molecule in its lattice [12]. Also, during sintering,
ferrites tend to create oxygen vacancies, which enhances the reduction by fixing oxygen in
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the existing vacancies and tuning the band gap. Its electrical and optical properties, such
as its band gap, are tuned using doping. In summary, these materials are promising for
photocatalytic applications. In the present research, La-substituted barium hexaferrites
were synthesized using a solid-state reaction method and their structural, morphological,
optical, and dielectric properties were studied.

2. Materials and Methods

The La3+-substituted barium hexaferrites, BaFe(12−x)LaxO19 (x = 0−0.20, Δx = 0.5),
were prepared using a solid-state reaction. The precursors were weighed stoichiometrically
according to Equation (1).

BaCO3 +
x
2

La2O3 + (6 − x
2
)Fe2O3 → BaLaxFe12−xO19 + CO2 (1)

The weighed precursors were mixed and ground using an agate mortar and pestle
for 4 h. These powders were calcined at 1200 ◦C for 6 h. The calcination was repeated
3 times. The powders were mixed with 1% PVA solution, then pressed using a hydraulic
press and sintered at 1200 ◦C for 6 h. X-ray diffraction measurements were carried out to
study the structural properties and phase formation of the prepared BaLaxFe12−xO19 using
a Brooker (D2 Phaser) instrument in the 2  range of 20–80◦. The morphological properties
were studied with field emission scanning electron microscopy (FE-SEM) measurements
using a CARL ZEISS SIGMA 03-81, and elemental analysis was performed using EDS
measurements (OXFORD Instruments, made in Germany). A UV-Vis-NIR spectroscope
in diffused reflectance mode was used to study the optical properties, with wavelengths
ranging from 180 to 2500 nm.

3. Results and Discussions

3.1. Structure

Powder X-ray diffraction measurements were carried out to study the structures
and phases of the prepared samples. Rietveld analysis of the XRD patterns shown in
Figure 1 confirmed the single-phase magnetoplumbite structure of barium hexaferrite that
crystallized in a hexagonal crystal structure of the P63/mmc space group. The values of the
lattice parameters, unit cell volumes, average crystallite sizes, and refinement parameters
are presented in Table 1. The lattice parameters, ‘a’ and ‘c’, varied slightly, and the unit
cell volume, ‘V’, increased after doping of La3+ as compared to the pristine sample. These
variations, along with the variation in unit cell volume, depended on the ionic radii of the
Fe3+ and La3+ ions. Sherrer’s formula [13] was used to calculate the average crystallite size,
‘D’, given in Equation (2).

D =
kλ
βcos

(2)

where ‘D’ is the average particle size, ‘λ’ is the wavelength of the incident beam, ‘k’ is the
shape constant, ‘β’ is the full width at half maximum, and ‘θ’ is the angle of diffraction.
The average crystal size increased up to x = 0.10 and then slightly decreased.

Table 1. List of lattice parameters, unit cell volumes, average crystallite sizes, and refinement parameters.

La Content
(x)

Crystallite
Size D (nm)

a = b (Å) c (Å) c/a Ratio
Unit Cell

Volume (Å)3 Rp Rwp Rexp χ2

0.0 34.224 5.890 23.215 3.940 697.671 12.1 15.1 10.44 2.10
0.05 44.256 5.896 23.213 3.936 699.019 23.7 23.2 21.35 1.19
0.10 54.947 5.895 23.208 3.936 698.637 14.3 17.6 15.95 1.22
0.15 45.029 5.894 23.202 3.936 698.201 18.3 20.6 15.42 1.79
0.20 46.858 5.895 23.209 3.936 698.687 19.2 21.4 16.13 1.77

714



Eng. Proc. 2023, 55, 94

Figure 1. Rietveld refinement of the X-ray diffraction pattern of the BaLa(x)Fe12−xO19, (x = 0–0.20)
samples.

3.2. Morphological Study Using FE-SEM

FE-SEM was used to study the surface morphology of the prepared samples, as shown
in Figure 2. The images were captured at a magnification of 40 kX. Close-packed, hexagonal
plate-like grains of different sizes were observed in the images. The average grain size was
measured using ‘ImageJ’ software (Figure 3) and found to be in the range of 1.19 to 1.70 μm.

 

Figure 2. FE-SEM images of (a) x = 0, (b) x = 0.05, (c) x = 0.10, (d) x = 0.15, and (e) x = 0.20.
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Figure 3. Variation in average grain size with La concentration.

3.3. Optical Properties

The band gaps of the prepared samples were measured to understand the optical
properties. A UV-VIS-NIR spectrometer was used in diffused reflectance mode to measure
the gaps [14]. The percentage of diffused reflectance (R %) spectra of the BaLaxFe12−xO19
(0 ≤ x ≤ 0.2) are shown in Figure 4. The samples absorbed the light in the range of
200–550 nm, and the reflection increased above 550 nm. The reflectance of each sample
decreased with the increase in La concentration. The optical absorption coefficient, α, was
computed using the Kubelka–Munk function [15].

α =
(1 − R)2/

2R (3)

where α is the absorption coefficient and ‘R’ is the diffused reflectance. The optical band-gap
energy was estimated by the Tauc relation [15].

αhν = A
(
hν − Eg

)
(4)

where ‘hν’ is the photon energy, ‘A’ is a constant, and the absorption characterized index
is given by ‘n’. As BaLaxFe12−xO19 is considered a direct band-gap material, n was 1

2 . A
graph of (αhν)2 v/s Energy ‘hν′ was plotted. The linear portion of (αhν)2 was extrapolated
to calculate the band gap, as shown in Figure 5. The variation in band gap values with
La concentration is shown in Figure 6. The band-gap values fell between 1.79 and 1.74 eV
in the visible region. The maximum band-gap value was 1.79 eV for x = 0, and it slightly
decreased with the concentration of La (x = 0.05, 0.10, 0.15, and 0.20).

 

Figure 4. Variation in diffused reflectance with wavelength.
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Figure 5. Tauc plot of Ba1−xLaxFe12O19.

 

Figure 6. Variation in band gap with La concentration.

As the concentration of La3+ increased, a decrease in the bandwidth of the conduction
band and valence band was observed, which reduced the band gap significantly. The
smaller crystallite size was a reason for the lower-energy band gaps, which were different
from the higher band-gap energy values reported around 3.6 and 1.9 eV [16] and 3.92 eV
for undoped samples prepared by the sol–gel method [17]. However, band gap tuning
of barium hexaferrite with Mn and Mg doping shows 2.94 eV for undoped sample and
decreases to 1.90 eV with Mn and Mg doping [9]. The band gap of Sr-Ba hexaferrite with
Tm-Tb doping [18] increased from 1.73 to 2.65 eV. Ba1−xLaxFe12O19 (x = 0.10–0.04) ferrite
nanoparticles [19] showed a band-gap increase from 1.87 to 2.53 eV. In this research, the
values were observed in the visible band-gap region, which is promising for photocatalytic
applications. The decrease in the band gap with La doping may have been due to the gen-
eration of sub-bands. That is, the Eg value decreased with La concentration. A continuous
band was developed with the combination of conduction and sub-bands [20]. The decrease
in the band gap was caused by the decrease in energy levels within the bands such that the
electrons needed greater energy to travel from valence to conduction bands [21].

3.4. Dielectric Spectroscopy

Dielectric spectroscopy was used to explore the frequency of dielectric constant, tanδ,
and conductivity. The plots are shown in Figures 7–10. The dielectric constant and tanδ
decreased with frequency and were independent of frequency at higher frequencies. Such
behavior can be explained using Maxwell–Wagner polarization [22–24]. According to this
theory, heterogeneous materials such as hexaferrites consist of conducting grains separated
by insulating grain boundaries. These grain boundaries oppose the electrical conduction
and aid in polarization. When an electric field is applied, the charge carriers align at the
grain boundaries due to high resistance. This builds up charge carriers near the grain
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boundaries, which induces large space-charge polarization and a large dielectric constant.
In conduction, according to Koops [25], grain boundaries dominate at low frequencies and
grains dominate at high frequencies. Thus, as the frequency increases, the grain boundaries
lose control and a small space charge builds up, which results in a low value of polarization
and decreases the value of the dielectric constant. At low frequencies, grain boundaries
become more effective, and charge carriers need more energy to cross the boundaries,
causing high loss. Grains are more effective at high frequencies and conduct more charge
carriers. This results in loss tangent at high frequencies.

 
Figure 7. Variation in ε’ with frequency.

Figure 8. Variation in tanδ with frequency.

The AC conductivity increased with the log frequency, as the AC conductivity plots
show (Figures 9 and 10). AC conductivity was independent of frequency at low frequencies
but increased sharply at high frequencies. This behavior followed Jonscher’s power law.
When compared with the La concentration, the AC conductivity remained constant at
x = 0.0, 0.05, and 0.15, but it increased rapidly for La concentrations of 0.1 and 0.2. This may
have been due to electron hopping between Fe3+ and Fe2+ ions. The hopping of electrons
increased as the frequency of the applied field increased. The frequency responses of the
dielectric constant and the loss tangent to La concentration are shown in Figures 11 and 12.
Electron hopping was caused by the higher electronegativity of La3+ (1.1) compared to Ba2+

(0.89) but which is lesser than Fe3+. La3+ donate electrons easily. With the increase in La
content, the number of charge carriers increased, which, again, increased the polarization
and the dielectric constant. The dielectric constant increased as the frequencies increased,
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being highest for the sample with x = 0.2. On the other hand, the loss tangent decreased
with an increase in frequency, and the loss was high for the pure barium hexaferrite. The
loss decreased with an increase in the doping concentration of La (x = 0.05, 0.1, 0.15, and
0.2). The lowest concentration was found for the sample with the La concentration at
x = 0.05 because of the smallest grain size of La at x = 0.

Figure 9. Variation in AC conductivity with frequency.

 

Figure 10. Jonscher’s power law plot.

 

Figure 11. Variation in ε’ with La content.
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Figure 12. Variation in tanδ with La content.

4. Conclusions

La-doped barium hexaferrite, BaLaxFe12−xO19 (0 ≤ x ≤ 0.2), was prepared using the
solid-state reaction method. The X-ray diffraction patterns of the Rietveld refinement
confirmed the formation of a single-phase hexagonal magnetoplumbite structure, which
belonged to the P63/mmc space group. Its crystal size increased with the increase in La
concentration because of the lattice distortion caused by the substitution of La3+ ions in
the Fe3+ sites. FE-SEM images showed hexagonal plate-like grains of different sizes. The
diffused reflectance spectra revealed a slight decrease in band gap with La content due
to a decrease in energy levels within the valence and conduction bands. The dielectric
studies showed a decrease in the loss tangent and an increase in the AC conductivity at
high frequencies as the concentration of La3+ ions in the barium hexaferrite increased. The
dielectric constant was found to be inversely proportional to the frequency.
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Abstract: The satisfaction and loyalty of women in the postpartum period with their pelvic health
and related treatment were investigated to provide a reference for the decision-making of operators.
The study results showed that women’s age, education level, occupation, postpartum time, and mode
of delivery influenced the cognition of and satisfaction with pelvic health recovery. The results also
provided a reference for postpartum care centers or related practitioners to offer better choices in
pelvic health care to secure the loyalty of women in the postpartum period. Based on these results,
women in the postpartum period can improve their quality of life.

Keywords: pelvic conditioning; rehabilitation; satisfaction

1. Introduction

Women experience tremendous physical and mental changes during pregnancy and
childbirth. If the loose pelvic floor ligaments and muscles do not recover within three
months after delivery, it may cause a change in body shape, lower back pain, walking
problems, and even severe pelvic organ prolapse and urinary incontinence. Such symptoms
limit women’s physical, psychological, and social functions and affect their quality of life.
Most postpartum education focuses on breastfeeding, baby bathing, jaundice precautions,
emotional distress, nutrition, and wound care after giving birth [1]. However, postpartum
pelvic recovery and pelvic health are crucial for women in the postpartum period. Institu-
tions educate women in the postpartum period about the importance of postpartum pelvic
recovery and provide related services to improve women’s postures, promote pelvic health,
and regain previous self-confidence and style.

Researchers have also pointed out that dissatisfaction and poor self-image in women
in the postpartum period are related to depression or other maternal psychological dis-
tress [2]. Therefore, this research was carried out to understand how much women in the
postpartum period are satisfied with pelvic health recovery and the relationship between
their satisfaction and the effectiveness of treatment. In this research, significant differences
in satisfaction with pelvic health recovery and treatment were investigated to suggest how
to treat and serve women in the postpartum period.

2. Pelvic Health

The pelvis is a skeletal structure with muscles at the bottom for important functions of
support and contraction [3] to hold the organs such as the bladder, intestine, and uterus.
The sphincter muscles control the opening and closing of the urethra, vagina, and anus on
the pelvic floor. Childbirth is conducted by the proper contraction and relaxation of the
pelvic floor muscles [4,5]. Professional techniques are used to maintain the normal function
of the pelvis by the muscles, tendons, and membranes. For its functions, the movements of
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various parts including the air joints and nodules are corporated. In Chinese medicine, the
qi of the meridians and viscera is important to allow the smooth flow of qi and blood and
coordination between the outside and the inside of the body. By improving the functions of
the viscera, tissues, and organs, the physical balance in the pelvis and the mental well-being
of women in the postpartum period can be obtained.

3. Satisfaction and Loyalty

3.1. Satisfaction

Cardozo [6] pointed out that satisfaction affected the behavior and willingness of
customers to buy and maintain their loyalty to a product or service. Many researchers
have different explanations for the definition of customer satisfaction. Boshoff and Gray [7]
believed that customer satisfaction could be measured through the evaluation of their
experience and reaction after using the product. Joewono and Kubota [8] pointed out that
customer satisfaction was the evaluation of products and services based on customers’
experience. According to Baker and Crompton [9], customer satisfaction refers to the psy-
chological and emotional state after an experience. If the expectation before use exceeded
that after use, customers were satisfied.

3.2. Loyalty

Customer loyalty refers to the customer’s feelings after using a product or service. For
short contacts to develop into loyalty, experience is always required. Therefore, the key to
creating customer loyalty is to deliver more and higher customer value. The competition in
the industry affects customers’ decisions on whether to continue to use the products and
services and relies on the premise that the products are convenient to use. Depending on the
decision and comparison, customers choose products or services and decide to maintain a
relationship with the service provider [10]. To maintain a long-term relationship, providers
must provide education on the advantages of their products and services so that customers
can visit or buy the product and service repeatedly. This is called repeated purchase or re-
consumption [11]. Providers must offer information and promise to customers for mutual
trust. Therefore, Stank et al. [12] defined loyalty as a long-term commitment to repurchase,
including the cognition of the provider for repeated purchases.

4. Methods

A questionnaire survey was conducted for women in the postpartum period after
receiving pelvic treatment. The responses were analyzed to obtain descriptive statistics and
the results of variance, correlation, and regression analyses using SPSS21. The results were
investigated to understand the satisfaction with and loyalty to the postpartum treatment.
The results of this research provided postpartum care homes or related practitioners with a
reference for better care and improvement of their treatments and services. The data were
collected from 1 March to 30 April 2022, from 381 subjects who were in the postpartum
period. In this research, the following hypotheses were proposed.

Hypothesis 1. There are significant differences in satisfaction with pelvic treatment and service
according to different demographic variables.

Hypothesis 2. Women in the postpartum period have different loyalty to the treatment and service
depending on different demographic variables.

Hypothesis 3. Satisfaction with pelvic treatment and service of women in the postpartum period
has a positive impact on their loyalty.
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5. Result and Discussion

5.1. Reliability of Questionnaire Survey

The four dimensions of satisfaction and loyalty are shown in Table 1. The Cronbach α

values were 0.952, 0.935, 0.950, 0.950, and 0.921 for each dimension. The results indicated
satisfactory reliability of the questionnaire survey.

Table 1. Reliability test results of questionnaire survey.

Dimension of Satisfaction and
Loyalty

Cronbach’s α Number of Questions

Space and environment 0.952 6
Service attitude 0.935 5
Professionalism 0.95 5

Cost 0.95 4
Loyalty 0.921 6

5.2. Survey Result

Table 2 presents the descriptive statistics of the questionnaire survey results. Respon-
dents aged 31−35 accounted for 40.4% of the total number of respondents. Those who
were 36−40 years old and over 41 years old accounted for 37.8%. Those who were younger
than 30 years old accounted for 21.8%. For the education level, 80.8% of respondents
graduated from universities or higher. In total, 29.7% were students or unemployed while
the remaining 70.3% had occupations. A total of 48.3% gave birth 1 year before the survey,
20.7% delivered their babies 1–3 years before the survey, and 31% did so 4 years before it. A
total of 38.0% had experienced a Caesarean section. Table 3 shows the sum and the average
of scores for the questions in each dimension. The average score of each item was above 4,
which showed that the respondents were satisfied with the dimensions and had loyalty
to them.

Table 2. Results of descriptive analysis of background data.

Variable Item Number of Respondents Ratio (%)

Age

Under 25 years old (inclusive) 18 4.7
26–30 years old 65 17.1
31–35 years old 154 40.4
36–40 years old 72 18.9

41 years old (inclusive) and above 72 18.9

Education
High school/vocational (inclusive) or below 73 19.2

University/college 247 64.8
Graduate school (inclusive) or above 61 16.0

Occupation

None (student/housekeeping) 113 29.7
service industry 100 26.2

Military education 17 4.5
Business 29 7.6

Technology industry 19 5.0
Manufacturing industry 32 8.4

Others 71 18.6

Years after delivery
Within 1 year 184 48.3

1–3 years 79 20.7
4 years 118 31.0

Mode of delivery
Spontaneous delivery 236 61.9

Caesarean section 119 31.2
Both 26 6.8
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Table 3. Descriptive statistical results of each dimension.

Dimension
Sum of Scores

(Number of Questions)
Average Score

Space and environment 27.86 (6) 4.64

Service attitude 24.09 (5) 4.82

Professionalism 24.11 (5) 4.82

Cost 18.56 (4) 4.64

Loyalty 27.63 (6) 4.61

5.3. Variance Analysis

There was no significant difference between the groups of different ages for the four
dimensions at the significance level of 0.05. The education level of the respondents showed
a significant impact on satisfaction with the space and environment of the institutions for
treatment and services. However, it did not influence the service attitude, professionalism,
cost, and loyalty of the institutions at a significance level of 0.05. The occupations of
respondents also did not impact their satisfaction with and loyalty to the institutions. The
mode of delivery influenced the satisfaction with professionalism significantly but did
not impact the space and environment, service attitude, cost, and loyalty. The results of
multiple regression analysis of the four dimensions (Table 4) present that the adjusted R-
squared (coefficient of determination) reached 0.80. This indicated a significant relationship
between the four dimensions. In particular, a significant relationship between cost and
loyalty was observed in the results of the multiple regression analysis.

Table 4. Multiple regression analysis results of four dimensions of satisfaction and loyalty.

Dimension Coefficient Standard Errors t Value (p Value)

Space and environment 1.371 1.001 1.369 (0.172)
Service attitude −0.127 0.034 −3.740 (0.000)
Professionalism −0.444 0.122 −3.638 (0.000)

Cost 0.768 0.123 6.241 (0.000)
Loyalty 1.183 0.054 21.982 (0.000)

0.80

F value (p value)
381.781 (0.000)

6. Conclusions

The satisfaction and loyalty of women in the postpartum period were explored in this
study. The results provide the required information for institutions of pelvic treatment
and maternal services including beauty spas, beauty parlors, hospitals, and maternal
care centers. It also can be used to establish a mother–infant-friendly institution with
better treatments and services. Women in the postpartum period showed satisfaction
and loyalty, the degrees of which differed with education levels and the delivery method
they experienced. Those who were at different ages showed significant differences in
loyalty, and so did their different occupations. The preliminary research results need to be
complemented with future research.
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Abstract: In the construction of modern bridges, tower cranes are used for vertical transportation and
hoisting. In erecting and removing tower cranes, a high degree of risk occurs. Thus, we evaluated the
risk of using tower cranes in construction and proposed preventive measures.

Keywords: high-cable tower; tower crane; risk events; truss

1. Introduction

Risks exist in life with the uncertainty of their occurrence. Haynes defined risk as
an economic factor. Until the 1950s, risk management was not an independent discipline.
Yet, the main research focuses on risks related to hazardous events and their probability
of occurring. In this study, we proposed monitoring and early warning technology for
preventing risks in bridge construction. The major risks in bridge construction are caused
by the structural form of the bridge. The risk of occurrence is affected by various factors,
such as changes in load and material, the inaccuracy of the calculation model, and human
errors. Through risk assessment, a loss of investment, accidents, and social impacts can be
reduced [1]. High-cable tower cranes are often used in construction, so the risk assessment
of the cranes is important. Therefore, we analyzed the cause of risky events of the tower
cranes to prevent accidents and propose preventive measures [2].

2. Risk of High-Cable Tower Crane

The safety risks of the high-cable tower crane include the toppling of the tower crane,
the impact of buildings, falling off of heavy objects, broken arms of the tower crane, and
falling of laborers. For those risks, the potential of the risk needs to be evaluated [3]. The
risk assessment method of bridge construction and the mathematical model for uncertainty
have been proposed using probability theory and statistics. We used random variables to
indicate the times of the risk event and to evaluate the total amount of loss caused by risk
events as follows:

Li.j =
Ni

∑
k=1

Li,j,k (1)

Referring to the previous research on the risk assessment of the construction safety of
high-cable tower cranes, we classified the losses into three types: personnel fall, time delay,
and monetary loss. A personnel fall refers to accidents in which workers fall on the site [4].
Time delay refers to a reduction in construction time due to the occurrence of risk events,
and monetary loss is the value of material loss due to accidents. We weighted the three
types of loss differently to obtain the combined effect of loss as follows:

L = Lh × wh + Lt × wt + Lm × wm (2)
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where wh is the casualty weight, 0.45 according to the reference, wt is the time delay weight,
0.25, and wm is the currency loss weight, 0.3.

3. Probability Model of Risk Event

The probability model of the risk of the high-cable tower crane was defined as the
probability and statistics related to the occurrence of the loss [5]. The state of personnel loss
is expressed by the state equation z = r − s < 0, where s is the generalized effect under the
action of a risk event H, and r is the generalized resistance. Then, the probability of loss is
expressed as follows [6]:

P = p(R ≤ S) =
∞∫

R

f (S)dS (3)

The generalized effect S is related to the risk event H, so the probability density
function for (S, H) is

f (S, H) = f (S|H) f (H) (4)

where f (S|H) is the conditional probability density function for the failure of the limit state
in a given risk H, and f (H) is the probability density function for the risk state H. The law
of total probability is expressed with the following equations:

P = p(R ≤ S) =
∞∫

R

⎡
⎣ +∞∫
−∞

f (S|H) f (H)dH

⎤
⎦dS (5)

P = p(R ≤ S) =
∞∫
R

[
+∞∫
−∞

f (S|H) f (H)dH

]
dS

=
∞∫
0

[
∞∫
R

f (S|H)dS

]
f (H)dH

(6)

Fs(H) =

+∞∫
R

f (S|H)dS

where

P =

+∞∫
0

Fs(H) f (H)dH

Considering the upper and lower limits H1 and H2 of the level at which a risk event H
causes a loss, the above formula is transformed into the following:

P =

H2∫
H1

Fs(H) f (H)dH (7)

where Fs
(

Hi
)

is the limit state failure probability for the Hi level of risk events in i interval,
ΔF0

(
Hi
)

is the interval probability for the i level of risk events, and N is the number of the
interval for the divided risk event level.

4. As Low as Reasonably Possible (ALARP) Principle

We used the ALARP criterion to determine the safety risk criterion in the construction
of the high-cable tower crane [7]. First, we defined param to measure the construction risk
and the basic characteristics of its mathematical functions according to param according to
special values of the function to determine the level of and response to risk. The represen-
tative value of the function for decision-making was obtained through the questionnaire
survey with the divided level of the risk grade as shown in Table 1.
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Table 1. Level of risk classification of decision-makers.

Level of Risk Negligible Acceptable (ALARP)

Division level 0 ≤ R ≤ 3 3 ≤ R ≤ 5

Reasonable Control
(ALARP)

Strictly Controlled (ALARP) Unacceptable

5 ≤ R ≤ 6 6 ≤ R ≤ 7 7 ≤ R ≤ 10

The determined risk level from the risk level interval division table is presented in
Figure 1. The division of risk level intervals was determined by the attitude of the risk
decision-maker, and the attitude depended on the risk effect function. The risk level interval
determines the names of each division area according to the ALARP risk decision-making
criteria. The entire risk area was divided into unacceptable risk areas, negligible risk areas,
and ALARP areas. Risk situations that fall into unacceptable areas must be reduced using
mandatory measures. The risk situation in the negligible area can be ignored as the risk
probability is far lower than the construction safety threshold.

Figure 1. Risk level of decision-making.

The ALARP criteria are used for continuous functions and discrete functions. The
risk matrix presents the embodiment of ALARP criteria in the form of a discrete function.
The ALARP area, based on the different loss assessments of risk events, is divided into
acceptable risk areas, reasonable risk control areas, and strict risk control areas.

5. Risk Event of High-Cable Tower Crane

• Tower crane overturning (GSTTD01):
Due to the failure to meet the requirements for bearing capacity and ground flatness, it
is easy for the tower body to tilt and the tower crane to overturn. During tower lifting
and dismantling, tower overturning accidents may occur due to weak anchoring,
insufficient strength or connection of steel wire ropes, control system failure, and
improper use of traction capacity.

• Impact on tower body or other buildings (GSTTD02):
Due to errors in cooperation between signal workers and operators, accidents some-
times occur when heavy objects collide with tower bodies or other buildings during
the lifting process.

• Heavy objects falling off or tower crane arm breakage (GSTTD03):
In the use of the tower crane, due to illegal lifting (the weight of the lifting object is
not separated from the steel hook of the object below, the weight of the lifting object is
unknown, and the operation action of the tower crane is suddenly changed), forced
lifting, the hook falling off, the weight falling, or the tower crane limiter malfunctioning.
These cause accidents of the tower crane overturning or arm breakage [8].
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• Personnel fall (GSTTD04):
In the process of lifting the tower crane, due to illegal operations, hidden dangers are
not promptly eliminated, resulting in electric shock and personnel falling.

For the above four risk events, the losses of the Maanshan Tower crane with a high-
cable tower were assessed. The assessment results are shown in Table 2. The loss assessment
was calculated using Equation (2). The proportion of each weight is shown in Figure 2. The
abscissa of Figure 2 shows the size of the loss assessment [9].

Table 2. Linear ratio of voltage to current.

Risk Event
Probability Level of

Occurrence
Personnel
Casualties

Time
Delays

Currency
Losses

Combined
Effect

Loss
Assessment

Tower crane overturning
(GSTTD01) 2 3 1 2 2.4 4.4

Impact on tower body or other
buildings (GSTTD02) 2 2 1 2 1.95 3.95

Heavy objects falling off or tower
crane arm breakage (GSTTD03) 3 2 2 2 2.3 5.3

Personnel falling (GSTTD04) 2 2 1 2 1.95 3.95

Figure 2. Proportion of each weight in risk assessment of steel tower column installation and
loss assessment.

The loss assessment results of the risk situations during the construction of the high-
cable tower crane were plotted in the risk level interval division table, as shown in Figure 2.
The risk events GSTTD01, GSTTD02, GSTTD03, and GSTTD04 are located in the ALARP
area. For the risks, reasonable safety precautions were required to reduce the occurrences.
GSTTD01, GSTTD02, and GSTTD04 are located in the reasonable risk area and the accept-
able risk area. General management measures were needed to reduce their construction
risks without the need for further measures for the risks. For GSTTD03, prevention and
caution were required to prevent the occurrence. In addition to general risk management,
it was also necessary to consider the comparison result of the value of risk reduction
and effect. Reasonable measures had to be taken for prevention and control to reduce its
risks [10].

Possible risks need to be prevented and controlled. In Figure 3, in GSTTD03, heavy
weight falling off or tower crane arm breaking are the risk events we focus on. Risk
prevention and control measures must be formulated to reduce the risk of tower crane
operation and avoid the occurrence of accidents [11].
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Figure 3. Risk event assessment.

6. Prevention and Control Technology

6.1. Tower Crane Safety Calculation

• Underframe: The upper part of the underframe is connected to the tower body, and
the lower part is directly installed on a dedicated concrete foundation. It is composed
of a base, a foundation section, and a diagonal brace [12].

• Tower body: The standard section of the tower body has two specifications according
to its design strength, namely the lower tower body and the standard section. Each
section is connected with 12-M39 special high-strength bolts, and the standard section
of the same specification has interchangeability. The vertical members inside and
outside the standard section are square cross-section members with a side length of
15 cm, while the horizontal members are square cross-section members with a side
length of 10 cm. Each standard section has a length of 1.5 m, and every two standard
sections are grouped. According to the construction requirements of the main tower,
the tower crane used in this project has a height of 210 m.

• Lifting arm: The lifting arm is divided into 11 sections. There is a pull rod lifting point
set on the upper chord of the third, seventh, and eighth sections of the arm. Each section
of the arm is connected by a pin shaft, and a trolley traction mechanism is installed on
the first section of the arm. The arm’s end is equipped with a steel wire rope with an
anti-torsion device. The maximum arm length is 70 m, and it can also be assembled
into six types of arm lengths, including 65, 60, 52.5, 45, and 30 m. In this study, a 70 m
boom was used for the analysis. The three main members on the outer side are square
cross-section members with a side length of 15 cm. The remaining diagonal rods are
steel pipes with an outer diameter of 7 cm and a wall thickness of 1 cm.

• Balancing arm: The balancing arm is divided into three sections, which are two sections
of 7.5 m and one section of 4 m, connected by a pin. When the length of the lifting
arm is 75, 65, or 60 m, the length of the balancing arm is 19 m. When the length of the
lifting arm is 52.5 m, 45 m, or 30 m, the length of the balancing arm is 15 m. With the
help of a pin, the balance arm and balance arm pull rod are connected to the rotating
tower body and top as a whole, and there are railings and walkways on both sides of
the balance arm. The two outer members of the balance arm are square cross-section
members with a side length of 15 cm. The rest are steel pipes with an outer diameter
of 10cm and a wall thickness of 1 cm.

• Upper and lower supports: The upper support is installed on top of the slewing
bearing and connected to the inner ring of the slewing bearing. The lower support is
a box-shaped support for the non-rotating part of the crane, which is equipped with
an outer gear ring of the slewing support on its upper plane. The lower support is
connected to the outer ring of the slewing support through bolts, and the relative
rotational motion between the upper and lower supports is achieved through the use
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of a slewing mechanism. The tower is connected to the upper support and turn-around,
and the tower to the standard section below the lower support.

• Rotating tower body: The lower end of the rotating tower body is connected to the
upper support with 16 high-strength bolts, the upper part is connected to the tower
top pin, and the front and rear ear plates are connected to the balance arm and lifting
arm, respectively. The upper part is equipped with a lifting weight limiter.

• Tower top: The tower top is an inclined cone, with the upper end connected to the
lifting arm and balance arm through a pull rod to keep the two arms horizontal. The
lower end is connected to the rotating tower body with four pins. To install the lifting
arm pull rod and balance arm pull rod, a working platform and pulley block are
installed on the upper part of the tower top.

6.2. Parameter Description: Q235 Type Steel

According to the “Code for Design of Steel Structures” (GB50017-2003), design tensile
and compressive and flexural strength are f = 215 N/mm2. Design shear strength is
fv = 125 N/mm2. The elastic modulus is E = 2.05 × 103 N/mm2.

6.3. Model Establishment

The model-simplified tower crane consisted of a main support truss and a boom truss.
The boom was connected by four cables to bear the load of counterweights and goods. The
base was fixed [7]. A 3D beam element beam44 was used for the model of the truss of
the tower crane. LINK10 was used to model the cable in Figure 4. Because the structural
layout of the tower crane has repetitive characteristics, the basic structural cell of the truss
is constructed and then copied. The counterweight of the tower crane and the lifted goods
were treated as load equivalents. After constructing the tower crane structure, the strength
analysis of the components in the structure and the layout analysis of the cable positions
were carried out.

 

Figure 4. Truss of tower crane.

The only deformation of the tower crane without a load added at the boom end is shown
in Figure 5. One end of the lifting arm was slightly raised by 0.8 m, and the entire arm end
remained horizontal. Under normal use, the displacement and deformation of the structure
met the requirements. When the lifting arm was 70 m away and the ultimate load was 3.4 tons,
the entire structure moved down along one side of the lifting arm at a distance of 2 m. However,
due to the long lifting arm, the entire structure remained approximately horizontal.

For a 3.4-ton weight applied at the end of the lifting arm, the internal force distribution
of the entire tower crane is shown in Figure 6.

The maximum values of tension and pressure borne by the members were observed at
the diagonal cables and lifting goods. In addition, the stress at the connection between the
lifting arm and the tower body made the entire tower crane structure weak. According to
the calculation results, the maximum stress borne by the cable was 907,180 Pa. Therefore,
the stress met the strength requirement of less than 215 MPa.
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Figure 5. Truss of tower crane with load.

 

Figure 6. Internal force distribution diagram of tower crane truss.

Figures 7 and 8 show tower crane safety monitoring.

Figure 7. Overall schematic diagram of tower crane safety monitoring.

 
Figure 8. Cross-section diagram of tower crane safety monitoring.
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A wireless cable force sensor was installed at the position of the diagonal cable to
measure the changes in cable force and install an alarm on-site. Once the cable force sensor
detected that the cable force value exceeded the calculated value, an alarm was issued
immediately to stop the tower crane work and check the condition of the tower crane. In
addition, the stress at the connection between the boom and the tower body made the
entire tower crane structure weak. The stress change at the connection between the boom
and the tower body was measured using wireless dynamic strain sensors, and an alarm
was issued when the threshold was exceeded.

7. Conclusions

In bridge construction, bridge piers and cable towers are installed at a high altitude
with small working spaces. The selection and layout of tower cranes are the keys to
construction, as the time for the total construction of the entire bridge is affected by the
performance of the cranes. The selection and layout of tower cranes are conducted with
a comprehensive analysis process, and the relevant parameters of tower cranes must be
determined based on the actual situation and construction requirements of each bridge’s
structural form, scale, and terrain conditions at the bridge location. On this basis, the tower
crane must be reasonably matched and arranged according to its performance indicators.
Based on the different sources of risk, the structure and construction characteristics of tower
cranes can be analyzed. We determined safety prevention and control technology for tower
crane construction and proposed corresponding preventive measures for risk events. A 3D
beam element beam44 was used to model the truss of the tower crane, and LINK10 was
used to model the cable. The maximum stress borne by the cable was calculated to be less
than the threshold value. Using the proposed model of the truss of the crane, the changes
in cable force and installed alarms on-site were measured. Once the cable force sensor
detected the cable force exceeding the calculated value, an alarm was issued immediately
to stop the tower crane operation and check its condition to avoid accidents.
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Abstract: The glass system of B2O3-SiO2-TeO2-Bi2O3-ZnO-BaO doped with Gd2O3 (x = 0, 1, 2, 3,
and 4 mol%) (BiTeGd-x) was prepared by using the melt-quench technique. The density of glasses
increased from 5.323–5.579 g cm−3 for 0–4 mol% with an increase in Gd2O3 concentration. The
simulation results obtained using Photon Shielding and Dosimetry (PSD) software (Phy-X version)
produced the maximum mass attenuation coefficient (MAC) and minimum half-value layer (HVL) in
the entire photon energy spectrum 0.015–15 MeV, suggesting the highest potential of BiTeGd-4 glass
to act as a shield against low and high-energy radiation photons.

Keywords: Gd3+ ions; tellurite glass; radiation shielding; mass attenuation coefficient

1. Introduction

The usefulness of glass materials for protection against radiation has been extensively
explored by researchers. Simple fabrication techniques, non-toxicity, transparency, chemical
durability, and chemical flexibility are the main contributing factors of glasses to enhance
radiation shielding proficiency and achieve high density [1]. Certain glasses designed have
transcended conventional shielding materials such as concretes and bricks with appropriate
attenuation coefficients and half-value layers (HVL). Tellurite glasses show promising
results for thermal and chemical stability with a low melting temperature and density [2].

Rare-earth oxide such as Gd2O3 has been reported to improve the physical, optical,
and mechanical properties of tellurite glasses by increasing their density, refractive index,
and hardness values [3]. Kaewjaeng et al. [4] suggested that Gd3+ doping reduced HVT
significantly, allowing the glass to perform better than commercial X-ray windows, con-
crete, and bricks [5]. There are limited investigations on the effect of Gd3+ ions and the
overall improvement of the stability of glasses and radiation shielding properties. The
present study was carried out to explore the potential of this glass system in radiation
field application by analyzing the physical, optical, and radiation-blocking development of
B2O3-SiO2-Gd2O3-TeO2-Bi2O3-ZnO-BaO glass system (BiTeGd-x).

2. Materials and Methods

Melt quenching was conducted to produce the BiTeGd-x system where Gd2O3 mol%
varied as 0, 1, 2, 3, and 4. A furnace temperature of 1100–1120 ◦C was used for its syn-
thesis [6]. The density of prepared glasses was determined using Archimedes theory and
distilled water. Carl Zeiss FESEM recorder was used to study its surface morphology
through EDAX measurement. Theoretical values of terms to evaluate the gamma-ray
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shielding property such as mass attenuation coefficient (MAC), and HVL of the synthesized
glasses were obtained by using Photon Shielding and Dosimetry (PSD)(Phy-X version)
software in an energy region of 0.015–15 MeV [7].

3. Results and Discussion

3.1. Physical Properties

The synthesized Gd3+ tellurite glasses are shown in Figure 1, where Gd2O3 incorpora-
tion improved the transparency and changed the color of the glass from reddish-orange
to light yellow. Archimedes’ principle was used to determine the density of the sample
(Table 1). Physical parameters such as molecular weight and molar volume were calculated
for the fabricated glasses with other parameters using the following relations.

 

Figure 1. Pictures of synthesized BiTeGd glasses.

Table 1. Different physical parameters calculated for Gd3+-doped glasses.

Sample Code BiTeHost BiTeGd-1 BiTeGd-2 BiTeGd-3 BiTeGd-4

Average molecular weight, M (g/mol) 159.76 161.78 163.81 165.84 167.87

Density, ρ (g/cc) (±0.01) 5.2844 5.4229 5.4429 5.4935 5.5793

Molar volume, Vm (cm3) 30.231 29.8335 30.0967 30.1888 30.0882

Number density of Gd3+ ions in host glass, NGd
(×1023 ions/mol)

0 0.202 0.400 0.598 0.801

Inter-ionic separation
between Gd3+, ri (nm) 0 36.727 29.236 25.566 23.202

For the number density of Gd3+ ions,

NGd =
xNAρ

M
(1)

The interionic separation between Gd3+ ions was obtained with

ri =

(
1

NGd

) 1
3

(2)

All calculated parameters are summarized in Table 1. Gd3+ increased the density of
the glass from 5.323 to 5.5793 gcm−3 from 0 to 4 mol% of Gd2O3. The high molecular
weight of Gd2O3 compared to TeO2 caused a density increase in the glass. The tendency of
Gd3+ ions to form a closed-packed network by filling the interstitial spaces has also in-
creased the density. Moreover, the Gd3+ ions have an ionic radius of 1.19 Å which is greater
than that of Te4+ and Bi3+ ions (0.99 and 1.03 Å), which also increased the density. Molar
volume (Vm) initially decreased but increased depending on the concentration of Gd2O3.
BiTeGd-1 glass with the minimum molar volume confirmed polymerization in this glass
network [8]. The number density of Gd3+ ions increased with the increase in Gd2O3 concen-
tration. The interionic radius (ri) decreased with successive addition of Gd2O3 molecules,
indicating the shrinkage of ionic clouds due to Gd3+ ions.

The XRD images of the Gd3+ glasses are shown in Figure 2a. Sharp crystalline peaks
were absent in the XRD images, assuring the amorphous nature of the current glasses.
In addition, the broad hump observed in Bragg’s angle of 20–30◦ also reflected the non-

737



Eng. Proc. 2023, 55, 97

crystallinity of the glasses. The surface morphology of Gd3+-doped tellurium borosilicate
glass BiTeGd-2 was examined by using SEM images (Figure 2b).

 

Figure 2. (a) XRD profiles, (b) SEM micrograph, (c) EDAX record, and (d) chart representing weight
percentage of all the constituent elements in BiTeGd-2 glass.

The occurrence of smooth and homogenous texture in the SEM images without any
cluster of unresolved particles proved the amorphous character of the synthesized glasses.
The compositional analysis of the BiTeEu-2 glass was performed using EDAX measurement.
The EDAX spectrum shows properly distributed elements such as boron (B), oxygen
(O), silicon (Si), europium (Eu), tellurium (Te), bismuth (Bi), barium (Ba), and zinc (Zn)
(Figure 2c). Aluminium (Al) was detected in the glass composition because of the alumina
crucible used in the glass melting process. A bar chart representing the weights of all
constituent elements (Figure 2d) exhibited the highest weight of Bismuth (Bi) as Bi has the
heaviest atomic weight.

3.2. Optical Properties

The function of Gd3+ ions in enhancing the optical properties of the glass was studied
by calculating parameters such as refractive index (n), dielectric constant (ε), molar refrac-
tivity (Rm), reflectance loss (R in %), and molar electron polarizability (αm) [9] using the
following set of equations.

ε = n2 (3)

Rm =

(
n2 − 1
n2 + 2

)
Vm (4)
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R =

(
n2 − 1
n2 + 2

)
% (5)

αm =
3

4πNA
Rm (6)

The values are presented in Table 2. The refractive index continuously increased with
doping Gd2O3. The refractive index was influenced by a larger atomic radius (1.79 Å)
of Gd [10] which is greater than that of tellurium (1.6 Å) and boron (0.98 Å). The higher
polarization ability of cations resulting from higher cation radius of Gd3+ ions induces
high n values, providing a platform for current Gd3+-doped glasses in the non-linear
optical application. An enhanced refractive index was also associated with a high dielectric
constant, molar refractivity, reflectance loss, and molar electron values as shown in Table 2.

Table 2. Optical parameters of Gd3+-doped glasses.

Sample Codes
R. I

n

Dielectric
Constant

ε
Rm (cm3) R (%) Molar Electron Polarizability εm (Å3)

Band Gap
Eg (eV)

BiTeHost 1.975 3.901 14.7544 0.9508 5.854 3.153
BiTeGd-1 1.989 3.955 14.8053 0.9778 5.875 2.957
BiTeGd-2 1.991 3.9663 14.9635 0.9832 5.938 3.121
BiTeGd-3 1.998 3.9939 15.0792 0.9969 5.984 3.196
BiTeGd-4 2.01 4.0407 15.1455 1.0204 6.01 2.791

The absorption spectra recorded in the UV-visible region for the Gd-doped glasses
are shown in Figure 3a. The synthesized glasses including the undoped glass showed
maximum absorption in the UV region (300–400 nm). In addition, all the glasses showed a
broad low intense absorption peak around 500 nm which corresponds to the absorption
of Bi3+ ions. Higher transmittance observed in the visible of all samples was proof of
improved transparency of the Gd-doped glass.

 

Figure 3. (a) UV-visible absorption spectra and (b) Tauc’s plots drawn for BiTeGd glasses.

The relationship between absorbance and optical band gap Eg was provided by Tauc’s
relation as follows.

α =
B
(
hν− Eg

)
hν

γ

(7)

where α is the absorption coefficient, also given by α = 2.303 A/t, A is the absorbance, t is
the thickness of the sample material, B is the band tailing parameter, and the exponent γ
depends on the kind of electronic transition mechanism. Because glasses are amorphous,
we took γ = 2 as the transitions are indirect in nature. The resulting Tauc plot is represented
in Figure 3b, where the extrapolation of the linear part of the curve is taken as Eg (Table 2).
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The Eg values showed that the band gap of Gd3+-doped glass was less than that of the
undoped glass except for the BiTeGd-3 sample.

3.3. Radiation Shielding Parameters

MAC and HVL data simulated by Phy-X/PSD software in the 0.015–15 MeV photon
energy spectrum are represented in Figure 4 [7,10]. The influence of energy on the MAC
values of the glass was evident from the rapidly falling trend in the lower energy range,
constancy in the intermediate range, and an increase at the higher end of the spectrum.
This showed the occurrence of photoelectric absorption, Compton scattering, and electron–
positron pair formation in the three energy regions. The two sharp peaks at 0.035 and
0.1 MeV were the K-edges associated with Te and Bi. Furthermore, the effect of varying the
Gd2O3 content in MAC graphs on the continuous increase in MAC with the Gd3+ content
was studied. Such an effect was observed because of the increasing density values of
Gd2O3 from 5.323 to 5.579 gcm−3 from 0 to 4 mol% in concentration. Therefore, BiTeGd-4
glass exhibited the maximum attenuation compared to other Gd glasses.

Figure 4. (a) MAC and (b) HVL of BiTeGd glasses simulated for energies in 0.015–15 MeV range
using Phy-X/PSD software.

In Figure 4b, low-energy photons generated low HVL values due to the high photon
absorption mechanism. HVL increased continuously in the energy range of 0.1–5 MeV,
showing the maximum value at 5 MeV and a decrease to the energy of 15 MeV. This implied
that when the energy increased, the radiation penetrated deeper into the glass, and therefore
it was essential to increase the thickness of the material to shield it from the high radiation
photons. The maximum HVL was found at 5 MeV for BiTeGd-4 glass as 3.4619 cm, which
was thick enough to protect the glass from high-energy radiation. Additionally, the HVL
decreased with successive doping of Gd2O3 in the range of 0.015–15 MeV suggesting that
BiTeGd-4 glass had the lowest HVL.

4. Conclusions

Improved transparency with enhanced density values was proved with tellurite
glasses doped with Gd2O3. Non-crystalline nature and smooth glass surface morphology
were verified by XRD and FESEM results. Optical parameters including the refractive index
continuously increased with an increase in Gd2O3. MAC and HVL parameters computed
by PSD software in the energy range of 0.015–15 MeV showed that BiTeGd-4 was the
optimum glass for gamma radiation shielding.
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