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Preface

Microelectromechanical systems (MEMSs) are microdevices or systems that integrate

microsensors, microconverters, microactuators, micromechanical structures, and micropower

sources. MEMS devices have a wide range of applications in biomedical, automotive, aerospace,

and communications fields, among various others. The design, optimization, performance, and

application of devices are crucial to the development of modern technology. In terms of design,

MEMS devices need to overcome various challenges, such as size constraints, material selection,

and manufacturing processes, to achieve high integration and miniaturization. Optimizing the

design and performance of MEMS devices is of great significance for improving system efficiency,

reducing costs, and enhancing functionality, and it is one of the current research hotspots. The

performance of MEMS devices involves sensitivity, stability, power consumption, and other aspects

to meet the requirements of various applications. This Special Issue explores key issues in the design,

optimization, performance, and application of MEMS devices in order to provide a reference for

research and development in related fields.

Weidong Wang, Yong Ruan, and Zai-Fa Zhou

Editors
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Microelectromechanical system (MEMS) sensors are a miniaturized sensor technology
that integrates sensors with microelectronic components using microelectromechanical sys-
tem manufacturing technology [1,2]. MEMS sensors typically consist of micromechanical
structures, sensing circuits, and signal processing circuits, which can be used to measure
and detect various physical quantities, such as pressure [3,4], temperature [5,6], accelera-
tion [7,8], angular velocity [9,10], and humidity [11,12]. These micromechanical structures
are typically composed of microsprings [13], thin films [14], and cantilever beams [15],
and their dimensions typically range from micrometers to millimeters. When external
physical quantities act on these micromechanical structures, they will undergo deformation
or vibration, thereby changing parameters such as current, voltage, or capacitance in the
circuit and generating corresponding electrical signals [16–18]. The miniaturization and
integration of MEMS sensors have made them applicable in various fields, such as the
automotive industry [19], healthcare [20], and aerospace [21], and have provided important
support for the development of intelligent systems [22] and the Internet of Things [23].

This Special Issue contains 10 papers, mainly introducing various MEMS sensors,
including inertial devices such as accelerometers and gyroscopes (Contributions 1 and 2),
differential pressure sensors (Contribution 3), optical analysis of microfluidic technology
(Contribution 4), thermoelectric temperature sensors (Contribution 5), thin film thermal
flow sensors (Contribution 6), thermocouple sensors (Contribution 7), resonators (Contri-
bution 8), microwave sensors (Contribution 9), and skin friction sensors (Contribution 10).

In particular, Zhang et al. (Contribution 1) presented a MEMS electrochemical angular
accelerometer with a silicon-based four-electrode structure. Numerical simulations were
conducted to optimize the geometrical parameters of the silicon-based four-electrode struc-
ture. These simulations demonstrated that increases in fluid resistance and cathode area can
expand the working bandwidth and improve the device sensitivity, respectively. Zhang et al.
(Contribution 2) proposed a weak capacitance detection circuit for a micro-hemispherical
gyroscope based on common-mode feedback fusion modulation and demodulation. The
input common-mode feedback is applied to the circuit to address the input common-
mode voltage drift caused by both parasitic capacitance and gain capacitance. Secondly, a
low-noise, high-gain amplifier is used to reduce the equivalent input noise. Thirdly, the
modulator–demodulator and filter are introduced to the proposed circuit to effectively
mitigate the side effects of noise. Yasunaga et al. (Contribution 3) designed a MEMS
differential pressure sensor with a dynamic pressure canceler. They proposed a sensor
“cap” that cancels the wind effect and noise by utilizing the airflow around a sphere. In
addition, a height estimation method was developed based on a discrete transfer function
model. This sensor can be used for outdoor drones and wave height measurement. Qin
et al. (Contribution 4) analyzed the optical path in non-uniform refractive index media
in surface acoustic wave (SAW) microfluidic chips and proposed a MEMS SAW device
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based on a solid medium. The device can control the focal length by changing the voltage
and adjusting the sharpness of the micrograph. Wang et al. (Contribution 5) proposed a
flexible temperature sensor based on graphene fibers. Graphene fibers (GFs) are synthe-
sized by a facile microfluidic spinning technique using a green reducing agent (vitamin
C). The sensor has good scalability in length, and its sensitivity can increase with the
number of p–n thermocouples. Chen et al. (Contribution 6) established a finite element
analysis model of thin-film heat flow meters based on finite element simulation methods,
and a double-type thin-film heat flow sensor based on a copper/concentrate thermopile
was made. Moreover, the device exhibited a dual-use characteristic, which considerably
broadened the scope of its applications and service life and introduced a novel approach to
measuring heat flow density in the intricate environment on the surface of the aeroengine.
Han et al. (Contribution 7) studied the impact of different annealing times on the cyclic
characteristics of ceramic oxide thin film thermocouples. The results show that when the
annealing temperature is held constant, extending the annealing time can improve the
properties of the film, increase its density, slow down oxidation, and enhance the thermal
stability of the thermocouple. Liu et al. (Contribution 8) conducted in-depth analysis
on the design and optimization of hemispherical resonators. The geometric parameters
that significantly contribute to the performance of the resonator were determined via a
thermoelastic model and process characteristics. And then they proposed an optimization
method for the MEMS polysilicon hemispherical resonator based on PSO-BP and NSGA-II.
Kim et al. (Contribution 9) designed a multi-metal crack detection (MCD) microwave
sensor with two independent complementary split-ring resonators (CSRRs) loaded onto
the substrate-integrated waveguide (SIW). The concentrated electromagnetic field of the
SIW improves the Q-factor of the CSRRs. The proposed multi-MCD sensor can detect
cracks of different widths and depths with a high Q-factor and high precision. Guo et al.
(Contribution 10) studied the three-dimensional numerical simulation and structural opti-
mization for a MEMS skin friction sensor in hypersonic flow. The objective of this study is
to investigate the influence of sensor-sensitive structure on wall-flow characteristics and
friction measurement accuracy. To this end, the two-dimensional and three-dimensional
numerical models of the sensor in the hypersonic flow field based on computational fluid
dynamics (CFD) are presented. Finally, the sensor-sensitive unit structure’s design criterion
is obtained to improve skin friction’s measurement accuracy.

We would like to take this opportunity to thank all the authors who have submit-
ted their papers to this Special Issue and to thank all the reviewers for their contribu-
tions in evaluating the submitted papers and for their efforts in improving the quality of
the manuscripts.
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Abstract: This paper presents a MEMS electrochemical angular accelerometer with a silicon-based
four-electrode structure, which was made of thousands of interconnected microchannels for elec-
trolyte flow, anodes uniformly coated on structure surfaces and cathodes located on the sidewalls of
flow holes. From the perspective of device fabrication, in this study, the previously reported multi-
piece assembly was simplified into single-piece integrative manufacturing, effectively addressing the
problems of complex assembly and manual alignment. From the perspective of the sensitive structure,
in this study, the silicon-based four-electrode structure featuring with complete insulation layers
between anodes and cathodes can enable fast electrochemical reactions with improved sensitivities.
Numerical simulations were conducted to optimize the geometrical parameters of the silicon-based
four-electrode structure, where increases in fluid resistance and cathode area were found to expand
working bandwidths and improve device sensitivity, respectively. Then, the silicon-based four-
electrode structure was fabricated by conventional MEMS processes, mainly composed of wafer-level
bonding and wafer-level etching. As to device characterization, the MEMS electrochemical angular
accelerometer with the silicon-based four-electrode structure exhibited a maximum sensitivity of
1458 V/(rad/s2) at 0.01 Hz and a minimum noise level of−164 dB at 1 Hz. Compared with previously
reported electrochemical angular accelerometers, the angular accelerometer developed in this study
offered higher sensitivities and lower noise levels, indicating strong potential for applications in the
field of rotational seismology.

Keywords: microelectromechanical system; electrochemical angular accelerometer; rotational sensor;
silicon-based four-electrode structure

1. Introduction

Seismic motions consist of both translational and rotational components, resulting in
vibrations with six degrees of freedom [1,2]. However, traditional seismic measurements
only focus on translational components without paying attention to rotational aspects,
which thus cannot fully meet the requirements for seismic resistance [3]. In fact, in recent
years, a series of seismic damages caused by rotational vibrations have been recorded [4–7].
Due to the lack of effective measurements for angular accelerations, especially for angular
accelerometers with low frequencies down to 0.01 Hz, the understanding of rotational
components remains limited.

Angular accelerometers for seismic motion monitoring are sensors that convert low-
frequency angular accelerations from external environments into electrical signals. The
potential application is to monitor and prevent the hazards caused by the rotational com-
ponents of seismic motions and to comprehensively analyze the causes of earthquakes.
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Current angular accelerometers for measuring seismic rotational components can be classi-
fied into three types based on solid inertial masses, sensitive microstructures and liquid
inertial masses, respectively. Angular accelerometers based on solid inertial masses [8–10]
had limited low-frequency performances and bulky sizes due to their wheel servo sys-
tems. Angular accelerometers based on sensitive microstructures [11–13] utilized sensitive
principles of piezoelectric or piezoresistive effects enabled by microstructures (e.g., micro-
columns or microbeams), and they were susceptible to linear vibrations and had limited
frequency ranges and accuracies. Angular acceleration sensors based on liquid inertial
masses [14–16] operated in a low-pass manner with high electromechanical conversion
coefficients, demonstrating strong potential for detecting seismic motions with low am-
plitudes at low and ultra-low frequencies. The sensors working under the mechanism of
electrochemical reaction have the merits of good adaptability [2] and controllability, and
they are also highly sensitive to the ion concentration, thus achieving high sensitivity.

Traditional angular accelerations based on liquid inertial masses (electrochemical
angular accelerometers) relied on platinum mesh electrodes as sensitive units [14], which
suffered from the key problem of low consistency due to the misalignments among multiple
layers of electrodes. Furthermore, the insulation layers of platinum meshes were made
of porous ceramics, in which the production process was complicated and parameter
adjustment accuracy was limited, further limiting measurement sensitivities. Therefore,
optimizing the structure design and fabrication process of the electrode chip is key to the
development of an electrochemical angular accelerometer. Since MEMS offered advantages
such as miniaturization [2], integration, and mass production [17], a few pioneering studies
were conducted to replace traditional platinum mesh electrodes with microfabricated
electrodes, where both the sensitivities and working bandwidth of electrochemical angular
accelerometers were significantly improved. However, these previously developed angular
accelerometers with microfabricated micro-electrodes suffered from electrode structure
and inter-electrode wires because of the planar setup of sensitive microelectrodes. The
previously reported MEMS electrochemical angular accelerometers mostly comprise a
silicon-based three-electrode structure [15] and a planar electrode structure [16]. Among
them, the ones with a silicon-based three-electrode structure have higher sensitivity. But the
chip did not have an active ion depletion layer, which would lead to unstable differential
output. The parameters of an MEMS electrochemical angular accelerometer based on a
planar electrode could be precisely adjusted. However, the small cathode area and large
substrate area result in a low utilization efficiency of the on-chip area, limiting the sensitivity
level within the frequency band.

This paper developed a MEMS electrochemical angular accelerometer to monitor
the rotational components of seismic motions. A unique silicon-based four-electrode
structure was included, which was made of thousands of interconnected microchannels for
electrolyte flow, anodes uniformly coated on wafer surfaces, and cathodes located on the
sidewalls of flow holes. From the perspective of device fabrication, the previously reported
multi-piece assembly was simplified into single-piece integrative manufacture. The chip
innovatively adopted a wafer-level bonding method based on SU-8, effectively addressing
the problems of complex assembly and manual alignment. SU-8 serving as an intermediate
layer existed around each hole and acted as both an insulation layer between the top
and bottom cathodes and an ion depletion layer, which enabled stable output. From the
perspective of the sensitive structure, in this study, the silicon-based four-electrode structure
featured complete insulation layers between anodes and cathodes. The cathodes located on
the sidewalls of flow holes were connected to each other by conduction through the silicon
substrate, eliminating complex leads and improving the utilization efficiency of the on-chip
area, which can enable fast electrochemical reactions with improved sensitivities.

2. Structure and Working Principle

The MEMS electrochemical angular accelerometer based on the silicon-based four-
electrode structure is illustrated in Figure 1a. It consists of sensitive electrodes, a toroid
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channel, and an electrolyte solution. The toroid channel is filled with the electrolyte solution
composed of I2 and KI. The sensitive electrodes are fixed inside the toroid channel, where
two identical pairs of electrodes are arranged in an A-C-C-A (anode-cathode-cathode-
anode) configuration, separated by insulation layers.
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Figure 1. (a) The schematic of the MEMS electrochemical angular accelerometer with a silicon-based
four-electrode structure, consisting of sensitive electrodes, a circular flow channel, and an electrolyte
solution. (b) When the accelerometer detects external angular vibrations, there exists relative motions
between the liquid inertial mass and the electrodes, where the I−3 concentration near the two cathodes
changes in magnitude but with opposite directions, leading to current outputs. (c) The cross-section
profile, and (d) the 3D schematic view of the silicon-based four-electrode structure which is based on
two silicon wafers containing thousands of through-hole microchannels for the electrolyte solution.
The sidewalls of the flow holes and the surfaces of the bonded silicon wafers are uniformly sputtered
with Ti/Pt alloy as cathodes and anodes, respectively.

Due to the presence of the complexation reaction I2 + I− 
 I−3 , I− and I−3 in the
electrolyte solution, these are the main components involved in the electrochemical re-
actions. During the operation of the electrochemical angular accelerometer, a high po-
tential is applied to the surface-sensitive electrodes, which are regarded as two anodes,
while a low potential is applied to the sensitive electrodes on the sidewalls of the flow
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holes, which function as two cathodes. When a voltage difference exists between anodes
and cathodes, the following electrochemical reactions (anode: 3I− − 2e− → I−3 , cathode:
I−3 + 2e− → 3I− ) occur.

The working principle of the MEMS electrochemical angular accelerometer is illus-
trated in Figure 1b. When the accelerometer does not detect any external angular vibrations,
there is no relative motion between the electrolyte and the sensitive electrodes, resulting
in a stable distribution of I−3 near the sensitive electrodes. The output currents of the two
cathodes are equal (I1 = I2), and the differential output signal is zero (UO = 0). When
the MEMS electrochemical angular accelerometer detects external angular vibrations, it
induces relative motions between the inertial liquid mass and the electrodes. Through
convection and diffusion effects, the concentrations of I−3 near-two cathodes change in the
same magnitudes but in opposite directions, causing the output current to change with
direction (I1 > I2).

The cross-section profile of the silicon-based four-electrode structure is shown in
Figure 1c, which is based on two bonded silicon wafers containing thousands of through-
hole microchannels for the electrolyte solution. The sidewalls of the flow holes and the
surfaces of the bonded silicon wafers are uniformly sputtered with Ti/Pt alloy as cathodes
and anodes, respectively. More specifically, cathodes are electrically connected through
the silicon substrate with resistance less than 0.0015 Ω/cm, and external connectivity is
maintained by sputtering metal after etching flow holes. The anodes are directly connected
to silicon surfaces, and anode-cathode insulation is realized by the gap between anodes
and cathodes.

The three-dimensional schematic of the silicon-based four-electrode structure is shown
in Figure 1d. Each side has two wire-bonding pads for the same electrode, with a total of
eight wire-bonding pads on the top and bottom sides, resulting in four electrodes. The wire
bonding pads are connected to the signal acquisition circuit through wire bonding, and the
silicon-based four-electrode structure is encapsulated in a casing for testing. The bonding
between the silicon wafers is completed during the wafer fabrication process, where SU-8
serves as an intermediate layer and acts as both an insulation layer between the top and
bottom cathodes and an ion depletion layer.

3. Theory and Numerical Simulation

The relative motions between the electrolyte solution and the silicon-based four-
electrode structure follow the principle of fluid mechanics, and the electrochemical reactions
near the sensitive electrodes adhere to Faraday’s law. Therefore, flow resistance and cathode
area are key parameters that influence the performance of the MEMS electrochemical
angular accelerometer [18,19]. Since the numbers and diameters of flow holes and cathode
length determine the flow resistance and cathode area of this angular accelerometer, they
are treated as crucial geometrical parameters in the design and optimization of the silicon-
based four-electrode structure.

Since theoretical analysis can only provide a qualitative rather than quantitative
relationship between the aforementioned geometrical parameters and the performance of
the MEMS electrochemical angular accelerometer, numerical simulations were conducted
in this study for structural optimization based on numerical results.

In COMSOL, the simulation model included the sensitive unit, its adjacent flow
channels, and the internal electrolyte. The equations in fluid mechanics and Faraday’s
law were applied, and the properties of incompressible fluid, ion transports and electrode
boundary conditions were properly defined. Based on these settings, a two-dimensional
simulation was established based on the transverse cross section near the electrode of the
electrochemical angular accelerometer, as shown in Figure 2a.

8



Micromachines 2024, 15, 351

Micromachines 2024, 15, x FOR PEER REVIEW 6 of 13 
 

 

align perfectly with actual characteristics, devices with different parameters will be tested 
during actual fabrication. Parameters will be optimized and analyzed based on the con-
clusions drawn from the simulations. 

 
Figure 2. Numerical Simulation of the MEMS electrochemical angular accelerometer with silicon-
based four-electrode structure. (a) A two-dimensional simulation is established based on the trans-
verse cross section near the electrodes of the electrochemical angular accelerometer, where the sim-
ulation model includes the sensitive unit, its adjacent flow channels, and electrode boundary condi-
tions. Simulation results for the silicon-based four-electrode structure with the influence of (b) dif-
ferent fluid resistance on the bandwidth and (c) different cathode area on the sensitivity where in-
creases in fluid resistance and cathode area were found to expand working bandwidths and im-
prove device sensitivity, respectively. 

4. Fabrication and Packaging 
The silicon-based four-electrode structure was fabricated by conventional MEMS 

processes, which were divided mainly into two steps of wafer-level bonding and wafer-
level etching. In the step of wafer-level bonding, SU-8 was used as the adhesive layer be-
cause of its high insulation and stability to bond two silicon wafers with a thickness of 200 
µm and a diameter of 4 inches. The wafer-level bonding based on SU-8 is shown in Figure 
3a, which was composed of (i) cleaning and oxidation of silicon wafers with a thickness of 
1 µm based on plasma enhanced chemical vapor deposition (PECVD), (ii) Spin-coating of 
SU-8 photoresist on silicon wafers, and (iii) bonding with alignment enabled by a lami-
nating machine for compression and a hot plate for drying. 

The bonded wafers were manufactured into the silicon-based four-electrode struc-
tures following the MEMS process shown in Figure 3b, which was described as follows. 
Step 1. Washing the bonded silicon wafer by boiling acid and deionized water. 

Figure 2. Numerical Simulation of the MEMS electrochemical angular accelerometer with silicon-
based four-electrode structure. (a) A two-dimensional simulation is established based on the trans-
verse cross section near the electrodes of the electrochemical angular accelerometer, where the
simulation model includes the sensitive unit, its adjacent flow channels, and electrode boundary
conditions. Simulation results for the silicon-based four-electrode structure with the influence of
(b) different fluid resistance on the bandwidth and (c) different cathode area on the sensitivity
where increases in fluid resistance and cathode area were found to expand working bandwidths and
improve device sensitivity, respectively.

Figure 2b shows simulation results for the influence of different fluid resistances
on the bandwidth of the silicon-based four-electrode structure. The parameters used for
simulation are shown in Table 1. More specifically, under a unit length with a cross section
of 500 µm, a variety of number-diameter parameters of flow holes (e.g., 2 hole-220 µm of
diameter, 3 hole-127 µm of diameter, 4 hole-88 µm of diameter, 5 hole-52 µm of diameter,
6 hole-33 µm of diameter, 7 hole-20 µm of diameter) were simulated for comparison under
the unchanged cathode length of 100 µm for each hole. As to the simulation results, it was
found that increases in flow resistance produced accelerometers with increased working
bandwidth due to the turning point of the low-pass link shifting to the right, and the
attenuation of the mid- to high-frequency curve slowing down.
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Table 1. Normalized flow resistance corresponding to different parameters.

Length of Cross
Section Number of Holes Diameter of Holes Normalized

Flow Resistance

500 µm 2 220 0.000239
500 µm 3 127 0.001435
500 µm 4 88 0.04669
500 µm 5 52 0.030636
500 µm 6 33 0.157402
500 µm 7 20 1

Figure 2c shows the simulation results for the influence of different cathode areas on
the sensitivity of the silicon-based four-electrode structure. More specifically, under a unit
lengths with a cross section of 500 µm, under predefined number-diameter parameters of
flow holes (e.g., 5 hole-52 µm of diameter, 6 hole-33 µm of diameter, 7 hole-20 µm of diame-
ter), cathode length of 10 µm, 1 µm and 0.1 µm were simulated for comparison. As to the
simulation results, it was found that increases in cathode length produced accelerometers
with increased sensitivities due to increased rates of electrochemical reactions.

The simulation provides a basis for determining the effects of two key parameters, fluid
resistance and cathode area, on device performance, which is crucial for chip parameter
design and device selection. However, since two-dimensional simulations do not align
perfectly with actual characteristics, devices with different parameters will be tested during
actual fabrication. Parameters will be optimized and analyzed based on the conclusions
drawn from the simulations.

4. Fabrication and Packaging

The silicon-based four-electrode structure was fabricated by conventional MEMS
processes, which were divided mainly into two steps of wafer-level bonding and wafer-
level etching. In the step of wafer-level bonding, SU-8 was used as the adhesive layer
because of its high insulation and stability to bond two silicon wafers with a thickness
of 200 µm and a diameter of 4 inches. The wafer-level bonding based on SU-8 is shown
in Figure 3a, which was composed of (i) cleaning and oxidation of silicon wafers with
a thickness of 1 µm based on plasma enhanced chemical vapor deposition (PECVD),
(ii) Spin-coating of SU-8 photoresist on silicon wafers, and (iii) bonding with alignment
enabled by a laminating machine for compression and a hot plate for drying.

The bonded wafers were manufactured into the silicon-based four-electrode structures
following the MEMS process shown in Figure 3b, which was described as follows.

Step 1. Washing the bonded silicon wafer by boiling acid and deionized water.
Step 2. Spin-coating AZ1500 on both sides of the bonded silicon wafer, followed by pre-

baking, lithography, and development to function as a mask for anode sputtering.
Step 3. Sputtering Ti/Pt alloy with a thickness of 300/2500 Å on both sides of the silicon

wafer, followed by lift-off to obtain anodes.
Step 4. Spin-coating AZ4620 on the front side of the bonded silicon wafer, followed

by prebaking, lithography, and development to function as a mask for front-
side etching.

Step 5. RIE etching the front side to remove the 1 µm silicon oxide layer, and DRIE etching
the 200 µm silicon substrate to form frontside flow-through holes.

Step 6. Spin-coating AZ4620 on the backside of the bonded silicon wafer, followed by pre-
baking, lithography, and development to function as a mask for backside etching.

Step 7. RIE etching the backside to remove a 1 µm silicon oxide layer, and DRIE etching
the 200 µm silicon substrate to form backside flow-through holes.

Step 8. RIE etching the intermediate SU-8 bonding layer with the etching gas of CF4:O2 = 1:4
to create fully penetrating flow-through holes.

Step 9. Attaching SD230 photoresist on both sides of the bonded silicon wafer, followed by
prebaking, lithography, and development to function as a mask for cathode sputtering.
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Step 10. Sputtering Ti/Pt alloy with a thickness of 300/2500 Å on both sides, followed by
lift-off to obtain cathodes.
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Figure 3. (a) Process of wafer-level bonding, including key steps of PECVD, Spin-coating of SU-8,
compression and drying. (b) MEMS process for fabricating the silicon-based four-electrode structure,
including sputtering of anodes, etching of flow channels, etching of SU-8, and sputtering of cathodes.
(c) The cross-section profile of the flow-through holes by SEM, (d) The surface of the fabricated silicon-
based four-electrode structure by electron microscope. (e) The image of the fabricated silicon-based
four-electrode structure. (f) The assembled MEMS electrochemical angular accelerometer with the
silicon-based four-electrode structure.

The cross-sectional profiles of the flow-through holes were captured using a scanning
electron microscope (SEM), and the locally magnified image confirmed the uniformity of
the intermediate layer SU-8, as shown in Figure 3c. It can be clearly seen that through the
etching of RIE and DRIE, a through flow hole of 200 µm above and below was fabricated on
the silicon-based four-electrode structure of the chip, and the thickness of the intermediate
SU-8 layer is 4.7 µm. Figure 3d shows a microscopic view of the flow hole structure of the

11



Micromachines 2024, 15, 351

bonded silicon wafer before dicing. The black part is the flow holes with sidewall cathodes,
and the gray part is the silicon dioxide insulation rings, while the white part is the anodes.
The electrode structure shown in Figure 3d has a flow hole with a diameter of 60 µm and
an anode width of 40 µm. The flow holes are consistent in size and evenly distributed.
Figure 3e shows a chip of the silicon-based four-electrode structure after dicing, with a size
of 10.4 mm × 13.7 mm. The middle circular part is densely distributed with thousands of
flow holes, and cathodes on the sidewalls are led out to the lead hole (on the bottom right)
through bulk silicon conduction. The fabricated silicon-based four-electrode structure was
then assembled into an enclosure with mechanical compression, followed by the injection
and sealing of the electrolyte solution (see Figure 3f). The dark part is an annular flow
channel with a diameter of 120 mm. The channel was filled with electrolyte, and the chip
was placed in the channel, which was the effective sensing part.

5. Results

The characterization system for the fabricated MEMS electrochemical angular ac-
celerometer with the silicon-based integrated four-electrode structure included a standard
angular vibration table that can provide sinusoidal vibrations, a DC power supply, a
current-voltage conversion circuitry, a data acquisition card, and a LabVIEW-based data
processing platform. The standard angular vibration table can provide a frequency signal
ranging from 0.01 Hz to 10 Hz, and the corresponding output angular acceleration values
at different frequencies can be adjusted by the excitation amplitudes.

The devices were assembled as follows: 1517 (number of flow holes)-60 (diameter of
flow holes in µm)-160 (length of cathodes in µm), 1111-60-160, 1107-80-200, and 846-80-200.
Note that the length of the insulation layer between anodes and cathodes was 20 µm. The
assembled silicon-based integrated four-electrode structures of MEMS electrochemical
angular accelerometers were placed on the angular vibration table, and a frequency signal
ranging from 0.01 Hz to 10 Hz was provided. During the testing, it usually takes a period of
time to stabilize the devices. And the stability of the device is determined by the consistency
of multiple repeated tests. The obtained final sensitivity-frequency characteristics curve
after stabilization is shown in Figure 4.

Micromachines 2024, 15, x FOR PEER REVIEW 10 of 13 
 

 

accelerometers with platinum mesh electrodes [20], as shown in Table 2. Compared to the 
other three devices, this device had a very high sensitivity of 42 V/(rad/s2) at 10 Hz and 
the lowest noise level of −164 dB. The excellent performance of the silicon-based four-
electrode structure is due to the complete and controllable SU-8 intermediate layer, stable 
differential output, and high on-chip electrode area utilization. The MEMS 
electrochemical angular accelerometer with the silicon-based four-electrode structure 
exhibited excellent electrode structures, efficient electrochemical reactions, and a well-
developed device packaging process, resulting in noticeable low noise levels and high 
sensitivities. 

 
Figure 4. (a) Amplitude-frequency characteristic curves and (b) self-noise level for the MEMS 
electrochemical angular accelerometers with the silicon-based four-electrode structure under a 
group of geometrical parameters (1517-60-160, 1111-60-160, 1107-80-200 and 846-80-200). 

 
Figure 5. (a) Overall and (b) local voltage-time curves of the MEMS electrochemical angular 
accelerometer with the silicon-based four-electrode structure vs. the commercial counterpart of 
METR-03 in response to artificial vibrations. 

(a) (b)

Se
ns

iti
vi

ty
 (V

/(r
ad

/s2 ))

Frequency(Hz)

Se
lf 

no
ise

 (d
B 

re
la

tiv
e 

to
 1

/(r
ad

/s2 )/
H

z1/
2 )

Frequency(Hz)
0.01 0.1 1 10

-200

-180

-160

-140

-120

-100

 self noise level

0.01 0.1 1 10
0.1

1

10

100

1,000

10,000

 1517-60-160
 1111-60-160
 1107-80-200
  846 -80-200

Vo
lta

ge
 (V

)

Time (s)

Vo
lta

ge
 (V

)

Time (s)

(a) (b)

0 5 10 15 20 25 30
-4

-2

0

2

4

 silicon-based four-electrode
 METR-03

11.6 11.8 12.0 12.2 12.4

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0
 silicon-based four-electrode
 METR-03

Figure 4. (a) Amplitude-frequency characteristic curves and (b) self-noise level for the MEMS
electrochemical angular accelerometers with the silicon-based four-electrode structure under a group
of geometrical parameters (1517-60-160, 1111-60-160, 1107-80-200 and 846-80-200).
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The overall trend of the curve indicated a characteristic of a low-pass filter, where
the sensitivity gradually decreased as the frequency was increased, which was consistent
with the simulation results. Among them, the sensitivities of 1517-60-160 V.S. 1111-60-160
devices at frequencies of 0.01 Hz, 0.1 Hz, and 1 Hz were quantified as 665.7912 V.S. 390.2359
V/(rad/s2), 399.5451 V.S. 298.7483 V/(rad/s2), and 243.9414 V.S. 190.3566 V/(rad/s2),
where the differences between these two frequency response curves were stable, respec-
tively corresponding to the black and red lines in Figure 4a. Compared to the 1517-60-160
device and the 1111-60-160 device, they only differed in the number of holes. The 1517-
60-160 device had a larger effective area of cathodes and a lower flow resistance due to
a larger number of holes, and therefore had higher sensitivity and narrower bandwidth,
while the 1111-60-160 device was the opposite. The sensitivities of the 1107-80-200 device
vs. the 846-80-200 device at frequencies of 0.01 Hz, 0.1 Hz, and 1 Hz were quantified as
1458.9611 V.S. 905.3151 V/(rad/s2), 897.1403 V.S. 671.8375 V/(rad/s2), and 407.7017 V.S.
327.0718 V/(rad/s2), respectively, corresponding to the blue and green lines in Figure 4a.
From the perspective of the number of holes, the 1107-80-200 device had a larger effective
area of cathodes and a lower flow resistance than the 846-80-200 device.

Taking into account the bandwidth and sensitivity of the four devices, the 1107-80-
200 device had the highest low-frequency sensitivity due to the largest effective cathode
area while maintaining a wide frequency band. As the 1107-80-200 device had the best
performance among the four devices, subsequent analysis would focus on the 1107-80-
200 device.

The 1107-80-200 MEMS electrochemical angular accelerometer with the silicon-based
integrated four-electrode structure was then placed on a flat surface and tested for self-noise
level at night, where the self-noise power spectral density is shown in Figure 4b. The noise
levels at 0.01 Hz, 0.1 Hz, 1 Hz, and 2 Hz were quantified as −161 dB, −164 dB, −162 dB,
and −158 dB, respectively. The device exhibited stable low noise levels within the range
of 0.01–2 Hz, with slightly increased noise values (lower than −140 dB) in the 2–10 Hz
frequency range. Besides the high performance from the perspective of device sensitivity,
the MEMS electrochemical angular accelerometer developed in this study also exhibited
excellent signal-to-noise ratios.

The 1107-80-200 MEMS-based electrochemical angular accelerometer was subjected to
artificial excitations along with the commercial device METR-03 for seismic monitoring.
The test results, as shown in Figure 5a, indicated that both devices clearly captured multi-
ple artificial excitations with consistent response times, where the correlation coefficient
between the two devices was 0.9527. The signal amplitude outputted by the device’s
silicon-based integrated four-electrode structure was significantly larger than that of the
METR-03 device. More specifically, after an artificial excitation at 11.9 s, the maximum
amplitude from the device with the silicon-based integrated four-electrode structure was
0.86 V, while the METR-03 device only outputted 0.06 V. This comparison can be observed
clearly in the local vibration signal amplification graph, as shown in Figure 5b.

Finally, the performance of the MEMS electrochemical angular accelerometer with
the silicon-based four-electrode structure was compared to the previously reported MEMS
electrochemical angular accelerometers with a silicon-based three-electrode structure [15], a
planar electrode structure [16], and electrochemical angular accelerometers with platinum
mesh electrodes [20], as shown in Table 2. Compared to the other three devices, this
device had a very high sensitivity of 42 V/(rad/s2) at 10 Hz and the lowest noise level of
−164 dB. The excellent performance of the silicon-based four-electrode structure is due to
the complete and controllable SU-8 intermediate layer, stable differential output, and high
on-chip electrode area utilization. The MEMS electrochemical angular accelerometer with
the silicon-based four-electrode structure exhibited excellent electrode structures, efficient
electrochemical reactions, and a well-developed device packaging process, resulting in
noticeable low noise levels and high sensitivities.
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Figure 5. (a) Overall and (b) local voltage-time curves of the MEMS electrochemical angular ac-
celerometer with the silicon-based four-electrode structure vs. the commercial counterpart of METR-
03 in response to artificial vibrations.

Table 2. Comparison of key parameters of electrochemical angular accelerometers.

Characteristic Unit [20] [15] [16] This Device

sensitivity V/(rad/s2) 1 @10 Hz 2.405 @10 Hz 0.033 @10 Hz 42 @10 Hz
noise level (rad/s2)/Hz1/2 −105 dB −154 dB −118 dB −164 dB

6. Conclusions

In this study, we present a MEMS electrochemical angular accelerometer with a silicon-
based four-electrode structure that is made of thousands of interconnected microchannels
for electrolyte flow, anodes uniformly coated on structure surfaces, and cathodes located
on the sidewalls of flow holes. The silicon-based four-electrode structure was fabricated by
conventional MEMS processes, mainly wafer-level bonding and wafer-level etching. The
optimal parameters for the chip were ultimately determined as follows: the number of flow
holes is 1107, the diameter of the flow hole is 80 µm, and the length of the cathode is 200 µm.
As to device characterization, the MEMS electrochemical angular accelerometer with the
silicon-based four-electrode structure exhibited a maximum sensitivity of 1458 V/(rad/s2)
at 0.01 Hz and a minimum noise level of −164 dB at 1 Hz. The excellent performance
of the silicon-based four-electrode structure is due to the complete and controllable SU-8
intermediate layer, stable differential output and high on-chip electrode area utilization.
Compared with previously reported electrochemical angular accelerometers with platinum
mesh electrodes and silicon-based three-electrode structures, the angular accelerometer
developed in this study offered higher sensitivities and lower noise levels, indicating strong
potential for applications to monitor and prevent the hazards caused by the rotational
components of seismic motions and to comprehensively analyze the causes of earthquakes.
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Abstract: As an effective capacitance signal produced by a micro-hemisphere gyro is usually below
the pF level, and the capacitance reading process is susceptible to parasitic capacitance and environ-
mental noise, it is highly difficult to acquire an effective capacitance signal. Reducing and suppressing
noise in the gyro capacitance detection circuit is a key means to improve the performance of detecting
the weak capacitance generated by MEMS gyros. In this paper, we propose a novel capacitance
detection circuit, where three different means are utilized to achieve noise reduction. Firstly, the
input common-mode feedback is applied to the circuit to solve the input common-mode voltage
drift caused by both parasitic capacitance and gain capacitance. Secondly, a low-noise, high-gain
amplifier is used to reduce the equivalent input noise. Thirdly, the modulator–demodulator and
filter are introduced to the proposed circuit to effectively mitigate the side effects of noise; thus, the
accuracy of capacitance detection can be further improved. The experimental results show that with
the input voltage of 6 V, the newly designed circuit produces an output dynamic range of 102 dB and
the output voltage noise of 5.69 nV/

√
Hz, achieving a sensitivity of 12.53 V/pF.

Keywords: hemispherical resonant gyro; common-mode feedback; micro-capacitor detection; low noise

1. Introduction

With the characteristics of high reliability, high accuracy and long service life, hemi-
spherical resonant gyroscopes (HRGs) have been widely used in multiple fields, such as
aerospace, ship navigation and unmanned flight [1,2]. However, due to their high price,
large size and high power consumption, the application of HRGs in civil scenarios is lim-
ited. In order to promote the application of hemispherical resonant gyro, researchers have
designed Micro-compact hemispherical gyros, which inherits the excellent performance of
traditional ones, but with a smaller size and lower cost. However, the hemispheric gyro
signal is weak and its performance is seriously affected by external environmental factors
such as temperature and humidity [3,4]. Therefore, it has become an important and urgent
issue to suppress the noise in the capacitance detection process to enable the acquisition
and feedback of weak signals generated by Micro-compact hemispherical gyros [5–7].

A hemispherical gyroscope can be equated to a dynamic pair of differentially vary-
ing capacitance, and by measuring the change in capacitance, information such as the
angle/angular velocity can be measured. The output capacitance change of a gyroscope
is typically 10−18~10−12 F, which requires the capacitance detection circuit to have high
sensitivity, low noise and large dynamic range [8]. Designing a low-noise, high-accuracy
capacitance detection circuit is an important way to improve the performance of a hemi-
spherical gyroscope [9].

The main methods for detecting weak capacitive signals are voltage follower circuits,
trans impedance amplifier circuits and charge amplifier circuits. Voltage follower circuits
and trans impedance amplifier circuits are susceptible to parasitic capacitance, which
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reduces the accuracy of the detection circuit. Charge amplifiers provide a virtual ground,
and are insensitive to parasitic capacitance and can achieve high gain and low output
impedance. When extracting and detecting useful signals, they are easily drowned in noise
such as parasitic capacitance or high-frequency interference signal, resulting in effective
capacitance signals which cannot be read out. Wu et al. proposed a CMOS low-noise
capacitive readout circuit, using a trans impedance amplifier as the core module of the
circuit [10], adopting a correlated double sampling technique to suppress the noise and
mismatch of the circuit. The noise and mismatch of the circuit are effectively suppressed.
By using the full-differential circuit, the performance of the readout circuit in terms of
resolution and dynamic range are improved. The circuit also achieves a capacitance
resolution of 1.5 aF/Hz1/2 and a dynamic range of over 100 dB, but it is susceptible to
parasitic capacitance. Li et al. improved the dynamic performance index of the detection
signal [11], which are collected from a hemispherical resonator gyro by introducing a
correction network and system transfer function. However, a high-input buffer amplifier
with impedance is selected for the preamplifier circuit, which is prone to thermal noise and
sensitive to the drift of the common-mode voltage.

In order to improve the signal-to-noise ratio, reduce the effects of thermal noise
and drift of common-mode voltage [12], in this paper, we employ a charge amplifier to
reduce noise and improve the signal-to-noise ratio. In addition, common-mode feedback
technology is applied to reduce the interference signal of the operational amplifier circuit,
leading to the improvement in extracting and detecting useful signals. Thus, the accurate
detection of the capacitor signal produced by hemispherical resonant gyro can be achieved.
Moreover, modulation–demodulation and filtering technology are used to improve the
accuracy and reduce the noise of the detection circuit.

This paper is conducted in the context of MEMS gyroscope. The article designed a
Micro-hemispherical resonator gyro to carry out the experiment, so the method we propose
is suitable for MEMS gyro. The research proposes a capacitance detection circuit, where
three different means are utilized to achieve noise reduction, including input common-mode
feedback, a low-noise high-gain amplifier, and proper modulator–demodulator and filter.

2. Device Architecture of Capacitive Displacement Detection

The operating mode of a hemispherical resonant gyroscope resonator is a four-
antinode vibration mode (i.e., the number of waves in the annulus m = 2), and the finite
element model of the hemispherical resonator is shown in Figure 1 [13]. The mode is
synthesized from two simple merged modes, both 45◦ apart in the direction of the antinode
axis, which are the driving and detecting modes of the hemispherical gyro, as shown in
Figure 2a,b.
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Figure 2. Driving mode and detection mode of miniature hemispherical gyroscope: (a) driving mode
(b) detection mode.

The change in capacitance between the resonator shell and electrodes can be described
by a schematic of detecting capacitance as shown in Figure 3. The differential capacitance
consists of the hemispherical metal resonator, inner and outer detection electrodes dis-
tributed on the base. Moreover, variations in capacitance can be calculated accurately by
calculating change in capacitance gap.
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Figure 3. Schematic of detecting capacitance.

The principle of hemispherical resonator excitation and detection is shown in Figure 4,
where the change in capacitance is converted into a voltage (V) by a test circuit, which in
turn yields an angular velocity ω. When the hemispherical resonator of the gyroscope
vibrates, the detection mode is excited by the Coriolis force, and the amplitude of the
resonator detection mode is proportional to the magnitude of the input angular velocity,
which is then detected by the detection electrode, and the signal is demodulated to obtain
the input angular velocity. The amplitude of the detected mode is proportional to the input
angular velocity.
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By applying an excitation signal to the resonator through the piezoelectric drive, the
resonator will resonate, forming a four-antinode vibration, and the spacing between the
resonator and electrode will change. So, a differential will be formed between the electrode
and resonator, then a front-end amplifier circuit is connected from the chassis of the gyro
structure to detect the capacitance change (∆C). The differential electrode structure is
shown in Figure 4, and the capacitance changes will be transformed by the test circuit into
a voltage (V), which in turn gives the angular velocity (ω).

3. Circuit Design
3.1. Noise Analysis

Because of the small amplitude of the resonators’ vibration, the gyro output signal
is very weak. The readout circuit requirements are strict on noise, sensitivity and the
compatibility of devices. The noises affecting the accuracy of the circuit are mainly the
following: (1) thermal noise of the input MOSFET and feedback resistor; (2) 1/f noise of the
input MOSFET; (3) reference noise generated by the reference power supply Vre f ; (4) shot
particle noise generated by the reverse bias diode leakage current. Figure 5 shows the block
diagram of the Micro-miniature hemispherical resonant gyroscope detection circuit. The
electrodes of different phases are excited by the piezoelectric drive, and a weak signal is
generated. After, through the front-end amplifier circuit and C/V conversion circuit, the
effective signal is obtained with a filter. Then, the effective signal is returned to the driving
mode through the NI card and signal generator, thus forming a closed loop [14–16].
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The output voltage of the detection circuit charge amplifier VF is

VF = ∆V
(

∂C1

∂t
− ∂C2

∂t

)
× 1

C f ps + 1/R f p
(1)

After the inverting terminal of the charge amplifier reaches the new negative reference
voltage, Vref is at the non-inverting end, the charge amplifier changes state again and the
output is driven to the opposite supply rail voltage + V (sat). The capacitor gains a positive
voltage across its plate and the charging cycle begins again. Thus, the capacitor is constantly
charged and discharged, thus stabilizing the output of the charge amplifier signal. So, the
charge amplifier circuit can reduce the effect of parasitic capacitance “Cp” at the output of
the amplifier by using “Vref” at the non-inverting terminal. For charge amplifiers, including
differential amplifiers, there are non-inverting terminals connected to the reference voltage
(Vref) “+”and inverting terminals “−”connected to the output of the amplifier via a feedback
capacitor (Cfp). The structure of the parasitic capacitance of the charge amplifier detection
circuit is shown in Figure 6, where C1 and C2 are the capacitance of the gyroscope detect
port, which are both C; Cp is the total parasitic capacitance of the circuit input, which
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mainly consists of the MOSFET gate capacitance Cgd and Cgs; Rfp and Cfp are the integral
capacitance and the feedback resistor of the charge amplifier, respectively.
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where W and L are the channel width and length parameters entered into the MOSFET, 
ID is its bias current, K is the Boltzmann constant, T is the absolute temperature, µ is the 
carrier mobility, COX is the gate capacitance per unit area, k is the flicker noise factor and f 
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The total output noise of the charge amplifier Vout is analyzed by the above calcula-
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The reference voltage is Vref, half of the voltage value of the power supply, and VO1 is
the generated noise. The reference voltage noise at the output of the op-amp VO1 is
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The thermal noise, VO2, is generated at the output of the operational amplifier, which
can be defined as
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where W and L are the channel width and length parameters entered into the MOSFET,
ID is its bias current, K is the Boltzmann constant, T is the absolute temperature, µ is the
carrier mobility, COX is the gate capacitance per unit area, k is the flicker noise factor and f
is the frequency of circuit operating.

The shot noise at the output of the charge amplifier VO3 can be described as
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The total output noise of the charge amplifier Vout is analyzed by the above calculation:
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It shows clearly in Equation (6) that the output noise of charge amplifier is mainly
affected by thermal noise and scintillation noise. At low frequencies, the circuit is affected
by flicker noise. When the circuit operating frequency rises, the noise decays rapidly. The
resonant frequency of the gyro is 6 kHz, and the noise level can be simplified as follows:

Vout =

(
1 +

Cp + C
C f p

)
×V1 +

(
1 +

Cp + C
C f p

)
× 4KT√

2µCOX(W/L)ID
(7)

As can be seen from Equation (7), Vout ∝ 1/Cfb when increasing the feedback capaci-
tance of the charge amplifier, the noise at the output of the circuit will gradually decrease.
However, as can be seen from Equation (1), VF ∝ 1/Cfb increasing Cfb will lead to a re-
duction in the signal-to-noise ratio of the circuit. Therefore, to improve the accuracy of

20



Micromachines 2023, 14, 1161

the circuit, the value of Cfb has to be reduced appropriately. In order to obtain a better
overall performance of the circuit, the value of Cfb needs to be compromised according to
the requirements of the gyroscope’s using environment.

3.2. Operational Amplifier Design

The operational amplifier is the core module of the interface circuit, the noise, mis-
match and limited DC gain of the operational amplifier will introduce errors into the
capacitor–voltage conversion, resulting in poor detection accuracy [17,18]. Since the first-
stage amplifier processes an extremely weak signal with a small output voltage amplitude,
it is necessary to pay special attention to low noise and high gain when designing a gyro
detection circuit. A folded cascode CMOS operational amplifier structure with PMOS tube
input as shown in Figure 7 is used to achieve a large output voltage amplitude and wide
dynamic range for the detection circuit; the output stage uses a class AB output structure to
achieve a rail-to-rail output. The common-mode feedback compares the reference voltage
with the common-mode value at the differential input of the main op-amp. The error value
is sampled and delivered to the input feedback capacitor at the second phase, and when
the next phase arrives, both pole plates of the input feedback capacitor are connected to the
reference voltage. The common-mode feedback circuit introduced at the differential input
reduces the parasitic capacitance and stabilizes the input common-mode voltage, while
also effectively suppressing the thermal noise caused by the common-mode voltage drift
and ensuring the stability of the input common-mode voltage of the main op-amp. Table 1
shows the technical index of the op-amp.
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Figure 7. Structure diagram of operational amplifier.

Table 1. Technical index of operational amplifiers.

Performance Parameters Indicators Unit

Open-loop gain 102 dB
Gain bandwidth 18 MHz

Phase margin 45 ◦

Supply voltage 6 V
Equivalent input noise 6 nV/

√
Hz

Output amplitude 1~3 V

According to the technical specifications of the operational amplifier, and combined
with Equations (1) and (7) to analyze and calculate the circuit, the integral capacitance
of the charge amplifier is about 3.5 pF. Phase margin is a very important index in circuit
design, which is mainly used to measure the stability of the negative feedback system
and to predict the overshoot of the step response of the closed-loop system. For a good
performance control system, the phase margin should be about 45 degrees. An amplifier
with a small phase margin will respond longer, while an amplifier with a larger phase
margin will take longer to rise to the final level of the voltage step, so the phase margin
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is about 45 degrees. The obtained open-loop amplitude and phase frequency curve of the
amplifier are shown in Figure 8. Among them, the open-loop unit gain bandwidth of the
operational amplifier is about 18 MHz and the open-loop gain is about 102 dB.
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4. Modulation–Demodulation Techniques

The modulation/demodulation technique is to modulate the current signal generated
by the gyroscope via the stimulus signal. Specifically, it uses the dichotomous frequency
relationship between the stimulus signal and the gyroscopic angular velocity signal to
selectively amplify the signal. Using the filtering technique to process the signal of the
first-stage amplification circuit, the band-pass filter outputs the frequency-doubled signal,
retains the amplified angular velocity signal, and outputs it through the second-stage
amplification circuit to complete the whole signal processing. Equation (7) shows that the
circuit noise and frequency are inversely proportional to each other. When the frequency
increases, the output noise of the circuit is reduced. Based on the characteristic of low noise
in high frequency of the circuit, the modulation/demodulation technology could separate
the signal from the noise and amplify an effective signal. Such operations effectively
improve the accuracy of the readout circuit. The framework of the designed readout circuit
for gyroscope capacitance is shown in Figure 9; the carrier signals are ϕ1 and ϕ2, and
the demodulation switch is ∅1,∅2,∅3 and ∅4. The current signal generated by MEMS
gyroscope is modulated by carrier signal, and the signal is selectively amplified by using
the different working frequencies of carrier signal and gyroscope angular velocity signal,
and the signal is processed by reasonable demodulation technology.
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Figure 9. Design of gyroscope capacitance readout circuit.
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Assume that the angular rate of gyroscopic detection is Ω and its magnitude is equal to

Ω = cos(ωΩt) (8)

where ωΩ is the rate of change in angular velocity.
The modulation of the small signal generated by the gyroscope with a carrier signal

value of
fn = cos(ωnt) (9)

where ωd is the frequency of the carrier signal, then the output of the charge amplifier at
the detection end is

VA∞2×Ω×V× fn = 2 cos(ωΩt)× cos(ωdt)× cos(ωnt) (10)

The signal is demodulated in two steps, starting with the carrier signal cos (ωnt) and
then the drive signal cos (ωdt). The high-frequency signal is filtered using a filtering technique
to obtain an output voltage proportional to the low-frequency angular velocity signal.

V0∞ cos(ωΩt) (11)

5. Analysis of Test Results

Using a sine signal of a certain amplitude generated by the signal generator as input,
the waveforms of the positive and negative outputs of the circuit can be measured with an
oscilloscope. The experimental test set-up is shown in Figure 10a, and the results of the
read channel’s transient response are shown in Figure 10b. In Figure 10b, the red curve
represents the output voltage of the circuit before the improvement, from which it can be
seen that the signal is messy and the noise is not suppressed. By using the methods of
this research, the waveform changes from a messy 0.5 V to a 1 V sine wave. The green
curve is acquired with the improved circuit, where the signal is sinusoidal, and the noise is
effectively suppressed without obvious distortion.
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The noise of the readout circuit is obtained using simulation for the voltage noise
spectral density curve. The resonant frequency of MEMS gyroscope is 6 KHz, and the
applied voltage is 4 V and 6 V, where the output voltage noise is 5.69 nV/

√
Hz and the

readout circuit noise ratio is approximately 0.27 in Figure 11. Then, the output noise of the
amplifier designed in this article is carried out to obtain the noise power spectral density
graph. The resonant frequency of gyro is close to 6 kHz, and the noise power spectral
density is about −63.34 dBVrms/rtHz. The noise power spectral density of the amplifier
output noise is shown in Figure 12.

The relationship among the circuit sensitivity, capacitance and voltage can be described
in Figure 13. When the differential capacitance of gyroscope changes, the operational am-
plifier can output 1~3 V voltage. As the capacitance increases from −100 fF to + 100 fF, the
orange lines represent 10 experiments and 10 sets of data, and the red lines represent error
lines, the sensitivity of the circuit maintains at 12.53 V/pF, the nonlinearity is 5.03 × 10−5
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and the operational amplifier circuit output voltage is 1.25 V. The conclusion is consistent
with the technical index of the operational amplifier mentioned above.
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In order to verify the accuracy of the circuit, we designed a small metal gyroscope; the
frequency of the small metal gyro is 6 kHz with the biggest capacitance change of 0.5 pF.
Figure 14 shows the measurement of frequency sweep for the four-antinode vibration
mode tested at room temperature using network analyzer. Through the circuit-to-sweep
frequency, the resonant frequency of the resonator is 6.12836 kHz with a quality factor of
2665. The results are consistent with the designed gyro frequency; it is proven that the
circuit can be used as the weak capacitance detection circuit of MEMS gyroscope. Although
the correctness of the circuit is verified, this method is complicated, and the process of
testing requires a quiet space along with avoiding the introduction of any new noise.
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In order to verify the long-term stability of the circuit, the designed circuit boards
were tested at 20 degrees Celsius, 30 degrees Celsius and 40 degrees Celsius in Figure 15.
At different temperatures, the test results are consistent with those in Figure 14, and the
resonant frequency is 6.128 kHz. The test results show that the output signal of the circuit
has no obvious change, which verifies the long-term stability of the design.
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Figure 15. The long-term stability test of the readout circuit: (a) the experimental test set-up at
different temperatures; (b) top view of the experimental test set-up; (c) frequency response of the
resonant gyroscope.

The comparisons of the noise performance between different weak capacitance read-
out circuits are shown in Table 2. The circuit proposed in this article adopts common-mode
feedback technology and modulation and demodulation technology, obtaining the output
voltage noise of 5.69 nV/

√
Hz and sensitivity of 12.53 V/pF. Wu et al. proposed a CMOS

low-noise capacitive readout circuit, using a trans impedance amplifier as the core mod-
ule of the circuit [10], adopting a correlated double sampling technique to suppress the
noise and mismatch of the circuit. The noise and mismatch of the circuit are effectively
suppressed. By using the full-differential circuit, the performance of the readout circuit in
terms of resolution and dynamic range are improved. The circuit also achieves a capaci-
tance resolution of 1.5 aF/Hz1/2 and a dynamic range of over 100 dB, but it is susceptible
to parasitic capacitance. Compared with reference [10] (1.5 aF/

√
Hz) and reference [19]

(1.7 aF/
√

Hz), the capacitance resolution of the designed circuit is 0.1 aF/
√

Hz, which is
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improved by an order of magnitude. The sensitivity of the circuit introduced by refer-
ence [20] is 12.58 V/pF, which is slightly bigger than that of the circuit proposed in this
article. In Ref. [17], an operational amplifier with a high power rejection ratio and low
noise was designed, and the output level noise floor of the capacitive readout circuit was
−117.14 dB, but the preamplifier circuit is chosen to be a transoresistor amplifier, which is
easy to produce thermal noise and sensitive to the drift of the common-mode voltage. The
output voltage noise ratio of our circuit is higher than the Northern General Electronics
Group Limited circuit [16], which is increased by a factor of 0.27. The circuit designed here
has the characteristics of low noise, small capacitive resolution and high sensitivity, which
can be used in the field of weak capacitance detection.

Table 2. Performance comparison of different weak capacitor readout circuits.

Output Voltage
Noise (nV/

√
Hz)

Capacitive
Resolution (aF/

√
Hz)

Sensitivity
(V/pF) Remarks

Institute of Electronics, Chinese Academy of Sciences / 1.5 16.7 Reference [10]
East China Institute of Optoelectronic Integrated Devices / 0.06 12.58 Reference [20]

Northern General
Electronics Group Limited 7.82 0.116 / Reference [16]

Amirkabir
University of Technology / 1.7 / Reference [19]

This article 5.69 0.1 12.53

6. Conclusions

With benefits including high precision, high reliability, long life and simple structure,
the gyroscope has been widely used in many fields such as aerospace, autonomous vehicles
and robotics. The rapid development of micromachines has put forward higher and
higher requirements for the performance of subsequent readout circuits. However, the
development of a high quality resonator does not make a high performance gyroscope. The
interface and control systems circuit must be carefully designed to take full advantage of
the resonator’s capabilities and compensate for its non-idealities. The capacitance produced
by the gyroscope changes very little. The weak capacitance changes are easily submerged
in noise. Designing a weak capacitance detection circuit is of great significance to improve
the performance of a gyroscope. The design and implementation of the electronic control
and readout interface circuit is just as important as that of the resonator for defining the
final performance of the gyroscope.

A weak capacitance detection circuit is designed to detect the capacitance generated
by hemisphere gyro. In the circuit, the input common-mode voltage drift, which is caused
by parasitic and gain capacitance, is effectively reduced via input common-mode feedback.
A low-noise high-gain amplifier is applied to further suppress the equivalent input noise.
Furthermore, the accuracy of the proposed circuit is significantly improved by modulator–
demodulator and filter techniques, which work well in combating noise. Experimental
results show that the output voltage noise, sensitivity, voltage and dynamic range of the
proposed circuit are 5.69 nV/

√
Hz, 12.53 V/pF, 1.25 V and 102 dB, respectively. Such

results demonstrate the effectiveness of the proposed circuit and verify that it can be used
in the weak capacitance detection of Micro-hemisphere gyroscopes, and it provides a useful
research value for the rapid development of micromachinery.
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Abstract: Atmospheric pressure measurements based on microelectromechanical systems (MEMSs)
can extend accessibility to altitude information. A differential pressure sensor using a thin cantilever
and an air chamber is a promising sensing element for sub-centimeter resolution. However, its
vulnerability to wind and the lack of height estimation algorithms for real-time operation are issues
that remain to be solved. We propose a sensor “cap” that cancels the wind effect and noise by utilizing
the airflow around a sphere. A set of holes on the spherical cap transmits only the atmospheric
pressure to the sensor. In addition, we have developed a height estimation method based on a discrete
transfer function model. As a result, both dynamic pressure and noise are suppressed, and height is
estimated under a 5 m/s wind, reconstructing the trajectory with an estimation error of 2.8 cm. The
developed sensing system enhances height information in outdoor applications such as unmanned
aerial vehicles and wave height measurements.

Keywords: MEMS; pressure sensor; wind effect; altitude estimation

1. Introduction

Altitude is one of the most important indices for localizing mobile agents and space
mapping [1]. Conventional methods for measuring altitude include integrating accelerom-
eter responses [2,3], calculations from radar measurements [4,5], and measuring the time
of flight of light or sound reflecting off an object or the ground [6]. We can also uti-
lize camera parallax [7,8] and global positioning system (GPS) information [9–11]. Es-
timating altitude from atmospheric pressure [2,3,12–15] is another method that can be
used to acquire altitude information. Each method has its proper place and time of
use, and among them, atmospheric pressure is a measurable physical quantity suitable
for low-power altitude measurements in environments without reference for altitude,
such as in the air or for ocean waves. Attitude estimation of unmanned aerial vehicles
(UAVs) [6,13] and wave height measurements at sea [9,16], for example, can benefit from
atmospheric-pressure-based measurements.

Previously, we developed a cantilever-type barometric sensor based on microelec-
tromechanical systems (MEMSs) [17–19]. The sensor consists of a MEMS cantilever as the
sensing element and an air chamber attached under the sensor chip. Altitude estimation
based on this sensor can provide a resolution of less than 1 cm in height and has a fast
response in the order of milliseconds [20], owing to the small mass of the sensing element.
However, two factors remain to be solved before its practical application: vulnerability to
wind and an estimation method for real-time operation.
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Wind is a significant factor, particularly in outdoor applications, owing to the dynamic
pressure created on the surface of the sensor. Although the source of altitude information is
static pressure, it is impossible to distinguish it from dynamic pressure, which is inseparably
superimposed in the measurement. According to Bernoulli’s law, a wind speed of 1 m/s
under standard conditions (0 ◦C, 1 atm) will produce a dynamic pressure of up to 0.6 Pa,
which amounts to 5 cm of elevation near sea level and exceeds the altitude resolution of the
sensor itself. Therefore, developing a system that can measure atmospheric pressure while
suppressing the wind effect is crucial to accurately measuring air pressure [21,22].

Regarding the height estimation method, the working principle of the cantilever-type
differential pressure sensor has been investigated to determine its transfer function [18,19];
however, an estimation method that allows real-time data processing involving height
estimation has yet to be developed.

This study proposes a wind-tolerant sensor cap that can be attached to a barometric
sensor for high-precision altitude measurements (Figure 1). Here, we especially focus on
one-directional wind, which can be encountered, for example, on a cruising UAV that has
limited load size and faces wind from the direction of travel. The sensor cap was designed
and developed based on the airflow and pressure distribution on a spherical surface. By
changing the positions of the holes on the sphere, we experimentally observed that dynamic
pressure and noise corresponded to theoretical pressure distribution, which allowed the
determination of an optimized sensor cap that suppressed the dynamic pressure and noise
caused by wind. We also developed a height estimation method based on a digitalized
transfer function model. Using this method, we demonstrated that height estimation is
possible in the presence of wind.
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2. Materials and Methods
2.1. Theory and Requirements

We can estimate the altitude from a barometric pressure sensor signal because there is a
one-to-one relationship between the height above sea level, h, and the atmospheric pressure,
P. The height above sea level is calculated from the atmospheric pressure using [23]

P = P0

(
T0

T0 + ch

)M0g
Rc

. (1)

P0 and T0 are the atmospheric pressure and temperature at h = 0, respectively; c is the
gradient of temperature per height (−6.5 × 10−3 K/m); M0 is the average molar mass of
air (28.8 g/mol); g is the acceleration due to the Earth’s gravity (9.80 m/s2); and R is the
gas constant (8.31 × 103 m2 g s−2 K−1 mol−1). We can use the first-order Taylor expansion
around h = 0,

∆P = −P0M0g
RT0

∆h, (2)
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for a displacement, ∆h, near sea level, with less than a 1% error for 0–200 m. Although
we cannot obtain absolute pressure from this simple relationship, it provides enough
information in many situations, including the aforementioned possible applications.

However, the dynamic pressure caused by airflow around a pressure sensor influences
the sensor’s measurement. Dynamic pressure is a function of airflow velocity and is
indistinguishably added to static (atmospheric) pressure. Moreover, the airflow around the
sensor will cause local turbulence, which results in fast fluctuations (noise) in the sensor
signal. Therefore, dynamic pressure and noise should be suppressed or compensated in
outdoor applications or for movable platforms.

2.2. MEMS Pressure Sensor Element

General barometric sensors, called absolute pressure sensors (APSs), directly read
atmospheric pressure values. Their operating principle is that the difference between the
pressure of a reference air chamber and the external pressure will deform a diaphragm,
and the extent of the deformation will indicate the atmospheric pressure [14]. Although an
APS has a wide measurement range, it requires a robust structure that can withstand the
maximum expected pressure, thus sacrificing sensitivity.

In this study, we used an MEMS differential pressure sensor (DPS) as a sensing element
that was made sensitive without the need for robustness (Figure 2a). A thin cantilever, made
using a silicon-on-insulator (SOI) wafer with a sub-µm-thick silicon device layer, sensed
the differential pressure across a sensor chip. The differential pressure between the top and
lower sides deformed the cantilever, which was detected as a change in the resistance of
the piezoresistor, formed on the top side of the cantilever by doping. The cantilever legs
were narrowed to concentrate the strain, resulting in a large resistance change.
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When an air chamber is attached to one side of the DPS, the cantilever will deform
according to the differential pressure between the external (outside) pressure, Pout, and
the internal chamber pressure, Pin. When Pout is atmospheric, the DPS will function as a
pressure “change” sensor that can detect an ambient pressure change within a certain time.
Hereafter, we define differential pressure as ∆P = Pout − Pin. Unlike the diaphragm-type
APS, the cantilever-type DPS allows airflow through the gap around the cantilever until
the differential pressure vanishes (Pin reaches Pout). The combination of the DPS and the
chamber has been identified as a first-order high-pass filter [19], with the transfer function
from Pout to ∆P being τs/(1 + τs), where τ is the time constant of the system (Figure 2b).
The time constant is a measure of time it takes for Pin to reach Pout. The differential pressure
is transduced to the fractional resistance change, ∆R/R, at the sensor sensitivity rate, kp,
followed by conversion to a voltage and amplification with an amplifier gain, kamp, before
readout. Therefore, the transfer function of the sensing system, G(s), is expressed as

G(s) =
kampkpτs

1 + τs
. (3)
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The working principle of the DPS, in which the pressure inside the air chamber follows
that of the outside by allowing air leakage through the gap, indicates that the time constant
is a function of the chamber volume (a larger chamber requires a longer time constant and
vice versa). This air leak limits the maximum differential pressure exerted on the cantilever
surface. Unlike an APS, which would use a sealed chamber as a pressure reference and
thus require a sensing structure sufficiently robust enough to withstand the unlimited
differential pressure at the cost of sensitivity, the pressure reference of the DPS always
stays close to the outside pressure, owing to the air leak at the gap, which allows for a thin,
sensitive structure. We can also benefit from the thin structure in terms of its resonance
frequency, which is high enough in the order of 10 kHz [20] to ensure accurate measurement
of much slower pressure changes in height estimations.

2.3. Sensor Cap

To eliminate the dynamic pressure and noise caused by wind, we devised a sensor
“cap”. The dynamic pressure could be suppressed if we conducted a measurement at the
exact point where the pressure is always equal to the static pressure regardless of the wind
speed. A sphere is a good candidate for this purpose because of its omnidirectional shape
and the predictable pressure distribution on its surface.

Considering the flow around a sphere, the pressure is the highest at the meeting point
of the streamline, where the flow is stagnant, gradually decreasing to below atmospheric
pressure as air flows faster around the surface. The theoretical pressure distribution, P, for
laminar flow as a function of the angle from the streamline (θ) is given as [24]

P− P0 =
1
2

ρv2
(

1− 9
4

sin2 θ

)
, (4)

where P0 is the atmospheric (static) pressure, ρ is the air density, and v is the flow velocity.
Although experiments have shown slightly different distributions than this theoretical
calculation [25], in either case, the pressure around the sphere will reach the atmospheric
pressure at a certain angle, θ0, which is less than 90◦ (41.9◦ for laminar flow Equation (4)),
regardless of the flow velocity. If we can extract and measure the pressure at this particular
point, it will always be equal to the static pressure, even in the wind.

The proposed sensor cap has a spherical head with multiple evenly placed holes, each
located at the same angle, θ, from the streamline, introducing pressure into the inside of
the sensor cap. The effect of using multiple holes is that the cap averages the pressure from
each hole to produce a less noisy pressure that is fed to the sensor. The spherical head
is supported by a hollow pillar that separates the cap’s head (where the pressure to be
measured is taken in) from the rest of the sensor assembly, which would disturb the airflow
if placed nearby. The pillar allows the pressure from the sphere to be transmitted to the
MEMS cantilever pressure sensor.

2.4. Discrete Transfer Function Model for Height Estimation

We could obtain height information from the sensor output by applying the inverse
transfer function G−1(s) = (1 + τs)/kampkpτs. We employed the bilinear z-transform to
convert the transfer function of the continuous system into its discrete counterpart,

s =
2
T

1− z−1

1 + z−1 , (5)

where T is the sampling period. The time constant for the discrete system is then

1
τ
=

2
T

tan
(

T
2τ′

)
, (6)
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where τ′ is the corrected time constant for the discrete system. Therefore, the transfer
function for the discrete system is

G−1(z) =
(T + 2τ′) + (T − 2τ′)z−1

2kampkpτ′(1− z−1)
. (7)

The outside pressure change, Pout, at data point n (the sampling interval is T) can be
calculated from the measured data, S(n), using

Pout(n) = Pout(n− 1) +
1

kampkp

{
(S(n)− S(n− 1)) +

T
τ′

S(n) + S(n− 1)
2

}
. (8)

This formula updates the pressure estimation.

3. Results
3.1. Fabrication of Sensing Elements

The fabrication process of the MEMS cantilever-type DPS followed that of previous
research using an SOI wafer [20] (Figure 3a). First, a 300 nm-thick silicon device layer was
doped using rapid thermal diffusion to form a piezoresistive layer. Chromium and gold
layers were then deposited using evaporation and were patterned using photolithography
and wet etching. The device layer was then etched to form a cantilever shape using deep
reactive ion etching (DRIE). Finally, DRIE was used to etch the handle silicon layer from
the back side, and the oxide layer was removed using hydrogen fluoride vapor. Figure 3b,c
show the fabricated sensor chip. The cantilever was 100 µm in width and length and
surrounded by a 3 µm-wide gap. Before the loading of the sensor chip, a through-hole
(1 mm in diameter) was drilled through a printed circuit board (PCB). The fabricated sensor
chip was then glued onto the PCB at the through-hole using epoxy resin and wire bonding.
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Figure 3. MEMS cantilever differential pressure sensor: (a) fabrication process, (b) overall appearance,
and (c) SEM photograph.

3.2. Sensor System Development

Figure 4 illustrates the sensor cap we designed in this study. Sensing platforms for
mounting pressure sensors, such as unmanned aerial vehicles and buoys, are limited in
size and payload. In designing the sensor cap, the requirements are that (1) the size should
be small enough not to interfere with the performance of the platform itself and (2) the
region in which to measure the pressure should be small so that any gravity-induced
pressure change is of the same order as the sensor’s pressure resolution. Based on these
requirements, we set the sphere size to be 10 mm in diameter, comparable to the height
resolution of the DPS. A 20 mm-long hollow pillar that transmitted the pressure to the
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sensor chip separated the sphere from the rest of the sensor system, which disturbed the
airflow. On the sphere, eight holes, each with a 0.5 mm diameter, were placed at a specific
angle, θ, from the streamline to take in the pressure. The holes were sufficiently smaller
than the surface area of the sphere so as not to disturb the flow but large enough for the
pressure transmission. The number of holes was set to eight to obtain the effect of averaging
signals for noise reduction while ensuring most of the flow would pass over the smooth
surface of the sphere. We varied θ from 0◦ to 75◦ (note that the cap for when θ = 0◦ had only
one hole) to experimentally obtain the optimal angle. These sensor caps were fabricated
using a photopolymerizing 3D printer (EDEN260 V, Stratasys Ltd., Eden Prairie, Minnesota,
USA; resin: Full-cure720), and the pillar of the sensor cap was painted black to eliminate
the influence of light on the photosensitive piezoresistors.
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Figure 4. (a) Cap design and (b) fabricated sensor cap joined with PCB using O-rings and showing
the tube and connector to a syringe to allow variable-volume tests.

If the holes on the sphere were too small or the volume inside the cap was too large,
the transmission of pressure to the sensor chip would be delayed. The effect of the sensor
cap on the delay of the pressure transmission was estimated as follows: The total inlet
area of the eight circular holes was 150 times the area of the cantilever’s surface and the
gap combined (amounting to the maximum through-hole area on the sensor chip when
the cantilever was fully bent). The sensor cap itself had an internal volume of 0.5 mL.
Assuming that the flow was proportional to the cross-sectional area, the pressure inside the
sensor cap reached equilibrium 150 × (V [mL]/0.5 [mL]) times faster than it would take for
a V mL-chamber to reach the outside pressure by air leakage through the cantilever sensor
chip. Therefore, the signal delay at the sensor cap was negligible, and we could assume
that the pressure in the sensor cap was equal to the atmospheric pressure if the air chamber
volume were comparable to or larger than 0.5 mL.

We prepared two types of air chambers: a rigid chamber with a fixed volume and a
variable-volume chamber implemented using a syringe with a tube and a connector. The
fixed-volume chamber and the connector with the variable volume were 3D-printed. The
sensor cap, the PCB to hold the sensor chip in place, and the air chamber were connected
by rubber O-rings and fastened using four screws. Figure 4b shows the completed sensor.

3.3. Sensor System Characterization

We first characterized the sensor by measuring the static and dynamic responses.
According to Equation (3), the proposed sensor system is modeled based on two parameters:
sensor sensitivity, kp (=(∆R/R)/∆P), and the time constant, τ [19]. We evaluated the sensor
sensitivity by applying a constant differential pressure across the sensor chip and the time
constant by using a step pressure input. The amplification gain, kamp, in Equation (3) was
250 throughout this study, where the sensor output, as ∆R/R, was measured using a one-
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gauge Wheatstone bridge circuit (bridge voltage = 1 V) and an instrumentation amplifier
with a gain of 1000.

Figure 5a shows the measured ∆R/R versus the applied differential pressure, up
to ±40 Pa, using a pressure calibrator (KAL100; Halstrup-Walcher GmbH, Kirchzarten,
Germany). The gradient in the plot corresponds to the sensor sensitivity, kp. The result
shows a linear relationship in the measured range, where kp = −1.80 × 10−4 Pa−1.
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The time constant, τ, of the system was measured using a step input and several
chamber volumes (using the syringe arrangement). The step input was emulated in the
measurement by manually opening a valve that had confined the sensor system under
compressed air. Theoretically, the sensor system modeled in Equation (3) responds to a step
input of Pout(t) = Pstepu(t) exponentially as kpPstepexp(−t/τ), where

u(t) =
{

0 (t < 0)
1 (t ≥ 0)

. (9)

The measured responses shown in Figure 5b-i agree with this theory. We obtained the
time constant by fitting an exponential curve to the response 0.2 s after opening the valve
to remove the effect of unideal step input. The results for several chamber volumes, shown
in Figure 5b-ii, were in a proportional relationship that was compatible with the working
principle that air leakage allows inside pressure to eventually become equal to outside
pressure [19]. Note that the horizontal axis represents the volume of the syringe, excluding
that of the tube and connector. The intercept of the horizontal axis should correspond to the
summed volume of the tube and the connector. These results indicate that the sensor system
functioned as a differential pressure sensor, obeying transfer function model Equation (3).

3.4. Evaluation of the Cap

Using the characterized DPS and the experimental setup illustrated in Figure 6a, we
evaluated the performance of the sensor cap. The sensor cap was mounted on the PCB
sensor assembly, and the wind was applied using a direct-current (DC) fan placed upstream
of the sensor cap. The chamber was the tube-connected syringe (V = 100 mL), whose time
constant was τ = 50 s. Figure 6b shows the measured responses when a wind velocity of
v = 8 m/s was applied, kept on, and stopped for various θ values. When θ = 0◦, with the
pressure-taking-in hole only at the stagnant point, the sensor output dropped as the DC
fan was turned on (t = 0 s), corresponding to an increase in Pout (because of the negative
kp). The signal then increased, with noise toward the origin, as Pin followed Pout while
the wind was present. After 30 s, when the DC fan was turned off and Pout became the
atmospheric pressure, Pin was higher than Pout, resulting in a positive sensor output higher
than at the initial state.
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and off, (c) effect of dynamic pressure, and (d) noise vs. angle of incidence. In (c), the gray dashed line
corresponds to the theoretical distribution on a sphere (Equation (4)), and the blue and green dashed
lines correspond to experimental values obtained for laminar and turbulent flows, respectively [25].

The overall response to a change in wind speed decreased as θ increased to 50◦ and
intensified again in the opposite direction for an even larger θ. To evaluate the effect of
dynamic pressure, we fitted a line to the response t = 2–12 s and calculated its extrapolation
to t = 0 s as the initial differential pressure, ∆P. Figure 6c shows the drag coefficient obtained
from ∆P divided by the kinetic energy, ρv2/2, where ρ is the air density. The theoretical
pressure distribution (Equation (4)), as well as the reported experimental values [25], are
also plotted. As a result, the measured dynamic pressure as a function of θ followed a
sinusoidal curve, corresponding to the theoretical prediction. The sensor cap with θ = 50◦

reduced the dynamic pressure the most successfully; for it, the wind effect was 0.90% of
the result of the no-cap condition.

We also evaluated the noise in the airflow using this measurement. The dynamic
pressure effect was compensated by subtracting the fitting line obtained from the t = 2–12 s
response; then, the standard deviation was calculated as the noise. The result in Figure 6d
is distributed similarly to the dynamic pressure amplitude in Figure 6c, implying the
relationship between noise and dynamic pressure. The noise was lowest at θ = 45◦, with
35% of that measured in the no-cap condition, and the θ = 50◦ cap, which reduced the
dynamic pressure the most, suppressed the noise to 36%. From the viewpoints of both
dynamic pressure reduction and noise suppression, we concluded that θ = 50◦ was the best
placement of the hole to take in pressure.

3.5. Height Estimation Method and Demonstration

We evaluated the height estimation performance of the sensor system using the θ = 50◦

cap and a 5 m/s wind. The measurement setup with the DC fan was loaded on a platform,
which was winched up and down approximately 1 m at a rate of 0.17 m/s (Figure 7a). The
same sensor chip and readout circuits used in the measurements thus far were employed,
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and the chamber volume was set to 5 mL. The atmospheric conditions were P0 = 101 kPa
and T0 = 14.8 ◦C, which reduced Equation (2) to

∆P [Pa] = −12 [Pa/m]× (∆h [m]). (10)
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Figure 7b shows the sensor output measured at 500 Hz and the processed signal using
a low-pass filter with a cutoff frequency of 19 Hz (see Discussion for the required sampling
frequencies based on applications). The low-pass-filtered data were then processed using
Equation (8) to obtain the pressure change, as shown in Figure 7c. The solid black line
indicates the actual displacement of the platform. The blue dashed line is the estimated
height using the time constant τ = 2.3 s, calculated from Figure 5b-ii and the chamber
volume of 5 mL, and the red dashed line shows the results using τ = 1.4 s. The estimated
profiles for the two time constants were triangular, similarly to the actual profile obtained
as the platform moved. However, the estimated displacement with τ = 2.3 s was smaller
overall. When we recalculated the trajectory with different time constant values, τ = 1.4 s
reproduced the actual trajectory most accurately; for this, the root mean square of the
estimation error was 2.8 cm.

It is implausible to attribute the difference in the time constant to sensor fabrication
error because τ = 1.4 s corresponds to a chamber volume of 3.0 mL, which is only 61% of
the actual volume used, according to the proportional relationship between the chamber
volume and the time constant obtained in Figure 5b. We can reasonably assume that the
time constant in this experiment was shorter than the value obtained from Figure 5b, owing
to air leakage between the PCB and the air chamber. In this experiment, the air chamber
was a fully 3D-printed rigid chamber instead of the syringe attached via a 3D-printed
connector. Although both the rigid chamber and the connector were 3D-printed, the surface
of the connector was smoother because of wearing after many attach/detach operations
and the orientation during printing. In general, photopolymerizing 3D printers produce
rougher surfaces on the vertical face than on the horizontal, and the connector was printed
horizontally whereas the rigid chamber was printed vertically. The rougher surface of the
rigid chamber, which was not completely sealed by the rubber O-ring, leaked air through
an alternate route than the supposedly only path for air to move in and out of the chamber,
accelerating the equalization of the pressure inside and outside of the chamber. However,
when air leaks through the rougher surface of the rigid chamber caused air leakage between
the air chamber and the PCB in addition to the usual path across the sensor chip, the flow
rate to equalize the differential pressure increased, therefore shortening the time constant.
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To compare the noise unrelated to elevation for different wind speeds, the standard
deviation of the measurement under 8 m/s without vertical movement was 2.84 cm after
a 19 Hz low-pass filter, while for 5 m/s, it was 2.71 cm. This indicates that the effect of
the wind-related fast-fluctuating noise was not dominant in the estimation, proving the
effectiveness of the sensor cap in reducing the noise.

4. Discussion

In the sensor cap evaluation, we obtained θ = 50◦ as the best angle from streamline to
place the hole to take in the pressure. This value is larger than the predicted theoretical and
previously reported values [25], which might be attributable to the existence of the sensor
structure after the flow moves around the sphere. Unlike an isolated sphere, the sensor
assembly includes the cap’s support (for screw fastening), the PCB, and the air chamber,
which cause dynamic pressure. Although the pillar separating the spherical cap head from
the rest of the assembly will ease their effect, the pressure distribution around the sphere
will likely be higher than that of an isolated sphere, resulting in a larger θ0.

A height estimation accuracy of 2.8 cm is comparable to the height resolutions of
radiofrequency-based ultrawideband sensors [26,27], ultrasonic sensors [6], and GPS veloc-
ity estimation [11]. We have summarized the comparison to other sensing techniques in
Table 1. Regarding the signal delay discussed in Section 3.2, the time constant for a 5 mL
chamber, obtained in Section 3.5, was on the level of 1 s. Therefore, the delay due to the
proposed sensor cap should have been on the level of 1 ms or less. This value is sufficiently
low, considering the frequency characteristics of the cantilever differential-pressure sensor,
which ensures accurate measurements at up to 200 Hz [20]. Therefore, the most significant
factor limiting the sampling bandwidth is the low-pass filter used to eliminate measure-
ment noise. The bandwidth should be chosen according to the specific requirements of the
application and the expected noise level. For example, some signals for UAVs are sampled
at 10–20 Hz [28,29], and the frequency band of maritime waves is 0.03–0.5 Hz [10,11].

Table 1. Performance compared among height-measuring techniques.

Method Range Differential Accuracy

Ultrasound ToF [30] 30 m 2 cm
RF ToF [27] 40 m 2.1 cm

Radar [31,32] ≈200 m <5 cm
Absolute Pressure Sensor [33] −730 m–9500 m 1 23 cm 2

This Work 200 m 3 2.8 cm
1 Values of 30–110 kPa, converted with Equation (1). 2 A value of 3.9 Pa, converted with Equation (10). 3 A 1%
error range when using Equation (2); structurally unlimited.

As indicated by a previous study involving sensor fusion [18], MEMS cantilever
pressure sensors should be used together with absolute pressure sensors to achieve the
long-term stability of the sensing system. Although cantilever pressure sensors are capable
of high sensitivity, they suffer from estimation drift because they are essentially a high-pass
filter, and integral calculations are necessary in the estimation process. In contrast, absolute
pressure sensors, including the diaphragm type, have low sensitivity but remain stable
over time. By combining the proposed sensor system with the low-pass-filtered signal of
an absolute pressure sensor, both long-term stability and high sensitivity can be achieved.
This also provides the information of absolute altitude that might be required in some
applications. In this research, we focused on the performance of the system using MEMS
cantilever pressure sensors and performed a demonstration over a short period in which
long-term stability was not required; however, the sensor cap can be applied to absolute
pressure sensors as well. Thus, long-term precision measurements of pressure in different
environments should be possible using the sensor cap.

The time constant of the sensor should be chosen according to the expected rate of
pressure change and the measurable range of the cantilever in use. A long time constant,
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which can be realized by a large chamber or by a narrow gap around the cantilever, will
have less integration-derived drift in its estimation because the pressure in the chamber
will be maintained for a long period of time. However, it can cope with a smaller range of
pressure change because the differential pressure must be within the linearly measurable
range of the DPS. Likewise, a short time constant can be used even in a fast movement but
can have more impact on the drift in estimation. A rough criterion for the choice of time
constant is the linearly measurable range divided by the expected rate-of-pressure change
(obtained from the maximum vertical speed and Equation (2)).

In outdoor applications, it is unrealistic to assume that wind blows in a fixed direction.
To cope with this omnidirectionality, several of the proposed sensor systems can be placed
in multiple directions so that the appropriate sensor can be chosen for estimation. Because
the proposed sensor cap is on the level of centimeters, loading multiple sensor systems on
small platforms should be possible. However, it is impossible to cover all spherical angles
using a limited number of sensor systems. In this regard, we can expect that because the
holes on the sphere have rotational symmetry, with evenly placed holes, the measurement
will become robust against tilted streamlines, although we have not yet verified this. If a
hole faces the airflow at a smaller angle, θ0, and experiences a positive dynamic pressure,
the effective angle of the hole on the opposite side will be greater than θ0 and, therefore,
will experience a countering negative dynamic pressure because the pressure distribution
near θ = θ0 will nearly be linear. After the pressures are combined within the sensor cap, the
dynamic pressure should still be canceled. However, when the angle grows too much, the
pressure distribution will no longer be linear. In the case of imperfectly turbulent flow, for
example, the flow separates from the surface at approximately θ = 80◦ [25], giving a sudden
change in pressure. This situation corresponds to a tilt angle of 30◦ from the streamline for
the 50◦ cap, which might be the maximum acceptable angle.

Another factor to be considered in the outdoor application is measurement robustness
against changing conditions. The cantilever DPS made of crystalline silicon and gold has
robust durability but can be affected by temperature because of the temperature-dependent
resistivity of doped silicon [20,34]. To avoid this dependency, a temperature-compensating
resistor can be introduced on the same sensor chip and incorporated in the Wheatstone
bridge [35].

5. Conclusions

To eliminate the wind effect in pressure measurements using a cantilever-type MEMS
sensor, we developed a 10 mm spherical head cap with eight holes and a supporting hollow
pillar. When each of the holes on the sphere faced the streamline at 50◦, the dynamic
pressure and noise were suppressed to 0.9% and 36% of those measured for the no-cap
condition, respectively, considering an 8 m/s wind. We also developed a height estimation
formula and demonstrated its accuracy based on a reconstructed height profile of 1 m of
vertical movement under 5 m/s wind conditions, yielding an estimation error of 2.8 cm.
We expect that the proposed sensing system will contribute to expanding the availability of
pressure-based height information in outdoor applications that require high sensitivity.

Author Contributions: Conceptualization, S.Y. and H.T.; methodology, S.Y., H.T., T.T. and I.S.;
software, S.Y.; validation, S.Y. and H.T.; formal analysis, S.Y.; investigation, S.Y.; resources, H.T.; data
curation, S.Y.; writing—original draft preparation, S.Y.; writing—review and editing, H.T., T.T. and
I.S.; visualization, S.Y.; supervision, I.S.; project administration, H.T. and T.T.; funding acquisition,
H.T., T.T. and I.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Bandari, S.; Devi, L.N. An Optimal UAV Height Localization for Maximum Target Coverage Using Improved Deer Hunting

Optimization Algorithm. Int. J. Intell. Robot Appl. 2022, 6, 773–790. [CrossRef]

38



Micromachines 2023, 14, 1941

2. Tanigawa, M.; Luinge, H.; Schipper, L.; Slycke, P. Drift-Free Dynamic Height Sensor Using MEMS IMU Aided by MEMS Pressure
Sensor. In Proceedings of the 2008 5th Workshop on Positioning, Navigation and Communication, Hannover, Germany, 27 March
2008; pp. 191–196.

3. Son, Y.; Oh, S. A Barometer-IMU Fusion Method for Vertical Velocity and Height Estimation. In Proceedings of the 2015 IEEE
Sensors, Busan, Republic of Korea, 1–4 November 2015; pp. 1–4.

4. Dogru, S.; Marques, L. Pursuing Drones with Drones Using Millimeter Wave Radar. IEEE Robot Autom. Lett. 2020, 5, 4156–4163.
[CrossRef]

5. Rai, P.K.; Kumar, A.; Khan, M.Z.A.; Soumya, J.; Cenkeramaddi, L.R. Angle and Height Estimation Technique for Aerial Vehicles
Using MmWave FMCW Radar. In Proceedings of the 2021 International Conference on COMmunication Systems and NETworkS,
COMSNETS 2021, Bangalore, India, 5–9 January 2021; pp. 104–108.

6. Wilson, A.N.; Kumar, A.; Jha, A.; Cenkeramaddi, L.R. Embedded Sensors, Communication Technologies, Computing Platforms
and Machine Learning for UAVs: A Review. IEEE Sens. J. 2022, 22, 1807–1826. [CrossRef]

7. Jung, I.-K.; Lacroix, S. High Resolution Terrain Mapping Using Low Attitude Aerial Stereo Imagery. In Proceedings of the Ninth
IEEE International Conference on Computer Vision, Nice, France, 13–16 October 2003; Volume 2, pp. 946–951.

8. Meingast, M.; Geyer, C.; Sastry, S. Vision Based Terrain Recovery for Landing Unmanned Aerial Vehicles. In Proceedings of the
Proceedings of the IEEE Conference on Decision and Control, Nassau, Bahamas, 14–17 December 2004; Volume 2, pp. 1670–1675.

9. Qin, L.; Li, Y. Significant Wave Height Estimation Using Multi-Satellite Observations from GNSS-R. Remote Sens. 2021, 13, 4806.
[CrossRef]

10. Herbers, T.H.C.; Jessen, P.F.; Janssen, T.T.; Colbert, D.B.; MacMahan, J.H. Observing Ocean Surface Waves with GPS-Tracked
Buoys. J. Atmos. Ocean Technol. 2012, 29, 944–959. [CrossRef]

11. Doong, D.J.; Lee, B.C.; Kao, C.C. Wave Measurements Using GPS Velocity Signals. Sensors 2011, 11, 1043–1058. [CrossRef]
[PubMed]

12. del Rosario, M.B.; Redmond, S.J.; Lovell, N.H. Tracking the Evolution of Smartphone Sensing for Monitoring Human Movement.
Sensors 2015, 15, 18901–18933. [CrossRef]

13. Sabatini, A.M.; Genovese, V. A Sensor Fusion Method for Tracking Vertical Velocity and Height Based on Inertial and Barometric
Altimeter Measurements. Sensors 2014, 14, 13324–13347. [CrossRef]

14. Kumar, S.S.; Tanwar, A. Development of a MEMS-Based Barometric Pressure Sensor for Micro Air Vehicle (MAV) Altitude
Measurement. Microsyst. Technol. 2020, 26, 901–912. [CrossRef]

15. Li, Y.; Gao, Z.; He, Z.; Zhang, P.; Chen, R.; El-Sheimy, N. Multi-Sensor Multi-Floor 3D Localization With Robust Floor Detection.
IEEE Access 2018, 6, 76689–76699. [CrossRef]

16. Grevemeyer, I.; Herber, R.; Essen, H.-H. Microseismological Evidence for a Changing Wave Climate in the Northeast Atlantic
Ocean. Nature 2000, 408, 349–352. [CrossRef] [PubMed]

17. Minh-Dung, N.; Takahashi, H.; Uchiyama, T.; Matsumoto, K.; Shimoyama, I. A Barometric Pressure Sensor Based on the Air-Gap
Scale Effect in a Cantilever. Appl. Phys. Lett. 2013, 103, 4824027. [CrossRef]

18. Watanabe, R.; Minh-Dung, N.; Takahashi, H.; Takahata, T.; Matsumoto, K.; Shimoyama, I. Fusion of Cantilever and Diaphragm
Pressure Sensors According to Frequency Characteristics. In Proceedings of the 2015 28th IEEE International Conference on Micro
Electro Mechanical Systems (MEMS), Estoril, Portugal, 18–22 January 2015; pp. 212–214.

19. Wada, R.; Takahashi, H. Time Response Characteristics of a Highly Sensitive Barometric Pressure Change Sensor Based on MEMS
Piezoresistive Cantilevers. Jpn. J. Appl. Phys. 2020, 59, 070906. [CrossRef]

20. Takahashi, H.; Dung, N.M.; Matsumoto, K.; Shimoyama, I. Differential Pressure Sensor Using a Piezoresistive Cantilever. J.
Micromech. Microeng. 2012, 22, 055015. [CrossRef]

21. World Meteorological Organization. Guide to Instruments and Methods of Observation (WMO-No. 8) 2021 Edition—Volume III:
Observing Systems; World Meteorological Organization: Geneva, Switzerland, 2021.

22. Lanzinger, E.; Schubotz, K. A Laboratory Intercomparison of Static Pressure Heads; World Meteorological Organization: Geneva,
Switzerland, 2012; Volume 16.

23. National Oceanic and Atmospheric Administration; National Aeronautics and Space Administration; United States Air Force.
U.S. Standard Atmosphere, 1976; U.S. Goverment Publishing Office: Washington, DC, USA, 1976.

24. Kundu, P.K.; Cohen, I.M.; Dowling, D.R. Fluid Mechanics, 5th ed.; Elsevier: Cambridge, MA, USA, 2012; ISBN 9780123821003.
25. Fox, R.W.; Pritchard, P.J.; McDonald, A.T. Introduction to Fluid Mechanics, 7th ed.; Wiley & Sons: Hoboken, NJ, USA, 2010.
26. Qorvo DWM1000—Qorvo. Available online: https://www.qorvo.com/products/p/DWM1000 (accessed on 1 August 2023).
27. TDSR UWB Module—Products—TDSR. Available online: https://tdsr-uwb.com/uwb-module/ (accessed on 1 August 2023).
28. Huang, Z.C.; Yeh, C.Y.; Tseng, K.H.; Hsu, W.Y. A UAV-RTK Lidar System for Wave and Tide Measurements in Coastal Zones. J.

Atmos. Ocean Technol. 2018, 35, 1557–1570. [CrossRef]
29. Romero-Andrade, R.; Trejo-Soto, M.E.; Vázquez-Ontiveros, J.R.; Hernández-Andrade, D.; Cabanillas-Zavala, J.L. Sampling Rate

Impact on Precise Point Positioning with a Low-Cost Gnss Receiver. Appl. Sci. 2021, 11, 7669. [CrossRef]
30. Marvelmind. Marvelmind Indoor Navigation System—Operating Manual. Available online: https://marvelmind.com/pics/

marvelmind_navigation_system_manual.pdf (accessed on 14 October 2023).
31. Nguyen, A. MmWave Radar Sensors: Object Versus Range. Available online: https://www.ti.com/jp/lit/pdf/swra593 (accessed

on 14 October 2023).

39



Micromachines 2023, 14, 1941

32. UV Verification Services Inc. RF Exposure Analysis for Millimeter Wave Radar Sensor Development Boards. Available online:
https://dev.ti.com/tirex/explore/node?node=A__AIRQGZEx5ol-gjk4J66SuQ__radar_toolbox__1AslXXD__LATEST (accessed
on 14 October 2023).

33. OMRON. 2SMPB-02B Digital Barometric Pressure Sensor. Available online: https://components.omron.com/us-en/asset/54931
(accessed on 14 October 2023).

34. Chapman, P.W.; Tufte, O.N.; Zook, J.D.; Long, D. Electrical Properties of Heavily Doped Silicon. J. Appl. Phys. 1963, 34, 3291–3295.
[CrossRef]

35. Hagiwara, T.; Takahashi, H.; Takahata, T.; Shimoyama, I. Ground Effect Measurement of Butterfly Take-Off. In Proceedings of the
2018 IEEE Micro Electro Mechanical Systems (MEMS), Belfast, UK, 21–25 January 2018; pp. 832–835.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

40



Citation: Qin, X.; Chen, X.; Yang, Q.;

Yang, L.; Liu, Y.; Zhang, C.; Wei, X.;

Wang, W. Analysis of Acousto-Optic

Phenomenon in SAW Acoustofluidic

Chip and Its Application in Light

Refocusing. Micromachines 2023, 14,

943. https://doi.org/10.3390/

mi14050943

Academic Editor: Aiqun Liu

Received: 31 March 2023

Revised: 23 April 2023

Accepted: 25 April 2023

Published: 26 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

micromachines

Article

Analysis of Acousto-Optic Phenomenon in SAW Acoustofluidic
Chip and Its Application in Light Refocusing
Xianming Qin 1,2, Xuan Chen 3, Qiqi Yang 3, Lei Yang 3, Yan Liu 1,2 , Chuanyu Zhang 3, Xueyong Wei 3,*
and Weidong Wang 1,2,*

1 School of Mechano-Electronic Engineering, Xidian University, Xi’an 710071, China;
qinxianming@xidian.edu.cn (X.Q.)

2 CityU-Xidian Joint Laboratory of Micro/Nano-Manufacturing, Xi’an 710071, China
3 State Key Laboratory for Manufacturing Systems Engineering, Xi’an Jiaotong University, Xi’an 710049, China;

chuanyu.zhang@xjtu.edu.cn (C.Z.)
* Correspondence: seanwei@mail.xjtu.edu.cn (X.W.); wangwd@mail.xidian.edu.cn (W.W.)

Abstract: This paper describes and analyzes a common acousto-optic phenomenon in surface acoustic
wave (SAW) microfluidic chips and accomplishes some imaging experiments based on these analyses.
This phenomenon in acoustofluidic chips includes the appearance of bright and dark stripes and
image distortion. This article analyzes the three-dimensional acoustic pressure field and refractive
index field distribution induced by focused acoustic fields and completes an analysis of the light path
in an uneven refractive index medium. Based on the analysis of microfluidic devices, a SAW device
based on a solid medium is further proposed. This MEMS SAW device can refocus the light beam and
adjust the sharpness of the micrograph. The focal length can be controlled by changing the voltage.
Moreover, the chip is also proven to be capable of forming a refractive index field in scattering media,
such as tissue phantom and pig subcutaneous fat layer. This chip has the potential to be used as a
planar microscale optical component that is easy to integrate and further optimize and provides a
new concept about tunable imaging devices that can be attached directly to the skin or tissue.

Keywords: acoustofluidics; acousto-optic effect; SAW chip

1. Introduction

Surface acoustic wave (SAW) devices based on piezoelectric materials and interdigital
electrodes (IDTs) have a long history and many applications, such as radars [1], filters [2],
gratings [3], and acousto-optical modulators [4]. In recent years, SAW devices have been
further applied to the field of acoustofluidics [5,6]. Based on microelectromechanical
systems (MEMS) technology, SAW acoustofluidic devices can realize precise operation [7]
on droplets, particles, and cells [8–14] in a noninvasive, label-free, and contactless manner,
making it a powerful and advanced tool in fields such as biology [15], chemistry [16], and
forensic analysis [17].

The technology of SAW acoustofluidic devices is gradually maturing, but there are
still many phenomena that have not been explained. For example, in some acoustofluidic
experiments, strange light and shade phenomena appear in the place where ultrasonic
waves act [18]. Unlike acousto-optic modulators, these shades are caused by light perpen-
dicular to the chip plane instead of parallel [19]. SAW devices are generally considered able
to construct a stable standing field on the piezoelectric substrate plane [20], thus changing
the refractive index of the waveguide to achieve an acousto-optic effect. However, in
acoustofluidic devices, Rayleigh waves generated by SAW transducers leak into the fluid
in the form of inhomogeneous waves. On the one hand, with complex acoustic pressure
distribution in three dimensions, analysis of the acousto-optic effect in SAW acoustofluidic
devices is more complicated, but on the other hand, it has the potential to realize different
modulation performances based on SAW. However, instead of tunable lenses [21,22], SAW
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optical devices are mostly used as deflectors [23] or frequency shifters [24]. Unlike SAW
devices, bulk wave (BW) acousto-optical devices can refocus or modulate light sources into
different patterns or even clarify an image [25–28].

In this paper, we explain the acousto-optic phenomenon in SAW acoustofluidic devices
with a light beam refraction simulation. Based on these analyses, a new kind of MEMS
SAW acousto-optic device was developed. Modified from a focused surface acoustic wave
(FSAW) microfluidic chip, this device can modulate the refractive index of the bonded
medium and refocus the light beam perpendicular to its SAW plane to clarify the image.
With its performance verified with scattering media, such as tissue phantom and porcine
epithelium, this device has the potential to be integrated into microscale optical equipment
and provides a new concept for in vivo acousto-optic imaging applications involving skin
and other biological tissues.

2. Phenomenon and Analysis
2.1. Analysis of the Focused Acoustic Field

In SAW acoustofluidic devices, the position of the acousto-optic phenomenon is
consistent with the position of the acoustic field at resonance [20,29,30]. Bright stripes are
located in the center of the acoustic field along the propagation direction of the SAW beam,
while darker stripes are distributed around it (Figure 1b–d). To analyze the acousto-optic
phenomenon, we first simulated the three-dimensional distribution of the acoustic field in
the fluid.
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Figure 1. Analysis of the focused acoustic field: (a) Schematic diagram of the FSAW microfluidic
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schematic diagram on the left of (c–f), respectively, refers to the plane where the simulation results
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In the COMSOL simulation of the acoustofluidics experiment, the substrate is 128-degree
YX-cut lithium niobate. As shown in Table 1, the size of the substrate is 1500 µm × 1200 µm
× 200 µm (length × width × thickness). The substrate thickness is set to 300 µm. The sound
velocity on the surface of lithium niobate is 3996 m/s. The IDTs are modeled as perfect
conductors using boundary conditions. Assuming the IDTs are very thin compared with the
piezoelectric substrate, the effect of their mass and stiffness on the dynamics of the device is
not accounted for. The model is solved at a target frequency of 39.96 MHz. The applied AC
voltage is 35 V. The finger width and interspace of the IDTs are 25 µm. The acoustic window
is 45◦. The number of electrodes is set as 4 for computational efficiency. The simulation
cannot calculate the coupling of the acoustic waves generated by all 50 electrodes, so it
can only roughly show the distribution of the acoustic pressure field. The channel is
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1000 µm × 37 µm × 475 µm (length × height × width). The channel is set to pure water at
room temperature.

Table 1. COMSOL simulation parameters.

Parameter Name Parameter Value

Designed frequency 39.96 MHz
Applied voltage 25 V

Finger width and interspace of the IDT 25 µm
Size of piezoelectric substrate 1500 µm × 1200 µm × 200 µm

Size of channel 1000 µm × 37 µm × 475 µm
Maximum calculation step time 1.25 × 10−9 s

The substrate is set as a piezoelectric material with a mechanical damping. The
loss factor defined in the frequency domain at the target frequency is converted to the
Rayleigh stiffness damping parameter. The bottom surface and all the surfaces on the
sides of the substrate are assigned as the low-reflecting boundary condition. The mi-
crochannels are polydimethylsiloxane (PDMS) grooves processed with photolithography
technology. The channel roof and channel walls are set with an acoustic impedance of
1070 kg/m3 × 1030 m/s Pa·s/m, which reflects the PDMS boundary. In the simulation, the
multiphysics interface “fluid–structure interaction” and “acoustic–structure boundary” are
used to model the interaction between elastic waves in solids and pressure waves in fluids.

After a SAW enters the channel, it constructs a three-dimensional acoustic field in
the liquid [31]. The wavelength λ1 of the SAW on the piezoelectric substrate is 100 µm,
influenced by the IDT pattern, signal frequency, and properties of the substrate. When the
sound wave enters the fluid medium inside the channel, the change in sound speed in the
medium will lead to a change in wavelength. In the fluid, sound waves propagate in the
form of an inhomogeneous wave with wavelength λ2, 37 µm. As shown in Figure 1, in the
X-direction, i.e., the flow direction, the width of the acoustic pressure field obeys the size
of the acoustic window of focusing IDT. In the Y-direction, i.e., the height direction, the
high- and low-pressure regions are alternately distributed, with λ2 as the period. In the Z-
direction, that is, in the SAW propagation direction and the direction of the angular bisector
of the IDT, the high- and low-pressure regions of the acoustic pressure field are alternately
distributed with λ1 as the period. There is a time scale difference between the flow in the
channel, MHz acoustic waves, and beam propagation. For flow analysis, the acoustic field
is time-averaged, while for light analysis, the acoustic field is static. Therefore, the transient
simulation analysis can reflect the acoustic field through which the light passes, while
the time-average acoustic field simulation can reflect the actual acoustic field distribution
acting on the microfluidic targets. In Figure 1e,f, the time-averaged result is the distribution
of the average acoustic pressure in ten periods. In the microfluidics experiments in Figure 1,
the fluid is deionized water. The flow rate is regulated by a pressure pump (LSP01-2A,
LongerPump, CN).

2.2. The Analysis of the Phenomenon through Simulation

The density of the fluid medium is modulated by the pressure waves generated from
the SAW. The medium in the high-pressure region is compressed, leading to an increase in
density, whereas, in the negative-pressure region, the opposite is true. The refractive index
will change with the density. Therefore, the fluctuation of the acoustic pressure field will
change the local refractive index of the medium as follows [32]:

n2 = 1 + ∑3
i=1

(
αiP2 + βiP + δi

)
λ2

L
λ2

L − (AiP2 + BiP + ∆i)
(1)

where αi, βi, and δi and the corresponding Greek capital letters Ai, Bi, and ∆i are the
coefficients of the polynomials describing the Sellmeier dispersion coefficients considered
pressure-dependent. n is the refractive index, and λL is the wavelength of the light. The
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study of Maysamreza Chamanzar [27] simplifies the relationship between the refractive
index and pressure. With the fixed wavelength and temperature, the refractive index
distribution can be calculated from the simulated pressure curve by using the following
linear relationship:

nlocal = n0 + kPlocal (2)

where nlocal is the local refractive index, n0 is the refractive index of the medium at room
temperature (25 ◦C) in the visible optical wavelength range, Plocal is the local pressure, and
k is an empirical coefficient. For water at room temperature, k is 1.402× 10−5 bar−1 [33].

Based on the pressure distribution and the simplified relationship between the refrac-
tive index and pressure, the distribution of the refractive index can be calculated with the
Runge Kutta method in MATLAB [34]. The calculation is performed on the X–Y planes,
perpendicular to the propagation direction of SAW (Z-direction). The position of the plane
is determined by the distance dp from the plane to the channel wall.

Firstly, we model the refractive index field in MATLAB according to Equation (2).
Since the relationship is linear (Equation (2)), the refractive index distribution simulated
in MATLAB is very similar to the acoustic pressure field in the COMSOL simulation.
To balance the accuracy and computation time, the simulation plane is divided into a
300 (X-direction) × 100 (Y-direction) grid, and all data points on the grid are initialized.
The actual size of a single grid is about 3.3 × 0.37 µm. The Barron interpolation method is
used to convert discrete index data points into continuous index fields on the grid. The
refractive index gradient values of all data points in the X and Y directions are calculated,
and a uniformly grided refractive index gradient field data is modeled.

Secondly, the light path is simulated in MATLAB. Light rays are set as incident
perpendicular to the bottom of the channel. The step size of the Runge Kutta method is
partially determined by the mesh size of the refractive index field. In addition, the step
size varies according to the change in the refractive index. When the refractive index
changes greatly, the step size will become smaller to avoid distortion. When the change
in the refractive index exceeds 10−7, 10−6, 10−5, and 10−4, the step size will be reduced
to 0.5, 0.2, 0.1, and 0.05 of the original step size, respectively. The number of rays is 321.
There is an incident ray at x = 0 µm (that is, the location of the center line of the IDT),
and 160 rays on its left and right side, respectively. The incident points of these 321 rays
are uniformly distributed on the X-axis (bottom of the channel) and are within the range
of x = (−500, 500) µm. For the light in a certain unit of the grid, the direction change
is calculated based on the local refractive index gradient, and the optical path length is
calculated based on the variable step size, so the displacement vector and position data are
obtained. The Runge Kutta method is used to continuously calculate the position of the
light rays until they reach the grid boundary.

Finally, the optical paths on multiple X–Y planes within the channel are simulated. The
light enters vertically from the bottom of the channel, propagates in the liquid medium with
a variable refractive index, and exits at the channel roof (Figure 2). To better understand the
light path in the whole channel area, several vertical planes with different dp are selected,
and every light beam on each plane is simulated. The change in the X-coordinate from
the incident position to the exit position of each light path is calculated (Figure 2d,e). It
can be seen that in the two neighborhoods around the middle (x = 0), there is a peak on
the left and a trough on the right, while the part near the center quickly approaches zero.
This shows that in this variable refractive index field, the light on the left and right sides
tends to approach the middle. The original uniformly distributed light converges to the
center under the influence of the variable refractive index. In addition, in the area far away
from the acoustic line, that is, in the range of about (−500, −100) µm and (100, 500) µm,
the light path also has some small variation. In these areas, the pressure in the fluid is not
constant, but the amplitude of the acoustic pressure is low, so the change in the refractive
index is small. Although the X-coordinate variation in light is no more than 2 µm in the
simulation, it is only the result of the change in light inside the microfluidic channel. The
position change of the X-coordinate of light shows the change in the light’s direction. The
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outgoing light from the top of the channel will go through a long light path till it forms
a micro photo in the camera, which makes the original small change become an obvious
acousto-optic phenomenon.
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Figure 2. Simulation of refractive index distribution and optical path: (a) the X–Y plane selected for
simulation, perpendicular to the bottom of the channel and the propagation direction of SAW; (b) the
refractive index distribution on the selected plane; (c) the simulation result of 321 light paths on the
selected plane; (d) the displacement of the light path on the X-axis; (e) a partial close-up of (d), the
200 µm wide central area around x = 0.

3. Application Experiments

To utilize and verify the analysis demonstrated above, we propose a SAW chip that can
adjust focus. Manufactured with the MEMS process, this chip retains the design of focused
IDT but does not retain any microchannels; instead, a 5 mm thick PDMS layer is used as the
medium to conduct sound waves and light waves. In this way, the robustness of the device
can be increased, and more importantly, pressure pumps or other microfluidics equipment
are no longer needed to control the liquid. Under the action of a focused acoustic field,
the acousto-optic phenomenon produces different patterns under different frequencies
(Figure 3). From 38.0 MHz to 39.0 MHz, the change in vibration modes on the piezoelectric
substrate influences the distribution of the refractive index inside PDMS. The voltage
applied is 20 V.
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Both the finger width and interspace of the IDT are 25 µm. The designed resonant
frequency of the IDT transducer on the piezoelectric substrate is 39.96 MHz, but after
bonding with PDMS, the actual resonant frequency will change to around 38.3 MHz. The
acoustic window is 45◦, and the geometric focal length is 200 µm. The amount of electrode
finger pairs will affect the acoustic energy density and resonant frequency bandwidth. In
order to form resonance, the number of finger pairs should not be more than 100. On
this chip, each transducer has 50 pairs of electrodes. The chip manufacturing method and
experimental equipment are the same as previously published articles [30].

For SAW chips with solid media in Figure 3, its acoustic pressure field is simulated in
COMSOL (Figure 3b,c). The distribution of the acoustic pressure field in fluids (Figure 1)
and elastic polymers (Figure 3) exhibits high similarity. In the X–Z plane, the focused
acoustic wave beam (Figure 3b) determines the acoustic field area (Figure 3a), while in
the X–Y plane, the propagation of acoustic waves generates a pressure field (Figure 3c)
that modulates the refractive index field. Due to the situation that one of the most critical
parameters, the Gladstone–Dale coefficient of PDMS, has not been reported before, the
specific refractive index change in PDMS under the acousto-optic effect can hardly be
calculated by theoretical simulation. However, according to the experimental results,
it can be observed that the SAW chip with PDMS as the medium can effectively excite
acousto-optic phenomena. As shown in Figure 3, the acousto-optic phenomenon exhibits
different patterns (Figure 3a) under the acoustic fields at different frequencies (Figure 3b).
In Figure 3a, the wavelength range of the light source is 400–760 nm, and the direction
of the light is perpendicular to the X–Y plane. In the COMSOL simulation of Figure 3b,c,
the modeling method is similar to the simulation in Figure 1, but the fluid medium with a
600 × 200 × 600 µm (length × height × width) PDMS cube is replaced, and the acoustic
impedance boundary condition is replaced with a low reflection boundary.

We used a very simple and straightforward method to demonstrate the MEMS SAW
device’s refocus ability. The chip is put on an opaque mask with transparent characters,
through which the light source can form luminous characters (Figure 4). A microscope
with a focal length of 45 mm is used to observe the characters’ image and the modulation
effect. First, the mask is put on the focal point, and the image is clear. Then, in order to
imitate a blurred image, the mask is deliberately moved a certain distance away from the
objective lens along the Y-direction to cause the image of the luminous characters to be out
of focus. Finally, the acoustic field is turned on, and the voltage is adjusted until the light
ray refocuses. In Figure 4b, the distance between the mask and the focal point is 1200 µm.
As the voltage increases, the letter A in the image first gradually becomes recognizable and
then blurs again, which demonstrates the process of equivalent focal length changing with
an increase in acoustic field intensity. The size of the imaging area is subject to the region
of the acoustic field. In the X-direction, the width of the imaging area is determined by
the acoustic aperture. In the Z-direction, the length of the imaging area depends on the
acoustic waves’ attenuation length.

The equivalent focal length can be adjusted by changing the voltage to control the
intensity of the acoustic field (Figure 5). We used chips with the same design in the
experiments to test their refocus effect. The relationship between the equivalent focal
length variation and the voltage is approximately linear (Figure 5b). A linear relation
exists between the applied voltage of the transducer responsible for exciting the ultrasonic
resonance and the induced acoustic pressure amplitude [35], which results in a linear
relationship between the voltage and the local refractive index, according to Equation (2).
Each data point is the average of four measurements. The device has a settling time when
the acoustic field is turned on. This settling time is not decided by the sound velocity. The
acoustic field needs a certain amount of time to accumulate before the amplitude of the
acoustic pressure field reaches the maximum and stability. Similarly, when the power is
turned off, it also takes a certain period of time for the acoustic field to gradually decline
before it disappears due to the acoustic waves’ attenuation. With an increase in voltage, no
matter whether the power is on or off, the settling time will be prolonged (Figure 5c). There
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is a linear relationship between acoustic energy density and the square of voltage [35],
which results in a direct proportional relationship between the settling time and voltage.
Each data point is the average of five tested settling times.
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Figure 5. Relationship between voltage and device performance: (a) for every two images in the
column, the data above are the distance between the mask and the focal point, and the data below
are the voltage applied on the transducer; (b) the average result of the relationship between voltage
and equivalent focal length variation; (c) the relationship between applied voltage and settling time.
The settling time (on) and the settling time (off) refer to the time from power turned on or off to the
stabilization of the image, respectively.

Because the MEMS SAW chip is based on the planar structure of a lithium niobate
(LN) wafer, it can be put in different positions or on different media to modulate the image.
Firstly, we tested the chip’s performance for dynamic images. By moving the chip and
mask in the opposite direction, the light in different regions is refocused (Figure 6a,b). The
voltage applied to the device is 24.7 V, and the distance between the mask and the focal
point is 1600 µm. Since the PDMS waveguide bonded to the transducer is flexible, the chip
has a good conformal ability, which makes it adaptable on uneven surfaces. The video of
the dynamic image modulation is in the Supplementary Materials.
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position and movement; (b) experimental results of dynamic image modulation; (c) experiments
with tissue phantom as scattering medium; (d) experiments with pig subcutaneous fat layer as
scattering medium.

Secondly, we tested the chip’s performance on different materials. Scattering me-
dia, such as human skin and tissue, can disperse the light beams passing through, mak-
ing the captured image blurred. Ultrasonic waves undergo minimal attenuation (about
0.3~0.6 dB cm−1 MHz−1) when propagating through biological tissue [36,37], which makes
it possible for the SAW chip to refocus the light beam inside skin or tissue by pasting the
transducer directly on them. In the experiment, we used titanium dioxide mixed with
PDMS as tissue phantom, which can simulate the human epithelium’s optical properties
and has tunable reduced scattering and absorption coefficients at visible and near-infrared
wavelengths [36,37]. Although the scattering coefficient and absorption coefficient of tissue
phantom (TiO2/PDMS) are different from transparent medium (pure PDMS), their similar-
ity in acoustic characteristics makes it possible for SAW to modulate the refractive index
distribution and sharpen the image (Figure 6c,d). For the chip with tissue phantom, the
concentration of titanium dioxide is 3 ‰, and the reduced scattering coefficient and absorp-
tion coefficient are about 5 cm−1 and 0.03 cm−1, respectively. The thickness of the tissue
phantom is about 2 mm. As a solid medium and a replacement for PDMS, tissue phantom
is directly bonded to the piezoelectric substrate using oxygen plasma bombardment.

In addition to tissue phantom, some biological tissues were used for similar experi-
ments (Figure 6d). The subcutaneous fat layer of pigskin (Oxygen Crown, CN) is cut into
about a 1 mm thick layer and placed between the device and the mask as a scattering
medium. Usually, the characters can hardly be recognized under the pig fat layer. After
the acoustic field is turned on, some characters can be vaguely distinguished. However,
it should be noted that the fat layer is only pressed on the chip instead of bonded. If the
chip is tightly bonded to the adipose layer or other similar tissue so that sound waves can
construct a better index field inside, the imaging quality will be better.

4. Discussion

The principle of the acousto-optic effect in acousto-optical modulators and SAW
microfluidic devices is the same, but the relative position of light and acoustic field is
different, resulting in different acousto-optic phenomena. In SAW acousto-optic modulators,
such as tunable SAW optical switches, light propagates along the surface plane of the
piezoelectric substrate. For SAW microfluidic devices, the beam is perpendicular to the
SAW plane and travels in the three-dimensional acoustic pressure field, resulting in different
performances of light modulation. Based on the analysis of the three-dimensional refractive
index field and light path, a new kind of SAW imaging device was developed, and its
performance was tested through a series of experiments.

This MEMS SAW device can extend the focal length of the microscope within the
range of 0~2000 µm. Although within the range of 2000~2600 µm, it can still achieve
light refocusing, but the image is difficult to recognize due to its small size. Although
the device cannot directly change the resolution of an image, the sharpness of the image
can be adjusted by controlling the voltage. The imaging speed of this device is influenced
by voltage, and the image settling time varies from 50 to 300 ms in a voltage range of
10~30 V. The size of the imaging area of this device is controlled by an acoustic aperture
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width in the X-direction and an acoustic field in the Z-direction, which is approximately
200 µm (X-direction) × 600 µm (Z-direction).

Compared with a tunable lens [25], this surface acoustic wave device aims at an in vivo
imaging device. Although it has a zooming effect, its purpose is not to replace the lens
but to change the refractive index inside the observed object and turn the target into an
equivalent convex lens.

Compared with a cylindrical acousto-optic relay lens [26], the acousto-optic interaction
distance of this SAW chip is short. The acousto-optic interaction distance of a cylindrical
acoustic relay lens can reach tens of millimeters [27], while the interaction distance in our
SAW chip depends on the attenuation of the acoustic field, that is, the height of the acoustic
field in the Y-direction. Its short acousto-optic interaction distance causes the maximum
acousto-optic modulation effect of our chip to be weaker than cylindrical ones as a sacrifice
to balance its size and performance. However, the cylindrical acousto-optic relay lens is
based on hollow cylindrical acoustic transducer arrays, so the target sample needs to be
wrapped in a hollow cylinder to achieve ultrasonic sculpting of virtual optical waveguides,
which limits the size and type of the sample to be observed [28]. For example, a cylindrical
ultrasonic transducer cannot be used for samples larger than the cylinder. In addition, the
planar structure of this device allows it to be attached directly to the target sample’s surface,
allowing it to be further optimized to work as a planar microscale optical component that
is easy to integrate.

5. Conclusions

The acousto-optic phenomena in acoustic microfluidic devices are quite different from
those in acousto-optic modulators. In this paper, we analyzed the refractive index field
that an acoustic wave constructs in a medium and explained the phenomenon. Based on
the analysis, a new kind of SAW chip was developed that can refocus the light to make an
originally blurred image clear. Through a series of experiments, the relationship between
the voltage and equivalent focal length variation was established. Experiments with the
dynamic image and tissue phantom showed that this device has the potential to be used
in in vivo imaging, such as observing fluorescently labeled tissues that are blocked by
scattering media.
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Abstract: Graphene, as a novel thermoelectric (TE) material, has received growing attention because
of its unique microstructure and excellent thermoelectric properties. In this paper, graphene fibers
(GFs) are synthesized by a facile microfluidic spinning technique using a green reducing agent
(vitamin C). The GFs have the merits of high electrical conductivity (2448 S/m), high flexibility, and
light weight. Further, a flexible temperature sensor based on GF and platinum (Pt) with a sensitivity
of 29.9 µV/◦C is proposed, and the thermal voltage output of the sensor can reach 3.45 mV at a
temperature gradient of 120 ◦C. The sensor has good scalability in length, and its sensitivity can
increase with the number of p-n thermocouples. It has good cyclic stability, repeatability, resistance
to bending interference, and stability, showing great promise for applications in real-time detection
of human body temperature.

Keywords: graphene fibers; vitamin C; thermoelectric; flexible temperature sensors

1. Introduction

Changes in human body temperature are one of the most important indicators of
human activity and health, helping to maintain the thermal balance between the body
and its surroundings, while some physical sensations related to emotions can also be
observed by analyzing subtle changes in body temperature. It is also known that changes
in human body temperature can be used as a primary medical diagnostic assessment
indicator for new crown pneumonia. Flexible wearable temperature sensors provide a
method for real-time monitoring of human body temperature, which can be classified
into thermal resistance, thermocouple, and fiber optic types according to the temperature
measurement principle [1–3]. Among them, thermocouple temperature sensors are usually
made of two materials. Based on the thermoelectric principle of temperature measurement,
the temperature signal is converted into a voltage signal for output, and the resulting
thermoelectric potential has a linear or near-linear relationship with the temperature
difference [4]. Traditional thermocouple temperature sensors usually use metal as the
thermal electrode, which is rigid and difficult to bend and cannot accurately measure the
temperature on complex curved surfaces [1]. In addition, the high cost of precious metal
materials limits the further development of thermocouple temperature sensors. With the
increasing demand for comfort in wearable devices, flexible thermocouple temperature
sensors, which are light in quality and highly flexible, are gradually gaining popularity.
Benefiting from its flexibility and adaptability, it can be directly attached to the human
skin to record the temperature of the human body and the external environment for a long
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time. Thermoelectric materials are one of the most important components in thermocouple
temperature sensor research. Compared with traditional thermoelectric materials, flexible
thermoelectric materials are bendable in shape, small in size, and light in mass and have
good application prospects in wearable devices and other flexible electronics. Graphene is a
thermoelectric material with excellent performance that has the advantages of non-toxicity,
abundant raw materials, high conductivity, high electron mobility and carrier concentration,
etc. [5–7]. Dragoman et al. proposed a graphene-based metal electrode device, according
to which the transfer matrix method was used to predict the Seebeck coefficients up to
30 mV/K [8].

Graphene fiber (GF) is a type of macrofiber material that consists of individual units
of graphene and its derivatives. There have been numerous methods employed to directly
construct macrofibers using graphene sheets [9,10]. This material harnesses the remarkable
characteristics of a single graphene sheet, including its exceptional mechanical strength,
electrical conductivity, and thermal conductivity. Not only does it have mechanical flexibil-
ity and knittability similar to that of conventional fibers, but it is also lower cost, lighter, and
more malleable than conventional carbon nanotube fibers, while it is easier to functionalize
it in situ or in post-synthesis, which is of significant practical application value. However,
the graphene fiber-based flexible thermocouples obtained from the current study still suffer
from the problem of low sensitivity.

In this paper, graphene oxide fibers (GOFs) were proposed utilizing a microfluidic
spinning technique, and graphene fibers were synthesized using vitamin C as a reducing
agent. The impact of various concentrations of vitamin C in the graphene oxide (GO)
solution on the electrical conductivity and thermoelectric properties of GF was examined. A
lightweight, highly flexible, and inflexible thermocouple temperature sensor was designed
using GF and platinum (Pt) electrodes and calibrated and tested with a sensitivity of up
to 29.9 µV/◦C. The sensor has good scalability in terms of length and can be made more
sensitive as the number of thermocouple pairs comprising it increases.

2. Experimental Section
2.1. Materials and Reagents

The modified Hummer’s method [11] was used to prepare the GO. Vitamin C was
purchased from Sigma-Aldrich Co., Ltd., St. Louis, MO, USA.

2.2. Preparation of Graphene Fibers

An approach to fabricating graphene fibers using a facile microfluidic spinning method
is proposed, as illustrated in Figure 1. Firstly, a well-dispersed 12 mg/mL graphene oxide
solution was prepared after ultrasonication for 30 min. Vitamin C was added to the GO
solution at different concentrations of 0 wt%, 1 wt%, 2 wt%, 3 wt%, and 4 wt%. These
concentrations were labeled as GOFs, 1 wt%-GFs, 2 wt%-GFs, 3 wt%-GFs, and 4 wt%-GFs,
respectively. The mixture was then thoroughly mixed to ensure homogeneity. Secondly,
the graphene oxide solution was slowly injected into polytetrafluoroethylene (PTFE) tubes
with a 0.5 mm inner diameter. The PTFE tube was put into an oven and subjected to
a temperature of 150 ◦C for a duration of 2 h. While the water steadily evaporated,
fibers began to develop within the tube. Subsequently, GOFs and GFs matching the
geometry of the tube were pushed out of the tube with the help of N2 flow and dried in an
atmospheric environment.

2.3. Fabrication of TE Temperature Sensors

As exhibited in Figure 2, the flexible temperature sensor was formed by combining
two materials, with GF as the anode and the platinum (Pt) electrode as the cathode. The
GF (about 2 cm long) and the Pt (about 2 cm long) were connected on a copper foil tape
through the conductive silver paste and then mounted on a polyimide (PI) substrate
(40 mm long × 20 mm wide). The connecting end of the two electrodes was the hot end of
the thermoelectric-type temperature sensor, and the other ends of the anode and cathode
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electrodes were both the cold ends of the sensor. During the heating process, the hot end
of the senor was put on the hot plate and heated by the silicone rubber heating belt as the
heat source, while the cold end was placed in the air at 25 ◦C. The temperature of the hot
plate can be controlled and adjusted by an intelligent temperature control system. The TE
temperature sensor was obtained by applying a temperature difference between the hot
and cold ends to measure the output voltage.
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2.4. Characterization and Measurements

A field emission scanning electron microscope (FESEM, SU-8010, Hitachi, Tokyo,
Japan) was employed to capture morphological images of fibers. And a laser Raman
spectrometer (HR800, Horiba Jobin Yvon, Paris, France) was applied to get the Raman
spectroscopy. The chemical composition and electronic structure of the sample surface were
analyzed using a Thermo Fisher Escalab xi + X-ray photoelectron spectroscopy analyzer
(XPS, ESCALAB Xi+, Thermo Fisher, Waltham, MA, USA). Conductivities were measured
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using Source Meter (2450, Keithley, Beaverton, OR, USA). The output voltage was measured
using a data collector (LR8450, HIOKI, Nagano, Japan). A thermoelectric performance test
system was established that can calibrate and test the sensor in a wide low-temperature
range. The hot end of the thermocouple was heated by the silicone rubber heating belt
as the heat source, and its temperature was controlled and adjusted by an intelligent
temperature control system. Additionally, the data collection device was utilized to measure
the temperature at both the hot and cold ends, which were monitored using a standard
K-type thermocouple. It also recorded the output voltage of the developed thermocouple.

The sensitivity (Seebeck coefficient) of a thermocouple temperature sensor is calculated
using the following formula [12]:

S =
dV

d∆T
=

dV
d(Th − Tc)

(1)

V—Output thermopotential of the sensor; Th—Temperature of the hot end; Tc—
Temperature of the cold end; S—Sensitivity of the thermocouple.

3. Results and Discussion

The surface morphologies of the fibers with varying levels of vitamin C were inves-
tigated by SEM, as depicted in Figure 3. Figure 3a,b show the surface morphologies of
GOF with a diameter of about 110 µm captured at different magnifications of 600 and 2 k,
respectively. Compared with GOF, the diameter of GF is significantly reduced. GOF has a
paper-like and less wrinkled surface with a disordered, smooth-surfaced fluffy appearance,
whereas GF shows significant curvature and more wrinkles. The diameter of the fibers
decreases gradually with the increase in vitamin C doping. The surface morphology of
GF with different amounts of vitamin C doping shows no significant difference, and all
show obvious bending and folded structures. The presence of van der Waals forces and
the strong π-π stacking between graphene sheets cause GO sheets to easily clump together.
However, the introduction of vitamin C prevents this clumping. Meanwhile, GO has
abundant oxygen functional groups, including carboxyl (COOH), carbonyl (-C=O), epoxide
(C-O-C), and hydroxyl (-OH) groups, whereas vitamin C can remove a large number of
oxygen groups within GO during the chemical reduction process, leading to the appearance
of wrinkles after the reduction process [13–15].
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Figure 3. SEM images of the GOFs and GFs with different vitamin C doping content.

The Raman spectra of GOFs and GFs with different C doping are illustrated in Figure 4.
Raman spectra are widely used for the structural characterization of graphene and related
materials. There are two distinct peaks observed in the spectrum. The first peak, known
as the D peak, appears at 1350 cm−1 and is attributed to the telescopic vibration of the
sp3 carbon atom. This peak is indicative of structural deficiencies and disorders. The
second peak, called the G peak, is located at 1590 cm−1 and is associated with the E2g

vibrational mode of the sp2 carbon domain [16,17]. The degree of defects and disorder
in graphene structures can usually be characterized by the ratio of relative intensities of
the D and G peaks (defined as ID/IG). After vitamin C reduction, the ID/IG values of
1 wt%-GF, 2 wt%-GF, 3 wt%-GF, and 4 wt%-GF are 1.02, 1.07, 1.08, and 1.11, respectively,
which all increase compared with that of GOF (1.01). The increased ID/IG values indicate
that the oxygen-containing functional groups were effectively removed during the chemical
reduction process, leading to the introduction of more structural defects. Carbon-carbon
bonds on the surface of the graphene structural layer are broken, and after reduction, the
new forming sp2 domains are smaller in size but more ubiquitous.
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The XPS results of GOF and GF are presented in Figure 5. Analysis of Figure 5f reveals
the presence of C1s (284 eV) and O1s (532 eV) based on the observed peaks. By performing
deconvolution on the high-resolution C1s peak of GOF, it is observed that there are four
peaks corresponding to C-C, C-O, C=O, and O-C=O, centered at 284.8 eV, 285.4 eV, 286.6 eV,
and 288.7 eV, respectively. Upon annealing, GF exhibits a similar and significant decrease
in these peaks, indicating the partial decomposition of oxygen functional groups and the
partial recovery of π-conjugated structures after the addition of vitamin C. The profiles
of GF with different levels of vitamin C were approximately the same. The differences
in the C/O ratios were evident in the XPS full spectra, which were 2.58 for GOF, 3.80 for
1 wt%-GF, 4.33 for 2 wt%-GF, 4.56 for 3 wt%-GF, and 4.79 for 4 wt%-GF. After vitamin C
reduction, the C/O ratios all increased, indicating the effectiveness of vitamin C on GOF
deoxygenation. The largest C/O ratio was found for 4 wt%-GF, proving that the highest
degree of fiber reduction was achieved with the addition of 4 wt% vitamin C.

Micromachines 2023, 14, x FOR PEER REVIEW 7 of 14 
 

 

The XPS results of GOF and GF are presented in Figure 5. Analysis of Figure 5f re-
veals the presence of C1s (284 eV) and O1s (532 eV) based on the observed peaks. By per-
forming deconvolution on the high-resolution C1s peak of GOF, it is observed that there 
are four peaks corresponding to C-C, C-O, C=O, and O-C=O, centered at 284.8 eV, 285.4 
eV, 286.6 eV, and 288.7 eV, respectively. Upon annealing, GF exhibits a similar and signif-
icant decrease in these peaks, indicating the partial decomposition of oxygen functional 
groups and the partial recovery of π-conjugated structures after the addition of vitamin 
C. The profiles of GF with different levels of vitamin C were approximately the same. The 
differences in the C/O ratios were evident in the XPS full spectra, which were 2.58 for GOF, 
3.80 for 1 wt%-GF, 4.33 for 2 wt%-GF, 4.56 for 3 wt%-GF, and 4.79 for 4 wt%-GF. After 
vitamin C reduction, the C/O ratios all increased, indicating the effectiveness of vitamin 
C on GOF deoxygenation. The largest C/O ratio was found for 4 wt%-GF, proving that the 
highest degree of fiber reduction was achieved with the addition of 4 wt% vitamin C. 

  
(a) XPS spectra of C1s of GOFs (b) XPS spectra of C1s of 1 wt%-GFs 

 
(c) XPS spectra of C1s of 2 wt%-GFs 

 
(d) XPS spectra of C1s of 3 wt%-GFs 

285 290

In
te

ns
ity

/a
.u

.

Binding Energy/eV

C-O

C-C

C=O

O-C=O

C1s

285 290

In
te

ns
ity

/a
.u

.

Binding Energy/eV

C-C

C-O

C=O

O-C=O

C1s

285 290

In
te

ns
ity

/a
.u

.

Binding Energy/eV

O-C=O
C=O

C-O

C-C

C1s

285 290

In
te

ns
ity

/a
.u

.

Binding Energy/eV

C-O

C=O O-C=O

C-C

C1s

Figure 5. Cont.

58



Micromachines 2023, 14, 1853

Micromachines 2023, 14, x FOR PEER REVIEW 8 of 14 
 

 

 
(e) XPS spectra of C1s of 4 wt%-GFs 

 
(f) Full XPS spectra of GOF and GF 

Figure 5. XPS spectra of GFs with varying levels of vitamin C. 

The effect of vitamin C on the degree of reduction of graphene fibers was analyzed 
in Figure 6a. The electrical conductivity of GOF is very poor (0.117 S/m), and that of GF 
rises rapidly after the addition of vitamin C. Through the increased vitamin C content, the 
electrical conductivities of GFs increase rapidly. The phenomenon occurs because the ox-
ygen functional groups, including -OH, C-O-C, and -COOH, start to break down when 
vitamin C is reduced. This leads to the deoxygenation of sp3 hybridized carbon atoms, 
allowing them to regain their sp2 hybridized state and restore the conjugated C=C bond 
and π bond over time. Additionally, when the fiber is heat treated at 150 °C, the decom-
position of oxygen-containing functional groups causes a gradual decrease in resistance 
and a rapid increase in conductivity. The 4 wt%-GF has the largest conductivity of 2448.8 
S/m. Combined with the characterization analysis in the previous section, the trend of the 
conductivity is the same as that of the C/O ratio in the XPS analysis. The conductivity of 
graphene fiber is a direct criterion to judge its reduction effect, and in summary, it can be 
concluded that the treatment with vitamin C can significantly improve the conductivity 
of GFs and successfully reduce GOFs to obtain GFs. 

To investigate the thermoelectric characteristics of graphene fibers, a platinum wire 
was used as a reference electrode with GF at different vitamin C doping levels to form a 
thermocouple to test its thermoelectric properties. Since the Seebeck coefficient of a stand-
ard Pt wire is very small, about 1.67 µV/°C [18], Pt can be used as one of the hot electrodes 
in the thermocouple, and GF at different annealing temperatures can be used as the other 
hot electrode. The output voltage characteristics of the thermocouple can be examined to 
qualitatively compare the influence of vitamin C doping on the thermoelectric perfor-
mance of GF. An autonomous thermoelectric test system was used to test the performance 
of GOF/Pt and GF/Pt thermocouples, and the output voltages were surveyed by means of 
a temperature difference applied at both ends of the thermocouples under different 
steady-state temperature differences. The cold end of the thermocouple was placed in the 
air at about 25 °C. The output thermopotential of the thermocouple was recorded during 
the warming process as the temperature of the heating tape was regulated to increase the 
hot end temperature. The correlation between the output voltage of the thermocouple and 
the temperature difference between the two ends can be observed in Figure 6b. The ther-
mopotential in the graph shows good linearity in the range of temperature differences of 
0–120 °C. It can be concluded that the Seebeck coefficient of the material undergoes a sig-
nificant enhancement after the reduction with vitamin C. The material has a very good 
thermal potential. The maximum output voltage of the thermocouple (3.45 mV) was ob-
served at the introduction of 2 wt% of vitamin C. The output voltage of the thermocouple 

282 284 286 288 290 292

In
te

ns
ity

/a
.u

.

Binding Energy/eV

C-C

C-O C=O O-C=O

C1s

0 200 400 600 800 1000 1200

In
te

ns
ity

/a
.u

.

Binding Energy/eV

GOF          2.58

1wt%-GF   3.80

2wt%-GF  4.33

3wt%-GF  4.56

4wt%-GF  4.79

C1s

O1s

C/O ratio

Figure 5. XPS spectra of GFs with varying levels of vitamin C.

The effect of vitamin C on the degree of reduction of graphene fibers was analyzed
in Figure 6a. The electrical conductivity of GOF is very poor (0.117 S/m), and that of GF
rises rapidly after the addition of vitamin C. Through the increased vitamin C content,
the electrical conductivities of GFs increase rapidly. The phenomenon occurs because the
oxygen functional groups, including -OH, C-O-C, and -COOH, start to break down when
vitamin C is reduced. This leads to the deoxygenation of sp3 hybridized carbon atoms,
allowing them to regain their sp2 hybridized state and restore the conjugated C=C bond and
π bond over time. Additionally, when the fiber is heat treated at 150 ◦C, the decomposition
of oxygen-containing functional groups causes a gradual decrease in resistance and a
rapid increase in conductivity. The 4 wt%-GF has the largest conductivity of 2448.8 S/m.
Combined with the characterization analysis in the previous section, the trend of the
conductivity is the same as that of the C/O ratio in the XPS analysis. The conductivity of
graphene fiber is a direct criterion to judge its reduction effect, and in summary, it can be
concluded that the treatment with vitamin C can significantly improve the conductivity of
GFs and successfully reduce GOFs to obtain GFs.
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To investigate the thermoelectric characteristics of graphene fibers, a platinum wire
was used as a reference electrode with GF at different vitamin C doping levels to form a
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thermocouple to test its thermoelectric properties. Since the Seebeck coefficient of a stan-
dard Pt wire is very small, about 1.67 µV/◦C [18], Pt can be used as one of the hot electrodes
in the thermocouple, and GF at different annealing temperatures can be used as the other
hot electrode. The output voltage characteristics of the thermocouple can be examined to
qualitatively compare the influence of vitamin C doping on the thermoelectric performance
of GF. An autonomous thermoelectric test system was used to test the performance of
GOF/Pt and GF/Pt thermocouples, and the output voltages were surveyed by means
of a temperature difference applied at both ends of the thermocouples under different
steady-state temperature differences. The cold end of the thermocouple was placed in the
air at about 25 ◦C. The output thermopotential of the thermocouple was recorded during
the warming process as the temperature of the heating tape was regulated to increase the
hot end temperature. The correlation between the output voltage of the thermocouple
and the temperature difference between the two ends can be observed in Figure 6b. The
thermopotential in the graph shows good linearity in the range of temperature differences
of 0–120 ◦C. It can be concluded that the Seebeck coefficient of the material undergoes
a significant enhancement after the reduction with vitamin C. The material has a very
good thermal potential. The maximum output voltage of the thermocouple (3.45 mV) was
observed at the introduction of 2 wt% of vitamin C. The output voltage of the thermocouple
was also found to be higher than that of the original material. Due to the presence of
oxygen impurities, the pristine graphene fiber exhibits p-type majority carriers and is a
p-type thermoelectric material. As can be seen in Figure 6a, the electrical conductivity of
GOF rises after the addition of vitamin C. This is because the oxygen functional groups in
GF are reduced with the increasing addition of vitamin C. However, the output voltage
of the thermocouple has not shown the same trend with the increase in vitamin C (shown
in Figure 6b). According to Formula (1), the output voltage is determined by the Seebeck
coefficient of materials. The Seebeck coefficient of GF is affected not only by conductivity
but also by the Fermi level. As indicated in the Raman characterization (Figure 4a), more
structural defects are introduced with the increasing content of vitamin C treatment. When
the vitamin content increases from 0 to 2%, the Fermi level state of graphene is improved,
resulting in a further increase in the Seebeck coefficient. When the vitamin content increases
from 2 to 4%, excessive structural defects will affect the Fermi level state of graphene, lead-
ing to a decrease in the Seebeck coefficient. Thus, the output voltage will vary with changes
in the Seebeck coefficient [19].

It is important to note that the measured thermal voltage output is influenced not only
by the temperature difference between the hot and cold junctions but also by the Seebeck
coefficient of the thermoelectric material. To further characterize the relation between
thermal voltages and temperature differences, the results of fitting the thermoelectric
output curves of the thermocouple temperature sensors with different vitamin C contents
(fit R2 > 0.97) are shown in Table 1. The Seebeck coefficient of 2 wt%-GF/Pt was the largest
(29.9 µV/◦C). Vitamin C has the ability to eliminate the oxygen-containing functional
groups present in GO. This process enhances the movement of charge carriers within
the graphene layer, resulting in improved carrier mobility. Consequently, the Seebeck
coefficient, which measures the conversion of temperature difference into electrical voltage,
is enhanced.

It has been proven that the use of green and harmless reducing agents, such as tea
extract, ethylene glycol, sugar, and vitamin C, is an environmentally friendly, mild, and
effective method to obtain reduced graphene oxide (RGO) [20]. Vitamin C, also known
as ascorbic acid [21], has the advantages of low cost, non-toxicity, and environmental
friendliness.

The chemical reduction mechanism of GO is shown in Figure 7. The essence of GO
chemical reduction is the reaction between the reducing agent and one or more functional
groups on GO. Due to the different reactivity of each oxygen-containing functional group
to GO, different reducing agents have different effects on removing functional groups.
Moreover, vitamin C is rich in flavonoids, which react with the GO solution and undergo
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oxidation by the oxygen groups on the surface of the GO sheet. This reaction leads to
the formation of benzoquinone products. Hydrogen ions can act as a catalyst during
dehydration, where the epoxy group combines with hydrogen ions in solution to form
a hydroxyl group, which in turn combines with the vacant half-bonds, resulting in the
detachment of the water molecules and the carbon atoms of the rGO bonded to the sp2

bond [22].

Table 1. Output fitting data of GF/Pt thermocouples with different vitamin C doping contents.

Sample V~∆T/µV Seebeck
Coefficient/µV·◦C−1 Correlation Coefficient (R2)

GOF/Pt * V = 28.13 + 4.16∆T 4.16 0.977

1 wt%-GF/Pt V = −136.92 + 23.04∆T 23.04 0.995

2 wt%-GF/Pt V = −23.30 + 29.90∆T 29.90 0.997

3 wt%-GF/Pt V = −104.95 + 27.27∆T 27.27 0.996

4 wt%-GF/Pt V = −123.52 + 25.57∆T 25.57 0.996

* It represents the thermocouple with 0 wt% vitamin C added to GF as the anode and Pt as the cathode.
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Figure 7. Mechanistic analysis diagram of chemical reduction of GO.

As shown in Figure 8a, the graphene fibers can be bent at any angle and can also be
tied into a knot without the fibers breaking, and these results demonstrate the flexibility
and torsion resistance of graphene fibers. For thermocouples, their cycle stability and
repeatability are important performance parameters. Figure 8b,c showed plots of the output
voltage of the thermocouple versus the temperature difference under three repetitions of
the test. Fitting the test data over multiple warm-ups reveals that both the temperature
difference and the output voltage are linear, and the data from the multiple tests overlap
almost exactly, as does the cool-down process. Importantly, the slopes of the plots for
multiple warm-ups and multiple cool-downs are almost identical, which indicates that
the thermocouples have almost no drift in the test data during multiple warm-ups and
cool-downs. The values of goodness of fit obtained by least squares fitting are all greater
than 0.99, indicating a good linear relationship. This shows that the thermocouple has good
cyclic stability and repeatability.

Figure 8d shows the bending and recovery processes of the fiber. The fibers were
clamped on the slide table of the screw guide and were continuously bent and straightened
with the rotation of the screw, leading to fixing one end of the fiber and bending back
and forth the other end at a speed of 1 mm/s. The fiber was 6 cm long with a radius of
curvature of 5 mm. As we can see from Figure 8e, the detecting sensitivities all remain
basically unchanged after bending 1000 times in different flexible states (such as 30◦, 60◦,
and 90◦ bending), suggesting that the thermocouple has the ability to be used for a long
time in the bending process.
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Figure 8. Characterization of GF electrode. (a) Bending and knotting diagram of graphene fibers;
(b) 2 wt%-GF/Pt thermocouple repeatability test; (c) Thermoelectric output curves of the thermo-
couple for three warming processes; (d) Diagram of fiber bending and recovery process; (e) The
sensitivity variation after bending 1000 times in different flexible states; (f) Plot of thermocouple
sensitivity versus time.
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Figure 8f shows the sensitivity of the fabricated thermocouples over time when left in
the air. It can be seen that the sensitivity of the thermocouple encapsulated with PI film
shows high stability (>95.66%) over 40 days.

Since the length of graphene composite fibers can be prepared as desired, tempera-
ture sensors with different pairs of p-n thermocouples can be easily fabricated. Figure 9
illustrates a plot of temperature difference versus output voltage for a temperature sensor
with 8 pairs of thermocouples. The results show that the temperature sensor with 8 pairs
of thermocouples has a sensitivity of about 200 µV/◦C, which produces a substantial
increase in sensitivity compared to the temperature sensor composed of 1 pair of thermo-
couples. Therefore, higher detection sensitivity can be obtained by increasing the number
of thermocouple pairs comprising the temperature sensor.
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Figure 9. Performance test of multipair thermocouple temperature sensors. (a) A temperature
sensor having 8 pairs of thermocouples. (b) The relationship between temperature difference and
output voltage.

4. Conclusions

In this paper, GOFs were successfully fabricated by the microfluidic spinning tech-
nique. Vitamin C was employed as a reducing agent to reduce GOFs to GFs. The study
focused on examining the impact of different concentrations of vitamin C (ranging from
1 wt% to 4 wt%) on the synthesis of GFs. To analyze the fibers, SEM maps and Raman
spectroscopy were used to examine the surface morphology and internal structural defects.
The electrical conductivity of 4 wt%-GFs is about 2448 S/m, which is 20,000 times higher
compared to the electrical conductivity of pristine GOFs. The 2 wt%-GF and Pt were
used to form a pair of thermocouple temperature sensors for testing, which showed good
operating characteristics in the low-temperature measurement range with a sensitivity of
up to 29.9 µV/◦C. Additionally, it can be found that when there was a temperature differ-
ence of 120 ◦C between the cold and hot ends, the maximum thermoelectric output of the
sensor reached 3.45 mV. The sensor also demonstrated resistance to bending interference
and showed minimal change in sensitivity even after being bent 1000 times. The sensor
encapsulated with PI film still stays considerably stable after being left in the air for 40
days. The sensitivity of the temperature sensor, consisting of 8 pairs of thermocouples,
can be increased up to 200 µV/◦C. With the benefits of small size, light weight, high
sensitivity, and good scalability, graphene fiber-based flexible thermocouple temperature
sensors are simple to make and environmentally friendly. They are anticipated to reflect
human activities and health conditions via real-time monitoring of human body temper-
ature and demonstrate a wide range of application potentials in the fields of e-skin and
smart medicine.
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Abstract: Aiming at the shortcomings of the traditional engineering experience in designing thin-
film heat flow meters, such as low precision and long iteration time, the finite element analysis
model of thin-film heat flow meters is established based on finite element simulation methods, and
a double-type thin-film heat flow sensor based on a copper/concentrate thermopile is made. The
influence of the position of the thermal resistance layer, heat flux density and thickness of the thermal
resistance layer on the temperature gradient of the hot and cold ends of the heat flow sensor were
comprehensively analyzed by using a simulation method. When the applied heat flux density is
50 kW/m2 and the thermal resistance layer is located above and below the thermopile, respectively,
the temperature difference between the hot junction and the cold junction is basically the same, but
comparing the two, the thermal resistance layer located above is more suitable for rapid measurements
of heat flux at high temperatures. In addition, the temperature difference between the hot and cold
contacts of the thin-film heat flux sensor increases linearly with the thickness of the thermal resistance
layer. Finally, we experimentally tested the response–recovery characteristics of the sensors, with
a noise of 2.1 µV and a maximum voltage output of 15 µV in a room temperature environment,
respectively, with a response time of about 2 s and a recovery time of about 3 s. Therefore, the device
we designed has the characteristic of double-sided use, which can greatly expand the scope of use
and service life of the device and promote the development of a new type of heat flow meter, which
will provide a new method for the measurement of heat flow density in the complex environment on
the surface of the aero-engine.

Keywords: thin-film type; heat flow sensor; thermal resistance layer; thermopile; finite element simulation

1. Introduction

With the rapid development of China’s aerospace industry, the design and develop-
ment of aero-engines, as the core components of aero-aircraft, must rely on advanced and
effective testing technologies to verify their design performance indicators and reliabil-
ity [1,2]. As the most important component of an aero-engine, the turbine blades have a
narrow internal space and a harsh working environment, so it is necessary to accurately
measure the surface temperature distribution and heat transfer process of high-temperature
components such as turbines and combustion chambers to verify the cooling efficiency and
performance of the thermal barrier coating, evaluate the combustion efficiency of the gas,
monitor the engine running state, and troubleshoot [3–5]. Therefore, rapid and accurate
measurement of the heat distribution and transfer characteristics on the surface of turbine
blades of aero-engines is essential for the development of the aerospace industry.

A heat flux sensor is a kind of device or instrument that can detect and monitor the
heat flux density in real time and convert it into an electrical signal for output [6–8]. It is
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widely used in the technical field of national defense, and the technology of measuring heat
flux density has made great progress. In order to describe the harsh environmental changes
of high-temperature airflow and high-pressure airflow on the turbine engine blades of
the space shuttle more thoroughly, in addition to the temperature on the turbine engine
blades as a parameter, heat flux density, as another important measurement parameter,
has gradually begun gain interest the aviation technical field [9,10]. In order to solve
the limitation of the heat flow sensor in high temperature and high pressure air flow
environment, researchers have conducted extensive theoretical research and experimental
verification. Traditional heat flow meters such as the Gordon heat flow meter [11], the
Schmidt–Belter meter [12] and the standard stratification meter [13] are unable to meet the
test requirements, such as being large, affecting the accuracy of heat flow measurements
and being unsuitable in fields such as aerospace where a high measurement accuracy is
required [14–17]. As a result, thin-film heat flow meters only began to appear in aerospace
engine research in the 1990s, measuring a wide range of heat flows with a large output
signal, making them one of the most widely used devices for measuring heat flow density
today. Combined with MEMS (micro electro mechanical system) technology [18–20], the
thin-film sensor is deposited on the surface of the measured object, which is integrated
with the measured object, and has the characteristics of small volume, small heat capacity,
low interference and no damage to the air flow on the surface of the component, which
will also provide a new measurement method for the surface heat flow measurement of
engine hot-end components [21,22].

In this paper, the finite element method is used to design and optimize the structure
and position of the thermal resistance layer, and a MEMS thin-film heat flow sensor is
prepared. The sensor is made of a copper/concentrate thin-film thermopile as the sensing
structure, and SiO2/Al2O3 as the bottom thermal resistance layer. The effect of the thermal
resistance layer position, heat flow density and thickness of the thermal resistance layer
on the temperature gradient of the cold and hot junction of the thermal flow sensor is
investigated and the simulation results are compared with the experimental measurement
results. The results of the simulations are compared with the experimental results to
provide theoretical guidance and experimental validation for the further validation and
development of a high-performance and stable heat flow sensor for monitoring heat flow
density in the complex environment of aero-engine surfaces.

2. Working Principle

The working principle of a thin-film thermopile heat flow meter can be explained
by heat conduction theory, as shown in Figure 1; that is, when there is heat flow through
the sensor, the temperature changes only in the X direction, resulting in a temperature
gradient. According to Fourier’s law, the heat flow density through the heat flow meter
can be obtained.
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The heat flow density Q through the heat flow meter is expressed according to
Equation (1) [22,23]:

Q = −λ
∆T
∆X

= −λ
T2 − T1

h
(1)

where Q is the heat flow density, λ is the thermal conductivity of the thermal resistance
layer, T1 and T2 are the temperatures of the upper and lower surfaces of the thermal
resistance layer, respectively, and h is the thickness of the thermal resistance layer.

According to Equation (1), if the material and geometry of the device are determined,
the magnitude of the heat flow density can also be obtained by measuring this temperature
difference. And, according to the thermopile temperature measurement principle [24,25]:

E = S · N · ∆T (2)

where E is the magnitude of the voltage output, S is the Seebeck coefficient of the thermo-
couple and N is the number of pairs of thermocouples at the base of the device. Combining
Equation (1) with Equation (2) yields the heat flow density versus thermopile output
as Equation (3):

Q =
λ

S · N · h
E (3)

With the above analysis, we can obtain the heat flux density by knowing the tem-
perature difference of each thermocouple pair at the bottom or directly measuring the
thermal potential.

3. Sensor Structure Design

As shown in Figure 2, according to the heat conduction theory and thermoelectric
effect, the structural design of the dual-type thin-film heat flow sensor is schematically
shown in Figure 2a, where the top structure is mainly composed of alternating Al2O3 and
SiO2 thermomechanical layers. Figure 2b shows the 3D structural diagram of the bottom
view of the device, and below the thermal resistance layer is the thermopile layer (cop-
per/concentrate thermopile), which is mainly used to convert the temperature difference
on the lower surface of the resistance layer into a voltage for detection. It is worth noting
that we have designed 200 pairs of thermocouples. This is because the voltage provided by
a single pair of thermocouples is too small, so we have designed a reasonable structure to
connect 200 pairs of thermocouples in series, which greatly increases the voltage output
and reduces the influence of some accidental factors. The geometric parameters of the finite
element model are shown in Table 1. In order to explain the working principle of the new
heat flow meter we designed more clearly, we drew a side view of the device. When the
heat flow is applied vertically to the sensor, due to the difference in thermal conductivity
between the SiO2 and Al2O3 thermal resistive layers, the Al2O3 thermal resistive layer
with high thermal conductivity transfers the excess heat from the cold end to the Al2O3
ceramic substrate to form the cold end, while the SiO2 thermal resistive layer with low
thermal conductivity restricts the heat transfer from the hot end to the substrate to form
the hot end, which creates a temperature gradient between the hot end and the cold end.
The underlying temperature distribution of the bottom layer is also different, so we detect
the temperature distribution of the bottom layer by adding a thermopile layer [26–28].
Therefore, it is possible to infer the heat flow in the top layer or the power of the laser by
observing the output voltage.
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Table 1. Dual type thin film thermopile heat flow sensor structure parameter table.

Parameter Name Description of Parameters Parameter Values

Q Heat flow density 50 KW/m2

h1
Thickness of thermal

resistance layer 5 µm

h2 Thermoelectric stack thickness 1 µm

L Length of thermal resistance
layer 1 µm

a Width of Al2O3 1000 µm
b Width of SiO2 1000 µm
c Thermocouple length 100 µm
N Number of thermocouples 200

4. Finite Element Simulation Analysis
4.1. Effect of Different Thermal Resistance Layer Positions on Heat Flow Measurements

In order to ensure that the designed sensor can show good response characteristics, the
finite element software of COMSOL version 5.4 was used for simulation analysis, a bound-
ary heat source was added to simulate the heat flow, and the connection position between
thermocouple and thermal resistance layers is meshed to obtain the theoretical response
characteristics and sensitivity of the sensor and compared with experimental results. The
structural parameters of the finite element model created by the simulation are the same as
those of the prepared device. Figure 3a shows the temperature distribution curve of the
thin-film heat flow sensor after reaching steady state when the thermal resistance layer is
located above the thermopile design structure and the heat flow of 50 KW/m2 is vertically
applied to the sensor. Figure 3b shows the temperature cloud on the sensor surface. It
can be clearly observed that due to the difference in thermal conductivity between the
SiO2 and Al2O3 thermal resistance layers, a temperature difference is generated on the
thermopile that leads to a voltage output, which indicates that the design of the structure
of the thin-film heat flow sensor is reasonable. It can also be seen that the temperature
below Al2O3 layer is higher, with an average temperature at the hot end of 298.704 K, and
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the temperature below SiO2 layer is lower, with an average temperature at the cold end of
298.663 K and a temperature difference of 0.0409 K. It is worth mentioning that the average
temperature of the hot end when the thermal resistor layer is located above the thermopile
is lower than that when it is located below, which is more suitable for rapid measurement
of heat flow at low temperatures.

Micromachines 2023, 14, x FOR PEER REVIEW 5 of 12 
 

sign of the structure of the thin-film heat flow sensor is reasonable. It can also be seen 

that the temperature below Al2O3 layer is higher, with an average temperature at the hot 

end of 298.704 K, and the temperature below SiO2 layer is lower, with an average tem-

perature at the cold end of 298.663 K and a temperature difference of 0.0409 K. It is 

worth mentioning that the average temperature of the hot end when the thermal resistor 

layer is located above the thermopile is lower than that when it is located below, which 

is more suitable for rapid measurement of heat flow at low temperatures. 

 

Figure 3. Temperature distribution profile when applying a heat flow density of 50 KW/m2. (a) 

Temperature distribution profile on the thermopile layer for frontal incidence of heat flow. (b) 

Temperature cloud over the thermopile layer at frontal incidence. (c) Temperature profile on the 

thermopile layer at frontal incidence. (d) Temperature cloud over the thermopile layer at frontal 

incidence. 

Figure 3c shows the temperature distribution curve of the thin-film heat flow sensor 

when a heat flow of 50 KW/m2 is applied vertically to the sensor after reaching steady 

state when the heat resistance layer is located below the thermopile design structure, 

and Figure 3d shows the temperature cloud on the surface of the sensor. It can be seen 

that the temperature at the hot end of the thermocouple is roughly 298.748 K, while the 

average temperature at the cold end is 298.707 K, with a temperature difference of 0.041 

K. 

According to the Seebeck effect, the output voltage when the thermal resistance 

layer is located below the thermopile design structure is 13.1 μV. This is because the car-

riers within the conductor move from the hot end to the cold end under the temperature 

gradient, and accumulate at the cold end, thus generating a potential difference inside 

the material, and under this potential difference, a reverse charge flow is generated. 

When the thermal charge flow and the internal electric field are in dynamic balance, a 

stable temperature difference potential is formed at both ends of the material. The small-

er the thickness of the thermal resistance layer, the shorter the heat transfer time and the 

faster the response time. 

  

Figure 3. Temperature distribution profile when applying a heat flow density of 50 KW/m2.
(a) Temperature distribution profile on the thermopile layer for frontal incidence of heat flow.
(b) Temperature cloud over the thermopile layer at frontal incidence. (c) Temperature profile on
the thermopile layer at frontal incidence. (d) Temperature cloud over the thermopile layer at
frontal incidence.

Figure 3c shows the temperature distribution curve of the thin-film heat flow sensor
when a heat flow of 50 KW/m2 is applied vertically to the sensor after reaching steady
state when the heat resistance layer is located below the thermopile design structure, and
Figure 3d shows the temperature cloud on the surface of the sensor. It can be seen that the
temperature at the hot end of the thermocouple is roughly 298.748 K, while the average
temperature at the cold end is 298.707 K, with a temperature difference of 0.041 K.

According to the Seebeck effect, the output voltage when the thermal resistance layer is
located below the thermopile design structure is 13.1 µV. This is because the carriers within
the conductor move from the hot end to the cold end under the temperature gradient,
and accumulate at the cold end, thus generating a potential difference inside the material,
and under this potential difference, a reverse charge flow is generated. When the thermal
charge flow and the internal electric field are in dynamic balance, a stable temperature
difference potential is formed at both ends of the material. The smaller the thickness of the
thermal resistance layer, the shorter the heat transfer time and the faster the response time.
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4.2. Effect of Different Thermal Resistance Layer Thicknesses on Heat Flow Measurements

The thickness of the thermal resistance layer of a thermoelectric stack-type heat flow
sensor has a huge impact on its performance. The greater the thickness, the longer the heat
transfer time, and the greater the change of the temperature distribution on the lower sur-
face. In order to study the influence of thermal resistance layers with different thicknesses
(3, 4, 5, 6, 7 and 8 µm) on the performance, simulations were carried out. With a steady-state
heat flow of 50 KW/m2 applied, Figure 4a shows the temperature distribution profile of
the lower surface of the thermal resistance layer at different thicknesses. The temperature
at the hot end remains almost constant at around 298.704 K, but the temperature at the
cold end increases with increasing thickness of the thermal resistance layer. Figure 4b
shows the pattern of temperature difference between the hot and cold junctions with the
thickness of the thermal resistance layer. When the thickness of the thermal resistance
layer is 3 µm, the temperature difference between the hot and cold junctions is 0.008 K, but
when the thickness is increased to 8 µm, the temperature difference increases to 0.16 K. As
the thickness of the thermal resistance layer increases, the temperature at the hot end of
the thin-film heat flow sensor remains constant, the temperature at the cold end increases
linearly and the temperature difference between the hot and cold junctions also increases
linearly, indicating that by increasing the thickness of the thermal resistance layer, the
sensitivity of the device can be effectively improved. But, at the same time, the response
time requirement must also be considered. Therefore, when choosing the thickness of the
thermal resistance layer, we need to consider the balance between sensitivity and response
time, because as the thickness of the thermal resistance layer increases, the heat transfer
time and response time will be prolonged [29,30]. In a word, the heat flow sensitivity of the
sensor can be effectively improved by reducing the thickness of the thermal resistance layer.
However, we should also note that in order to meet the specific requirements and optimize
the performance of the sensor, it is necessary to consider the corresponding reduction in
heat transfer time, equipment heat transfer protection and response time requirements in
combination with these factors.
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4.3. Effect of Different Heat Flow Densities on Heat Flow Measurements

The devices we designed are mainly used to detect the magnitude of heat flow density
or laser power density, so we investigated the change in the temperature of the bottom
layer by varying the Q value applied to the top layer of the thermal resistive layer [31].
Figure 5 shows the temperature distribution on the sensor surface when the continuous
heat flow of 10, 50, 100, 150 and 200 KW/m2 acts on the sensor. As can be seen in Figure 5a,
the overall temperature distribution of the device increases with increasing Q as the Q
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value varies from 10 to 200 KW/m2. When Q = 100 KW/m2, the hot end temperature is
304.258 K, and the cold end temperature is 304.176 K, so the stable temperature difference
between the hot and cold end is 0.082 K. When Q = 100 KW/m2, the temperature difference
between the hot and cold end is ∆T = 0.163 K. Therefore, as shown in Figure 5b, the device
Q value versus the corresponding ∆T, in which the corresponding ∆T increases as the i
Q value increases, shows a good linear relation. Therefore, the thin-film heat flux sensor
structure has a good output in the simulation test and can realize the accurate measurement
of heat flux density. According to our simulation results, it is shown that our thin-film
thermal flow sensor has good output precision and accuracy in measuring the heat flux.
In a word, our research shows that by detecting the temperature change of the bottom
layer, the accurate measurement of the heat flux can be realized. Our thin-film heat flux
sensor structure shows good performance in simulation tests and can provide accurate heat
flux measurements.
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5. Fabrication and Performance Testing of Heat Flow Sensors
5.1. Heat Flow Sensor Production

Figure 6 shows the flow chart of the physical preparation of the designed heat flow
meter. The main four coating processes were used to complete the fabrication [30,32], and
the specific operation steps are shown in Figure 7: 1© prepare the 4-inch silicon wafer
for ultrasonic cleaning with deionized water, acetone and anhydrous ethanol for 15 min
each; 2© the first coating material is Al2O3, and then the final Al2O3 thermal resistance
layer is formed through glue dumping, exposure, development and etching; 3© the second
coating material is SiO2, and the final SiO2 layer is formed through glue dumping, exposure,
development, ion etching and acetone debinding; 4© the above two coating processes are
repeated to form the thermopile layer; and 5© finally, the metal electrodes are etched and
soldered. The prepared sensor is shown in Figure 8, where the structural dimensions of
the sensor are shown in Figure 8a,b, which show an optical microscope view of several
interconnected thermopile strips. The thermopile layer (copper and con-copper layer)
mainly uses the glow discharge principle to make argon gas ionization under high pressure
after the formation of positive ions and bombardment of the target surface, so that the
target particles sputtered out to reach the surface of the substrate to form a thermopile film
of copper and con copper [33,34].
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Figure 6. Schematic diagram of the preparation process. (a) Deposition of the Al2O3 thermal
resistance layer. (b) Deposition of SiO2 thermal resistance layer. (c) Deposition of the copper-
containing layer of the thermopile. (d) Deposition of the copper layer of the thermopile.
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Figure 8. (a) Physical drawing of the structural dimensions of the sensor. (b) An optical microscope
view of the thermopile.

5.2. Performance Testing of Heat Flow Sensors

As shown in Figure 9a, this study builds a high-temperature steady state and transient
heat flow calibration system and conducts relevant experiments through the calibration
platform and an infrared lamp to measure the sensitivity and reliability of the sensors, and
then effectively evaluate the performance of the new thin-film-type thermo-fluid mete.
Here we have chosen quartz infrared lamps as a highly efficient heating source, which
has a quartz bubble shell and tungsten filament composition to avoid the blackening of
the tube wall and the consequent decrease in light flux. Advantages of quartz infrared
lamps include: high efficiency, fast heat transfer, and fast responses. Figure 9b shows the
dynamic response curves of the prepared sensor samples in terms of the heat flow density
of the IR lamp radiation. It can be seen that the sample exhibits excellent response–recovery
characteristics with a noise of 2.1 µV and a maximum voltage output of 15 µV at room
temperature, respectively, with a response time of about 2 s and a recovery time of about
3 s. This is in good agreement with the above simulation results. Wherein, the response
time is the time from the exposure of the thermofluid meter to a heat flow of a given power
to the output stabilizing the output voltage under test conditions; typically, the time to
reach 90% of the maximum value is read as the response time. Whereas, the recovery time
is the time from when the thermofluid meter is no longer in contact with the heat flow
to when the output returns to a steady state under test conditions; typically, the time to
recover to 10% of the maximum value is read as the recovery time [35,36]. In addition, the
magnitude of the output voltage shows good agreement with the simulation calculations.
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Figure 9. (a) Physical diagram of the experimental test setup. (b) Output voltage–time dynamic
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Figure 10 shows the static response curves of the device under different heat flow
densities, and it can be seen that the heat flow densities are in the range of 0–160 kW/m2,
and the output voltages are 0.13 mV, 0.27 mV, 0.27 mV, 0.39 mV, 0.93 mV, 2.25 mV, and
3.58 mV, respectively, when the heat flow densities are, in order, 20 kW/m2, 25 kW/m2,
30 kW/m2, 50 kW/m2, 100 kW/m2, and 150 kW/m2, and the corresponding output
voltages are 0.39 mV, 0.93 mV, 2.25 mV and 3.58 mV, indicating that the sensor output
thermoelectric potential shows a good linear relationship with heat flow. The test results
were linearly fitted to obtain the binary sublinear equation, y = 0.02648x − 0.39679, the
slope of which is the sensor sensitivity, which is 0.02648 mV/(kW/m2).
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Figure 10. Steady-state calibration measurements of a dual-type thin-film heat flow meter.

6. Conclusions

In this paper, a double-structure thin-film heat flow sensor was designed, and a finite
element model is established. The output voltage is adjusted by the relationship between the
position of the thermal resistance layer and the thermopile, and the temperature difference
between the hot end and cold ends of the heat flow sensor remains basically constant
under the condition of the applied heat flow density of 50 kW/m2. As the thickness of
the thermoresistive layer increases, the cold-hot junction temperature difference of the
thin-film thermofluid sensor increases linearly, from 0.008 K to 0.163 K, as the thickness
of the thermoresistive layer increases from 3 µm to 8 µm. In addition, the results of the
finite element simulation are compared with the experimental results. The results show
that the sample has good response–recovery characteristics, the noise is 2.1 µV at room
temperature, the maximum voltage output is 15 µV, the response time is about 2 s, and the
recovery time is about 3 s, which is in good agreement with the above simulation results.
The preparation process has good repeatability, which provides good technical support for
the monitoring of heat flux density, standardization and mass production of aero-engine
surface in a complex environment.
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Abstract: Oxide thin film thermocouples (TFTCs) are widely used in high-temperature environment
measurements and have the advantages of good stability and high thermoelectric voltage. However,
different annealing processes affect the performance of TFTCs. This paper studied the impact of
different annealing times on the cyclic characteristics of ceramic oxide thin film thermocouples.
ITO/In2O3 TFTCs were prepared on alumina ceramics by a screen printing method, and the samples
were annealed at different times. The microstructure of the ITO film was studied by scanning electron
microscopy (SEM), X-ray diffraction (XRD), and X-ray photoelectron spectroscopy (XPS). The results
show that when the annealing temperature is fixed, the stability of the thermocouple is worst when it
is annealed for 2 h. Extending the annealing time can improve the properties of the film, increase the
density, slow down oxidation, and enhance the thermal stability of the thermocouple. The thermal
cycle test results show that the sample can reach five temperature rise and fall cycles, more than 50 h,
and can meet the needs of stable measurement in high temperature and harsh environments.

Keywords: thin film thermocouples; temperature; anneal

1. Introduction

With the development of microelectromechanical system (MEMS) technology, the tech-
nology of using high-temperature sensors to measure the temperature of target pipelines
has emerged [1–6]. For example, the working temperature of large-scale equipment such as
iron and steel smelting, casting high temperature, and gas turbines is generally 600–1100 ◦C,
of which the temperature of the exhaust flue is about 25–800 ◦C [7–9]. Monitoring the
high temperature generated by the exhaust flue can judge the process production status,
which is conducive to ensuring safe and effective production and research. In traditional
technology, infrared radiation temperature measurement has been adopted, but the infrared
temperature measurement requires that there is no barrier between the infrared probe and
the surface to be measured of the exhaust gas flue, and that the surface to be measured is
required to be free of contaminants and other impurities. However, it is difficult to ensure
that the surface to be measured is free of pollutants in the actual industrial environment,
which leads to low accuracy of the temperature of the monitored target pipeline.

Thermocouples can be classified into two categories: metal type and ceramic type. The
traditional K-type and S-type thin film thermocouples do not meet the requirements of such
a high-temperature test because they are easy to oxidize and the change of microstructure
reduces their temperature measurement accuracy and life span. The S-type (Pt/Pt-10% Rh)
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thin film thermocouple is expensive, and the thermoelectric potential of the positive element
decreases when working at 600~800 ◦C [10]. Metal thermocouples such as the Pt/Pd film
thermocouple, with the progress of the thermal cycle, the microstructure changes such as
the growth of pores and grains in the film lead to the decrease of thermoelectric potential,
and the destruction of the electrode film structure will lead to the failure of the film
thermocouple. Therefore, the stability of the film structure plays a crucial role in preventing
the failure of the thin film thermocouple during the thermal cycling process [11]. On the
contrary, thermocouples made of In2O3 and ITO (In2O3:SnO2 = 90:10 wt%) show higher
thermoelectric voltage and better thermal stability [4,12–15]. The annealing process will
also affect the performance of the ITO/In2O3 thin film thermocouple. When annealing
under N2 at 500 ◦C, the thermoelectric response will be unstable when working at high
temperatures for a long time, while the thermocouple annealed in air at 1000 ◦C shows
better stability [16]. ITO is a typical oxide semiconductor, and annealing has a significant
effect on its thermoelectric properties, especially the Seebeck coefficient and thermoelectric
stability [7]. In the process of preparing ITO/In2O3 thin film thermocouples (TFTCs), it is
found that the test results of the thermoelectric cycle cannot meet the needs. The linearity
of the relationship curve between temperature and voltage is poor, but the linearity and
repeatability are improved after several cycles; this phenomenon will make the sensor
temperature test inaccurate and limit its application. We want to improve this phenomenon
by improving the annealing process so that ITO/In2O3 TFTCs have a stable performance
in the test process.

In this paper, ITO/In2O3 TFTCs were prepared on alumina ceramics by screen print-
ing [17,18]. In contrast, ITO TFTCs annealed for different annealing times were studied
accordingly. Different samples are made at 1000 ◦C for 1 h, 2 h, 3 h, and 5 h, respectively.
The microstructure of the ITO film was studied by scanning electron microscopy (SEM),
X-ray diffraction (XRD), and X-ray photoelectron spectroscopy (XPS). The results show that
when the annealing temperature is fixed, the stability of the thermocouple is worst when it
is annealed for 2 h. When the annealing time is above 3 h, the thermocouple can maintain
stability and excellent linearity. The experimental phenomenon shows that extending the
annealing time can improve the properties of the film, increase the density, slow down
oxidation, and enhance the thermal stability of the thermocouple. The thermal cycle test
can reach five temperature rise and fall cycles, and the time exceeds 50 h. Extending the
high-temperature annealing time is conducive to the stability of the thermoelectric output
of the thermocouple.

2. Materials and Methods
2.1. Fabrication of ITO/In2O3 Thin Film Thermocouple

ITO/In2O3 TFTCs were prepared by a screen printing process. The substrate is
99 alumina ceramic sheets (150 mm × 15 mm × 1 mm). The alumina ceramic sheet was
fixed under the graphical screen printing plate (20 cm × 30 cm), which is 300 meshes; each
electrode is 30–35 cm long and 0.2 cm wide. The scraper is made of rubber with a width of
5 cm. The fabrication process of ITO/In2O3 TFTCs by screen-printing is shown in Figure 1a.
When printing, first of all, the position of the scraper needs to be adjusted to keep the
scraper at a 45◦ angle with the printing plane, apply pressure to the screen printing plate
with constant force and uniform speed, and squeeze the prepared ITO slurry onto the
alumina ceramic substrate [19]. The ITO electrode is solidified after being heated at 100 ◦C
for an hour in a furnace; then the In2O3 slurry is printed on the substrate by the same steps.
The positive electrode and negative electrode of the thermocouple are completed. After
being annealed at 800 ◦C for an hour, the stress in the film is released. Figure 1b shows the
optical image of the ITO/In2O3 thermocouple. ITO/In2O3 thin film was then annealed in
air at 1000 ◦C at different times. Different samples are made at 1000 ◦C for 1 h, 2 h, 3 h, and
5 h, respectively. ITO/In2O3 TFTCs were made. A copper wire (20 cm) was coated on the
cold junction of ITO and In2O3 with silver paste and dried at 150 ◦C for 2 h.
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standard S-type thermocouple is used to continuously monitor the furnace temperature, 
that is, the hot junction temperature and the platinum resistance is used to measure the 
cold junction temperature. ITO/In2O3 TFTCs were calibrated with the temperature of hot 
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Figure 2. Surface morphology of the ITO ((a1) as-deposited; (a2) 1 h; (a3) 2 h; (a4) 3 h; (a5) 5 h), and 
In2O3 ((b1): as-deposited; (b2) 1 h; (b3) 2 h; (b4) 3 h; (b5) 5 h) films annealed for different annealing 
times. 

Figure 1. (a) Fabrication process of ITO/In2O3 TFTCs by screen-printing. (b) Optical image of the
ITO/In2O3 thermocouple.

2.2. Measurements

Surface images were obtained by SEM. Using XRD, we analyzed the crystal structure
of ITO and In2O3 films; the step was 0.02◦. The chemical composition and chemical state
were analyzed by XPS.

ITO/In2O3 TFTCs were statically calibrated with a standard calibration furnace. The
standard S-type thermocouple is used to continuously monitor the furnace temperature,
that is, the hot junction temperature and the platinum resistance is used to measure the
cold junction temperature. ITO/In2O3 TFTCs were calibrated with the temperature of hot
junction up to 1050 ◦C.

3. Results
Microstructures of ITO and In2O3 Films

SEM micrographs of ITO and In2O3 films treated for different annealing times are
shown in Figure 2.
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Figure 2. Surface morphology of the ITO ((a1) as-deposited; (a2) 1 h; (a3) 2 h; (a4) 3 h; (a5) 5 h),
and In2O3 ((b1): as-deposited; (b2) 1 h; (b3) 2 h; (b4) 3 h; (b5) 5 h) films annealed for different
annealing times.

The grain size of ITO and In2O3 films increases with the prolongation of heat treatment
time. As can be seen from Figure 3, the surface morphology of the films changed slightly
with the extension of heat treatment time, and all the films showed a similar density. It
can be seen from Figure 4 that the In2O3 thin films are all cubic particles after annealing at
different times, that is, the cubic shapes of In2O3. The grain-sized In2O3 films become denser
with the prolongation of heat treatment time. This is because the more oxygen vacancies
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are occupied in the In2O3 film, the more sufficient the oxidation is. With the prolongation
of annealing time, the space available for oxygen gradually decreases. Therefore, with the
prolongation of heat treatment time, the film density changes slowly [20,21].
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Figure 3 shows XRD patterns of ITO and In2O3 thin films for different annealing
times. Figure 3a shows the as-deposited ITO film was amorphous. After being annealed
at 1000 ◦C, there are diffraction peaks at 21.4◦, 30.5◦, 35.4◦, 37.6◦, 45.6◦, 51.0◦, and 60.6◦,
which correspond to (211), (222), (400), (440), and (622) of cubic bixbyite structure In2O3.
The preferred growth direction of all ITO films is the (400) [22,23]. With the increase of
annealing time, the diffraction peak corresponding to the (222) crystal plane of In2O3 shifts
to a low angle. This is because high-temperature calcination leads to lattice expansion
and an increase in crystal plane spacing, which makes the diffraction angle shift [24]. The
crystal phase characteristic peaks of Sn are not shown in the figure, which means that Sn
atoms replace the In atoms in the In2O3 crystal lattice [25–28], resulting in better sensitivity
of the sensor [29].

The surface composition and elemental oxidation states of ITO thin film were inves-
tigated by XPS analysis. Figure 4a is the XPS full spectrum of the ITO film heat-treated
at 1000 ◦C for 5 h, and the nuclear energy levels of In3d, Sn3d, and O1s were analyzed.
Figure 4b shows that the peak of In 3d5/2 at 444.5 eV indicates the incorporation of In3+
in In2O3. As shown in Figure 4c, the two peaks at 486.5 eV and 495.0 eV were ascribed to
Sn 3d5/2 and Sn 3d3/2, respectively, which are characteristic of Sn4+. The peak at 486.4 eV
belongs to the binding energy of Sn 3d5/2, which corresponds to the Sn4+ bonding state
in the Sn4+-bonded ITO lattice. Figure 4d shows that there were two peaks in the energy
level of O, and the peak fitting was performed on the as-deposited and annealed for 5 h,
as shown in Figure 4e,f. It can be seen from Figure 4f that O1s had two binding energy
peaks, 530.0 and 531.2 eV, respectively, which corresponded to oxygen in the In-O bond
and oxygen in the Sn-O bond [30].

Using the semi-quantitative fitting method, it was found that the atomic ratio of
In2O3/SnO2 was 9:1. XPS analysis showed the bonding state of In3+ and Sn4+ in the ITO
film Figure 5 shows the XPS results of ITO films prepared at different annealing times.
Compared with the as-deposited films, the oxygen atom ratio decreases after annealing
at 1000 ◦C. With the increase of annealing time, the atomic ratios of O, In and Sn remain
relatively stable.
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Figure 5. XPS results of ITO films fabricated for different annealing times.

Table 1 lists the conductivity of ITO and In2O3 films after annealing at different times.
The conductivity increased with the prolongation of heat treatment time, which made the
scattering of charge carriers decrease with the increase in grain size [15]. When the ITO
film was annealed at 1000 ◦C for 5 h, its conductivity reached 3.82 × 103 S/m, which was
1.59 times that of the as-deposited sample. Therefore, the electrical conductivity of ITO
films will be affected by the annealing time.

Table 1. The conductivity of ITO and In2O3 annealed at different times.

Annealing Time (h) 0 1 2 3 5

Conductivity
(S/m)

ITO 2.41 × 103 2.9 × 103 3.25 × 103 3.48 × 103 3.82 × 103

In2O3 12.2 15.5 17.3 23.9 52.9

Figure 6 shows the thermoelectric output of the ITO/In2O3 TFTC from room tempera-
ture to 1150 ◦C. The thermal output of the thermocouple is stable over five thermal cycles
and can be used over and over again. The stability of the thermocouple is the worst when
it is annealed for 2 h in Figure 6b. As shown in Figure 6, ITO/In2O3 TFTC continues to
work after five temperature rise and fall cycles, about 50 h, and the linearity is still high.

A third term polynomial is used to better describe the thermoelectric potential versus
temperature in Equation (1):

V(∆T) = A(∆T)3 + B(∆T)2 + C(∆T) + D, (1)

the fitting results are listed in Table 2. The fitting correlation coefficients (R2) of all calibra-
tion curves are greater than 0.999. The coefficients of the third and second polynomials
are smaller, indicating that the curve is nearly linear. According to the fitting results,
the average Seebeck coefficient of ITO/In2O3 TFTCs that were annealed for five hours is
148.62 µV/◦C. At the same time, the Seebeck coefficient of the thermocouple decreases
with the annealing time of 3 h, which is attributed to the increase in carrier concentration [7].
We used the data in Table 2 as the standard temperature measurement expression of four
groups of thin-film thermocouples to calculate the temperature deviation between the
third calibration result and the expression. The result is shown in Figure 7; the expression
of error is where ∆T is the temperature difference and ∆T1 is the temperature difference
value calculated by the formula in Table 2. The temperature measurement errors of the
unannealed TFTCs reached 2.69%, which is very undesirable. However, the maximum
temperature measurement errors of films annealed for 1 h, 2 h, 3 h, and 5 h are 0.58%, 1.39%,
0.70%, and 0.41%, respectively, and the temperature measurement errors of annealed for
5 h are not more than 0.50%.
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Figure 6. Thermoelectric output for different annealing times: (a) as-deposited; (b) 1 h; (c) 2 h; (d) 3 h;
(e) 5 h.
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Table 2. Thermoelectric response and fitting results of ITO/In2O3 TFTCs for different annealing times.

Annealing
Time (h)

V(∆T) = A(∆T)3 + B(∆T)2 + C(∆T) + D Correlation
Coefficient (R2)

Average Seebeck
Coefficient (µV/◦C)A (mV/◦C3) B (mV/◦C2) C (mV/◦C) D (mV)

0 7.52 × 10−8 −1.54 × 10−5 0.36 −13.04 0.99914 256.65

1 1.70 × 10−8 −3.22 × 10−5 0.18 −13.04 0.99981 155.29
2 −7.27 × 10−8 7.17 × 10−5 0.21 −8.89 0.99979 209.45
3 4.21 × 10−8 −7.14 × 10−5 0.16 −11.73 0.99979 123.75
5 −5.75 × 10−8 5.80 × 10−5 0.15 −14.27 0.99993 148.62

4. Conclusions

ITO/In2O3 TFTCs were prepared on alumina ceramics by screen printing. TFTCs
annealed at different times were studied. The results show that when the annealing
temperature is fixed, the stability of the thermocouple is the worst when it is annealed
for 2 h. Extending the annealing time can improve the properties of the film, increase the
density, slow down oxidation, and enhance the thermal stability of the thermocouple. The
thermal cycle test results show that the sample can reach five temperature rise and fall
cycles, more than 50 h.
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Abstract: Although one of the poster children of high-performance MEMS (Micro Electro Mechanical
Systems) gyroscopes, the MEMS hemispherical resonator gyroscope (HRG) is faced with the barrier of
technical and process limits, which makes it unable to form a resonator with the best structure. How
to obtain the best resonator under specific technical and process limits is a significant topic for us. In
this paper, the optimization of a MEMS polysilicon hemispherical resonator, designed by patterns
based on PSO-BP and NSGA-II, was introduced. Firstly, the geometric parameters that significantly
contribute to the performance of the resonator were determined via a thermoelastic model and process
characteristics. Variety regulation between its performance parameters and geometric characteristics
was discovered preliminarily using finite element simulation under a specified range. Then, the
mapping between performance parameters and structure parameters was determined and stored in
the BP neural network, which was optimized via PSO. Finally, the structure parameters in a specific
numerical range corresponding to the best performance were obtained via the selection, heredity, and
variation of NSGAII. Additionally, it was demonstrated using commercial finite element soft analysis
that the output of the NSGAII, which corresponded to the Q factor of 42,454 and frequency difference
of 8539, was a better structure for the resonator (generated by polysilicon under this process within a
selected range) than the original. Instead of experimental processing, this study provides an effective
and economical alternative for the design and optimization of high-performance HRGs under specific
technical and process limits.

Keywords: PSO; BP neural network; NSGA-II; MEMS HRG

1. Introduction

The MEMS hemispherical resonator gyroscope (HRG) is one of the typical representa-
tives of micro-resonator gyroscopes for its high reliability, good accuracy, strong stability,
long service life, and simple structure [1,2]. The existing MEMS hemispherical resonator
gyroscopes have achieved bias stability and a Q factor to the level of 0.01◦/h and 1,000,000,
respectively. To adapt it to a different application scenario, researchers have developed the
micro HRG for different materials and structures, and for these different gyros, there are a
few discrepancies in their manufacturing processes.

Up until now, there have been three main approaches to processing a MEMS hemi-
spherical resonator. Since the approaches are different, the resonators have different
modeling characteristics. Additionally, since the manufacturing processes are different, the
resonators have different modeling characteristics [3].

Andrei M. Shkel et al. from the University of California proposed the method of using
glass blow molding to make the resonator of a MEMS HRG [4]. K. Najafi et al. from the
University of Michigan developed a MEMS HRG with a bias stability of 0.0391◦/h and an
angular random walk of 0.0087◦/

√
h by applying a constant velocity of airflow directly

above the fused silica [5].
On the other hand, it is difficult to control the concentricity error and roundness error of

a resonator processed via this method, as Shanghai Jiao Tong University demonstrated [6].
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Based on the silicon substrate, our research group obtained a hemispherical cavity via
wet etching and then matched it with a hemispherical shell resonator using a polysilicon
thin film deposition process [7]. J. M. Gray et al. from the University of Colorado in the
United States obtained a resonator, of which the thickness was as small as 50 nm based on
ALD (atomic layer deposition) [8]. However, the dimensional parameters of a resonator
processed through this method usually stay at an uncontrollably larger size, as the National
University of Defense Technology has shown [9,10].

The Shanghai Institute of Optics and Fine Mechanics, the Chinese Academy of Sciences,
and the National University of Defense Technology all developed a resonator successfully
by laser etching, whose diameter was 39 nm and 1 mm, respectively [11,12].

Although there has been a flood of research to reveal the manufacturing process mech-
anisms to improve the modeling quality of the resonator, many problems remain [11,13], as
shown in Table 1. In contrast to the macroscopic hemispherical gyroscope, whose shaping
characteristics can be eliminated via accurate post-processing, the MEMS hemispherical
gyroscope has obvious shaping characteristics in its forming structure that cannot be com-
pensated for due to its excessively small size. It is known that a different gyro structure
corresponds to a different processing method and that this cannot be chosen [14,15]. So,
experience always plays an important role in the design of a resonator, which cannot be
separated from experimental exhaustion and processing. On the one hand, it is inefficient
to obtain all of the resonator structures through enumeration; on the other hand, it is
impossible to obtain the optimal structure through enumeration without consideration for
the characteristics corresponding to the existing manufacturing process. Thus, the question
of how to obtain the optimal structure under the restriction of a specific manufacturing
process using a systematic approach is one of the most important projects for micro-HRG.

Table 1. Characteristics of different manufacturing processes.

Manufacturing Process Structure Limits

Glass blow molding Large birdbath with thin bottom Complex process

Laser ablation Relatively standard hemisphere
Complex assembly,
Difficult to machine

complex surface

Thin film deposition Hemisphere with non-standard
aspect ratio

Large surface roughness,
Large frequency cracking

2. Data Collection and Analysis Based on PSO-BP and NSGA-II

As Figure 1 shows, MEMS HRG achieves its high-precision detection through the
standing wave influenced by Coriolis affecting the resonator. The incentive part affects
periodic excitation caused by coulomb forces or mechanical forces to the resonator; then, a
standing wave will come into play on the resonator. The antinode points of the standing
wave are set as A, B, C, and D; when the shell resonator is stimulated by an angular velocity
Ω relative to the inertial system, each antinode point will have the implicated angular
velocity Ω.

Under the effect of VA, VB, VC, and VD caused by the standing wave and the im-
plicated angular velocity Ω external input of A, B, C, and D have Coriolis accelerations
of WKA, WKB, WKC, and WKD, respectively. Thus, the Coriolis inertial force of PKA, PKB,
PKC, and PKD are generated by the Coriolis accelerations of VA, VB, VC, and VD. Two
equivalent Coriolis couples with opposite directions are formed via PKA–PKC and PKB–PKD,
resulting in the precession of the standing wave relative to the resonator shell and inertial
reference frame.

Due to the precession of the standing wave, the points on the harmonic oscillator
that have an isometric deformation will change to other ones. Measuring electrical signal
changes at specific points caused by their deformation changes, the accurate angle and
angular velocity of the external input will be determined.
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The signal quality is affected by multiple factors, of which the most significant effect is
the Q factor and frequency characteristic.

The Q factor represents the ratio of the total energy that the resonator stored to the
energy that dissipated in a vibration cycle. There are a few elements that influence the Q
factor, such as thermoelastic damping, anchor damping, surface damping, and air damping.
The Q factor can be written as follows [16]:

1
Q

=
1

Qsurface
+

1
Qted

+
1

Qair
+

1
Qanchor

(1)

Air damping represents the energy consumption caused by air viscous force to a certain
degree. However, since the MEMS resonator always works in a vacuum environment, it
does not work obviously in energy consumption for the air damping.

The anchor damping represents the energy consumption caused by anchor loss. When
the resonator vibrates, a part of the energy will be lost through the basement to the earth,
and that is what is called anchor loss.

Surface damping represents the energy consumption caused by surface defects such
as large surface harshness. A rough surface causes increasing surface quality imbalances
and other problems, which make the resonator have to carve out a portion of energy to
keep balance.

Thermal elastic damping represents the energy consumption caused by the irreversible
heat flow. Under the effect of the standing wave, the shell resonator receives tension and
compression at the different parts; then, the temperature of the different parts under tension
and compression decreases and increases, respectively, resulting in a local temperature
difference in the resonator.

For the MEMS HRG, the size and deformation of the anchor are too small to make the
anchor loss give considerable influence on the Q factor compared with the thermal electric
damping. Additionally, as shown above, surface damping and air damping can also be
ignored. So, what we have to take into consideration is only thermal elastic damping.

The frequency characteristic includes characteristic frequency and frequency cracking.
Characteristic frequency is the natural frequency of a specific vibration mode; it is influ-
enced by the structure and materials of the resonator. Frequency cracking is the difference
between the operating mode and its parasitic mode; it is influenced by structure mass
imbalance and stiffness imbalance of the resonator.

The operating mode of HRG is the natural-bending vibration mode, also known as the
four-antinode mode. Generally, the ambient noise is around 5000 Hz, aiming at minimizing
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the disturbance to measurement signal caused by ambient noise; the characteristic frequency
of operating mode should keep a distance to the frequency of 5000 Hz.

2.1. Preparation

For this study, an ideal model was used, in which the stiffness and mass are absolutely
symmetrical; thus, the frequency cracking was not taken into consideration.

Additionally, for the resonator to have other modes at low-frequency ranges except
for the operating mode, it is necessary to make the difference between the operating mode
and other low-frequency modes as large as possible.

To optimize the resonator based on the analysis of thermal elastic damping, the
trajectories of the irreversible heat flow should be determined. In the heat conduction of
the solid module and solid mechanics module of COMSOL, as the finite element simulation
results revealed, the trajectories of the irreversible heat flows are shown in Figure 2.
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(b) heat flow on the cross-section.

There are five tracks for the irreversible heat flows (refer to [17]). The heat flows along
the lip of the resonator and the anchor of the hemispherical shell surface are relatively
long, and the heat transfer time is much longer than the vibration period of the operating
mode. Therefore, the energy loss caused by these three heat flows can be ignored. Then,
the thermo elastic damping of the resonator can be written as follows:
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ρ, C, E, α, and T0 are the density, constant pressure heat capacity, Young’s modulus,
coefficient of thermal expansion, and initial temperature of the harmonic oscillator material,
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respectively; τacross-h, τacross-z, and τacross-s are time constants for the heat flow transfer
through the thickness direction of the hemispherical shell, the heat flow transfer through
the thickness direction at the anchor, and the heat flow along the circumferential direction

of the edge of the anchor, respectively; t is the thickness of the edge of the shell;
−
z is the

average length of the heat flow passing through the thickness direction at the anchor; s is
the radius of the hemispherical shell at the edge of the anchor.

It can be inferred that structure parameters that have an influence on the thermo elastic

damping are t,
−
z, and s from (5)–(7). Additionally, the fundamental parameters of the

structure parameters are a, R, r, H, H − h, and R − r (refer to Figure 3).
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Additionally, for this study, a polysilicon resonator processed via thin film deposition
was taken as an example. The process of thin film deposition can be obtained from [18],
as shown in Figure 4. First, the thermal oxide is patterned to mask the wafer, capacitive
actuation, and sense electrodes that are isolated from the substrate are created by PN
junctions. Second, A PECVD oxide layer is patterned to form the isotropic etch mask, and
sulfur hexafluoride (SF6) plasma is used to etch the hemispherical mold. Third, an LPCVD
low-stress silicon nitride layer is patterned to mask the topside and backside during KOH
etching, which forms the back-side plug mold. Finally, the polysilicon layer on the wafer
surface is removed in a short dry etching step with SF6 plasma while the shell is protected
by a photoresist, and the shell is then released in HF.
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There are mainly four steps for thin film deposition to process a resonator: first,
manufacturing a mask on the silicon substrate; second, etching the silicon substrate to
form a mold; third, depositing the structure in the mold; fourth, releasing the structure via
wet etching.

The forming defects of the resonator processed via this method are mainly caused by
the mold, which may cause a rough surface and a cavity structure, with the ratio of depth
to width <1 resulting from wet etching, which cannot be resolved faultlessly now.

As mentioned earlier, the forming defects of specific manufacturing processes were
the problems that should be put first. So, in consideration of the modeling characteristic
and gravity effect when forming the structure via deposit, the parameter characteristics of
the resonator can be written as follows:

AS = b (8)
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A =




1 −1 0 0 0
−1 1 0 0 0
1 0 0 −1 0
−1 0 0 1 0


 (9)

S =
[
R r H h a

]
(10)

b =




2
0.5
50
50


 (11)

A is the coefficient matrix; S is the structure parameters matrix; b is the deviation matrix.
Set t as follows:

t = H− h (12)

Referring to [18], the varying range of structure parameters was set as shown in Table 2,
and polysilicon was selected to deposit the structure.

Table 2. Varying range of structure parameters.

R (µm) r (µm) H (µm) h (µm) A (µm)

301~502 299~500 251~552 249~550 50~100

Obtaining the mapping between structure parameters and performance parameters
requires a lot of calculations; finite element simulation can solve the problem of data
collection, and BP neural networks can solve the problem of fitting efficiently.

The variation is regular between performance parameters, and singular structure
parameters can be obtained from simulation by varying one of the structure parameters
and holding on to the others sequentially. Some of the results are shown in Table 3.

Table 3. Results of variable-controlling simulation.

R (µm) r (µm) H (µm) h (µm) a (µm) Characteristic
Frequency Q Factor Near

Frequency

301 300 301 299.5 75 52,490.33 40,665.81 61,882.17
451 450 451 450 90 16,207.31 58,436.62 26,140.7
401 400 401 400 79 18,720.86 59,591.18 14,057.15

381.25 380 381 380 75 21,309.55 78,224.75 24,546.6
501 500 501 500 87 11,118.6 74,553.32 10,232.95

The curve graphs drawing the singular structure parameter with all of the performance
parameters are shown in Figures 5–10. For every structure parameter, the figure (a–d)
demonstrate when R or r is 300, 350, 400, and 500 as samples.

It can be seen that the effects of the performance parameters of varying R and r are
almost the same, and it is in conformity with the conclusion that [17] provided. The increase
in R and decrease in r both result in the increase in thickness of the edge of the shell, and
it affects the path length of the heat flow transfer through the thickness direction of the
hemispherical shell and the heat flow transfer through the thickness direction at the anchor.

Increasing the thickness of the hemispherical shell appropriately can extend the path
length of the heat flow transfer through the thickness direction of the hemispherical shell
and the heat flow transfer through the thickness direction at the anchor, decreasing the
energy loss in a vibration period, which results in the decrease in thermoelastic damping,
improve the Q factor, and raise the characteristic frequency.
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However, whether it is the Q factor, the characteristic frequency, or the frequency
difference, there is a turning point when the structure transfers from the standard hemi-
sphere to the non-standard hemisphere. It can be inferred that it is the sudden change
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in the structure that results in the sudden change in the path length for the irreversible
heat flow.

It is obvious that except for the turning point, there is a significant linear positive
correlation between t and frequency difference and a linear negative correlation between
t and characteristic frequency. It means that the characteristic frequency of the operating
mode is getting closer and closer to the characteristic frequency of the other mode, which
can also be said that the characteristic frequency is getting more and more intense. So, it is
necessary for us to make the value of t as small as possible.

Additionally, for the Q factor, it is also necessary to control the size of t at a low level
as it shows a negative correlation between t and the Q factor since the heat production
converged from the edge to the bottom, which results in the increase in energy loss with
the t increase.

It can be informed that the characteristic frequency increases as a increases. However,
the Q factor and frequency difference are both generally negatively correlated with a; it can
be inferred that although the path length of the heat flow at the anchor increased, the heat
flow generated at the bottom also increased while a increased.

Figures 9 and 10 show the variety of regulation between performance parameters and h.
When H and h increase synchronously, out of our expectation, the Q factor decreases

within a certain range when R is less than 500 µm, and then the Q factor increases, which is
par for the course. An inference that the Q factor decrease because of the increase in energy
loss caused by heat flow along the circumferential direction of the edge of the anchor is less
than the decrease in energy loss caused by heat production converging from the edge to
the bottom was given. Additionally, this phenomenon disappears when R is large enough.

When H and h decrease synchronously, predictably, the Q factor decreases as the
energy loss caused by heat flow along the circumferential direction of the edge of the
anchor decreases. Since the path length of heat flow along the circumferential direction of
the edge of the anchor is reduced, this results in a reduced transfer time.

It can be seen that although the curve graphs can reflect the relationship between
single structure parameter and performance parameters to some extent, it is difficult to
explain the mapping reasonably since every structure parameters interact with each other,
and it is, hence, the need for global optimization of all of the structure parameters.

2.2. Data Handling

BP neural network is one of the most widely used neural network models as a multi-
layer feedforward neural network whose training strategy is according to an error back-
propagation algorithm, and its structure is shown in Figure 11. We can obtain the mapping
between multiple arguments and multiple variables via the BP neural network.
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However, the adjusted direction of weight values of traditional BP neural network is
along the direction of local improvement, which leads to local extremum easily. Moreover,
due to the BP neural networks being sensitive to initial weight values, different initial
weight values may lead the neural network convergence to different local minima; in
addition, there lacks an effective selection method to determine the weight values, which
can only be obtained through experimental learning and training, while too many hidden
layer neurons may lead to over learning, but too few causes under learning. Additionally,
another problem is that the number of hidden layer neurons can only be roughly obtained
based on experience, making the algorithm unstable.

Particle Swarm Optimization (PSO) can solve the above problems of traditional BP
neural networks to some extent. We assume that the deviations, weight values, and
a number of hidden layer neurons of the neural network as a disaggregation set to be
solved, and all of the disaggregation sets are treated as a population in the PSO, while
each disaggregation set is treated as an individual, as shown as Figure 12. This way,
we can prevent the optimal weight values and deviation obtained from falling into the
locally optimal solution by combining the locally optimal solution (individual optimal
solution) and the globally optimal solution (population optimal solution) and obtain
uniquely determined weight values, deviation, and a number of hidden layer neurons.
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N is the number of hidden layers neurons; W1num, B1num, W2num, B2num, and N
num correspond to the dimensions of W1, B1, W2, B2, and N. Input num is the dimension
of input data, hidden num is the dimension of hidden layer neurons, output num is the
dimension of output data, and N num is 1, which is used to record the number of hidden
layer neurons.

NSGA-II is a kind of genetic algorithm which is always used to solve the combi-
natorial optimization problem; it can improve the probability of excellent individuals
being preserved and reduce global complexity with an elitist strategy and the concept of
congestion degree.

The mapping of structure parameters and performance parameters can be obtained
via the BP neural network, and the BP neural network will be set as the constraint function
of NSGA-II. Then, the best disaggregation set for the combination of structure parameters
that correspond to the best performance parameters, under the limitation of a specific
manufacturing processing, will come out as the output of NSGA-II, as shown in Figure 13.
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The specific steps are as follows:

1. Train BP neural network.

(1) Build a sample set from simulation data. The dimension of the input is 5, and
each input contains R, r, H, h, and a. The dimension of the output is 3, and
each output contains f, f0, and Q. There are 1760 sets of data. The matrix of
input is as follows:

X = [R r H h a]T (13)

The matrix of input is as follows:

Y =
[
f f0 Q

]T
(14)

(2) Normalize the dataset as follows:

Xi =
xi − xmin

xmax − xmin
(i = 1, 2 . . . . . . 1760) (15)

Xi is the normalized data of the No. i group, and xi is the original data of the
No. i group in the sample set. xmax and xmin are the original maximum and
minimum in the sample set, respectively.

(3) Optimize the initial weight values, deviation, and number of hidden neurons
of the BP neural network via PSO. The number of particles is set to 200, and
the encoding of a single particle is as follows:

P1 =
[
w1

1,1 , . . . . . . , w1
N,5, b1

1, . . . . . . , b1
N, w2

1,1, . . . . . . , w2
3,N, b2

1, b2
2, b2

3, N
]

(16)
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w1
1,1, . . . . . . , w1

N,5 are the weight values from the input layer to the hidden
layer, recorded as W1; b1

1, . . . . . . , b1
N are the deviations from the input layer

to the hidden layer, recorded as B1; w2
1,1, . . . . . . , w2

3,N are the weight values
from the hidden layer to the output layer, recorded as W2; b2

1, b2
2, b2

3 are the
deviations from the hidden layer to the output layer, recorded as B2; N is the
number of neurons in the hidden layer.

(4) Optimize the particles.

Giving the weight values, deviations, and the number of hidden layer neurons to the
neural network every time, the particles update and import the structure parameters into
the neural network. Take the two-norm difference between the predicted data and the
actual data output as the evaluation criterion for every particle. The smaller the value, the
closer the particle is to the optimal solution.

During this process, the current optimal position P of a single particle, which has
the smallest evaluation value for a single particle, and the current optimal position G of
the entire particle swarm, which has the smallest evaluation value over the whole group
are recorded, and the particle position is continuously updated with the target of optimal
position. The overall process is shown in Figure 14.
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The function of velocity update is as follows:

v = w × v+C1r1(Pbest− X) + C2r2(Gbest− X) (17)

The function of position update is as follows:

P = P + v (18)

where w is the inertia factor, C1, and C2 are individual learning factors and social learning
factors, respectively, and the value range of r1 and r2 is (0, 1).

After iterative calculation, the particle with the lowest fitness is output, and the weight
values, deviation, and a number of hidden layer neurons stored within the particle are just
the optimal ones for the BP neural network.

2. Calculate the best combination of structure parameters.

98



Micromachines 2023, 14, 1054

The entire process is shown in Figure 15.
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(1) Pick up the information of the particle the output from 1. Give the best weight values,
deviation, and a number of hidden layer neurons to the BP neural network; it will be
the constraint function of NSGA-II that will be used in (2).

(2) Set the BP neural network as the constraint function of NSGA-II, and set AS = b as a
constraint condition.

(3) Selecting the structure-parameter combinations that participate in genetic variation by
elite strategies; Then, cod the structure-parameter combinations selected to simulate
binary crossover and polynomial mutation, and put the offspring and the parent
of structure-parameter combinations together. The combined structural parameter
combinations were sorted via a fast non-dominant sorting algorithm, and a new
parent is selected.

Repeat these 500 times, and output the Pareto frontier. The Pareto frontier is shown in
Figure 16.
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3. Results

We need a higher Q factor, a higher frequency difference between the frequency
of ambient noise and the characteristic frequency of the operating mode, and a higher
frequency difference between the characteristic frequency of other low-frequency modes
and the characteristic frequency of the operating mode.

According to Figure 16, the Pareto frontier can be divided into four groups: the first is
from point 1 to point 4; the second is from point 5 to point 12; the third is from point 13 to
point 23; the fourth is from point 24 to point 31. Points in group 1 have the highest Q factor
and the lowest frequency difference, and, among these points, the difference in the Q factor
is unusually small, while the difference in frequency difference is relatively large.

The difference in the Q factor among the points of the second group is second only to
the first group; however, the difference in the Q factor among the points of this group is
obviously larger than it of the first group, while the differences in frequency difference are
almost the same.

For the third group and the fourth group, differences in the Q factor and frequency
difference among them are less distinctive. However, compared with the first group and the
second group, they have a considerable variation in the Q factor and frequency difference
over their points inside. Additionally, the Q factor of the points in the third group and
fourth group are all far below the points in the first group and second group.

As analyzed above, point 12, the last point in the second group, is selected as the
best combination of the structure parameters, which corresponds to the best performance
parameters. It has a Q factor of 42,382 and a frequency difference of 8323. Additionally, its
structure parameters are R = 408.726, r = 406.855, t0 = 0.712, h = 365.505, a = 54.415.

Taking the structure parameters of the 12th point into finite element simulation, it
came that the Q factor is 42,454, and the frequency difference is 8539, which is very similar
to the result from PSO-BP and NSGA-II; thus, this method is proved to be available.

3.1. Local Analysis

Local analysis is operated to ensure that point 12 does not fall into a locally optimal
solution.

Some of the structure parameters and the performance parameters corresponding to
them around point 12 are listed in Table 4.

Table 4. The combinations of structure parameters around point 12 at the local range.

Difference
in R (µm)

Difference
in r (µm)

Difference
in H (µm)

Difference
in h (µm)

Difference
in a (µm)

Characteristic
Frequency Q Factor Frequency

Difference

−0.05 0 0 0 0 31,537.99 41,554.92 6556.38
0.07 0 0 0 0 30,954.05 43,323.97 10,578.55

0 −0.09 0 0 0 30,899.5 43,650.8 11,220.80
0 0.06 0 0 0 31,857.08 41,908.96 7877.25
0 0 0 −0.08 0 30,470.41 42,853.35 8775.74
0 0 0 0.04 0 30,857.08 42,059.67 8877.25
0 0 −0.5 −0.5 0 31,246.31 42,265.57 8232.49
0 0 2.5 2.5 0 31,357.19 42,211.96 8381.35
0 0 0 0 −1.2 30,588.4 42,335.84 8910.82
0 0 0 0 2 32,744.45 42,225.87 6780.15

Additionally, the variation of performance parameters at this local range is shown in
Figure 17.

It is obvious that whichever structure parameter is changed, point 12 is located in the
crossover point and knee point. When a structure parameter is changed, if point 12 did not
own the highest Q factor, it is inevitable that it owns the highest frequency difference. So,
point 12 is the best solution to obtain the best performance parameters at the local range.
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3.2. Global Analysis

A global analysis is operated to ensure that point 12 is the best solution actually.
The structure parameters and the performance parameters corresponding to them in

the selected value range are listed in Table 5.
Additionally, the variation of performance parameters at the global range is shown in

Figure 18.
It is obvious that whichever structure parameter is changed, point 12 is located in

the crossover point and knee point. When a structure parameter changes, if point 12 did
not own the highest Q factor, it is inevitable that it has the highest frequency difference.
So, point 12 is the best solution to obtain the best performance parameters at the global
range. It has a Q factor of 42,454 and a frequency difference of 8539. Additionally, its
structure-parameters are R = 408.726, r = 406.855, t0 = 0.712, h = 365.505, and a = 54.415. So,
when the thin film deposition method is operated, the best structure has the combination
of structure parameters as mentioned above.
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Table 5. The combinations of structure parameters around point 12 at the global range.

Difference
in R (µm)

Difference
in r (µm)

Difference
in H (µm)

Difference
in h (µm)

Difference
in a (µm)

Characteristic
Frequency Q Factor Frequency

Difference

−0.5 0 0 0 0 28,689.24 36,126.38 8078.58
0.2 0 0 0 0 30,569.92 45,706.89 14,725.43
0 −0.4 0 0 0 30,490.75 50,160.07 20,698.64
0 0.3 0 0 0 29,136.87 38,791.72 4486.53
0 0 0 −0.35 0 27,749.8 46,513.92 10,631.14
0 0 0 0.4 0 35,183.68 41,293.17 5850.65
0 0 −20 −20 0 30,533.86 42,578.94 7373.49
0 0 32 32 0 32,501.35 41,883.58 10,083.70
0 0 0 0 −18 21,794.66 33,747.67 17,578.09
0 0 0 0 7 36,686.79 41,510.09 2971.12
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A comparison between the simulation results of this study and experimental data
from the relevant literature is as Table 6 shows.
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Table 6. The comparison between the simulation results of this study and experimental data from the
relevant literature.

Radius of
Shell
(µm)

Thickness
of Shell

(µm)

Depth of
Shell
(µm)

Radius of
Anchor

(µm)

Characteristic
Frequency of

Operating Mode (Hz)

Frequency of
Spurious Mode

(Hz)

Q
Factor Remark

400 1.8 — — 28,012.21 — 14,365 [7]
650 1.7 160 — 13,649 — 22,000 [19]

408.73 1.87 365.51 54.42 31,016.25 39,555.27 42,454 This study

As Table 6 shows, the structure parameters of the polysilicon resonator given by
this study have the highest Q factor among the resonators presented in reference [7,19],
which is up to 42,454. The difference between the characteristic frequency of the operating
mode and the frequency of the spurious mode of this resonator is 8539, ensuring that
the frequency coupling between the operating mode and spurious mode is very small,
which makes the influence on the hemispherical resonator generated by the spurious mode,
and can be reduced to a lower level. Compared to the hemispherical resonator presented
in reference [19], the radius and the thickness of the shell have a slight difference with
these two parameters of the hemispherical resonator in this study. However, there is a
major gap in the Q factor. Besides the differences in the material properties coming from
simulation and experiment, the influence that the variety regulation mentioned above,
between the structure parameters and the performance parameters, plays an important
role. According to the analysis of Figure 5b, as the thickness of the shell increases, the
characteristic frequency of the operating mode and the Q factor both increase continually
because of the lengthening of the delivery time of heat flow, which results in the decrease
in energy loss in a vibration period.

According to the analysis of Figure 9b, there is a decrease in the Q factor when the
depth of the shell increases, while the characteristic frequency of the operating mode has a
different trend.

There might be a disparity in the depth of the shell between reference [7] and this
study. Additionally, for reference [19], according to the analysis of Figures 5 and 10,
when the radius of the resonator is up to 650 µm, different from the variation trend of
the characteristic frequency of operating mode, there is a decrease in Q factor when the
thickness and depth of the resonator decrease, since a decrease occurs in the delivery time
of heat flow, which is the cause for the increase in energy loss in a vibration period.

Since Table 6 shows that the performance parameters of the hemispherical resonator
obtained via the method referring to this study are better than those of the hemispherical
resonators presented in references [7,19], the feasibility that this method can be applied to
the design and optimization under the limitation of a specific manufacturing process was
proven.

4. Conclusions

As analyzed in Section 3, whether it is a local range or a global range, point 12 is the
best solution. At the numerical intervals that we have set, the best combination of structure
parameters is obtained without experimental processing. Proved by the simulation at the
local range and global range, R = 408.726, r = 406.855, t0 = 0.712, h = 365.505, and a = 54.415
is the best solution in the range of structure parameters that Table 2 actually shows.

This study provided an optimization formula for micro-resonators based on PSO-BP
and NSGA-II under the limitations of specific processing conditions, avoiding experi-
mental processing, and can be used in any one of the manufacturing processing. Ob-
viously, it will make a difference in guiding the optimization of MEMS hemispherical
resonator gyroscopes.

The structure parameters that mainly affect the performance parameters of the hemi-
spherical shell resonator are obtained by analyzing the thermoelastic damping losses. The
finite element simulations with variables controlling are used to obtain a dataset of the
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performance parameters of the hemispherical resonator when the structure parameters
vary. By optimizing the weight, deviation, and number of hidden layer neurons via PSO,
as Section 3 claims, the problem of the BP neural network that falls into a locally optimal
solution is easily resolved. Finally, the limitations of molding defects under the process
conditions are considered constraints, and the optimized BP neural network is used as the
objective function to obtain the best structure parameters.

At the end of Section 3, validated by simulation, the result of the simulation is almost
similar to the result of NSGA-II output; we prove that this approach to optimize the
resonator is available. It solves the problem that it is difficult to design the best structure
under a specific process because the structure parameters are under the limitation of
process conditions.

However, there are also some limits in this study. First, the weight of the Q factor
and frequency difference is not clear, although the Pareto frontier gives the non-dominated
optimal solution set, to what an extent that Q factor and frequency difference occupies
the comprehensive performance should be quantized clearly; another limit is that what
we study is in a selected numerical interval, in different numerical intervals, there might
be a great difference among the mappings, so, the numerical intervals selected in an
optimization should not be too large.

Moreover, there would be a sudden change when the hemispherical resonator changes
from a standard one to a nonstandard one because that the sudden change in the structure
results in a sudden change in the path length for the irreversible heat flow.

For the next work, the characteristic frequency of the operating mode can be limited
under 10 kHz or 15 kHz as it is a little high for the frequency of 31 kHz from this study;
another job is to discover the particular cause of the sudden change when the hemispherical
resonator changes from a standard one to a nonstandard one.
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Abstract: Microwave sensors have attracted interest as non-destructive metal crack detection (MCD)
devices due to their low cost, simple fabrication, potential miniaturization, noncontact nature, and
capability for remote detection. However, the development of multi-crack sensors of a suitable size
and quality factor (Q-factor) remains a challenge. In the present study, we propose a multi-MCD
sensor that combines a higher-mode substrate-integrated waveguide (SIW) and complementary
split-ring resonators (CSRRs). In order to increase the Q-factor, the device is miniaturized; the MCD
is facilitated; and two independent CSRRs are loaded onto the SIW, where the electromagnetic field
is concentrated. The concentrated electromagnetic field of the SIW improves the Q-factor of the
CSRRs, and each CSRR creates its own resonance and produces a miniaturizing effect by activating
the sensor below the cut-off frequency of the SIW. The proposed multi-MCD sensor is numerically
and experimentally demonstrated for cracks with different widths and depths. The fabricated sensor
with a TE20-mode SIW and CSRRs is able to efficiently detect two sub-millimeter metal cracks
simultaneously with a high Q-factor of 281.

Keywords: complementary split ring resonator; metamaterial-based sensor; quality factor; multi-crack
detection; higher-mode substrate-integrated waveguide

1. Introduction

Surface cracks in the metal caused by fatigue and corrosion, which can lead to signifi-
cant problems in both small metallic objects and large structures, are difficult to detect and
repair. Recently, various metal crack detection (MCD) techniques have been developed,
including destructive tests such as acid corrosion, sulfur printing, and pinhole tests. How-
ever, non-destructive testing (NDT) has received significant attention because destructive
tests can cause undesired damage and are limited in detecting cracks under coatings, such
as rust, paint, corrosion protection, and composite laminate [1–3]. NDT techniques include
advanced ultrasound, acoustic emissions, eddy currents, and optical fiber techniques, all of
which offer high-resolution crack detection. However, they have disadvantages such as
high complexity, high cost, large-sized equipment, and manufacturing difficulties [4–12].
In contrast, microwave-based NDT employing microstrips, waveguides, meta-resonators,
radio-frequency (RF) identification, and antennas are low-cost, have a smaller sensor size,
and allow for easier fabrication [13–20]. Despite these advantages, microwave-based NDT
is limited in its ability to detect a variety of crack shapes and multiple cracks simultaneously
and generally requires an increase in sensitivity.

The quality factor (Q-factor) is a key parameter for sensitivity; thus, various RF sensor
studies have sought to develop sensor systems with a high Q-factor [21–23]. High Q-factor
RF sensors can be realized using active or passive feedback systems. Assisting an active
feedback loop using an active microwave device can dynamically increase the Q-factor;
however, DC adjustment and calibration are important issues for this setup that need to
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be solved. Another problem associated with active microwave sensors is their limited
operating temperature range [24–29]. On the other hand, passive structures with high
Q-factor are generally implemented using reduced capacitance or increased inductance,
complicating the structure. As a result, it is difficult to simultaneously detect multiple
cracks and produce a high Q-factor because multi-crack detection sensors that requires
independently operating resonances have unique structures such as multiband filters or
multiband antennas [30–34]. Sensors that can detect two materials simultaneously and
independently have gained significant research attention because they can significantly
increase the sensing accuracy and reduce the scanning time for large areas while reducing
power consumption [35–46]. In this paper, we propose a novel method that can increase
the number of cracks that can be detected and produce a high Q-factor by integrating
complementary split-ring resonators (CSRRs) with a higher-mode substrate-integrated
waveguide (SIW).

A CSRR is a metamaterial structure that has an etched SRR on the opposite side of the
signal line. Metamaterials (MM) are materials with the negative property of permeability
and were first shown experimentally in 1999 as split ring resonators (SRR). The SRR and
CSRR have been used for various RF applications such as antennas, sensors, filters, and
transmission lines [46–48]. In CSRR, we can control the inductance and capacitance by
the slots and line of CSRR. For example, when a voltage difference is excited in the CSRR,
capacitance is induced in the slot by the electric field (E-field), and inductance is induced in
the metal strip and conducting island by the magnetic field (H-field). For example, when a
voltage difference is excited in the CSRR, capacitance is induced in the slot by the electric
field (E-field), and inductance is induced in the metal strip and conducting island by the
magnetic field (H-field) [49–51]. CSRRs can be used for multiple sensing because, when
independently patterned CSRRs are employed, each pattern generates its own resonance
frequency. In [42], sixteen CSRRs were loaded on four signal lines for multi-sensing, and
in [45], coupled CSRRs were used for a dual- and triple-notch filter, and three CSRRs
with a cavity were used in [52]. Additionally, the external field and Q-factor (~100) of
CSRRs are helpful for MCD. Despite the already high Q-factor for CSRRs, various studies
proposed new CSRR structures to increase the frequency-shifting sensitivity or the Q-factor
further [52–63]. In [56,59,64], increasing the capacitance or inductance of the CSRR was
used to increase the frequency-tuning sensitivity, and a higher Q-factor was realized by
increasing the number of CSRRs [54,62,63] and using a T-shaped resonator [64–67].

In this paper, we produce a high Q-factor (~200) for a multi-crack sensor by integrat-
ing CSRRs with a higher-mode SIW. A SIW is a planar structure that offers additional
functionalities over traditional waveguides, and attempts have been made to combine
meta-material structures with a SIW to increase the Q-factor and sensitivity or reduce the
sensor size [68–74]. However, combining CSRRs with a higher-mode SIW to separate and
concentrate E-fields is proposed for the first time in the present study to enable multi-crack
detection with a high Q-factor. When the independent CSRRs are loaded onto the SIW, each
CSRR develops a stronger E-field distribution exterior to the SIW plane at each resonance
frequency. To demonstrate our approach, we fabricated a dual-crack sensor using two
CSRRs on a TE20-mode SIW. We loaded one CSRR at each hotspot to enhance the individ-
ual E-fields and simultaneously detected two metal cracks. The observed results for the
proposed crack sensor confirmed that the sensor could detect different crack widths and
depths simultaneously and independently.

2. Proposed Sensor Design

Figure 1 summarizes the principles underlying the proposed multi-crack detection
sensor with a high Q-factor. First, we used a higher-mode SIW to form a separated E-field
distribution, and the SIW subsequently enhanced the Q-factor of the CSRRs (Figure 1a).
Next, independent CSRRs were positioned in the separated and concentrated E-fields on
the TE20-mode SIW. Each CSRR produces an independent resonance, and the resonance
frequency strengthens the E-field of the SIW (Figure 1b,c). As a result, changes in the metal
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surface, such as cracks or slots, sensitively affect the reflective coefficient due to the stronger
external field for each CSRR (Figure 1d).
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For example, when a crack is near CSRR1, the field near this CSRR changes, affecting
the reflective coefficient for its resonance frequency. On the other hand, when a crack is
near CSRR2, the crack only affects the reflective coefficient for the resonance frequency
of CSRR2. When cracks are near both CSRRs, the reflective coefficients both change. In
particular, loading the CSRR onto a higher-mode SIW has some advantages. Firstly, a
higher-mode SIW enhances the Q-factor of the CSRR by strengthening the electromagnetic
field; thus, the proposed sensor has a sub-millimeter sensing resolution and can distinguish
between various crack shapes. Secondly, the use of CSRRs reduces the physical size of the
SIW while maintaining its advantages because the higher capacitance and inductance of
the CSRR decrease the operating frequency of the SIW (Figure 1e).

Table 1 compares the performance of the proposed crack sensor with that of con-
ventional multi-detection RF sensors and crack detection sensors using CSRRs. These
approaches have received significant attention because multi-detection capability signifi-
cantly reduces the scanning time over wide areas and reduces power consumption. In [44],
a power divider was used to produce independent frequencies and increase the Q-factor,
leading to the fabrication of a sensor with high accuracy for liquid material permittivity
measurements. In [16], a substrate highly sensitive to temperature was used to combine
temperature and crack sensing. In [18], metal crack and strain sensing were achieved using
a dual-mode passive and active antenna.

For MCD, many researchers have focused on increasing the Q-factor or the number of
cracks that can be detected, for which antennas and CSRRs are widely used. We previously
demonstrated an increase in the Q-factor by integrating a CSRR with the dominant mode
of a SIW [35]. In [36], four SRRs were used to increase the detectable number of cracks,
exhibiting high sensitivity at 38 GHz. However, SRRs create E-fields on the surface, and
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some exhibit unstable detection performance with a sensing resolution that varies from
0.1 mm to 0.5 mm, depending on the crack position. In [14,41], higher-mode antennas were
introduced to produce independent frequencies and detect the tilting angle of metal cracks.
In [44], a spoof surface plasmon polariton sensor was used for multiple crack detection
by incorporating liquid channels. The sensor had high accuracy, sensing resolution, and
sensitivity, but liquid switches have a slow switching speed and require an additional
system for movement and storage. Although the sensor in [13] had the capability to detect
12 cracks simultaneously and independently, it had a low Q-factor and resolution. In
contrast, the highly sensitive sensor proposed in the present study has a high Q-factor and
sensing resolution in terms of both width and depth. In particular, the sensor can detect
crack depths at a resolution of 0.2 mm due to the stronger external E-field.

Table 1. Summary of the proposed and previously reported multi-crack detection sensors.

[Ref]
Year

No. of
Cracks

Detected

Sensing
Target Sensing Techniques

Crack Sensing
Resolution (mm)

Sensitivity
(MHz/mm) Measured

Q-Factor
Width Depth Width Depth

[39]
2020 2 Liquid material

permittivity Power divider + SRRs N/A N/A N/A N/A 280

[16]
2021 2

Temperature
and metal

cracks

Antenna + temperature-
sensitive substrate 0.10 N/A 16.6 N/A 17

[18]
2020 2 Metal cracks

and strain Passive and active mode antenna 0.25 N/A 50 N/A N/A

[35]
2012 1 Metal cracks CSRR 0.10 N/A 200 N/A 25

[50]
2017 1 Metal cracks SIW + CSRR 0.20 500 50 1 224*

[36]
2021 4 Metal cracks Four SRRs 0.10−0.50 N/A 1300 N/A N/A

[40]
2018 2 Metal cracks Higher-mode patch antenna 1.00 N/A 140 N/A N/A

[14]
2019 2 Metal cracks Higher-mode patch antenna 0.20 N/A 45 N/A N/A

[44]
2022 4 Metal cracks Spoof surface plasmon polariton

sensor + liquid switch 0.10 N/A 200 N/A N/A

[42]
2021 12 Metal cracks CSRRs 0.40 0.2 N/A

(magnitude) 17

This
work 2 Metal cracks CSRRs + higher-mode SIW 0.10 0.2 200 * 130 * 281 *

* Highest value when the minimum crack is loaded.

2.1. Design of the Proposed Dual-Crack Detection Sensor

Figure 2 presents the proposed dual-crack sensor design. It consists of a three-layered
bottom conductive element with a signal line, a top conductive layer with two etched
CSRRs on the ground plane, and a substrate with a via that connects the top and bottom
plane to produce SIW cavities. We used a 1.27 mm thick Rogers Duroid 6010 substrate with
a dielectric constant (εr) of 10.2 and a loss tangent (tan δ) of 0.0023. Additionally, the final
sensor design included an uncracked metal sheet (Figure 1c). In this paper, aluminum with
a thickness of 5 mm was used by a metal sheet.
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circuit, (c) bottom view, and (d) side view.

The geometrical parameters for the SIW and CSRRs were determined using
Equations (1)–(8). First, we designed the TE20-mode SIW structure using Equations (1)–(3).
The resonance frequency of the TE20-mode SIW was calculated as

fmn0 =
1

2
√

µε

√√√√
(

m
We f f

)2

+

(
n

Le f f

)2

, (1)

where ε, µ, m, n, We f f , and Le f f are the substrate permittivity, permeability, mode
m index, mode n index, and effective width and length, respectively. The effective width
and length were calculated as

We f f = Wc − 1.08
D2

Vp
+ 0.1

D2

WC
(2)

Le f f = Lc − 1.08
D2

Vp
+ 0.1

D2

Lc
(3)

where Wc and Lc are the width and length of the SIW, respectively, from the center of the
vias, and D is the diameter of the vias [47,74]. Based on the SIW, the TE20-mode resonant
frequency for the SIW loaded with CSRRs can be expressed as

fCSRR =
1

2π
√

LrCr
(4)

where Lr and Cr are the inductance and capacitance of the CSRR as shown in Figure 2b [74,75],
which are determined by Equations (5) and (6), respectively:

Lr =
4.86µ0

2
(c1 − c4 − c5)

[
ln
(

0.98
ρ

+ 1.84ρ

)]
(5)

Cr = (c1 − 1.5(c4 + c5))Cpul (6)

where ρ = c4+c5
c1−c4−c5

and Cpul is the capacitance per unit length between the rings [76–80].
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In addition, the proposed sensor employs CSRRs to reduce the evanescent wave effects
and obtain a higher Q-factor compared with SIW-only approaches. The Q-factor at each
resonant frequency can be expressed as

Q = R

√
Cr

Lr
(7)

where Cr and Lr are defined in Equations (5) and (6), respectively. A higher Q-factor
increases the sensitivity, i.e., sharper resonance E-field concentrations and perturbations [77].
A large D and Vp can occur due to E-field leakage in the SIW, thus we limit these to reduce
radiation losses as follows:

D <
λg

5
, Vp ≤ 2D, (8)

where λg is the guided wavelength.
Finally, the SIW cavities within the substrate have a width W of 25 mm, a length L

of 11.1 mm, a via diameter D of 1 mm, and a center-to-center separation Vp of 1.8 mm
(Figure 1d). The two CSRRs etched on the bottom of the sensor have a gap g of 0.5 mm and
an external and internal ring width and ring spacing (c3, c4, and c5, respectively) of 0.2 mm
each. The external square width and length (c1 and c2) are both 2.7 mm for CSRR1 (left side,
Figure 2a) and both 3.1 mm for CSRR2 (right side, Figure 2a), with the other parameters the
same for the two CSRRs. The cavities are connected to a 50-Ω microstrip line with a width
of 1 mm and a length of 10 mm that links to the subminiature version A (SMA) connector.
The cavity inserts were designed to match the impedance with the aluminum sheet used
as the CSRR loading plane, with a width IW of 6 mm and a length IL of 2 mm. The total
substrate size is SX = 36 mm and SY = 26 mm.

2.2. Sensing Method

Figure 3 presents simulated S11 results for the proposed crack sensor. The resonant
frequency of the sensor changes from 4.626 and 5.436 GHz to 4.053 and 5.208 GHz after
loading the Al sheet because the addition of material that has a different dielectric constant
affects the resonant frequency (Figure 3a). In this paper, we optimized the sensor via the
loading material to increase its sensitivity for surface cracks. Figure 3b−d show that the
proposed sensor can detect the position of multiple cracks with a width, depth, and length
of 0.5 × 0.5 × 6.1 mm3. For example, when cracks are above both CSRRs, the resonance
frequencies change from 4.053 and 5.208 GHz to 4.020 and 5.145 GHz for CSRR1 and CSRR2,
respectively. On the other hand, when a crack is only above CSRR1, only the resonance
frequency for CSRR1 changes, while the same is true for CSRR2. This is because the E-field
near the CSRR is disturbed by the material, affecting the resonant frequency of the CSRR.

In addition, when a crack is present in the CSRR region, the capacitance is affected.
The concentrated E-field near the CSRR flows along the crack, which operates as a capacitor.
The shorter side of the crack is considered the crack width, and it can be considered the
distance between capacitors. The crack depth can be considered the area of the capacitor.
When the crack width increases, the capacitance decreases, and the resonant frequency
increases. In addition, as the crack depth increases, the capacitance rises, and the resonant
frequency falls. The resonant frequency of a CSRR in the presence of a crack is represented
by Equation (9):

fCSRR =
1

2π
√

Lr(Cr + (Ccrack)
, (9)

where Ccrack is the capacitance included by the crack. Thus, the proposed sensor detects a
crack using the change in the resonant frequency. The proposed multi-crack sensor has a
low fabrication cost and small waveguide cavities, and the independent sensing area can be
extended because multi-E-fields in TEmn mode do not affect other sensing results [81–83].

Figures 4–7 are numerical analyses to check the sensing capability. Figure 4a–e show
the sensing resolution for different crack width when the crack is positioned in the center
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of each CSRR. The proposed sensor offers multi-crack sensing at a high sensing resolution
based on the stronger Q-factor. As a result, the sensor has a detection resolution of 0.1 mm
for width and 0.2 mm for depth in both positions.
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Figure 3. Simulation results for the proposed crack sensor: (a) S11 without an Al sheet and with an
uncracked Al sheet, (b) S11 for different crack numbers and positions (two cracks, single crack at
CSRR1, single crack at CSRR2, no crack), S11 results (c) in the CSRR2 resonance frequency band, and
(d) in the CSRR1 resonance frequency band (crack width, depth, and length of 0.5 × 0.5 × 6.1 mm).
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Figure 4. Simulated S11 results for the proposed dual-crack sensor for different crack widths above
(a) CSRR1 and (b) CSRR2. (c) Fundamental metal sheet structure with two cracks with a width,
depth, and length of 0.5 × 0.9 × 6.1 mm. S11 results for different crack depths above (d) CSRR1 and
(e) CSRR2. (f) S11 results for the rotation of a straight crack above CSRR1. (g) S11 results for five
crack shapes above CSRR2.
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Figure 5. Simulation results for different crack locations (x, y) on the Al sheet: (a) coordinate of the
crack; (b–e) S11 when the crack moves x-axis; (b) from (−9, 0) to (-2, 0), (c) from (−1, 0) to (8, 0),
(d) from (−9, 3) to (8, 3), and (e) from (−9, 4) to (8, 4); (f) S11 when the crack move y-axis from (4, −6)
to (4, 6).

Figure 4a,b display the simulated frequency responses for various straight crack
widths, with a consistent length of 6.1 mm for all cracks. Figure 4a presents the simulated
S11 results as the width of a single straight crack above CSRR1 increases from 0.3 to 0.7 mm
at intervals of 0.1 mm with a fixed depth of 0.5 mm. The resonant frequency for CSRR1
increases from 5.126 to 5.229 GHz as the crack width increases, and the average change in
frequency is 257.5 MHz/mm (Figure 4a). On the other hand, when the width of a single
straight crack above CSRR2 increases from 0.3 to 0.7 mm at intervals of 0.1 mm with a
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fixed depth of 0.5 mm, the resonant frequency for CSRR2 increases from 3.988 to 4.083 GHz
and the average frequency shift is 237.5 MHz/mm. Figure 4d,e present the simulated S11
results when the depth of a single straight crack above CSRR1 and CSRR2 increases from
0.1 to 0.9 mm at intervals of 0.2 mm. The resonant frequency of CSRR1 decreases from 5.269
to 5.145 GHz, and the average change in frequency is 142.5 MHz/mm when the crack depth
is changed above CSRR1. In contrast, when the crack depths above CSRR2 increase, the
resonant frequency of CSRR2 decreases from 4.103 to 4.011 GHz, and the average change
in frequency is 132.5 MHz/mm. The simulation results thus demonstrate the sensitivity
of the proposed sensor for the detection of straight cracks, with the ability to distinguish
differences of 0.1 and 0.2 mm in width and depth, respectively.

The proposed dual sensor can detect various shapes at each CSRR due to its high
sensitivity. Figure 4f,g present the simulated S11 results for five crack shapes commonly
found on metal surfaces: tilted, cross, zigzag, star, and pinhole. Figure 4f presents the S11
results for different tilting angles above CSRR1. A ±45◦ rotation of the crack increases
the resonant frequency to 5.228 GHz compared with a resonant frequency of 5.174 GHz
at 0◦. Similarly, a 90◦ horizontally oriented straight crack has a resonant frequency of
5.283 GHz. Figure 4g displays the S11 results for the straight, cross, zigzag, star, and
pinhole cracks above CSRR2. Because the difference in the crack distribution affects Ccrack
in Equation (9), and small differences can have a significant effect due to the concentrated E-
field, the different crack patterns lead to differences in the change in the resonant frequency.

Micromachines 2023, 14, x FOR PEER REVIEW 11 of 19 
 

 

 
Figure 6. Simulation result of the proposed sensor for different depths from a metal surface: (a) side 
view and top view of structure and crack; (b,c) the simulated S11 for different crack positions: depth 
from a metal surface Dud = 0–2.5 mm. 

Finally, Figure 7 shows the effect of the thickness of the Al sheet for the proposed 
sensor and the detection capability for the crack length. First, the thickness of the Al sheet 
has little effect on the RF sensor because the metal material reflects almost all the waves 
on the surface, as shown in Figure 7a. Next, the length of the crack has a different effect 
on the RF sensor depending on the direction of the crack. Figure 7b shows that a change 
in frequency occurs when the crack is lengthened toward the gap of the ring since the 
electric field is strongly formed in the center of the CSRR and near the gap of the ring. 
Conversely, little frequency change appears when the crack is lengthened in a direction 
unrelated to the ring’s gap, as shown in Figure 7c. 

Figure 6. Simulation result of the proposed sensor for different depths from a metal surface: (a) side
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Figure 5 is the simulated result for checking the effect of the crack location deviation.
In conclusion, since CSRR forms an electric field around the center of the ring, the frequency
range varies depending on the location of the crack. First, Figure 5c,d show the simulated
S11 of the proposed sensor for the x-direction position deviation of the crack. The original
point (0, 0) is the intermediate position from the side of each CSRR. As shown in Figure 5b,
when the crack moves from (−1, 0) to (8, 0) around CSRR2, the further away from (4, 0),
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the center of the CSRR, the smaller the range of frequency variation. In the same way, in
Figure 5c, when the crack moves from (−9, 0) to (−2, 0) around CSRR1, the further away
from (−5, 0), the center of the CSRR, the smaller the range of frequency variation. However,
when the crack positions outside the CSRR where the electric field is weak, there is little
change in frequency from the x-axis movement of the crack, as shown in Figure 5d,e. In
addition, we checked the effect of the y-direction position deviation of the crack (Figure 5f).
Similar to the change in the x-axis, it was shown that the closer the center of the CSRR, the
greater the frequency change in the position deviation of the y-axis. For example, when
the crack is in (4, 0), the frequency moves from 4.82 GHz to 5.18 GHz; when the crack is in
(4, −1) or (4, 1), the frequency moves from 4.82 GHz to 5.1 GHz; and when the crack is in
(4, −3) or (4, 3), the frequencies move from 4.82 GHz to 5 GHz. However, when the crack is
outside the CSRR, there is little change in frequency from the y-axis movement of the crack.
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Figure 7. Simulation results of the proposed sensor for (a) different Al sheet thicknesses and
(b,c) crack lengths.

Next, Figure 6 shows the detection capability of the crack under the metal surface.
Generally, non-destructive testing can be used for detecting cracks under the surfaces. In
the simulation, the crack of 0.5 × 2 × 0.3 mm3 is used, and the crack is positioned in the
center of CSRR1, as shown in Figure 6a. Then, the crack is moved from the metal surface
(Dud = 0 mm) to the interior of the metal (Dud = 2.5 mm). As a result, when Dud changes
from 0.1 mm to 0.4 mm, the frequency is changed from 3.82 GHz to 3.88 GHz, and when
Dud is bigger than 0.4 mm, the resonance frequency of the sensor generates at 3.94 GHz. In
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summary, the proposed sensor can detect whether a crack is on a metal surface or inside
the metal, but it is difficult to distinguish how deep the crack penetrates accurately.

Finally, Figure 7 shows the effect of the thickness of the Al sheet for the proposed
sensor and the detection capability for the crack length. First, the thickness of the Al sheet
has little effect on the RF sensor because the metal material reflects almost all the waves on
the surface, as shown in Figure 7a. Next, the length of the crack has a different effect on
the RF sensor depending on the direction of the crack. Figure 7b shows that a change in
frequency occurs when the crack is lengthened toward the gap of the ring since the electric
field is strongly formed in the center of the CSRR and near the gap of the ring. Conversely,
little frequency change appears when the crack is lengthened in a direction unrelated to the
ring’s gap, as shown in Figure 7c.

3. Fabrication of a Prototype Sensor and Measurement
3.1. Fabrication and Sensor Measurement Results

We fabricated a prototype SIW-based dual-crack sensor with various Al sheets in
accordance with the proposed design. Figure 8a,b show top and bottom views of the
fabricated sensor, and Figure 8c shows a side view of the fabricated sensor with the Al
sheet. We employed four representative Al sheets with different straight crack widths and
depths (Table 2); more complex shapes were not tested due to the difficulty of fabrication.

Micromachines 2023, 14, x FOR PEER REVIEW 13 of 19 
 

 

sheet are consistent with the simulation results. However, although the sensor with an 
uncracked Al sheet exhibits a similar trend, there is some inconsistency with the simulation 
results, especially in terms of the magnitude of S11. This is ascribed to the presence of a 
small air gap between the prototype sensor and the Al sheet (Figure 8e). When we employed 
a 0.025 mm air gap between the sensor and Al sheet in the simulation, the results became 
consistent. 

 
Figure 8. Fabricated prototype of the proposed dual-crack sensor: (a) top view, (b) bottom view, 
and (c) side view with the Al sheet. Simulation and measurement results for (d) the sensor with no 
Al sheet and (e) the sensor with an uncracked Al sheet. 

3.2. Crack Sensing Performance 
Figure 9a presents the change in the resonant frequency due to the eight types of 

crack for each CSRR. In the absence of any cracks, the resonance frequency of the sensor 
is 5.20 GHz for CSRR1 and 4.12 GHz for CSRR2. In the presence of a crack with a width 
of 0.85 mm and a depth of 0.5 mm, the frequency increases to 4.32 GHz for CSRR2 and 
5.34 GHz for CSRR1. In addition, as the width of the crack increases, the resonance fre-
quency increases. On the other hand, when a crack has the same width, the resonance 
frequency increases as the depth of the crack reduces. Figure 9b,c present a more detailed 
plot of the measurement results for each CSRR, and the resonant frequency for each crack 
is summarized in Table 3. 

Figure 8. Fabricated prototype of the proposed dual-crack sensor: (a) top view, (b) bottom view, and
(c) side view with the Al sheet. Simulation and measurement results for (d) the sensor with no Al
sheet and (e) the sensor with an uncracked Al sheet.

117



Micromachines 2023, 14, 578

Table 2. Crack sizes on the Al sheets.

Sheet Crack Width (mm) Crack Depth (mm)

1 0.85 0.3/0.5
2 0.95/1.05 0.1
3 0.95/1.05 0.3
4 0.95/1.05 0.5

The Al sheets were the same size as the detector (36 mm × 23 mm width and length)
and were 5 mm thick. Because the cracks were positioned symmetrically, we measured
eight situations using the four samples. The width and depth were changed, while the
distance between the cracks was 10.8 mm, and the crack length was 6.1 mm. The fabricated
cracks are located at the center of the CSRRs.

Figure 8c,d compares the simulation and measured sensor results for the sensor only
and for the sensor with an uncracked aluminum sheet. The S-parameter of the fabricated
sample is measured using a Keysight N5227B (Keysight, Santa Rosa, CA, USA) vector
network analyzer. Figure 8c shows that the measurement results for the sensor without an
Al sheet are consistent with the simulation results. However, although the sensor with an
uncracked Al sheet exhibits a similar trend, there is some inconsistency with the simulation
results, especially in terms of the magnitude of S11. This is ascribed to the presence of
a small air gap between the prototype sensor and the Al sheet (Figure 8e). When we
employed a 0.025 mm air gap between the sensor and Al sheet in the simulation, the results
became consistent.

3.2. Crack Sensing Performance

Figure 9a presents the change in the resonant frequency due to the eight types of
crack for each CSRR. In the absence of any cracks, the resonance frequency of the sensor
is 5.20 GHz for CSRR1 and 4.12 GHz for CSRR2. In the presence of a crack with a width
of 0.85 mm and a depth of 0.5 mm, the frequency increases to 4.32 GHz for CSRR2 and
5.34 GHz for CSRR1. In addition, as the width of the crack increases, the resonance
frequency increases. On the other hand, when a crack has the same width, the resonance
frequency increases as the depth of the crack reduces. Figure 9b,c present a more detailed
plot of the measurement results for each CSRR, and the resonant frequency for each crack
is summarized in Table 3.

Table 3. Proposed sensor performance for each CSRR.

Crack Width × Depth (mm)

0.85 × 0.5 0.85 × 0.3 0.95 × 0.5 1.05 × 0.5 0.95 × 0.3 1.05 × 0.3 0.95 × 0.1 1.05 × 0.1

CSRR1 * 5.34 5.368 5.413 5.426 5.434 5.463 5.469 5.489

CSRR2 * 4.32 4.341 4.403 4.425 4.449 4.462 4.507 4.527

* Unit is GHz.

Figure 9b displays the measured S11 plotted against the CSRR2 resonant frequency for
the different cracks. The resonant frequency ranges from 4.320 GHz for the 0.85 × 0.5 mm
crack to 4.527 GHz for the 1.05 × 0.1 mm 2 crack. This demonstrates that the proposed
sensor can detect cracks above CSRR2 at a resolution of 0.1 mm for the crack width and
0.2 mm for the crack depth. Figure 9c presents the measured S11 plotted against the CSRR1
resonant frequency for the different cracks. The resonant frequency ranges from 5.340 GHz
for the 0.85 × 0.5 mm2 crack to 5.489 GHz for the 1.05 × 0.1 mm2 crack; thus, CSRR1 has
the same sending resolution as CSRR2.

Figure 9d,e show the relationship between the resonant frequency and crack width
and depth. Figure 9d presents the effect of the depth on the sensing of a crack with a fixed
width of 0.95 and 1.05 mm at each CSRR. The average change in the resonant frequency
is 20.7 and 18.3 MHz for CSRR1 and CSRR2, respectively, with a change of 0.1 mm in
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width. The fabricated sensor exhibits a linear reduction in the resonant frequency at both
CSRRs with an increasing crack depth. Figure 6e presents the effect of the width on crack
detection with a fixed depth of 0.3 and 0.5 mm at each CSRR. The average change in the
resonant frequency is 28.0 and 33.7 MHz for CSRR1 and CSRR2, respectively, with a change
of 0.2 mm in depth. The fabricated sensor thus exhibits a linear increase in the resonant
frequency with an increase in the crack width.
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The proposed sensor experiences a decrease in the resonant frequency of 30.8 MHz
when the crack width increases by 0.1 mm and an increase of 19.5 MHz when the crack
depth increases by 0.2 mm. Thus, the proposed crack sensor can detect differences in crack
width down to 0.1 mm and crack depth down to 0.2 mm.

The measured changes in the resonance due to changes in the crack dimension are
generally linear, and the sensor can successfully simultaneously detect two different crack
widths or depths, with each CSRR independent of the other. Cracks can thus be detected in
situations where one crack is located near CSRR1, and another crack is located near CSRR2.
In this respect, the measurement results exhibit the same trend as the simulation results and
electromagnetic theory. The simulation results confirm that the effective capacitance falls
with an increasing crack width; hence, the resonant frequency increases. In contrast, the
effective capacitance increases with increasing crack depth, reducing the resonant frequency.

4. Conclusions

This study proposed a non-destructive multi-crack detection sensor consisting of
differently sized CSRRs in a higher-mode SIW cavity to provide multi-resonant frequen-
cies. Each CSRR on the SIW creates its own resonance, and the higher-mode SIW offers
separated and concentrated E-fields for each CSRR. As a result, the proposed sensor has
a high Q-factor and can simultaneously and independently detect multi-cracks. The re-
flective coefficient of the sensor is affected by the metal surface due to the strong external
E-field from the CSRRs and SIW. When the metal has cracks, the efficient capacitance
changes, which alters the resonant frequency of the nearby CSRR. Additionally, due to the
high Q-factor, the proposed sensor can detect the metal crack at a high resolution. The
effective capacitance of the sensor falls as the crack width increases, raising the resonant
frequency, with the capacitance increasing as the crack depth becomes shallower, thus
reducing the resonant frequency. The relationship between the resonance and the crack
width or depth is almost linear. To demonstrate our proposed design, we designed and
fabricated a dual-crack detection sensor using two independent CSRRs and a TE20-mode
SIW. The fabricated crack sensor distinguishes crack width differences down to 0.1 mm
and crack depth differences to 0.2 mm and is able to two detect two differently sized
cracks independently and simultaneously with significantly lower power consumption and
scanning time. The proposed dual-crack detection sensor also exhibits a higher Q-factor
than previously reported multi-detection sensors.
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Abstract: The skin friction of a hypersonic vehicle surface can account for up to 50% of the total
resistance, directly affecting the vehicle’s effective range and load. A wind tunnel experiment
is an important and effective method to optimize the aerodynamic shape of aircraft, and Micro-
Electromechanical System (MEMS) skin friction sensors are considered the promising sensors in
hypersonic wind tunnel experiments, owing to their miniature size, high sensitivity, and stability.
However, the sensitive structure including structural appearance, a gap with the package shell, and
flatness of the sensor will change the measured flow field and cause the accurate measurement of
friction resistance. Aiming at the influence of sensor-sensitive structure on wall-flow characteristics
and friction measurement accuracy, the two-dimensional and three-dimensional numerical models of
the sensor in the hypersonic flow field based on Computational Fluid Dynamics (CFD) are presented
respectively in this work. The model of the sensor is verified by using the Blathius solution of
two-dimensional laminar flow on a flat plate. The results show that the sensor model is in good
agreement with the Blathius solution, and the error is less than 0.4%. Then, the influence rules of the
sensitive structure of the sensor on friction measurement accuracy under turbulent flow and laminar
flow conditions are systematically analyzed using 3D numerical models of the sensor, respectively.
Finally, the sensor-sensitive unit structure’s design criterion is obtained to improve skin friction’s
measurement accuracy.

Keywords: skin friction sensor; 3D models; CFD; turbulent flow; laminar flow; friction measurement
accuracy

1. Introduction

The skin friction of an aircraft surface is the main part of its total resistance, which
can account for up to 50% and greatly limits the effective range and load of hypersonic
vehicles. A wind tunnel experiment is an important way and effective method to optimize
the aerodynamic shape of aircraft. Therefore, the skin friction measurement of the aircraft
model is an important basic item in wind tunnel experiment research. In the hypersonic
wind tunnel experiment, obtaining the accurate friction distribution of the model points or
surfaces puts forward higher requirements for the size of the sensor limited by the volume
of the aircraft model. In recent years, several types of MEMS sensors have been reported
to measure skin friction including capacitance type and comb differential capacitance
type [1–3], piezoresistive type [4–6], and piezoelectric type [7,8]. Those MEMS sensors have
similar characteristics such as small size, high sensitivity, and high resolution in a small
measurement range (several Pa).

Owing to their miniature size, high sensitivity, and stability, the MEMS skin friction
sensors are considered the promising sensors in wind tunnel experiments. For example,
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Jiang et al. [1] have reported a supporting cantilever and plate differential capacitive skin
friction sensor for low-speed wind tunnels with high sensitivity and a minimum detection
limit of 0.05 Pa in a range from 0.1–2 Pa. Von P et al. [7] have reported a wall shear stress
sensor using four piezoresistors as a transducer in the cantilever, with a resolution of 0.01 Pa
in the range 0–2 Pa. T Kim T et al. [9] have reported a piezoelectric floating element shear
stress sensor for the wind tunnel flow measurement with the high sensitivity 56.5 pc/Pa.
However, these sensors are mainly used for skin friction detection in low wind tunnels
because their sensing element such as comb capacitance was exposed in the flow field.

With the development of supersonic aircraft, direct skin friction measurements under
hypersonic conditions are strongly required in wind tunnel experiments. At present, the
environment of the hypersonic wind tunnel is relatively harsh, such as heavy load, particle
inclusion in gas, etc. It is difficult for various comb capacitive sensors to survive in the
hypersonic wind tunnel. To adapt to the harsh measurement environment and large normal
loads in hypersonic fields, a MEMS skin friction sensor has been developed in our previous
work [3,10], which adopts the floating element even with the measured wall and the signal
output micro-structure being isolated from the hypersonic field. The sensor is composed of
a silicon differential-capacitor embedded with a floating element, signal readout circuit, and
a package metal shell, which was fabricated by using various micro-mechanical processes
and micro-assembly technology. Experiments result show that the MEMS has good linearity,
small size, high sensitivity, and repeatability of static calibration, the resolution is 0.1 Pa
in ranges from 0 to 100 Pa, and the repeatability accuracy and linearity are better than 1%.
However, the deviations between the measured skin friction coefficients and the analytical
values are close to 100% under laminar flow conditions [10]. The reason for the large
measurement error under the condition of laminar flow is that the friction coefficient itself
is very small, and the small flow state interference from the sensor structure will cause a
large deviation.

Generally, the height of the vicious bottom layer of low-speed and low shear flow
is usually greater than 100 microns, and the influence of sensor structure error (tens of
microns) on the fluid-structure can be ignored; the fluid-structure is considered hydraulic
smoothing [10,11]. However, in high-speed and high shear flow, especially laminar flow,
the height of the vicious bottom layer may be in the order of microns. At this time, the
fluid structure is not considered hydraulic smoothing, the structure error of the sensor
including the protrusion of the sensing element and the measurement gap will change
the characteristics of the fluid, which will seriously affect the accuracy of the sensor in
measuring the skin friction resistance. Therefore, it is of great significance to study the
influence of sensor structure on the high-speed flow field. In this work, the two-dimensional
and three-dimensional numerical models of the sensor in plate model under the hypersonic
flow field based on CFD are presented respectively to research the influence of sensor-
sensitive structure on wall-flow characteristics and friction perceptual characteristics. In
addition, to improve the measurement accuracy of skin friction, the design criterion of the
sensor-sensitive unit structure should be obtained.

2. A 3D Flat Plate Model Embedded with a MEMS Sensor

In the wind tunnel experiment, the measurement method of wall friction resistance is
mainly based on the conventional friction balance and the friction measurement technology
of the MEMS friction sensor, which is based on the plate model. The flat plate model is a
classical and simple model, which is conducive to the installation of the sensor and the
observation of the flow characteristics of the surface, and is also convenient for comparison
with the Bratisius solution. The model of wind tunnel validation test is a flat plate model
with tail support, and the MEMS sensors are installed in the inner cavity of the flat plate
model, and the sensing surface of the measuring head is flush with the surface to be
measured of the test model to directly feel the skin friction as shown in Figure 1a. The
total length of the plate model is 400 mm and the width is 120 mm. The front sensor is
147 mm from the front edge of the plate model, and the rear sensor is 130 mm from the rear
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end face of the plate model. The two sides are symmetrically distributed along the neutral
plane of the plate model, with a distance of 80 mm. The structure of MEMS skin friction
is composed of a silicon differential-capacitor embedded with a floating element, signal
readout circuit, and package metal shell as shown in Figure 1b. This paper focuses on the
influence of the structure of the MEMS sensor on the measured flow field in hypersonic;
therefore, except for the structure of the floating element, other structural parameters of the
sensor remain unchanged. The structure parameters of the sensor are described in detail
in our previous work [9]. The working principle of this sensor is explained as the skin
friction causes the torsional deflection of clamped–clamped elastic beams by the floating
element, and the torsional deflection is transferred into a capacitance variation by one pair
of differential capacitors (as shown in Figure 1b). Finally, the friction coefficient is measured
using the signal output circuit by measuring the change of the capacitors.
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To research the influence of sensor-sensitive structure on wall-flow characteristics and
friction perceptual characteristics, a 3D flat plate test model embedded with MEMS sen-
sors is built by fluent which is a computer program used to simulate fluid flow and
heat conduction with complex shapes, and the feature dimensions of the 3D model
are 400 mm ×120 mm × 200 mm. The 2D plate model is the lateral section of the three-
dimensional model, which is mainly used to compare with the Blasius solution to verify
the effectiveness of the calculation model. In addition, the near-wall surface mesh of the
numerical model needs to be densified to obtain more accurate numerical results, and the
grid spacing of the first layer of the wall is 0.001 mm as shown in Figure 1d. The 3D model
of the MEMS sensor is shown in Figure 1e, in which the diameters of the floating element
with a two-layer structure are 5 mm (r) and 0.45 mm (r1) respectively, and the thickness
is all 0.9 mm as shown in Figure 1f. Different from the previous structure [9], the floating
element structure in this paper is large in the upper layer and small in the lower layer.

Combined with the flow field parameters of the wind tunnel test, the initial condition
of the inner cavity of the friction sensor is set to the vacuum state, and the boundary
conditions include wall boundary conditions, inflow boundary conditions and outflow
boundary conditions are determined as follows: (1) the measured wall boundary meets the
requirements of a no-slip wall (V = 0) for hypersonic viscous flow, and the wall temperature
is constant temperature wall (Tw = 300 K); (2) inlet boundary of incoming flow is set as
far-field input of pressure, the simulated incoming flow conditions are shown in Table 1;
(3) outlet boundary selection pressure outlet boundary condition. Then, the numerical
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simulation of the 0◦ angle of attack attitude of the 2D plate model is calculated. The wind
tunnel flow field parameters (such as dynamic pressure q∞, static pressure P∞, and unit
Reynolds number Re/L) can be calculated according to the incoming total pressure P0, total
temperature T0, and incoming Mach number M∞ as follows:

P∞ = P0(1 + 0.2M2
∞)
−3.5

(1)

T∞ = T0(1 + 0.2M2
∞)
−1

(2)

q∞ = 0.7P∞ M2
∞ (3)

µ∞ = 1.458× 10−6 T1.5
∞

T∞ + 110.4
(4)

Re/L =
0.05902M∞

(1 + 0.2M2
∞)3 ·

P0

µ∞
·
(

1.4
T0

)0.5
(5)

Table 1. The main parameters of the wind tunnel.

Nominal
Mach

Number
(M∞)

Total
Pressure P0

(M Pa)

Total
Temperature

T0 (K)

Static
Pressure P∞

(Pa)

Dynamic
Pressure q∞

(Pa)

Unit
Reynolds
Number

Re/L (L/m)

6

0.5 417 316.68 7980.4 5.679 × 106

1.0 437 633.33 15961 1.053 × 107

1.5 449 950.04 23941 1.506 × 107

2.0 458 1266.7 31924 1.941 × 107

2.5 466 1583.4 39902 2.361 × 107

The calculation of friction coefficient (Cf) is as follows:

C f =
τω

q∞
(6)

where τw is the measured skin friction, and q∞ is the dynamic pressure.
The 3D calculation method is verified by using the Blasius solution of two-dimensional

plate laminar flow under the condition of total incoming flow pressure of 1.5 MPa. In
this work, the 2D plate model is the lateral section of the 3D model, which is mainly used
to compare with the Blasius solution using the laminar flow model and turbulent model
(k-e model). The 2D streamline diagram in the friction sensor is shown in Figure 2a, the
X direction is the incoming flow direction, and the surface streamline shows that there
is suction in the moving gap. It also can be seen that the airflow enters the cavity of the
friction sensor along the wall from the gap inlet causing pressure resistance to the leading
edge of the floating element head and affecting the friction coefficient. Meanwhile, the
numerical simulation value of the friction coefficient at the installation position of the
friction sensor (x = 112.6 mm) is 5.09 × 10−4 (directly read out in the model). Compared
with Blasius solution 5.11 × 10−4 (C f = 0.667√

Rex
), the difference is about 0.39%. Hence, the

calculated results of plate surface friction coefficient are in good agreement with the Blasius
solution using the laminar flow model as shown in Figure 2b, which also shows that the
numerical simulation method and calculation model constructed in this paper is effective.
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In addition, as shown in Figure 2b, it can also be seen that the friction coefficient in the
laminar flow model state is smaller than that in the turbulent state, and the variation trend
of the friction coefficient under the turbulent state is similar to that under laminar state, but
the friction coefficient is larger than that under laminar state, and its value is around 0.0017.

3. Structural Optimization of the Floating Element

In our previous wind tunnel experiments, the deviations between the measured
skin friction coefficients and the analytical values are closed to 100% under laminar flow
conditions [10]. The main reason for the error is that the shape of the floating element has
an obvious influence on the flow disturbance of the wall fluid, which has an important
impact on the friction measurement error. The velocity cloud diagram in the front direction
of the floating element of the central section of the friction sensor in the direction of the
incoming flow is shown in Figure 3b. It can be seen that the flow field on the surface of
the floating element changes due to the suction effect of the moving gap, and the blocking
effect of the cylindrical floating element and the diversion effect of the annular gap cause
the lateral flow around the cylindrical floating element, and the friction coefficient at the
edge of the floating element increases significantly as shown in Figure 3c.

In order to reduce the influence of the sensor structure on the flow disturbance of the
measured wall fluid, the improved floating element is shown in Figure 3d. In addition, the
3D sensor model is also built using CFD, and the velocity distributions in the X direction
and Y direction are obtained under a total pressure of 1.5 MPa as shown in Figure 3e,f.
The results show that the improved floating element structure can reduce the lateral flow
around the cylindrical floating element. A three-layer floating element structure (as shown
in Figure 4b) model was also established to further study the influence of floating element
structure on the wall flow field and friction measurement error.

The structural error of the prepared sensor mainly includes the gap, misalignment,
and non-coaxial between the floating element and the package as shown in Figure 4a.
The coaxial assembly problem of the sensor has been solved based on visual alignment
technology. The coaxiality measurement of the MEMS sensor is shown in Figure 4c. The
position error is only 2 µm, which is about 0.4% of the moving gap with 500 µm. However,
the misalignment is difficult to control because the machining accuracy of parts is less than
10 microns. Combined with the wind tunnel experiments results [10] and error analysis
results [6,12], the structure appearance of the floating element, the misalignment between
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the floating element and the package shell, and the gap of the sensor is the main source of
measurement error.
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First, the influence of two-layer and three-layer floating elements on the measurement
error of friction systems under laminar and turbulent conditions is studied. The diameters
of the first and second layers of the floating element are 5 mm and 0.4 mm respectively.
The gap of the sensor is 100 µm. The skin friction coefficient of the sensors with different
floating elements is shown in Figure 5. When the total pressure of the incoming flow is
0.5 MPa, and the levelness is 25 µm. Compared with the two-layer structure, the friction
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coefficient error of the three-layer structure is reduced by about 6.86% in laminar flow and
increased by 0.91% in a turbulent flow. The main reason for the reduction of the error is that
the shape of the floating element of the three-layer structure is obviously weaker than that
of the two-layer structure. Meanwhile, the measurement error increases with the increase
of the floating element bulge. It also can be seen that the floating element structure has a
greater influence on the laminar flow, and the three-layer floating head structure is more
conducive to reducing the measurement error.
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Figure 5. The friction coefficient error of the sensors with a different floating element under different
flow fields.

4. Gap Optimization of the MEMS Sensor

The airflow enters the inner cavity of the sensor through the moving gap to deflect the
floating element. In the numerical simulation, the friction coefficient directly read out does
not take into account the influence of the incoming pressure on the floating element because
the floating element cannot rotate, so it is necessary to convert the friction coefficient
caused by this part of the pressure. The total friction coefficient includes the surface friction
coefficient and the pressure friction coefficient.

Ideally, the floating element is perfectly flush with the measuring wall. The velocity
distributions of the friction sensor with a different gap in the Y direction under laminar
flow are shown in Figures 6a and 6b respectively. It can be seen that the suction effect of the
moving gap is enhanced with the increase of the moving gap size, and the flow field on the
measuring wall surface is also changed. The surface friction coefficient program of floating
elements with different gaps is shown in Figures 6c and 6d respectively. The results show
that the direct friction coefficient at the edge of the floating element in the flow direction
also increases with the increase of the moving gap size, and the pressure generated by the
air flow entering the friction sensor on the floating element decreases with the increase
of the gap size, and the gap size has little effect on the total friction coefficient under the
condition of complete flush. The total friction coefficient of the sensors with a different gap
is shown in Table 2.
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Figure 6. The velocity distributions of the friction sensor with a different gap (a) 300 µm and
(b) 500 µm, and the surface friction coefficient program of the sensor with a different gap (c) 300 µm
and (d) 500 µm.

Table 2. The total friction coefficient of the sensors with a different gap in laminar flow.

Gap
(µm)

Misalignment
(µm)

Friction Coefficient
Reading Value

Pressure Friction
Coefficient

Total Friction
Coefficient

300 0 7.5613 × 10−4 8.6533 × 10−6 7.6478 × 10−4

500 0 7.5648 × 10−4 8.0592 × 10−6 7.6454 × 10−4

Although the moving g has little effect on the error of the total friction coefficient
under the condition of complete alignment, it is difficult for the prepared sensor to be
completely flush because the machined parts of the sensor always have errors of tens of
microns. Combined with the actual assembly error of the MEMS sensor, it is assumed that
the protrusion of the floating element is 50 µm. When the floating element is higher than
the measuring wall, the effect of the incoming pressure on the floating element becomes
obvious, which makes the pressure friction coefficient increase rapidly. At this time, the
influence of the gap on the total friction coefficient error increases significantly. The effect
of different gaps on the total friction coefficient in laminar flow is shown in Table 3. It
can be seen that the direct friction coefficient error changes little with the increase of the
moving gap and remains at about 11%. At the same time, the pressure resistance of the
incoming flow has an obvious effect on the whole floating element, and the moving gap has
a very significant effect on the error of the friction coefficient of the pressure resistance. The
pressure friction coefficient error largely determines the total friction coefficient error (the
error accounts for 88% of the total error value when the moving gap is 25 µm). Therefore, it
is important to control the misalignment of the sensor with a small moving gap to reduce
the friction coefficient error caused by pressure.
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Table 3. Effect of different gaps on total friction coefficient in laminar flow.

Gap (µm)
Friction

Coefficient
Reading Value

Pressure
Friction

Coefficient

Total Friction
Coefficient

Friction Coefficient
Reading Value Error

Pressure Friction
Coefficient Error

Total Friction
Coefficient

Error

25 8.4706 × 10−4 6.6998 × 10−4 1.5170 × 10−4 12.05% 88.63% 100.68%
50 8.4608 × 10−4 3.4693 × 10−4 1.1930 × 10−4 11.92% 45.89% 57.82%
75 8.4576 × 10−4 2.8340 × 10−4 1.1292 × 10−4 11.88% 37.49% 49.37%
100 8.4513 × 10−4 2.5258 × 10−4 1.0977 × 10−4 11.80% 33.41% 45.21%
300 8.4171 × 10−4 1.7997 × 10−4 1.0217 × 10−4 11.34% 23.81% 35.15%
500 8.3676 × 10−4 1.4434 × 10−4 9.8110 × 10−4 10.69% 19.09% 29.78%

The total friction coefficient error of the sensor with a different gap in laminar flow
is shown in Figure 7a. It can be seen that the total friction coefficient error exceeds 100%
under laminar flow when the gap of the sensor is less than 25 µm, and the total friction
coefficient error quickly decreases to 45% with the gap increasing to 100 µm. As the gap
increases from 100 to 500, the error only decreases from 45% to 30%, which also shows that
when the gap is greater than 300, the impact of the gap on the error becomes weaker, and
the impact of the misalignment on the error will be dominant at this time.
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The total friction coefficient error of the sensor with a different gap in turbulent flow
is shown in Figure 7b. The results show that the total friction coefficient error exceeds
120% under turbulent flow when the gap of the sensor is less than 100 µm, and the error
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decreases when the gap increases, which is the same as that under laminar flow. As a result,
to reduce the measurement error of the friction coefficient, the gap of the sensor should not
be less than 500 µm, and it is necessary to minimize the misalignment error at the same
time.

5. Misalignment Optimization of the MEMS Sensor

The structure of MEMS skin friction is composed of a silicon differential-capacitor
embedded with a floating element, signal readout circuit, and package metal shell. The
machining accuracy of parts such as floating elements and package metal shells is about
10 microns. Therefore, the total misalignment error is usually in the range of −50 µm to
50 µm.

The influence of different misalignment on friction measurement error is analyzed,
and the total friction coefficient error of the sensor with different misalignment in laminar
flow (0.5 MPa) is shown in Figure 8. The results show that the influence of the convex
of the floating element on the friction coefficient is higher than that of the concave of the
floating element, and the friction measurement error decreases with the increase of the gap.
Therefore, it is necessary to ensure that the floating element is lower than the measuring
wall surface to avoid reverse steps affecting the flow field and increasing the measurement
error. In addition, the misalignment error is reduced to 20 µm by selecting parts and
controlling the adhesive thickness in practice.
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6. Conclusions

Due to the components of the sensor including MEMS chip, floating element, signal
readout circuit, and package shell being fabricated and assembled by using various pro-
cesses, the structural error of the prepared sensor including the gap, misalignment, and
non-coaxial between the floating element and the package is inevitable. Those structure
errors of the sensor including the protrusion of the sensing element and the measurement
gap will change the characteristics of the fluid, which will seriously affect the accuracy of
the sensor in measuring the skin friction resistance. This paper developed a 3D numerical
model of MEMS skin friction sensor in the hypersonic flow field based on CFD to research
the influence of sensor-sensitive structure on wall-flow characteristics and friction percep-
tual characteristics. The numerical simulation method and calculation model constructed
are effective, which is verified by using the Blathius solution of two-dimensional laminar
flow on a flat plate, and the error is less than 0.4%. In addition, to improve the measure-
ment accuracy of skin friction, the design criterion of the sensor-sensitive unit structure is
obtained as follows:
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(1) Compared with the turbulent flow, the three-layer structure of the floating head has a
greater impact on the laminar flow, and the three-layer structure of the floating head
is better than the two-layer structure.

(2) The moving gap of the floating element in the friction sensor has a great impact
on the friction measurement. Under the same alignment, the friction coefficient
error decreases with the increase of the moving gap, so the moving gap should be
appropriately increased.

(3) The influence of the floating element misalignment on the friction measurement is
significantly reduced with the increase of the clearance. In practice, it is necessary to
ensure that the floating element is lower than the measuring wall surface to avoid
reverse steps affecting the flow field and increasing the measurement error.

Then, based on the above rules, the friction coefficient measurement error of the MEMS
sensor with a three-layer floating element structure, a 500 µm moving gap, and the floating
element misalignment between 10 µm and −20 µm is better than 10%. The future work is
to prepare the sensor with special parameters and design the corresponding experimental
scheme to verify the effectiveness of the model.
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