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Plasma Diagnostics

Bruno Gonçalves

Instituto de Plasmas e Fusão Nuclear, Instituto Superior Técnico, Universidade de Lisboa,
1049-001 Lisbon, Portugal; bruno@ipfn.tecnico.ulisboa.pt

Plasma science and engineering is a multidisciplinary area encompassing some of the
most exciting fundamental and applied research themes in today’s scientific landscape,
with an extraordinarily broad impact in science, technology, and industry. Although the
mainstream areas of plasma research are readily identified as fusion (i.e., magnetic and
inertial), laser–plasma interactions, and low-temperature plasma technologies, plasma
science is often a key component of many other disciplines, including nanoscience, atomic
and molecular physics, surface physics, biophysics, astrophysics, and space science.

The measurement of the parameters of plasmas, usually termed plasma diagnostics,
is vital in the quest to harness the power of plasma. Its importance spans across various
fields and applications, making it a cornerstone of plasma physics research. Measuring
the parameters of plasmas is a key challenge in all these applications, providing essential
data for understanding plasma behavior and the basic principles, validating theoretical
models, and, in many cases, optimizing and controlling processes in plasma-based appli-
cations. In fusion energy research, accurate plasma diagnostics are key to optimizing the
conditions for nuclear fusion. In space exploration, understanding plasma properties helps
predict and mitigate the effects of space weather on satellites and spacecraft or optimize
shielding for spacecraft reentry into the planet’s atmosphere. In industrial applications,
plasma diagnostics aid in improving processes like plasma etching and deposition in
semiconductor manufacturing.

The range of different methods in plasma diagnostics is necessary to cover this di-
versity of applications. Each method offers unique insights into the complex behavior of
plasmas under different conditions, contributing to the advancement of plasma physics
and its applications. By analyzing parameters such as electron density, ion temperature,
and electric potential, among many others, researchers can gain valuable insights into the
complex phenomena occurring within plasma. Plasma diagnostics is based on a wide
variety of characteristic plasma phenomena, and although most of the techniques used
are already well established [1], plasma diagnostics is still a very challenging and vivid
discipline. On one hand, there is a continuing effort to attain better spatial and temporal
resolution, to reach higher accuracies, and to measure with more spatial channels. On the
other hand, diagnostic techniques based on more subtle physical processes (compared to
those used in routine diagnostics) are continuously being developed, and new tools are
being added (e.g., machine learning techniques [2]). Furthermore, to obtain a better insight
into the processes taking place in the plasma, it is a prerequisite that plasma parameters are
diagnosed simultaneously, as much as possible, with multi-channel diagnostics, preferably
with temporal and spatial resolutions smaller than the typical time and length scales of
the instabilities.

In some areas, e.g., future fusion reactors [3], such as ITER and future power plant
demonstrators, commonly known as DEMO [4–6], there will be a need to measure a
wide range of plasma parameters in extreme conditions [7,8] of temperature, neutron,
and gamma fluxes while providing inputs to control systems [9] with adequate reliability
and long-term stability, enabling us to reach and sustain high levels of fusion power in
a stationary manner. In such environments, the design of plasma diagnostics becomes a
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highly interdisciplinary endeavor [10]. The diagnostic design must adapt to the limited
space restrictions for the integration of diagnostic components, and strong adverse effects
acting on the diagnostic front-end components (neutron and gamma radiation, heat loads,
erosion, and deposition) will degrade the diagnostic components over time. Moreover,
the nuclear environment of DEMO imposes that any maintenance must be performed by
remote handling, making it technically challenging to design diagnostic components for
remote handling compatibility. Furthermore, all in-vessel components should be designed
for a high degree of durability and reliability to minimize interventions for scheduled
and non-scheduled maintenance. All these restrictions are highly demanding on the
diagnostic design.

This Special Issue includes sixteen papers focused on the latest advancements in the
field of plasma diagnostics, covering methods, instruments, and experimental techniques
used to measure the properties of plasma, such as diagnostics for magnetic confinement
fusion, beam plasmas and inertial fusion, low-temperature and industrial plasmas, reentry
plasmas, and basic and astrophysical plasmas. Each of the sixteen original contributions
accepted for publication has undergone a rigorous review process by a minimum of
two expert reviewers across at least two rounds of revision and was judged by their
technical merit and relevance. These studies published in the current collection are briefly
summarized below.

In contribution 1, the authors address the development, design, and commissioning
of a diagnostic system for a non-intercepting direct measure of the SPIDER ion source
beamlet current, the so-called beamlet current monitor (BCM), aimed at directly measuring
the electric current of a particle beam. Stable and uniform beams with low divergence are
required in particle accelerators; therefore, beyond the accelerated current, measuring the
beam current spatial uniformity and stability over time is necessary to assess the beam
performance, since these parameters affect the perveance and thus the beam optics. For
high-power beams operating with long pulses, it is convenient to directly measure these
current parameters with a non-intercepting system due to the heat management require-
ment. Such a system needs to be capable of operating in a vacuum in the presence of strong
electromagnetic fields and overvoltages due to electrical breakdowns in the accelerator.

In contribution 2, the authors examine the specifications and requirements for high-
speed flow measurements for the plasmas produced in the European Shock Tube for
High-Enthalpy Research (Portugal). This new state-of-the-art facility is tailored for the
reproduction of spacecraft planetary entries in support of future European exploration
missions. High-speed events, such as planetary entry shock waves, are very challenging to
examine in shock tube facilities owing to their very short timescales (in the order of the
μs), hence mandating the deployment of fast diagnostic techniques. The importance of
examining the different spectral regions lies in characterizing the physical and chemical
processes governing the behavior of the entry plasmas to perfect the numerical models.
This paper discusses the design choices for the main diagnostics, with particular focus on
VUV-to-IR emission spectroscopy and interferometry diagnostics. The spectroscopy setup
covers a spectral window between 120 and 5000 nm, and the microwave interferometer can
measure electron densities up to 1.5 × 1020 electrons/m3.

Contribution 3 addresses the main challenges in the development of a plasma diagnos-
tic and control system for a nuclear fusion DEMOnstration reactor (DEMO). The diagnostics
need to cope with unprecedented radiation levels in a tokamak during long operation peri-
ods. This paper provides a broad overview of the radiation environment that diagnostics in
DEMO are expected to face. Using the water-cooled lithium lead blanket configuration as a
reference, neutronics simulations were performed for pre-conceptual designs of in-vessel,
ex-vessel, and equatorial port diagnostics representative of each integration approach. Re-
sorting to diagnostics representative of different integration approaches in DEMO—inner
vessel, ex-vessel, and equatorial ports—neutronics simulations were performed to estimate
the fluxes, heat loads, dose rates, and displacements per atom (dpa) in different sections
of the tokamak using pre-conceptual CAD models of the diagnostics. Flux and nuclear
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load calculations are provided for several sub-systems, along with estimations of radiation
streaming to the ex-vessel for alternative design configurations. The results can be used as
a reference by diagnostic designers.

In contribution 4, the authors focused on the use of spectroscopy of laser-induced
dielectric breakdown plasma in mixtures of air with inert gases Ar, He, Kr, and Xe. The
generation of ozone and nitrogen oxides by laser-induced dielectric breakdown (LIDB)
in mixtures of air with noble gases Ar, He, Kr, and Xe is investigated using OES and IR
spectroscopy, mass spectrometry, and absorption spectrophotometry. It was shown that
the addition of He to air does not fundamentally change the spectral pattern of air. In
contrast, the addition of Ar suppresses the N+ band at 463.0 nm, while the other bands of
nitrogen ions slightly decrease. The addition of Kr leads to even greater suppression of the
line intensities of nitrogen ions as well as oxygen ions. It should be noted that when He,
Ar, and Kr are added, the atomic oxygen line retains a low intensity. The addition of Xe
results in complete suppression of the air component bands. It is expected that this method
will be used on real systems, for example, for the treatment of abiogenic media obtained
after irradiation with gas mixtures (for example, saline), with a further transition to blood
treatment in order to increase its antioxidant potential.

Contribution 5 shows the first results of the implementation of the Doppler backscat-
tering diagnostic (DBS) for the investigation of the transition to H-mode in the spherical
tokamak Globus-M2. DBS allows the measurement of the poloidal rotation velocity and the
turbulence amplitude of plasma. The multi-frequency DBS system installed on Globus-M2
can simultaneously collect data from different areas spanning from the separatrix to the
plasma core, allowing the radial profiles of the rotation velocity and electric field to be
calculated before and after the LH transition. DBS measurements of the poloidal plasma
velocity and small plasma turbulence allowed for it to be investigated by observing the
behavior of these parameters.

Contribution 6 also shows results obtained in Globus-M2. It has been observed that
the DBS signal reacts to the backscattering from filaments, which are well known to strongly
contribute to particle and energy losses both in L- and H-mode. However, the DBS data
have proven difficult to analyze. The contribution focuses on modeling backscattering of
filaments using two-dimensional full-wave simulations of backscattering off filaments with
the code IPF-FD3D for the interpretation of Doppler backscattering data. This simulation
enables us to understand what kind of information can be extrapolated from the signals.

Contribution 7 is focused on refined appearance potential mass spectrometry (APMS)
for high-precision radical density quantification in plasma to improve the precision of
plasma diagnosis and help elucidate the plasma etching process. As the analysis of compli-
cated reaction chemistry in bulk plasma has become more important, especially in plasma
processing, quantifying radical density is now in focus. With a simple modification of
the original APMS approach, the fitting process was eliminated, and the He density was
obtained over the entire electron energy range. A comparison of the neutral densities in He
plasma between the conventional method and the new method, along with the real neutral
density obtained using the ideal gas equation, confirmed that the proposed quantification
approach can provide more accurate results.

As the importance of ion-assisted surface processing based on low-temperature plasma
increases, the monitoring of ion energy impinging on wafer surfaces becomes more impor-
tant. Monitoring methods that are noninvasive, real-time, and comprise ion collisions in
the sheath have received much research attention. Contribution 8 is focused on the devel-
opment of a noninvasive real-time ion energy distribution (IED) monitoring system based
on an ion trajectory simulation where the Monte Carlo collision method and an electrical
model are adopted to describe collisions in sheaths. In previous works, IED monitoring
systems had the limitations of, for example, neglecting collisions, measuring invasively, and
assuming the plasma potential to be a sine wave. To overcome these limitations, the authors
investigated the IED measurement with the proposed method and compared it with the
results of IEDs measured via a quadrupole mass spectrometer under various conditions.
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A noninvasive and real-time IED monitoring system was proposed and validated in an
asymmetric RF CCP discharge in Ar plasma. The comparison results show that there was
no major change in the IEDs as radio-frequency power increased or as the IED gradually
became broad as gas pressure increased, which was in good agreement with the results of
the mass spectrometer.

Contribution 9 addresses low-temperature plasma diagnostics to investigate the pro-
cess window shift in plasma etching of SiO2. As low-temperature plasma plays an impor-
tant role in semiconductor manufacturing, plasma diagnostics have been widely employed
to understand changes in plasma according to external control parameters, which has
led to the achievement of appropriate plasma conditions, normally termed the process
window. During plasma etching, shifts in the plasma conditions both within and outside
the process window can be observed. In this contribution, the authors utilized various
plasma diagnostic tools to investigate the causes of these shifts. Cutoff and emissive probes
were used to measure the electron density and plasma potential as indicators of the ion
density and energy, respectively, that represent the ion energy flux. Quadrupole mass
spectrometry was also used to show real-time changes in plasma chemistry during the
etching process. The obtained diagnostic results were able to sufficiently explain the process
window shift and, in addition, were in good agreement with the etch model prediction.
By extending the SiO2 etch model with rigorous diagnostic measurements (or numerous
diagnostic methods), more intricate plasma processing conditions can be characterized,
which will be beneficial in applications and industries where different input powers and
gas flows can make notable differences to the results.

Contribution 10 is focused on the development of a high-linearity voltage and current
probe with a floating toroidal coil (FTC). As the conventional voltage and current (VI)
probes widely used in plasma diagnostics have separate voltage and current sensors,
crosstalk between the sensors leads to degradation of measurement linearity, which is
related to practical accuracy. The authors propose a VI probe with a floating toroidal coil
that plays both roles as a voltage and current sensor and is thus free from crosstalk. In this
paper, the operation principle of the FTC was demonstrated, and its optimum design was
established through 3D electromagnetic wave simulation. It is expected that the proposed
VI probe could be applicable to plasma diagnostics as well as process monitoring with
higher accuracy.

Contribution 11 proposes the measurement of a microwave probe, the measurement
of lateral electron density (MOLE) probe, applicable to low-pressure plasma diagnostics.
The basic properties of the MOLE probe are analyzed via three-dimensional electromag-
netic wave simulation, with simulation results showing that the probe estimates electron
density by measuring the surface wave resonance frequency from the reflection microwave
frequency spectrum (S11). An experimental demonstration on a chamber wall measuring
lateral electron density is conducted by comparing the developed probe with the cut-
off probe, a precise electron density measurement tool. Experimental demonstrations,
including a cutoff probe for comparison, exhibit that the MOLE probe represents good
linearity with the cutoff probe in bulk as well as on the chamber wall, which means that
the MOLE probe can measure the lateral electron density. Based on both simulation and
experiment results, the MOLE probe is shown to be a useful instrument to monitor lateral
electron density.

Contribution 12 is focused on the heavy ion beam diagnostic (HIBD), the only tool for
direct measurements of plasma potential in magnetically confined fusion plasmas. The
measurements of plasma potential fluctuations are of special interest and importance in
investigations of turbulent transport. In a heavy ion beam diagnostic (HIBD), the plasma
potential is obtained by measuring the energy of the secondary ions resulting from beam–
plasma collisions by an electrostatic energy analyzer with a split-plate detector (SPD), which
relates the secondary ion beam energy variation to its position determined by the difference
in currents between the split plates. This paper considers the possible influence of the
secondary beam non-uniformity on plasma potential and its fluctuation measurements
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using the SPD technique. The results are supported by experimental data from the tokamak
ISTTOK HIBD.

Contribution 13 goes further in addressing the highlights and recent developments ob-
tained in ISTTOK HIBD. The heavy-ion beam diagnostic installed on the ISTTOK tokamak
(Lisbon, Portugal) has been conceptualized to provide simultaneously the plasma radial
profile evolution of the plasma temperature, electron density, plasma poloidal magnetic
field, and plasma potential. In fact, this diagnostic has the capability to scan the plasma in
2D, although in ISTTOK, it is limited in its coverage by geometrical factors. In practice, it
can provide a 1D full-diameter profile of each of the above parameters. This paper describes
the capabilities that have been developed in this diagnostic and includes a more detailed
description of the physics basis for the measurement of the plasma poloidal magnetic
field profile in ISTTOK. ISTTOK HIBD is based on a unique configuration that allows the
collection in a multiple-cell array detector of the probing secondary beams generated from
the whole plasma diameter. The wealth of information obtained allows for accounting for
the path integral effects and retrieving the local values of the plasma parameters at the
ionization volume in the plasma. The method allowed for the obtaining of plasma-like
pressure profiles with good spectral resolution. Exploitation of the plasma pressure-like
measurements in AC discharges allowed for the identification and characterization of MHD
activity and turbulent transport in edge polarization experiments. Interesting results are
also shown on the real-time determination of the plasma column center, on an innovative
method to determine the plasma current poloidal magnetic field, and on the most recent
developments in measuring the plasma potential using a cylindrical energy analyzer.

Contribution 14 reports the development, construction, and experimental test of
an angle-resolved Thomson parabola (TP) spectrometer for laser-accelerated multi-MeV
ion beams that can measure the spectra of discretized beamlets with different emission
angles from a laser–plasma interaction experiment at a high repetition rate, simultaneously
sorting the ion species by their charge-to-mass ratio. The work presents a multi-pinhole
Thomson parabola spectrometer, which combines sharp spectral/angular precision with
ionic species sorting capability. A novel analysis method, which can examine the crossing
parabolic traces on the detector plane, grants access to several variables simultaneously.
The contribution also describes the first test of the spectrometer at the 1PW VEGA 3 laser
facility at CLPU, Salamanca (Spain), where up to 15 MeV protons and carbon ions from a
3 μm laser-irradiated Al foil are detected. Such kinds of detectors open interesting prospects
for beam analysis of novel acceleration mechanisms, such as collisionless shock acceleration
(CSA) or radiation–pressure–acceleration (RPA), as well as for measurements of transported
ion beamlines.

Relevant uncertainties in theoretical atomic data are vital to determining the accuracy
of plasma diagnostics in several areas, including, in particular, the astrophysical study.
Contribution 15 presents a new calculation of the uncertainties on the present theoretical
ion-impact charge exchange atomic data and X-ray spectra, based on a set of comparisons
with the existing laboratory data obtained in historical merged-beam, cold-target recoil-ion
momentum spectroscopy, and electron beam ion traps experiments.

To conclude, contribution 16 addresses the advances, challenges, and future perspec-
tives of microwave reflectometry for plasma position and shape control on future nuclear
fusion devices. Microwave reflectometry is a radar-based technique that can be used to
determine the radial distribution of plasma density in fusion experiments. This technique
has been proposed as an alternative to magnetic measurements for plasma position control.
This contribution presents the multiple engineering and physics challenges addressed
while designing reflectometry diagnostics using radio science techniques. Specifically,
short-range dedicated radars for plasma position and shape control in future fusion experi-
ments, the advances enabled by the designs for ITER and DEMO, and future perspectives.
One key development is also in electronics, aiming at an advanced, compact, coherent,
fast-frequency sweeping RF back-end (23–100 GHz in a few μs) that is being developed at
IPFN-IST using commercial monolithic microwave integrated circuits (MMIC).
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The sixteen contributions in this Special Issue offer invaluable updates and insights
into various aspects of plasma diagnostics development, addressing the challenges in these
research domains. These findings can serve as a catalyst for future endeavors aimed at
enhancing and optimizing next-generation plasma diagnostics. Each contribution reflects
the collective ingenuity and relentless efforts of researchers committed to pushing the
boundaries of knowledge, underscoring the multidisciplinary nature of the field.

To conclude, I would like to add a word of heartfelt gratitude to all the authors
for their invaluable contributions to this Special Issue, as well as to the reviewers who
generously devoted their time and expertise to ensure the quality of the published papers,
thus contributing to the success of this endeavor.
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Abstract: Providing energy from fusion and finding ways to scale up the fusion process to commer-
cial proportions in an efficient, economical, and environmentally benign way is one of the grand
challenges for engineering. Controlling the burning plasma in real-time is one of the critical issues
that need to be addressed. Plasma Position Reflectometry (PPR) is expected to have an important role
in next-generation fusion machines, such as DEMO, as a diagnostic to monitor the position and shape
of the plasma continuously, complementing magnetic diagnostics. The reflectometry diagnostic uses
radar science methods in the microwave and millimetre wave frequency ranges and is envisaged to
measure the radial edge density profile at several poloidal angles providing data for the feedback
control of the plasma position and shape. While significant steps have already been given to accom-
plish that goal, with proof of concept tested first in ASDEX-Upgrade and afterward in COMPASS,
important, ground-breaking work is still ongoing. The Divertor Test Tokamak (DTT) facility presents
itself as the appropriate future fusion device to implement, develop, and test a PPR system, thus
contributing to building a knowledge database in plasma position reflectometry required for its
application in DEMO. At DEMO, the PPR diagnostic’s in-vessel antennas and waveguides, as well as
the magnetic diagnostics, may be exposed to neutron irradiation fluences 5 to 50 times greater than
those experienced by ITER. In the event of failure of either the magnetic or microwave diagnostics,
the equilibrium control of the DEMO plasma may be jeopardized. It is, therefore, imperative to
ensure that these systems are designed in such a way that they can be replaced if necessary. To
perform reflectometry measurements at the 16 envisaged poloidal locations in DEMO, plasma-facing
antennas and waveguides are needed to route the microwaves between the plasma through the
DEMO upper ports (UPs) to the diagnostic hall. The main integration approach for this diagnostic
is to incorporate these groups of antennas and waveguides into a diagnostics slim cassette (DSC),
which is a dedicated complete poloidal segment specifically designed to be integrated with the
water-cooled lithium lead (WCLL) breeding blanket system. This contribution presents the multiple
engineering and physics challenges addressed while designing reflectometry diagnostics using radio
science techniques. Namely, short-range dedicated radars for plasma position and shape control in
future fusion experiments, the advances enabled by the designs for ITER and DEMO, and the future
perspectives. One key development is in electronics, aiming at an advanced compact coherent fast
frequency sweeping RF back-end [23–100 GHz in few μs] that is being developed at IPFN-IST using
commercial Monolithic Microwave Integrated Circuits (MMIC). The compactness of this back-end
design is crucial for the successful integration of many measurement channels in the reduced space
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available in future fusion machines. Prototype tests of these devices are foreseen to be performed in
current nuclear fusion machines.

Keywords: microwave antennas; microwave propagation; millimetre wave propagation; microwave
circuitry; millimetre wave circuitry; microwave measurements; plasma diagnostic; fusion plasma

1. Introduction

The International Thermonuclear Experimental Reactor (ITER) in France and the
conceptual design of a demonstration power plant (DEMO) are advancing the development
of nuclear fusion as a viable solution for large-scale energy production. In these reactors,
nuclear fusion reactions occur when a deuterium and tritium (D-T) plasma is heated to
temperatures ten times higher than at the core of the Sun. The position control of this
extremely hot plasma inside the reactor’s fusion chamber is one of the most critical issues
in the operation of these power-generating devices. As such, real-time feedback control
of the plasma position plays a vital role in machine protection and disruption avoidance,
being crucial for successful reactor operation. However, controlling plasma parameters
in future reactor-grade fusion tokamaks, such as ITER and DEMO, presents significant
challenges. During the ramp-up phase, it is crucial to prevent the plasma from impinging
the inner vessel walls and to avoid destructive disruptions during steady-state operation.
Presently, magnetic measurements are used for plasma control, but in future long pulse
tokamak devices, such as ITER and DEMO, these measurements may be impacted by
drifting integrators, radiation-induced voltages, or radiation damage to the magnetic
pickup coils. These effects could compromise the magnetic equilibrium reconstruction,
leading to premature discharge termination or damage to plasma-facing components.

Several modern measurement diagnostics used in fusion rely on Radiofrequency (RF)
techniques to probe the plasma. The low amplitude of the probing waves introduces negli-
gible perturbations to the plasma. However, the interaction between the electromagnetic
(EM) field of the propagating waves and the magnetized plasma can cause changes in the
amplitude, phase, polarization state, and spectrum of the waves due to propagation close
to the plasma layers where cut-off reflection occurs. The location of the reflecting layers can
be deduced by measuring the delay caused by the round-trip of the reflected waves. This
information is used to reconstruct the electron density profile, which enables the real-time
location of the separatrix—the last closed magnetic surface—provided a good estimation
for its density is known.

Microwave reflectometry is a radar-based technique that can be used to determine
the radial distribution of plasma density in fusion experiments. This technique has been
proposed as an alternative to magnetic measurements for plasma position control. The first
proof of principle for reflectometry-based plasma position feedback control was successfully
demonstrated on ASDEX Upgrade [1]. Microwave reflectometry is a well-proven technique
in the plasma fusion community and is used for a variety of physics measurements. One
application is the study of turbulence characteristics in fixed electron density layers by
continuously probing the plasma with a fixed frequency wave. Other uses for microwave
reflectometry can also be found in the literature [2].

2. Probing Plasmas with Microwave Reflectometry

The Maxwell equations and the motion of plasma particles induced by the EM waves
can be used to describe the propagation of EM waves in an inhomogeneous medium, such
as a fusion plasma. This description is possible if we assume [3] that: First, when there are
no EM perturbations, the plasma particles remain in their equilibrium positions (known
as the cold plasma approximation). Second, the plasma is treated as a two-fluid medium
consisting of ions and electrons that are coupled through the EM field of the wave (known
as the fluid approximation). Third, it is considered that only the electrons contribute to
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the medium polarisation because the frequency of the EM waves is much higher than the
eigen ion plasma frequencies, cyclotron fci and ion plasma fpi frequencies (high-frequency
approximation). Lastly, the plasma is considered homogeneous in all directions except
for the direction of wave propagation (known as the slab approximation). This approach
allows for a comprehensive understanding of the behaviour of EM waves in fusion plasma.

Suppose the former approximations are assumed for a wave propagation direction
perpendicular to the plasma magnetic field (k⊥B), where k is the propagation direction
and B is the plasma magnetic field, two propagation modes can be identified [4]: the
ordinary mode (O-mode), where the wave’s electric field is parallel to the plasma magnetic
field (E ‖ B), as illustrated in Figure 1, and the extraordinary mode (X-mode), where the
electric field of the wave is perpendicular to the magnetic field of the plasma (E⊥B). For
the case of a tokamak plasma, the poloidal component of the magnetic field is negligible
when compared to the toroidal component (Bϕ � Bθ), and therefore, only the toroidal
component of the magnetic field is considered, i.e., B � Bϕ.

Figure 1. Schematic view of the O-mode reflectometry set-up where the wave electric field is not
perfectly aligned with the tokamak magnetic field.

The refractive index, NO, for an O-mode wave with frequency f is described by [5]:

NO =
[
1 − ( fpe/ f

)2
]1/2

= [1 − ne/nco]
1/2 (1)

where ne is the electron density and fpe = (1/2π)
(
nee2/ε0me

)1/2 is the electron plasma
frequency. Wave propagation can occur for f > fpe or for ne < nco, where nco is the cut-off
density given by:

nco = (2π f /e)2ε0me (2)

where e is the electron charge, me is the electron mass and ε0 is the permittivity of free space.
A microwave reflectometer is a short-range radar dedicated to the plasma measure-

ment: a wave with frequency f is launched at normal incidence into the plasma, propagat-
ing through it until it reaches the cut-off layer with density nco( f ), for O-mode polarization,
where the refractive index becomes zero and the wave is reflected. The position of the
density layers, at which the corresponding reflections occur, can be obtained by sweeping
the frequency of the incident probing waves and measuring the waves’ group delay due
to the round trip from the launching antenna to the plasma and back to the receiving
antenna. This information, plus an initial cut-off position for the lowest probing frequency,
can then be used to calculate the plasma density profile along the reflectometer’s line-of-
sight (LOS). Frequency-modulated continuous wave (FMCW) reflectometry using ordinary
(O-mode) plasma waves can measure the radial electron density profile independently of
any parameters other than the plasma density (ne) since O-mode propagation depends
solely on the electron density distribution. For that reason, reflectometry measurements
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have been proposed on ITER to complement the standard magnetic measurements that
are used in present machines for plasma position control [6] during the steady-state op-
eration periods. In addition, the reflectometry diagnostic displays significant advantages,
namely its minimum access requirements and compatibility with the harsh environment
of a fusion device, plus the capability to perform density profile measurements in a short
time scale (on the order of a few μs) inherent to a radar technique. Although for control
purposes, measurements of the edge density profile are not an identical replacement for
magnetic measurements, under certain conditions, they can provide similar capabilities [7].
In current fusion devices, position control is accomplished by changing the currents in the
poloidal field coils based on the real-time estimation of the plasma shape and, in particular,
the estimation of the plasma magnetic separatrix. Because the separatrix results exclusively
from the reconstruction of the magnetic flux distribution, there is no direct relation with
the electron density. Thus, a good estimation for the density just inside this flux surface
is needed to track the gap between the separatrix and the vessel’s first wall using a radial
density profile given by reflectometry. A fusion plasma is a turbulent medium, and ob-
taining reliable measurements from waves propagating in it has proven to be a difficult
and complex task. Before considering this technique as a reliable alternative for measuring
plasma position, multiple challenges must be addressed. This article outlines the necessary
advancements required to integrate this radar-like technique into the control systems of a
fusion machine.

3. Demonstration of the PPR Principle at ASDEX-Upgrade

The use of microwave reflectometry for position control was successfully demon-
strated for the first time on the ASDEX Upgrade (AUG) tokamak [1]. To control the plasma
column position, the location of the outer plasma boundary was tracked in real-time (RT)—
1 ms measurement rate/1 ms control loop cycle duration—using a custom-built very high
bandwidth streaming data acquisition system [8], an optimized digital signal processing
analysis and a dedicated neural-network based profile reconstruction algorithm [9]. The
approach combined the RT reflectometry edge profile and an RT scaled line integrated den-
sity measurement from interferometry. After the first successful demonstration of plasma
position control using reflectometry, the diagnostic’s hardware was updated to acquire a
higher number of signals and to improve its RT data-acquisition and data-processing capa-
bilities. The improvements were aimed at producing a second demonstration of a plasma
position control using both AUG’s equatorial reflectometers, probing the tokamak high
(HFS) and low field sides (LFS) simultaneously. This upgrade also aimed to achieve a four-
fold increase of the system RT measurement rate (250 μs measurement rate/1 ms control
loop cycle duration) and to integrate the RT reflectometry diagnostic in the AUG’s Dis-
charge Control System (DCS), a solution closer to ITER’s PPR foreseen operation mode [10].
Both successful position control demonstrations were performed in ITER-relevant plasma
regimes and configurations, providing a decisive contribution to the design of future PPR
control systems.

The AUG broadband reflectometry diagnostic started operation at the beginning of
the 1990’s. The system was designed by IPFN/IST researchers and is also operated by
researchers from the research unit in close collaboration with the AUG Team of the Max-
Planck Institut für Plasmaphysik (IPP). For the plasma position control experiments, two
FMCW O-mode reflectometry systems [7] were used to probe the plasma, installed at
the tokamak equatorial plane, from the high (inner) and low (outer) magnetic field sides
(HFS and LFS, respectively) of the device (see Figure 2). The HFS reflectometers operate
in the 18–75 GHz frequency range, using bands K (18–26.5 GHz), Ka (26.5–40 GHz), Q
(33–50 GHz), and V (50–75 GHz). In the LFS, this range is extended, up to ∼110 GHz,
with an additional reflectometer operating in the W band (75–110 GHz). In the LFS, two
additional channels operating in X-mode are used to cover the 35–75 GHz range (using
bands Q and V). The FMCW microwave reflectometry system on ASDEX Upgrade uses
fundamental rectangular waveguides connected to hog-horns with elliptical mirrors. Their
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orientation sets the electrical field of the probing beam in the toroidal direction. The
ASDEX Upgrade magnetic pitch angle is in the order of 10◦ [11], which implies that 97%
of the probing signal is sent in O-mode. The 3% injected in X-mode are attenuated in the
waveguide. Therefore, no calibration procedure is required to set the correct polarization.
If circular waveguides were used, the correct polarization would require calibration using a
mirror with a grid. The original system design was heavily influenced by the limited space
available within the tokamak to route the waveguides and position the antennas behind
the vessel heat shield. This shield, consisting of heat-resistant tiles, protects the inner
vessel walls and plasma-facing components. The constraints, along with the experience
with reflectometers built to the old ASDEX tokamak, resulted in an optimized design
using mono-static focused hog-horn antennas (emission and reception are made using a
single antenna), where the reception is always optimized with moderated directivity. This
configuration allows for a more compact solution, especially in the HFS region, where
space is more restricted. The system proved to cope quite well with rather large vertical
displacements in the order of 20 cm [12]. The higher frequency bands, V and W, which probe
plasma layers further away from the antennas, were later improved to increase the system’s
Signal to Noise Ratio (SNR) by implementing a heterodyne detection scheme with a phase-
locked-loop (PLL) and a second oscillator to drive a harmonic mixer to down-convert
the reflected signals to an intermediate frequency (IF). In these channels, the IF signal is
still detected with a Schottky-diode detector at approximately 1 GHz. O-mode full-wave
1D simulations were performed to assess measurement sensitivity to plasma turbulence
and initialization of the non-probed plasma density range (0 ≤ ne ≤ 0.36 × 1019 m−3) [13].
These simulations demonstrated that the spatial resolution always remains below 5 mm.
Due to its design, the AUG reflectometry system remains the only broadband diagnostic
worldwide capable of directly probing the plasma from the machine’s HFS.

Figure 2. Simplified view of an ASDEX Upgrade poloidal cross-section, showing the magnetic
separatrix position, the points used (Rin, Rout, ZI) for the plasma position, and the lines-of-sight of
the HFS and LFS microwave reflectometers.
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The usual method for controlling the position of the plasma volume is to monitor the
location of a few specific control points of the magnetic separatrix (green line on the plot of
Figure 2). Then, the position controller changes the configuration of the magnetic fields that
confines the plasma on the estimation of their locations (Rin, Rout, ZI). For reflectometry
to serve as a replacement for magnetic diagnostics, it must provide the controller with
the same input information accurately, within an 1 cm error bar. In the position feedback
control demonstrations performed at AUG, reflectometry provided RT estimates for Rin and
Rout, while ZI remained magnetics based. The developed systems and real-time algorithms’
performance was evaluated by conducting dedicated discharges, where the magnetic and
reflectometry-based controllers were switched. The controller demonstrated its ability
to handle transitions between the two input sources (magnetic and reflectometric) and
maintained the controlled position close to the programmed trajectories throughout the
process. During the demonstration of plasma position control using both HFS and LFS
reflectometers, the estimates of the inner, Rin, and outer, Rout, separatrix positions were
combined to estimate the geometric plasma radius, Rgeo = (Rin + Rout)/2, which replaced
the corresponding input magnetic measurement in the position controller.

The experiment was performed during the high-confinement mode (‘H-mode’) in the
presence of Edge Localized Modes (ELMs) instabilities which results in bursts of energy and
particles at the plasma edge. Electron density profiles measured by reflectometry can be
severely affected by the ELMs, and it was required to develop algorithms to automatically
validate reflectometry measurements to cope with the effects of these cyclic transitory
periods. Figure 3 shows the main time evolution of the measured parameters of one of the
four discharges used in the demonstration. The top plot shows the line integrated density
(H-1) at the equatorial plane, Deuterium (D) fuelling, neutral beam power (NBI), ECRH
heating power, and plasma current (Ipa). During the ELMy H-mode flat-top phase, the
position control switched to the reflectometry-based controller from t ∼ 2.6 s until t ∼ 7.6 s.
After that moment, the ramp down of the plasma is performed by the magnetic controller.
For the period where reflectometry was used to control the plasma, the geometric radius
of the plasma column was programmed (CTRL trace on the bottom plot of Figure 3) to
swing 1.5 cm (non-symmetrically) around its original position. The reflectometry-based
controller maintained the reflectometry’s Rgeo within ∼±0.5 cm of the target trajectory. The
reflectometry estimates for Rin, Rout, and Rgeo are coherent with their magnetic counterparts,
demonstrating very good precision although with improvable accuracy: ∼1.5 cm and
∼2 cm offsets to the magnetics at the LFS and HFS, respectively. The corresponding
Rgeo input offset was successfully handled by the position controller when switching
to and from reflectometry input at t ∼ 2.6 s and t ∼ 7.6 s. Similarly, to the original
LFS-only demonstration, in these experiments, the system operated flawlessly during the
programmed reflectometry control phases, and its performance was reproducible in all
four discharges.

The success of these experiments proved that it would be possible to fulfil the ITER re-
quirements for plasma control using microwave reflectometry as an alternative to standard
magnetic measurements. The use of a reflectometry-based plasma position control can
contribute to achieving the high availability and reliability levels required for the operation
of ITER, helping to pave the way toward the realization of future fusion power plants.
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Figure 3. Time traces during ASDEX Upgrade discharge #33450 showing the position controller
target trajectory and the magnetic and reflectometric separatrix positions (the reflectometry-based
control of the plasma was performed during the highlighted period, ∼2.6–7.6 s).

4. On the Integration of a PPR System at COMPASS

The COMPASS tokamak, located in IPP-CAS Prague, is a compact divertor device
that features an ITER-relevant geometry and can operate in H-mode, which makes it
an ideal platform for conducting pedestal and edge physics studies relevant to ITER.
COMPASS has installed a microwave reflectometer, operating in O-mode, and has a real-
time control system based on the Multi-Threaded Application Real-Time executor (MARTe).
These two features create optimal conditions for the further development and advanced
demonstration of a reflectometry-based PPR system. To implement the PPR system at
COMPASS [14], it was necessary to seamlessly integrate the microwave reflectometry
diagnostic with the Real-Time Control system (RTCS) [15,16], which is responsible for the
control of the plasma position based on standard magnetic signals. Although the COMPASS
reflectometry channels can be swept in <10 μs, the limited upload streaming capabilities of
the system’s ATCA acquisition system and the consequent reflectometry RT measurement
latency conditioned the implemented PPR to be used in COMPASS’s slow 500 μs control
loop cycle.

COMPASS O-mode reflectometry diagnostic [17] probes the plasma through a quartz
vacuum window located at a midplane LFS port. K, Ka, and U microwave bands are used
to probe plasma electron densities in the 0.8− 4.3× 1019 m−3 range. Two separate crates are
used to enclose the microwave hardware and the control electronics (one for the K and Ka
bands and the other for the U band). The system is also ready for an E band upgrade in the
future. Each crate has a controller board consisting of a PC/104 embedded computer with
additional electronics to interface and drive the microwave oscillators. Its digital electronics
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are synchronized with a local high-precision 10 MHz time-base synchronization clock.
The diagnostic can operate at fixed, hopping, or swept frequency modes. The controllers
allow for the remote operation of the diagnostic via the TCP/IP protocol over Ethernet,
with a set of proprietary commands. The microwave electronics of each band provide the
single-sideband (SSB) modulation, the in-phase (I), and the quadrature (Q) detection where
the SSB signal has the highest bandwidth of the set, corresponding to an IF of 48 MHz for
the K and Ka bands and 96 MHz for the U band. The profile measurements used by the
PPR system are obtained by sweeping all bands simultaneously using a configurable sweep
duration; an external trigger source sets the sweep repetition rate.

Figure 4a shows the real-time reflectometry profiles for PPR control demonstration
discharge 19691 (circular L-mode discharge). Figure 4b shows the separatrix location
estimated from the reflectometry profiles (green) from which the PPR magnetic radius
controller input was derived. During the period highlighted in grey, ∼140 ms, the estimated
magnetic radius was used for the radial position controller input (red), replacing the actual
magnetic measurement (blue) in the slow controller (500 μs control loop cycle time). In
the case of COMPASS, the separatrix location had to be inferred from the profiles using a
pre-validated fixed density, representative of the plasma regime, unlike in AUG, where a
fraction of the average density measured in real-time was used.

Figure 4. (a) Real-time reflectometry profiles obtained during COMPASS discharge #19691; and
(b) estimation of the separatrix location based on reflectometry profiles (green) and controller input
magnetic radius (red). In the shaded region, the controller input was the magnetic radius derived
from the reflectometry separatrix position estimation and not the actual magnetic measurement (blue).

The O-mode microwave reflectometer was successfully integrated into the existing
real-time diagnostic network system. This integration enabled the use of the diagnostic
for position feedback experiments by providing the MARTe main controller with a PPR-
based radial position estimation. The well-defined software block structure of the MARTe
framework largely expedited the design, development, and commissioning of the real-
time application. The implementation of PPR at COMPASS made it possible to extend its
applicability limits by demonstrating that it can cope with twice as fast control dynamics
as in the original demonstrations performed in AUG.

5. Plasma Position Reflectometry at ITER

The ITER Plasma Position Reflectometry (PPR) system was planned to play a supple-
mentary role to magnetic diagnostics in providing information to the ITER Plasma Control
System (PCS) about the gap between the plasma and the first wall. Although the project
was descoped in 2020, a considerable amount of work has been accomplished that paved
the way to solve many of the similar (and worse) problems faced by the implementation of
plasma position reflectometry in future fusion devices such as the Divertor Test Tokamak
(DTT) and DEMO.
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On ITER, the PPR system consisted of four FMCW O-mode reflectometers in full
bi-static configuration covering densities up to ∼7 × 1019 m−3 (15–75 GHz). These re-
flectometers were to be installed at four different locations, known as gaps 3, 4, 5, and
6, both in-vessel (gaps 4 and 6) and inside port plugs (gaps 3 and 5). The main goal
of the diagnostic was to measure the edge density profile in real time with high spatial
(<1 cm) and temporal (100 μs) resolutions. To reduce transmission losses, the system used
oversized 20 × 12 mm rectangular waveguides inside the vacuum vessel and port plugs.

The antennas and part of the transmission lines of gaps 4 and 6 were to be installed
inside the vacuum vessel, as depicted in Figure 5. Due to direct exposure to the plasma,
these antennas and the 90◦ bends connecting to the transmission lines were expected to
suffer significant loads that could compromise their integrity.

Figure 5. Location (red) of the ITER PPR in-vessel components of gaps 4 and 6, indicating some of
the parts that required a detailed design, namely the 125◦ bend, the 90◦ bends, and the antennas.
The in-vessel waveguides are routed behind the blanket modules (coloured green) near the vacuum
vessel wall. The divertor structure is represented in blue.

The system of gap 4 had the antennas located in the low-field side (LFS) of sector 9,
between the blanket modules (BMs) in rows #11 and #12. The support of the 90◦ bend was
bolted to ITER standard in-vessel attachments welded to the wall [18]. From the 90◦ bends,
the microwaves were routed the feed-outs at the bottom of upper port 1 using straight and
curved sections of the waveguide.

In the case of gap 6, the antennas were to be installed at the high-field side (HFS)
of sector 7, between the BMs in rows #3 and #4. The support of the 90◦ bend would be
attached to the vessel in the same way as in gap 4. The transmission line of gap 6 was
then routed along the inner wall of the vacuum vessel between the bend and one of the
feed-outs on the top of upper port 14. Further details about the design of the PPR system
are provided in [19,20].

5.1. Thermal Loads and Material Testing

As mentioned, the in-vessel components of gaps 4 and 6, namely the antennas and 90◦
bends, would be subjected to significant thermal loads that could compromise their integrity.
Figure 6 shows the expected temperature distributions in these two components for gap 6,
which were estimated using ANSYS Mechanical by applying the load specifications for the
PPR in-vessel components as per the ITER guidelines for thermal analyses. As shown, the
maximum operating temperatures would be well above the limit of 450 ◦C for the selected
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material (ITER-grade stainless steel) under neutron irradiation. Thus, it was proposed
that these components were manufactured from other materials, such as tungsten or a
nickel-based superalloy [21].

Figure 6. Temperature distributions of the front-end components of gap 6 after extending the design
volume in the poloidal direction (a) and in the toroidal direction (b).

To minimise the EM forces induced during plasma disruptions, the in-vessel waveg-
uides were made from ITER grade stainless steel (SS 316(LN)-IG), but coated inside with
a thin (15–25 μm) Copper layer to keep ohmic losses at a minimum. Prototypes of these
waveguides were tested at the IPFN-IST microwave laboratory. The results obtained (see
Figure 7) have shown that the stainless-steel, Cu-coated waveguides had similar perfor-
mance to the theoretical predictions and to Cu-only waveguides, both in O-mode and
X-mode-like polarizations. These results were reproducible for all the waveguide prototype
samples tested.

 

Figure 7. Performance of the stainless-steel copper-coated waveguides (blue) against the copper-only
waveguides (green) and theoretical predictions (red) both for O-mode (a) and X-mode- (b) like
polarizations.

5.2. Performance Assessment of Waveguides Bends

As expected, the performance impact of the in-vessel oversized waveguide bends of
gaps 4 and 6 was a critical aspect of the PPR design, namely the 90◦ bends just behind the
antennas and the 125◦ bend of gap 4. It is well known that these bends are prone to excite
higher-order modes and create resonances, which can adversely affect performance if not
designed carefully. The 90◦ and 125◦ bends of the in-vessel PPR systems were first studied
via 3D EM simulations using both the frequency-domain solver of ANSYS HFSS and the
time-domain solver of CST Microwave Studio (MWS).
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Figure 8a shows the results obtained with HFSS for the optimization of the 125◦ bend,
which was split into two identical 62.5◦ bends with hyperbolic secant geometry. The opti-
mized shape (C9) clearly improved performance with respect to the constant radius bend
(Baseline) across the 15–75 GHz frequency range (with just a small degradation < 0.2 dB
visible above 70 GHz) while complying with the in-vessel space restrictions [22]. Figure 8b
depicts the results obtained with HFSS for the optimized bend against the ones obtained
using MWS, which exhibit a perfect match between both tools. The electric field distribu-
tions inside the optimized 125◦ bend (C9), as obtained with HFSS for 15 GHz, 45 GHz, and
75 GHz, are shown in Figure 9.

 

Figure 8. Performance of the constant-radius bend (baseline design) and of various hyperbolic secant
125◦ bends (C1 to C9) (a) and comparison between the results obtained with HFSS and MWS for the
optimized design (C9) (b).

Figure 9. Electric field distribution inside the optimized (C9) 125◦ bend (a) obtained with HFSS for
(b) 15 GHz, (c) 45 GHz, and (d) 75 GHz.

The 125◦ bend was prototyped to assess the EM performance of the optimized design
and the manufacturing process, namely the copper-coating and the bending to the specified
geometry. During the site acceptance inspection of the prototype samples, some problems
were readily identified:

• All samples showed a lack of (copper) coating near the edge of the flanges, as shown
in Figure 10a, as well as in some spots near the flanges, as observed in Figure 10b. The
lack of copper was also visible inside the waveguides along the corners formed by the
inner walls and in the walls themselves.

• Marks were visible in the inner surface of the bend, probably caused by some tool
inserted in the bend during bending, as depicted in Figure 10c,d.

• local shape deformation was clearly visible in all samples around the middle of the
bend, as shown in Figure 10e, where, per specification, there should be a straight
section due to the connection between the two 62.5◦ hyperbolic-secant bends—as is
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visible in Figure 10f, the deformation extends to the inner wall of the waveguide,
which anticipates performance issues.

• Figure 10e clearly shows that the received samples were not symmetric components
as specified, and judging by the relative position of its flanges, it seems the samples
were all slightly twisted around the propagation axis.

• Finally, measurements taken as part of the site acceptance tests have shown that the
internal section of the received samples was about 0.2 mm (both in height and width)
smaller than the specified dimensions.

 

Figure 10. Prototype of the 125◦ bend (a–f) and experimental setup at IPFN-IST microwave laboratory
(g) used to measure the EM performance of the prototype samples.

The main goal of the tests was to measure the performance of the samples in the
frequency range 15–75 GHz for the TE01 waveguide mode (O-mode-like polarization), as
used by the PPR system. The testing frequency range was covered using the standard
frequency bands K (extended down to 15 GHz), Ka, Q, and V. Waveguide tapers were
used to enable the connection between the non-standard dimensions of the bend and
the standard dimensions of the hardware equipment used in the tests. For each band,
the measurements were preceded by a calibration for that particular band of the Vector
Network Analyzer (VNA) used in the tests. Due to the small attenuations of the bend
in certain frequency ranges, the difference to the reference measurements was within
the resolution limit of the VNA (±0.1 dB). Thus, the measurements presented here were
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performed by activating the Secondary Match Correction (SMC) feature of the VNA, which
improves the resolution of the measurements by slowing down the frequency sweep.

For each tested sample, the measured attenuation was compared with what can be
expected from the analytical conductivity losses for the TE01 mode propagating through a
straight rectangular copper waveguide, αc, given by

αc[dB/m] = 8.686
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where, a and b, with a > b, are the waveguide cross-section dimensions, kc is the cut-off
wave number, k0 is the wave number corresponding to frequency ω = 2π f , Z0 represents
the free-space impedance, and Rm = (ωμ0/2σCu)

1/2, where μ0 is the free-space permittivity
and σCu is the electric conductivity of copper.

The results obtained from the tests of the prototype samples (numbered 18110703 to
18110706 and 18110708) are depicted in Figure 11, along with the analytical attenuation of a
straight 0.33 m-long rectangular waveguide with the same cross-section, as obtained from
Equation (3). As can be observed for all bends, there are two frequency regions where the
experimental attenuation deviates significantly from the analytical losses: between 43 GHz
and 54 GHz, where the bends exhibit moderate attenuation (up to 2 dB), and above 62 GHz,
where the attenuation rapidly increases from ∼0.5 dB up to ~10 dB at 75 GHz. Out of these
regions, all samples exhibited good performance, with the attenuation remaining below
0.5 dB.

 

Figure 11. Analytical losses and experimental attenuation for the various prototype samples (numbered
18110703 to 18110706 and 18110708) of the 125◦ hyperbolic secant rectangular (20 × 12 mm) stainless-
steel copper-coated waveguide bend. The analytical losses were calculated using Equation (3) for a
straight rectangular waveguide with the same dimensions and equivalent length of 0.33 m.

These results have shown that the tested bends were inadequate for the PPR system
and were not a surprise given the observations made during the acceptance of the proto-
types, which indicated that the (bending) process used to manufacture this component,
although reproducible as demonstrated by the results of the tests, is clearly unable to
provide the precision and accuracy required by the specified hyperbolic secant geometry,
whose main goal is to mitigate the excitation of higher-order modes that are known to
deteriorate performance. In fact, although not exactly coincident with the ones of the tested
samples, the attenuations estimated with HFSS and MWS also exhibit two frequency re-
gions where the performance of the bend deteriorates slightly with respect to the theoretical
losses, which are shown to be mainly due to the excitation of the TE02 mode. This similarity
indicated that the bad performance of the prototype could be due to mode conversion
losses into higher order modes, which were not mitigated as expected due to the local
deformations and overall poor shape accuracy of the manufactured prototype. One of the
lessons learned for future developments was that the prototyping required to validate the
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EM design should be separated from the prototyping required to validate manufacturing
processes to allow for a better understanding of the root causes of performance issues.

5.3. Avoiding Crosstalk in the In-Vessel Waveguide Flanges

The ITER in-vessel waveguides consisted of multiple sections of parallel waveguides
connected using flanges. Therefore, crosstalk at the flanges was a concern. The envisaged
solution to prevent crosstalk consisted of matching male-female flanges with a centre pole,
as depicted in Figure 12a. A prototype flange was tested using the setup illustrated in
(Figure 12b). First, a reference isolation measurement was performed with both ports of the
VNA directly terminated by a matched load. Secondly, the crosstalk measurement (A→D)
was performed with the flanges inserted, and B and C terminated using matched loads.
The results of those tests are illustrated in Figure 13. As shown, the envisaged solution
effectively reduced the flange crosstalk to negligible levels across the entire 15–75 GHz
frequency range.

 
Figure 12. Prototype flanges designed to avoid crosstalk (a) and experimental setup to measure the
crosstalk at the flanges (b).

 

Figure 13. Crosstalk measurements on the prototype flange versus frequency. The discontinuity at
50 GHz is due to the different sensitivity of the VNA in the 50–75 GHz band.
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5.4. Testing the Integration of the Antennas of Gaps 4 and 6 between Blanket Modules

To optimize the design of the antennas for gaps 4 and 6, extensive simulations were
performed using the REFMUL Finite-Difference Time-Domain (FDTD) code [23–25], which
is able to consider the geometric characteristics of the space between BMs where the
antennas would be installed. From these simulations, some concerns were raised regarding
the effect of the blankets on the signals due to reflections and diffraction. Thus, prototypes
of the antenna assembly, consisting of the antennas and feeding waveguides, were built
and tested, both isolated and integrated into a mock-up of the blanket modules to simulate
the effect of these structures. The prototypes of the antennas and the mock-up of the BMs
for gap 6 are shown in Figure 14.

 

Figure 14. Prototype antennas and mock-up of the BMs for gap 6.

The radiation patterns of the antenna assembly were measured in an 3.8 × 2.5 × 2 m
anechoic chamber with and without the BMs. Figure 15 shows the antenna inside the
anechoic chamber during these measurements. Two different antennas were prototyped
and tested: antenna #1 (baseline), consisting of two parallel pyramidal horns with a length
of 115 mm, a toroidal flare of ±2 mm, and poloidal flare of ±1 mm, and antenna #2,
consisting of two parallel pyramidal horns with a length of 115 mm, a toroidal flare of
±2 mm, and poloidal flare of ±4 mm.

 

Figure 15. Prototype antenna assembly for gap 6 inside the anechoic chamber during the measure-
ment of the radiation patterns.

To reduce the time required to complete the measurements, instead of full 360◦ scans,
the radiation patterns were only measured in the range −120◦ to +120◦ (240◦ scans). For
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each frequency band, the radiation pattern of a standard calibrated horn antenna was
measured to absolutely calibrate the radiation patterns of the Antenna Under Test (AUT).
Before each scan, the phase centre of the AUT was aligned with the Probe Antenna (PA).
In the measurements, both the AUT and the PA could be rotated in their vertical plane;
the AUT was also able to be rotated in the horizontal plane. The measurement plane (E or
H) was selected by rotating the AUT and PA antennas in the vertical plane as desired. For
cross-polarization measurements, the AUT and PA antennas were rotated such that they
were in complementary planes.

For the different bands, the radiation patterns were measured at the following dis-
crete frequencies:

• Ku band: 15 GHz, 16.5 GHz.
• Ka band: 18 GHz, 19.7 GHz, 22.25 GHz, and 24.8 GHz.
• Ka band: 29.2 GHz, 33.25 GHz, and 37.3 GHz.
• Q band: 42 GHz, 45 GHz, and 48 GHz.
• V band: 55 GHz, 62.5 GHz, 70 GHz, and 75 GHz.

Depending on the frequency range, different setups were used in the anechoic chamber
due to the need to keep the dynamic range of the measurements above 25 dB for all bands
(the loss of dynamic range occurs because the output power from the Agilent Technologies
N8361A VNA used in the measurements decreases as the frequency increases with the
simultaneous increase of the losses on the high-frequency cables).

We expected the measurements to show the effects of the blanket modules to be most
noticeable in the poloidal plane, which for the TE01 mode corresponds to the antenna’s
H-plane, due to the fact that, with respect to the dimensions of the antennas, the aperture
between blankets is sufficiently large in the toroidal plane (antenna’s E-plane) so that it does
not significantly affect the radiation patterns in this plane. The E-plane co-polar radiation
patterns measured for antennas #1 and #2 with and without the blanket modules in place
confirmed those expectations showing that the modifications in the radiation patterns
of both antennas were, in fact, not significant. For both antennas, the H-plane co-polar
radiation patterns measured with and without the BMs are illustrated in Figure 16.

As can be observed, the most noticeable effect of the blanket modules in the lower end
of the frequency range (15 GHz, 18 GHz, 22.25 GHz, and 29.2 GHz) was a narrowing of the
radiated beam and the appearance of side-lobes (radiation angles < 90◦) and back-lobes
(radiation angles > 90◦). The beam narrowing effect had to do with the larger directivity of
the radiating structure formed by the blanket surfaces and first-wall panels, into which the
emission antenna radiates. The side- and back-lobes had to do with the beam truncation
effect induced by the BMs’ cut-outs located near the antennas’ apertures (see Figure 14),
which created reflections that, because of the broader antenna beam, were more significant
at the lower frequencies. For the higher frequencies (37.3 GHz, 45 GHz, 55 GHz, 62.5 GHz,
and 75 GHz), the dominant effect was the secondary lobes that appeared near the main
lobe. With respect to antenna #1, the modifications induced by the blankets in the radiation
patterns of antenna #2 were less noticeable, again due to the larger directivity of this
antenna, which made it more insensitive to the surrounding BM structures.

The results obtained during the tests of the baseline antenna of gap 6 indicated that
the BMs below and above the antennas shaped the radiation patterns and, because of
the reflections and resonance effects originated in the cut-outs of the first-wall surfaces,
which had a negative effect on the measurement performance below approximately 35 GHz.
These effects were partially mitigated by increasing the poloidal flare of the antenna to
increase its poloidal directivity. This design change significantly reduced the effects of the
reflections in the first-wall cut-outs and directly improved the system’s performance.
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Figure 16. H-plane co-polar radiation patterns for antenna #1 (a) and antenna #2 (b), with (red) and
without (blue) the BMs.

Another critical design parameter in terms of the system performance was the gap
between the antennas’ apertures and the cut-outs, in particular, at the lower end of the
frequency range, where the radiation patterns are very broad. The tests have shown that if
this distance was reduced from the nominal 15 mm to 10 mm the effect of the reflections in
the first-wall cut-outs was reduced, improving the performance of the system.

If the above design changes were applied simultaneously, the effects of the struc-
tures surrounding the antenna were restricted to the K band (15–26.5 GHz) [20], and the
measurement performance of the system was significantly improved with respect to the
baseline design. Furthermore, the tests have shown that these modifications also helped
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in mitigating the impact of the blanket modules if, after installation, the antenna does not
end up exactly centred between the blanket surfaces due to the tolerances of the different
components involved.

In the case of gap 4, the in-vessel waveguides would run through the bottom of upper
port 01, behind the BMs, close to the inner shell of the vacuum vessel, and down to the
antennas. The waveguides would be attached to the bottom of the upper port and to the
vessel’s inner shell and could not be maintained or replaced during the lifetime of ITER. The
antennas, which as for gap 6 consisted of a bi-static array of parallel small-flare pyramidal
horns, would be installed at the low-field side (LFS), above the midplane, in the small space
between two BMs consisting of two main components: (i) the shield block, a large stainless-
steel block directly attached to the vacuum vessel, whose main purpose would be to reduce
the neutron flux, and (ii) the first-wall, a relatively thin structure attached to the shield block
and directly facing the plasma, whose main purpose would be to sustain the high thermal
and nuclear loads generated during the plasma discharges. Near the antennas, the first-wall
panels are slanted both in the poloidal and toroidal directions. The 3D EM simulations have
shown that the BMs would modify the antenna radiation pattern at the lower frequencies
and that the geometry and location of the cut-outs required to accommodate the antennas
would have a significant negative impact on the EM performance. Moreover, 2D full-wave
plasma simulations confirmed the modification of the antenna radiation patterns by the
blanket modules and have shown, for gap 6, that the slanted geometry of the first wall
in front of the antennas could also have a strong negative effect on the measurement
performance of the system. In fact, the results of the simulations indicated that there would
be situations in which the system of gap 6 could not be able to meet its measurement
requirements. The 2D full-wave plasma simulations also indicated potential issues with
the performance of gap 4 due to the specific geometry of the enclosure, in particular, the
fact that the first-wall surfaces above and below the antennas would be oblique to each
other, forming an aperture that narrowed toward the plasma. Therefore, as for gap 6, it
was decided to build a mock-up of gap 4 and its environment to test the performance of
this system. This mock-up has been procured and provided by the ITER Organization (IO).

Figure 17 depicts the mock-up and the PPR antennas of gap 4 during the tests, which
were performed with the two prototypes corresponding to the baseline and optimized
antennas developed for gap 6. The results obtained with the baseline antenna have shown
that the measurement performance of gap 4 was very good, with the system being able to
recover all the mirror distances with position errors below the target ±1 cm margin, except
in the K band, where the errors exceeded that margin. For these lower frequencies, the very
broad beam radiated by the baseline antennas, due to the small poloidal flare (1 mm) was
deflected and reflected in the oblique first-wall surfaces, shattering the beam and creating
relevant side lobes, which produced multiple lines-of-sight that reduced the measurement
performance.

With the optimized antenna, the results show that the measurement performance
of gap 4 improved, mainly due to the higher poloidal directivity of the antennas, which
contributed to a reduction of the level of deflections and reflections in the first-wall surfaces.
Indeed, the results have shown that the performance of the system would be compliant
with the target error margin across the entire operating frequency range of the PPR system
(15–75 GHz), if it were not for the results obtained in the K band for the closest distance
of the mirror (25 cm), where the position error was shown to exceed that margin for
some frequencies, if only by a few millimeters. Finally, the results also suggested that the
performance of gap 4 could be further improved to achieve full compliance by increasing
the poloidal flare of the antennas, which in this gap, contrary to gap 6, would be possible
due to the relatively large distance between the antennas and the surrounding components.
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Figure 17. Mock-up of gap 4 provided by the IO featuring the relevant geometry of the first-wall
surfaces and BMs surrounding the PPR antennas.

Concerning the measurement difficulties of gap 4 anticipated by the 2D full-wave
plasma simulations, the tests with the baseline antenna confirmed, although less severe, the
estimated difficulties in the lowest frequency band, K, but have not shown any problems
in the highest frequency band, V. This discrepancy could be due to the 2D nature of the
simulations, which, for the 3D geometry of the mock-up tests, collapses all energy in
the poloidal plane and decreases the rate at which that energy dissipates, leading to an
enhancement of the non-primary contributions to the measured signal [23].

5.5. Lessons Learned in ITER PPR

Although the ITER PPR system was descoped in 2020, the work performed until then
to comply with the many interfaces and restrictions posed by its integration in ITER has
revealed crucial to the development of many of the design methodologies that are currently
being used in the design of a PPR system for DTT and in the conceptual design of the PPR
for DEMO, both of which face similar challenges as the design for ITER. The extensive use
of both EM and thermo-mechanical simulations to expedite the prototyping phase was also
a key takeaway from the development of the ITER PPR system.

6. Microwave Reflectometry as a Plasma Position Diagnostic for DEMO

The objective of MW reflectometry in DEMO is to determine the radial edge density
profile and to provide data for real-time control of plasma position and shape [26–28]. In
order to fulfil its requirements, reflectometry shall be able to measure the plasma electron
density profile in the pedestal region, where the high-density gradient occurs, with a
temporal resolution of 1 ms, maximum precision error of 5%, the maximum noise level
of 2%, and maximum latency of 0.01 s [29]. To be able to provide shape information,
the system will use several antennas distributed at several poloidal locations, with direct
access to the plasma [30,31]. Depending on the location, each reflectometer will access
the plasma along a specific line of sight. Therefore, raytracing and 2D FDTD simulations
were conducted to assess the expected performance of the reflectometers at the various
locations. The results showed that close to the equatorial plane, a single pair of antennas
can provide good spatial resolution. In regions of higher plasma curvature, however,
clusters of 3–5 antennas (1 for emission and 2–4 for reception) may be needed to fully
capture the reflected waves [32,33]. Considering measurements in 16 gaps on a poloidal
plane around the plasma, up to 80 antennas might be required to fulfil the measurement
requirements. Figure 18 shows possible poloidal locations for these antennas (100 antennas
were simulated) and the simulation results for three of those locations, illustrating the need
for clusters of antennas at the more extreme positions. The dimensions of the antennas
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and feeding waveguides are driven by the lowest frequency (15 GHz) used by the system,
which corresponds to a density of ne = 0.3 × 1019 m−3.

 

Figure 18. Poloidal distribution of the antennas aligned perpendicularly to the separatrix tangent
line (left) and their expected performance at three locations (right) for DEMO when the LOS is set
perpendicular to the wall. The smaller blue boxes correspond to the region to place the antenna setup,
and the larger blue rectangles correspond to some examples of the selected region of interest for the
tested poloidal positions [31].

The integration of such a high number of antennas and waveguides with the breeding
blanket (BB) is by itself an extremely challenging task. In addition, these components need
to endure radiation loads far exceeding those expected for ITER during long operation
periods, and their design must be compatible with the DEMO Remote Maintenance (RM)
systems such that they can be replaced in case of failure. The Diagnostics Slim Cassette
(DSC) concept, explained in detail in Section 6.1, aims to address this requirement while
providing a feasible solution for the integration of all the antennas and waveguides with
the BB [29,34].

The plasma-facing antennas are foreseen to be made of tungsten, which is the material
used in the BB first wall. To keep erosion below 10 μm per year, it has been recommended
that the antennas are retracted from the BB surface by about 100 mm—erosion leads to
higher surface roughness, which increases the reflection coefficient and the voltage standing
wave ratio (VSWR), and therefore the losses. The waveguides are proposed to be made of
EUROFER with copper coating for increased conductivity and must connect the antennas
to the ex-vessel, crossing the primary vacuum boundary.

As with the ITER PPR system, the integration of MW reflectometry in DEMO is a
multidisciplinary endeavour. EM simulations are required to optimize the location and
design of the antennas, and Computer-Aided Design (CAD) and integration studies, such
as space occupation, RH compatibility, and definition of interfaces with other systems, are
essential. Additionally, the integration of the antennas and feeding waveguides inside the
vacuum vessel will have an impact on the waveguide routing and may impose bends that,
if not carefully designed, may affect the SNR. Neutronics simulations (using MCNP) [34,35]
and thermo-structural analyses [36,37] play an important role not only in ensuring the
reliability of the diagnostic but also in providing information about any deformations
that may be induced on the components under the prescribed loads and the impact on
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the diagnostic measurements permitting to establish a correction to apply to minimize
deformation effects if the thermal load is known.

Similar to the ITER PPR system, the additional components to implement MW reflec-
tometry in DEMO may not be classified as requiring scheduled remote maintenance but
must be prepared to an opportunistic operation of maintenance. An integrated and holistic
approach is used to design the DSC considering the other systems, the expected remote
maintenance operations, such as cutting/welding, alignment, grasping, manoeuvring, and
transportation, the Technology Readiness Levels (TRL) of the available tools and their
availability during the lifetime of the reactor. In [34] the DSC was updated to be compatible
with the hybrid kinematic mechanism designed to transport the BB [38].

The maintenance addresses nominal operations, i.e., operations that are planned and
expected to be performed. A failure is considered when a nominal operation is interrupted.
Risk of failure may always occur no matter how well-designed and integrated the reflec-
tometry system is in DEMO. Failure mode, effects, and criticality analyses (FMECA) are
used to detect, analyse, and find solutions to avoid failures, or to mitigate their effects
on the performance of the system. An initial FMECA of the DSC RH operations was
performed, and mitigation actions were proposed [34]. In case of failure, the operation shall
be interrupted, and the following actions may be needed: (i) start a recovery operation,
where no additional equipment is required, or (ii) start a rescue operation, involving the
support of additional remote maintenance systems. The recovery and rescue operations
are planned to consider all possible failure situations.

6.1. The DSC Concept

The proposal to integrate MW reflectometry in DEMO is the Diagnostics Slim Cassette
(DSC), a slim, solid EUROFER structure with 20–25 cm of toroidal thickness to be attached
to or integrated with the blankets [39]. The DSC will host the antennas and their feeding
waveguides, which are routed to the upper ports, as detailed in Figure 19. The plasma-
facing antennas are grouped around 16 locations, known as gaps G1–G16. The gaps are
planned to be arranged in three toroidal planes to avoid clashing between the waveguides
(each with an inner cross-section of 19 mm × 9.5 mm).

Figure 19. Poloidal view of the DSC with (left) and without (right) applying transparency showing
the waveguide routing.

The number of antennas in each location was derived from ray-tracing simulations [32].
However, their arrangement is also dependent on space restrictions in the upper ports,
where waveguide extensions will be used to connect the DSC to the primary vacuum
boundary. Due to space restrictions, the waveguides must be grouped in sockets and routed
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side-by-side with the blanket pipes [34]. The antenna arrangement is then influenced by two
main constraints: the need to avoid clashing between waveguides belonging to different
gaps and the requirement of grouping the waveguides in a small number of sockets.

To assess the possibility of symmetrical waveguide distribution, a CAD model was
developed for the antenna clusters in the first wall of the DSC, aligned perpendicular to
the separatrix. The options are illustrated in Figure 20 and consist of (a) two antennas
aligned vertically; (b) 2 antennas aligned horizontally; (c) a cluster of 3 antennas aligned
horizontally; (d) a T-shape alignment of 4 antennas, with the emitting antenna placed below
the receiving antennas (suitable for the divertor region); and (e) 5 antennas, in ‘+’ and
‘×’ shapes, respectively. These two shapes, being complementary, can be used together to
maximize the number of waveguides that can be routed without clashes.

Figure 20. Possible distribution of antennas in the first-wall DSC openings [37].

The arrangement presented in Figure 20 was optimized to maximize the number of
reception antennas while minimizing the number of sockets needed to route the waveguides
in the upper port. It must be noticed, however, that the waveguide bends were not yet
optimized from the point of view of EM performance. With all reflectometers running
simultaneously in FMCW mode, the cross-interference will be challenging due to low gain
horn, non-normal incident angle, wall reflection, etc. This in-vessel global microwave
pollution has been clearly observed in DIII-D [40] and other facilities. Two approaches can
be followed: (a) synchronized sweeping of all reflectometers with a time shift to ensure
that there are no reflectometers at the same frequency at a given time; (b) Use Direct Digital
Synthesis (DDS) but instead of using a linear sweep, use an encoded sweep with a different
code for each reflectometer and only the received signals that show high correlation with
the transmitted one will be selected. A lot of these technics are being developed for the
automotive industry to overcome a similar problem of interference between the radars of
different vehicles that share the same road.

One important question to address in an extreme environment such as DEMO is
whether the shapes of the waveguides in the DSC are preserved to minimize power losses.
Thermal analyses can be used to assess the waveguide deformation and its impact on the
propagation of the EM waves. The full analysis performed for the DSC outboard segment is
presented in [37,39]. The expected deformation of the waveguides in the DSC is illustrated
in Figure 21, with the maximum values obtained in the antennas and waveguides located
closer to the equatorial plane.
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Figure 21. Preliminary results for the expected deformation of the waveguides inside the DSC
(exaggerated representation). The waveguide sections selected for the preliminary EM performance
assessment are highlighted on the inset.

Once the expected deformations of the waveguides are known, the performance of
the reflectometry system can be assessed by conducting EM analyses that include the
entire transmission lines from the source up to the antennas. However, considering that
the length of the in-vessel transmission lines alone is approximately 21 m (including
the waveguide extensions) and the span of frequency bands, simulating the complete
transmission lines would require very extensive computational resources. Therefore, critical
segments of the transmission lines containing the larger expected deformations were
selected for a preliminary assessment using ANSYS HFSS. The input for the simulations
was the deformed geometries presented in Figure 21, divided into smaller components
and then chosen for the simulations according to the deformation values. Two important
waveguide sections (highlighted in Figure 21) were thus selected: a curved section just
before one of the antennas and a straight section between the antennas and the upper port.

The EM analyses aimed to estimate the power losses and compare them between the
undeformed and deformed waveguides, not only for the fundamental mode, TE10 but
also for other relevant higher-order modes. Symmetry boundary conditions were applied
to the waveguides to increase the simulation speed. The frequency was swept between
15 GHz and 75 GHz, with meshes optimized for each band (Ku, K, Ka, U, and V) to further
optimize the simulation times. Nevertheless, all these simplifications were not sufficient
within the available computational resources to complete the analysis for frequencies above
75 GHz.

Comparing the losses obtained for the two selected waveguide sections, presented in
Figure 22, one can observe that the straight section exhibits, at most, a very small power
loss of less than 0.12 dB, at 35 GHz. This has a minor impact on the overall system per-
formance. On the other hand, the curved waveguide section has much higher losses,
mostly for frequencies close to 50 GHz. In this case, losses above 1 dB may compromise
the measurements since they will be propagated by the number of curves in each trans-
mission line. These losses were expected, as the shape of the waveguide bends, which is
critical to avoid losses due to mode conversion [41,42], is not yet optimized at this stage.
Previous simulations for the 90◦ bends of the ITER PPR system have shown that curves
with optimized hyperbolic secant shapes can eliminate losses of this magnitude [42]. These
optimizations will be implemented at a later design stage when the number of antennas
and waveguides and their positions within the system are fully determined.
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Figure 22. Attenuation of the TE10 mode for the two selected waveguide sections.

Compared to the losses due to lack of optimization of the waveguide bends, waveguide
deformation due to thermal loads has a small impact on the microwave propagation (in
fact, slightly lower losses were obtained with the deformed geometries). Nevertheless, it
can be concluded from this study that for optimal performance, the optimization studies
must consider the operating conditions.

Multiple aspects must be considered in the design of diagnostics for DEMO, and
those were taken into consideration in the design of the DSC. Space restrictions must be
considered in the BBs and in the equatorial and upper ports regions. The harsh conditions
of operation (radiation and heat loads) impose restrictions on the design and the selection
of materials, such as in the BB region, where only metallic components are allowed, and
cooling systems are needed. Additionally, plasma-facing components need to be retracted
in protected locations. Finally, RH compatibility must be considered early in the design of
components that will be installed in areas where hands-on maintenance will not be possible.

6.2. Main Achievements and Future Work on the Development of MW Reflectometry for DEMO

Fusion reactors are highly complex devices. The harsh environment and high number
of interfaces between their multiple systems impose many challenges to diagnostic integra-
tion and call for an iterative design process. The MW reflectometry system for DEMO is in
the conceptual design phase, and a considerable amount of work has already been accom-
plished concerning its integration inside the vacuum vessel. The use of high-performance
codes such as REFMUL enabled the development of synthetic reflectometry diagnostics
that have been used to optimize the location and distribution of diagnostic antennas. The
design of the system strongly benefited from the work performed for the ITER PPR system,
which has provided design solutions that have been tested in relevant prototyping activities.
However, much more work is still required to address the many issues that persist:

• the interface between the DSC and the BB, including the respective cooling services.
• the detailed definition of the antenna configurations in the first wall and the waveguide

routing inside the DSC.
• the interface for attaching/detaching the waveguide extensions to/from the BB chimneys.
• the limited space available in the upper port (especially at the inboard) and the need

to avoid toroidal bending of the waveguides.
• the displacements between the vacuum vessel and the blankets, which must be ac-

commodated by the waveguide extensions, and the design of the in-vessel/ex-vessel
waveguide transitions.
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The listed issues are not only dependent on the design of the reflectometry system
itself but also on the outcomes of the R&D being performed for other DEMO systems,
such as the BBs and the RH system. Addressing these issues requires extensive simulation
work, which involves CAD design and modelling, nuclear, thermo-mechanical, seismic, EM
analyses, and EM simulations. A comprehensive structural analysis will also be required to
demonstrate, considering the applicable codes and standards, that the system is capable of
sustaining the prescribed loads and loading conditions, thus, qualified for its intended use.

7. Plasma Position and Shape Reflectometry in DTT—A Test Bed for DEMO

The Divertor Test Tokamak (DTT) facility is a good test bed to test and validate relevant
non-magnetic control diagnostics contributing to improving their design and implementa-
tion in DEMO. For this reason, plasma position and shape reflectometry (PP&SR) is being
investigated for installation on DTT with the aim of testing its capabilities in view of its
application in DEMO as a complementary/backup system for magnetic sensors. In DTT,
the PP&SR system should use four lines of sight: one in the LFS midplane, one in the upper
vertical port, and two in the HFS region. Depending on the physical space available, a
full band configuration (K, Ka, U, V, W, and D band) or only a subset of it will be used
by the reflectometers at each line of sight to monitor the full radial density profile or the
regions around the last closed flux surface. The utilization of FDTD codes enables a detailed
description of the reflectometers, which includes aspects such as propagation in realistic
plasmas, the specific location within the vacuum vessel, and access to the plasma. Addition-
ally, the results of these simulations can be used to test new signal-processing techniques.
To predict the behaviour and capabilities of the proposed reflectometry system for DTT,
three synthetic diagnostics (SD) were prepared. These SDs correspond to three O-mode
reflectometers located on the LFS, with one on the midplane and two others located away
from the midplane [43]. The simulations were performed using the 2D FDTD full-wave
code REFMULF in two plasma scenarios envisioned for DTT, namely the 5 MA single
null (SN) and double null (DN) configurations during the start-of-flat (SOF) phase of the
discharge. One of these simulated SD, located at the upper section of the LFS, is depicted
in Figure 23, showing its position on a cross-section of the DTT vacuum vessel. This is an
example of non-standard PPR, which may play a key role in next-generation machines.
Figure 24 depicts snapshots of the full system 2D simulations for this gap during an SN
plasma at four frequencies corresponding to the K ( f = 26.5 GHz), Ka ( f = 40 GHz), V
( f = 75 GHz), and W ( f = 95 GHz) bands. Note that the snapshot for the K band is the one
represented in machine coordinates in Figure 23. Although it is not shown here, the Q band
was also simulated. A simulated FMCW signal is excited at the antenna with frequencies
ranging from the minimum to the maximum frequency of each band. The probing beam
propagates to the plasma and is reflected back to the antennas, where it is decoupled from
the emission through the use of a Unidirectional Transparent Source (UTS) [44]. These
simulations include the plasma curvature and the full structure surrounding the plasma
resulting in a visible distortion of the field patterns with the appearance of resonances
in the lower K and Ka bands passing to a regime of multi-reflections at higher frequency
bands. Ancillary simulations performed with slab plasmas were used to obtain reference
cases against which the performance of the different gaps is evaluated, in particular, the
measurement error. Results from the simulations of reflectometers at LFS, in equatorial, up-
per, and lower sections of the machine demonstrate good performance with measurement
errors within the required ±1 cm and small deviations, of the order of some millimeters, at
the separatrix. These simulations consider the plasma and surrounding structures, as well
as their interplay, demonstrating that the proposed reflectometer positions (or any small
variations) are suitable for DTT. Since 3D simulations are computationally intensive and
require access to high-performance computer (HPC) facilities, the use of 2D codes is more
common. However, it is important to evaluate if a 2D model is sufficient to describe the
problem at hand and what compromises may be involved in using such a model or if a
3D approach is necessary, especially since the received power can be a concern on larger
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devices. To address this, simulations were carried out using two full-wave codes, namely
REFMULF (2D) and REFMUL3 (3D), to make a comparison between the two [45].

Figure 23. Cross-section of the DTT vacuum vessel showing an LFS synthetic reflectometer placed at
the upper part of the machine. The line in red represents the Last Closed Flux Surface (LCFS).

Figure 24. Snapshot of electric field Ez for LFS SD located at the upper part of the machine (see
Figure 23) in the DTT f = 26.5 GHz (top left), Ka band at f = 40 GHz (top right), V band at
f = 75 GHz (bottom left) and W band at f = 95 GHz (bottom right). The vertical blue lines mark
the iso-density region corresponding to the limits of the band; the red line shows the position of
the separatrix.

The overall results are encouraging for the implementation of reflectometry systems at
DTT and represent an important milestone for reflectometry in D-shaped tokamaks. Even
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a reduced system with an equatorial gap and only one of the other two gaps (either on the
upper or lower part of the machine) would be a significant advancement for reflectometry
in general and for DTT and DEMO, as reflectometry has never been used before to measure
the density profile from a location away from the midplane in a D-shaped tokamak.

8. Development of a Compact Reflectometer

The number of channels needed to achieve good poloidal and toroidal plasma coverage
in fusion reactors such as DEMO is larger than in current machines, which could take
advantage of the use of compact and modular millimetre wave back-ends. For that reason,
Instituto de Plasmas e Fusão Nuclear at Instituto Superior Técnico (IPFN-IST) in Lisbon
is developing and prototyping a coherent fast frequency sweeping RF back-end using
commercial Monolithic Microwave Integrated Circuits (MMICs) leveraging the large-scale
availability of high-performance MMIC at affordable prices.

The new back-end system was designed to be able to accommodate different frequency
ranges in a flexible way. Thus, the core back-end covers the NATO J-band (10 GHz to
20 GHz) and is capable of driving external full-band frequency multipliers to achieve ultra-
wideband coverage up to 160 GHz. Although developed for fusion plasma diagnostics,
this new compact reflectometer may also be used in other FMCW radar applications, such
as space re-entry experiments. The details of its implementation are described in [46].

The system architecture is shown in Figure 25. Heterodyne radars use a microwave
sweep oscillator to generate a signal, which is then used for different purposes in the
circuitry: (i) for target probing through the transmission channel (Ax); (ii) to drive a
frequency translator. The frequency-translated signal is used to drive two mixers: the
front-end mixer of the receiver channel (Bx), which collects the reflecting signal from the
target and generates the beat signal around the Intermediate Frequency (IF) carrier, and the
local reference mixer that generates the reference signal used on the quadrature detector
to demodulate the reflected signal. The fact that the IF is generated by the frequency
translation of the probing signal ensures the coherence of the system [47]. This approach
improves the radar dynamic range with respect to homodyne detection. The developed
system uses two high-frequency PCB boards: (i) the back-end board, which is responsible
for generating all the signals (shaded green in Figure 25), and the quadrature detector
board, which is used to demodulate the reflected signal, providing amplitude and phase
information (shaded pink in Figure 25). The front-end part of the system (yellow-shaded
area in Figure 25) includes the final frequency multipliers, mixers, transmission lines,
and antennas. The compact reflectometer will have to face two major challenges, (i) high
performance with excellent shielding against X-ray, Gamma, and neutron; (ii) affordable
price. The prototype was developed with commercial circuit components on a customized
PCB base. It is one possible solution, but some may consider it outdated. The most
promising solution for high-level integration microwave diagnostics is system-on-chip,
which develops all microwave circuits on a 10 mm2 semi-conductor chip (CMOS, InP, GaAs,
and GaN). This technology has been successfully developed on DIII-D since 2019 [48].
However, the reflectometers on a chip on DIII-D were applied to imaging reflectometry
where fixed frequency or very limited frequency sweep is used. The presented prototype
could have been produced with a larger level of integration, but in this way, it was possible
to better optimize the different stages of the reflectometer. Radar on a chip exists for
massive applications in the automotive industry but is bandwidth limited. It should also
be noted that the US Domestic Agency, which is responsible for the development of the
main plasma low field side ITER reflectometers, did not propose the “on a chip” solution
for those systems. However, it is expectable that the future will lead to a large integration
system on a chip or a couple of chips, and those advances will be considered for future
developments as they will require a larger number of reflectometers.
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Figure 25. Block diagram of the compact reflectometer.

Figure 26 shows a prototype of the compact reflectometer being tested. To be capable
of efficiently driving external frequency multipliers, the system generates full band signals
exceeding 8 dBm. To keep all undesirable harmonics at least 15 dB below the desired
output across the entire frequency range of interest, all signal paths were fine-tuned using
appropriate in-line attenuators. The system also proved capable of coping with low-level
reflected signals.

 

Figure 26. Compact reflectometer prototype being tested with a metallic mirror, setup (left), and top
view on the electronic hardware (right).

The back-end and in-phase and quadrature (I/Q) boards included EM shielding and
were designed for easy installation on a standard 3U 19′ ′ rack.

The precision of FMCW radars is known to be strongly dependent on the linearity of
the frequency sweep. Modern fully integrated Direct Digital Synthesis (DDS) chips can
generate signals with very high frequency, phase precision, and resolution, improving
the linearity of the radar probing signals and allowing very linear and agile frequency
chirps. The direct digitalization of the IF signals makes it possible to use highly flexible data
processing techniques. A new prototype using these two techniques is being developed.
The system is expected to be ready for deployment into experimental devices by early 2024.

9. Conclusions

In 2017, the US National Academy of Engineering considered that providing energy
from fusion was one of the grand challenges for engineering. The engineering community
faces the challenge of scaling up the fusion process to commercial proportions in an efficient,
cost-effective, and environmentally friendly manner. Controlling the burning plasma is
one of the critical issues that need to be addressed. Plasma Position Reflectometry is
expected to have an important role in next-generation fusion machines, such as DEMO, as
a diagnostic to monitor the position and shape of the plasma. Proofs of concept focused on
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the ability to use the diagnostic for plasma control were performed in the ASDEX-Upgrade
and COMPASS tokamaks. The success of these experiments has shown that it is possible to
fulfil the ITER and DEMO requirements for plasma control using microwave reflectometry
as an alternative to standard magnetic measurements. Namely, it can achieve the high
availability and reliability of plasma control required for the operation of ITER and DEMO,
helping to pave the way towards the realization of future fusion power plants.

Due to the nature of microwave reflectometry measurements, the front end of the
reflectometers (antennas and feeding waveguides) is directly exposed to the plasma, thus
subjected to fluxes of high-energy neutrons (14 MeV) and high thermal loads. Therefore,
it is indispensable to ensure that these components can operate in the harsh environment
of a fusion reactor, where they will face fusion powers of 500 MW for ITER and 2000 MW
for DEMO (heat fluxes up to 1–2 MW/m2 [49]). For that purpose, complex design studies
(involving neutronics, thermo-mechanical studies, and EM analyses) are crucial to validate
the design of these components and to ensure that they can sustain the expected loads
without damages that could seriously compromise their performance and low aging to
ensure their time life to be compatible with a fusion power plant. The neutronics and
thermo-mechanical studies provide an insight into what needs to be optimized in the design
to meet certain requirements, while the EM studies provide an understanding of the impact
of the thermo-mechanical loads on the ability of the systems to perform measurements.

Some of the developments achieved so far have strongly benefited from the progress
made for the REFMUL suite of codes developed at IPFN for reflectometry simulation. The
suite includes REFMUL, a 2D O-mode simulation code, and REFMULX/REFMULXp, a 2D
X-mode (serial/parallel) simulation code. Recently, two new codes were added: REFMULF
and REFMUL3. REFMULF is a 2D code able to cope with full polarisation waves, treating
all components of the electric and magnetic fields of the wave [50]. REFMUL3, which
recently entered production, is a 3D full-wave code. Additional tools were developed to
automate the simulation and data analysis of a generic PPR system and make it adaptable
to different devices. These techniques can be used to optimize a given PPR system for a
given equilibrium scenario and study its stability. Furthermore, an effort has been devoted
to EM modelling to further understand how edge turbulence impacts density profile
reconstruction using O-mode reflectometry [51].

The ITER PPR system would allow testing the use of this diagnostic for control of
burning plasma, assess its performance under harsh conditions, and evaluate the design
decisions taken and how those would affect the performance of the diagnostic. The R&D
and design of the in-vessel components progressed according to schedule. Unfortunately,
ITER terminated the PPR project due to concerns that captive components (waveguides
and supports needed to install the system between the ports and the diagnostic hall) would
not be procured and delivered in time. This would have resulted in unacceptable delays
in installing the remaining captive components from other systems that could only be
installed after the PPR system components were fully in place. As a result, ITER opted to
rely on alternative technologies for measuring plasma position. Although descoped, the
design of the ITER PPR system allowed the development and testing of some important
aspects of using reflectometry as a plasma position system and the identification of critical
issues that still require further development or prototyping.

The MW reflectometry system being proposed for DEMO is at an early stage of de-
velopment, and a significant amount of work is still required. The work performed so
far illustrates the level of multidisciplinary required to develop and integrate microwave
reflectometry diagnostics on future fusion devices such as DTT and DEMO. Such de-
velopments require an integrated approach that encompasses, for instance, microwave
reflectometry simulations, CAD design and integration studies (space occupation, RH com-
patibility, definition of interfaces with other systems, etc.), neutronics simulations (MCNP),
thermo-mechanical analyses, EM full-wave simulations and multiple design iterations,
incorporating constraints from each area.
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Many of the developed concepts will have to be further tested in the laboratory and
in fusion experiments. DTT will provide a unique opportunity to test further the use of
reflectometry for plasma control with the aim of testing its capabilities in view of a possible
reactor application as a supplementary/backup system for the magnetics.

The recent developments in the design of a compact reflectometer will also be crucial
for the successful integration of many measurement channels in the reduced space available
in future fusion machines.
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Abstract: One of the main challenges in the development of a plasma diagnostic and control system
for DEMO is the need to cope with unprecedented radiation levels in a tokamak during long
operation periods. A list of diagnostics required for plasma control has been developed during
the pre-conceptual design phase. Different approaches are proposed for the integration of these
diagnostics in DEMO: in equatorial and upper ports, in the divertor cassette, on the inner and outer
surfaces of the vacuum vessel and in diagnostic slim cassettes, a modular approach developed
for diagnostics requiring access to the plasma from several poloidal positions. According to each
integration approach, diagnostics will be exposed to different radiation levels, with a considerable
impact on their design. This paper provides a broad overview of the radiation environment that
diagnostics in DEMO are expected to face. Using the water-cooled lithium lead blanket configuration
as a reference, neutronics simulations were performed for pre-conceptual designs of in-vessel, ex-
vessel and equatorial port diagnostics representative of each integration approach. Flux and nuclear
load calculations are provided for several sub-systems, along with estimations of radiation streaming
to the ex-vessel for alternative design configurations. The results can be used as a reference by
diagnostic designers.

Keywords: neutronics; diagnostics; tokamaks; DEMO; nuclear fusion; MCNP

1. Introduction

One of the main challenges in the development of a plasma diagnostic and control
(D&C) system for the demonstration fusion reactor (DEMO) is the need to cope with un-
precedented radiation levels in a tokamak during long operation periods. Projected to
operate with a fusion power of 2 GW, the DEMO plasma will produce 14 MeV neutrons
from deuterium–tritium (D-T) reactions at an approximate rate of 7 × 1020 n s−1 [1]. Al-
though this results in neutron fluxes in the first wall that are not significantly increased
when compared to ITER, the longer pulses in DEMO will lead to higher fluences and dis-
placements per atom (dpa) in the plasma-facing materials [2]. Presently, DEMO operation
is scheduled in two phases: a first phase with a “starter” blanket, designed to withstand up
to 20 dpa in the first wall steel, and a second phase after blanket replacement, with blankets
designed for a higher limit of 50 dpa. ITER plasma-facing components, for comparison, will
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remain below 4 dpa [3]. The development of materials that can cope with loads one order
of magnitude higher than those expected for ITER is one of the main challenges towards
the realization of DEMO [4].

In DEMO, the design of a D&C system is the task of the Work Package Diagnostic and
Control (WPDC). The aim of this project is to design a D&C system with high reliability and
accuracy that allows safe operation of the plasma near its operational limits, to maximize
the power output [5]. Based on constraints which go far beyond the case of ITER, including
the harsher radiation environment, the need for compatibility with remote maintenance
operations and space limitations dictated by the requirements of first wall integrity and
tritium breeding, a list of diagnostics required for plasma control has been developed
within WPDC during the pre-conceptual design phase. This list includes [6]:

• Magnetic diagnostics (pickup coils, saddle loops, full-flux loops, diamagnetic loops,
Rogowski coils, Hall sensors);

• Faraday sensors;
• Infrared (IR) polarimetry/interferometry;
• Neutron and gamma cameras;
• Microwave (MW) reflectometry;
• Electron cyclotron emission (ECE);
• Divertor thermocurrent measurements;
• Radiated power and soft X-ray intensity;
• X-ray spectroscopy;
• Vacuum ultraviolet spectroscopy (VUV) spectroscopy;
• IR/visible (VIS)/near-UV divertor spectroscopy;
• VIS spectroscopy and thermography of limiters;
• Pellet monitoring;
• Collective Thomson scattering (CTS).

Figure 1 illustrates the different approaches followed for the integration of these
diagnostics in DEMO (collapsed in a single DEMO sector for easier visualization). Most
sub-systems are designed to be integrated in equatorial port (EP) plugs dedicated to
diagnostics (five or six EPs are foreseen), in some cases with additional lines of sight in
the upper ports (UPs) if there is space reserved for diagnostics in the UPs. These include
spectroscopy diagnostics [7], neutron/gamma cameras [8,9], radiated power and soft X-
ray intensity [10] and IR polarimetry/interferometry [11], with the eventual addition of
collective Thomson scattering [12], still under study. For diagnostics that require access to
the plasma from several poloidal positions, such as MW reflectometry [13] and ECE [14],
the diagnostics slim cassette (DSC) concept has been developed [15–17] as a modular
approach compatible with the remote handling operations of the breeding blanket (BB).
Thermocurrent measurements are planned to be integrated within the divertor cassette [18],
while Faraday sensors are distributed poloidally on the outer surface of the vacuum vessel
(VV) [19]. Finally, magnetic sensors are distributed on the inner and outer surfaces of the
VV [20–22].

According to each integration approach, diagnostics in DEMO will be exposed to
different radiation levels. This will have a considerable impact on their design. Moreover,
radiation streaming to the ex-vessel, either through diagnostic ducts in the ports or due to
inadequate shielding from the DSC or other diagnostic components, shall be minimized,
in order to comply with the radiation limits defined for the DEMO plant. These include
0.3–0.5 W/cm3 and 2.75 dpa in the VV stainless steel, 50 W/m3 in the winding packs of the
superconductor coils and 100 μSv/h of dose rate in the port cells 12 days after shutdown [1].

This paper aims to provide estimations of the fluxes and nuclear loads in preliminary
designs of diagnostics representative of each integration approach, to be used as a reference
for diagnostic designers. Although compliance with all the radiation limits set out for
DEMO is beyond the scope of this work, such an evaluation is presented when possible,
namely with regard to the nuclear heat loads and dpa in the VV. Previous studies have been
published with neutronics simulations for the DSC concept [17,23,24], but with limited
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results for the full DSC and its impact on the neutron and gamma fluxes in the VV. A work
focused on an early design of the divertor survey visible high-resolution spectrometer has
also been published, which aimed mainly to assess the loads in the first mirrors and the
impact of the number of doglegs in the EP ducts on the radiation streaming to the port
cells [25]. The objective now is to extend those simulations to more complex geometries
and to include additional diagnostics that were not studied before.

 
Figure 1. Representation of one DEMO sector and foreseen locations for diagnostics, represented in
red (for visualization only—diagnostics will be distributed in different sectors). DSC: Diagnostics Slim
Cassette (red). EP: Equatorial Port (red). UP: Upper Port (red). BB: Breeding Blanket (blue—inboard
and pink—outboard). DIV: Divertor (red). VV: Vacuum Vessel (green).

Section 2 provides a description of the simulation methods common to all the analyses
presented in the paper. Section 3 is the main body of the paper, presenting the models and
results obtained for each set of diagnostics: inner-vessel diagnostics, ex-vessel diagnostics
(Faraday sensors) and equatorial port diagnostics. Finally, a summary and discussion of
the results are provided in Section 4.

2. Simulation Methods

2.1. Simulation Workflow

All simulations were performed with the Monte Carlo simulation program MCNP6 [26,27],
approved for neutronics simulations in the DEMO project [1]. The JEFF-3.3 [28] and FENDL-
3.1d [29] neutron cross-section libraries were used in the simulations. The CAD models were
produced or edited with CATIA V5 [30] and simplified for conversion to the MCNP input format
using ANSYS SpaceClaim 2021R2 [31]. Conversion was carried out with SuperMC 3.3.0 [32,33]
and/or McCad v0.5 [34], depending on the requirements of the conversion, and the MCNP
simulations were run in the MARCONI-FUSION high-performance computing cluster [35].
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The results were processed using Mathematica 13.0 [36], Python 3.9 [37] and Paraview 5.9 [38].
Neutron fluxes, when presented, follow the VITAMIN-J 175 group structure [39].

2.2. DEMO Reference Models

The simulations are grouped into three sections, according to each integration approach:

• Inner-vessel diagnostics (excluding port diagnostics);

� In-vessel magnetics sensors;
� Diagnostics slim cassette (reflectometry);

• Ex-vessel diagnostics;

� Faraday sensors;

• Equatorial port diagnostics;

� Spectroscopy diagnostics;
� Neutron/gamma cameras;
� Radiated power and soft X-ray intensity.

The first group includes the in-vessel diagnostics that are not integrated in the ports.
Although the divertor thermocurrent diagnostic was not simulated, the results obtained for
magnetics sensors below the divertor allow a first estimate of the fluxes and loads in this
region, with the important caveat that the integration studies for the divertor in DEMO
are still in a very preliminary phase, with ongoing studies and experiments to define the
best configurations and strategies to deal with the very high thermal loads [3,40]. Similarly,
since the ECE diagnostic is expected to be integrated in a DSC, the results obtained for
reflectometry are representative as a first estimation for ECE components. The second group
contains simulations for Faraday sensors, which also allow for a first estimate of the fluxes
in the ex-vessel magnetics sensors, to be studied in more detail at a later stage. The third
group contains several equatorial port diagnostics. Combined with the results presented
in reference [41], it provides a broad perspective for most of the diagnostics projected for
the ports, with the exception of IR polarimetry/interferometry, not yet simulated, and
collective Thomson scattering, for which no design has been proposed for DEMO yet. Due
to the lack of a consolidated design for the upper ports, including updated designs of the
blanket pipe modules, shielding materials and other systems that will impact the design of
diagnostics, no simulations are presented here for upper port systems, which are expected
to contain additional lines of sight for the equatorial port diagnostics listed above. This
shortcoming shall be addressed in future works.

The blanket configuration assumed in all the simulations was the water-cooled lithium
lead (WCLL) BB. The alternative configuration, helium-cooled pebble bed (HCPB), has not
been studied yet. Based on comparisons between the two blankets, it can be anticipated that
the fluxes behind the blankets with the HCPB configuration would exceed those obtained
here by up to one order of magnitude, or even more [1]. This would mostly impact the
results obtained for diagnostics located in the inner and outer surfaces of the VV (magnetics
and Faraday sensors). It would also imply a redesign of the DSC with helium cooling, with
an obvious impact on the shielding and thermomechanical performance of the DSC.

2.2.1. In-Vessel Diagnostics

The MCNP reference model used for the first group of diagnostics, including the
in-vessel diagnostics not integrated in the ports, is represented in Figure 2 [41]. A 22.5-
degree model was used, corresponding to a full sector out of the 16 into which DEMO is
divided. The blankets of this model were filled with a mixture representative of the WCLL
BB, composed of tungsten, EUROFER, water and PbLi [17]. Using a homogenized material
in the blankets reduces the complexity of the model, improving the simulation time and
allowing for a reasonable first estimate of the fluxes and loads behind the blankets.
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Figure 2. DEMO MCNP reference model used for the simulation of in-vessel diagnostics (excluding
port diagnostics). Left: Plane y = 10.5 cm. Right: Plane z = 0.

2.2.2. Ex-Vessel Diagnostics

The reference model used for ex-vessel diagnostics (Faraday sensors) is represented
in Figure 3 [42]. This is a smaller model when compared to the previous one (11.25◦
instead of 22.5◦), containing a semi-heterogeneous representation of the WCLL blanket
which provides good accuracy for ex-vessel simulations while decreasing the simulation
times [43].

Figure 3. Reference model used in the simulations of the ex-vessel Faraday sensors.
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2.2.3. Equatorial Port Diagnostics

The reference MCNP model used for equatorial port diagnostics is illustrated in
Figure 4 [44]. The model features an upper port, equatorial limiter port and lower pumping
port and includes layered representations of two HCPB BBs and one layered representation
of the WCLL BB, as described with more detail in reference [45]. For these studies, the
WCLL option was chosen for the BB (MCNP universe u = 882). All the remaining geometry
definitions were kept unchanged except for the equatorial port (universe u = 210 in the
MCNP model) and part of the bioshield and cryostat (u = 900), which were adapted to
include the models created for the equatorial port, defined in Section 3.3.

Figure 4. MCNP reference model used in the simulations of equatorial port diagnostics. Left: Plane
y = 28 cm. Right: Plane z = 10 cm.

The equatorial port of the reference model is shown with more detail in Figure 5. The
bioshield is made of concrete and has a thickness of 2 m, while the bioshield plug is a 50 cm
thick slab of heavy concrete with a density of 3.6 g/cm3. As there were no CAD models
available with details of the DEMO bioshield plugs at the start of this work, the design
available in the reference neutronics model was used, with the addition of the diagnostic
duct openings in the bioshield plug.

Figure 5. Detail of the MCNP reference model used in the simulations of equatorial port diagnostics,
showing the EP and the bioshield plug.
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2.3. Weight Window Generation

Common to all cases studied in this paper was the use of weight windows for variance
reduction, to reduce the statistical errors of the simulation results. This is a crucial point
when the aim is to calculate fluxes or loads at large distances from the plasma, as is the
case with most simulations presented here. Two examples are provided in Figure 6. On
the left, the weight windows were tuned to calculate the fluxes and loads in the Faraday
sensors, using the reference model of Figure 3. In this case, the weight window generator
of MCNP was used, after multiplying the density of all materials in the model by 1/10.
In subsequent simulations, the material densities were progressively increased (1/5, 1/2
and finally 1), optimizing the weight windows at each step. This allowed us to bias the
simulations towards the outer surface of the VV (from red to blue), where the sensors are
located. For gammas, this weight window mesh was duplicated with the iWW-GVR [46]
code and multiplied by 0.1.

 

Figure 6. Weight windows used in the simulations. Left: Faraday sensors, installed on the outer layer
of the VV. Right: EP diagnostics.

Another example is provided on the right side of Figure 6, for equatorial port diag-
nostics (reference model of Figure 4). In this case the aim was to obtain fluxes in the port
cell, more than 12 m away from the plasma. The weight windows were generated with the
ADVANTG code [47] and further manipulated with the iWW-GVR tool. They were tuned,
in each simulation, to bias the propagation of neutrons and gammas towards the bioshield
and the mirrors in the port cell.

3. Results

3.1. Inner-Vessel Diagnostics

The main objective of this analysis was to estimate the heat loads and the dose rates in
the positions where magnetics sensors are expected to be placed, within the inner surface of
the VV. Such an estimation, although preliminary, is important to assess the requirements
for magnetics sensors. Since one possibility for the integration of magnetics sensors would
be to attach them to the back of a blanket or even to a DSC, a comparison is made in this
section between results obtained on the back of the blanket and on the back of a DSC. This
comparison allows us to simultaneously assess the effect that the introduction of the DSC,
the proposed integration approach for reflectometry and ECE in DEMO, would have on
the fluxes and loads in the VV. What follows is a first study of neutron fluxes, nuclear heat
loads, dose rates and dpa around the plasma with focus on the 60 poloidal locations where
magnetics sensors are expected to be installed.
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3.1.1. MCNP Models

The model of the DSC is presented in Figures 7 and 8, integrated in the reference
model of Figure 2. As described in more detail in [16], the DSC has a thickness of 25 cm
in the toroidal direction and the same poloidal shape as the blankets, ~12 m in height and
approximately 52 tons in weight (similar density to the WCLL blankets). A homogenized
mixture of EUROFER and water was assumed for the DSC, with volume fractions of 83.6%
and 16.4%, respectively, representative of a small module with a cooling system studied
in a previous work [24]. This water volume fraction is similar to the one in the blanket
(15.9%). The MW antennas and waveguides were kept in the geometry, to provide a more
conservative estimation and because they have been shown to have a small impact on the
neutron fluxes and nuclear loads in the VV.

 

Figure 7. MCNP model of the DSC, containing the antennas and WGs designed for reflectometry.
Left: Plane y = 10.5 cm. Right: Plane y = 6 cm.

 
Figure 8. MCNP model of the DSC (plane z = 0).

For the first simulations, three tally cells (spheres with 1.5 cm diameters) were created
at three toroidal positions (y = 0, y = 10.5 cm and y = 45 cm) in plane z = 0, as illustrated
on the left side of Figure 9. These three positions correspond to the point between blanket
modules, the middle of the DSC and the middle of the blanket, and were used to evaluate
how the distance to the 2 cm gap between blanket segments affects the neutron fluxes
and nuclear loads in the magnetics sensors. Afterwards, the fluxes, heat loads, dose rates
and dpa in the blankets and DSC were estimated using FMESH tallies with multiplication
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factors. Using Paraview, the values for each of these quantities were obtained at the
60 poloidal positions where the magnetics sensors are expected to be placed, for the two
studied configurations: with the DSC (sensors located behind the DSC) and without the
DSC but considering a BB with the full (toroidal) width and having the sensors in the same
positions (sensors located behind the blanket). These positions are illustrated on the right
side of Figure 9.

 
Figure 9. Left: Detail of the DSC, highlighting the cells used to tally fluxes, heat loads and dose rates
(plane z = 0). Right: The 60 poloidal positions around the plasma foreseen for magnetics sensors.

The heat loads and dose rates were estimated for the following candidate materials:

• Alumina (Al2O3)—3.95 g cm−3;
• DuPont-951 ceramic (43%at. Al, 31%at. Si, 20%at. O, 6%at. Ca)—3.1 g cm−3;
• Aluminum nitride (AlN)—3.26 g cm−3;
• Magnesia (MgO)—3.58 g cm−3;
• Silicon dioxide (SiO2)—2.65 g cm−3;
• Silicon nitride (Si3N4)—3.17 g cm−3.

3.1.2. Fluxes, Nuclear Heat Loads and Dose Rates in the Tally Cells

The neutron fluxes, gamma fluxes, nuclear heat loads and dose rates at the three
toroidal locations presented in Figure 9 (left) are summarized in Table 1, for the two studied
cases (with and without DSC, in which case the DSC portion in Figure 9 is replaced by
the blanket). As expected, the neutron and gamma fluxes at the center of the 2 cm gap
between BB modules are three to four times higher than the fluxes behind the DSC or
the blanket (at y = 10.5 cm). In the middle of the blanket (y = 45 cm), the neutron fluxes
are 65% (with DSC) to 74% (without DSC) lower than at y = 10.5 cm. Without the DSC,
the gamma fluxes at y = 10.5 cm are a factor of 2.6 higher than at y = 45 cm, due to the
increased production of gammas by uncollided neutrons at y = 0 (between blankets). With
the DSC, this factor increases to 6.4, due to the increased production of gammas in the DSC.
Overall, between the three locations and the two configurations, the neutron fluxes vary
between 7 × 1011 and 5 × 1012 n cm−2 s−1 and the gamma fluxes vary between 7 × 1010

and 1.4 × 1011 γ cm−2 s−1.
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Table 1. Neutron fluxes, nuclear heat loads and dose rates at 3 toroidal positions in the equatorial
plane IB. For the flux calculations, the statistical errors are also presented. For the heat loads and dose
rates, the neutron contribution to the total is included (remaining contribution by gammas).

Position
Between BBs
(y = 0)

Behind
DSC/BB
(y = 10.5 cm)

Behind WCLL
BB (y = 45 cm)

with DSC

Neutron flux (n cm−2 s−1) 4.56 × 1012 (1.8%) 1.22 × 1012

(3.6%)
7.38 × 1011

(4.7%)

Gamma Flux (γ cm−2 s−1) 1.35× 1012 (3.1%) 4.72 × 1011

(5.3%)
7.34 × 1010

(13.9%)

Nuclear heat load
(mW cm−3)

Al2O3 82.84 (66%n) 11.60 (17%n) 3.14 (44%n)
DP-951 65.79 (66%n) 8.86 (12%n) 2.17 (35%n)
AlN 73.96 (69%n) 9.96 (21%n) 2.66 (46%n)
MgO 82.86 (69%n) 10.89 (20%n) 3.04 (47%n)
SiO2 62.55 (70%n) 8.13 (21%n) 2.33 (49%n)
Si3N4 90.12 (70%n) 10.16 (23%n) 2.75 (47%n)

Dose rate (Gy s−1)

Al2O3 20.97 (66%n) 2.94 (17%n) 0.79 (44%n)
DP-951 21.22 (66%n) 2.86 (12%n) 0.70 (35%n)
AlN 22.69 (69%n) 3.05 (21%n) 0.82 (46%n)
MgO 23.15 (69%n) 3.04 (20%n) 0.85 (47%n)
SiO2 23.62 (70%n) 3.07 (21%n) 0.88 (49%n)
Si3N4 28.43 (70%n) 3.20 (20%n) 0.87 (47%n)

without DSC

Neutron flux (n cm−2 s−1) 4.96 × 1012 (1.8%) 1.41 × 1012

(3.4%)
8.12 × 1011

(4.5%)

Gamma Flux (γ cm−2 s−1) 8.15× 1011 (3.9%) 1.98 × 1011

(8.4%)
7.68 × 1010

(13.4%)

Nuclear heat load
(mW cm−3)

Al2O3 76.97 (77%n) 7.43 (43%n) 3.41 (48%n)
DP-951 60.47 (77%n) 5.24 (35%n) 2.30 (38%n)
AlN 68.87 (80%n) 6.26 (45%n) 2.88 (50%n)
MgO 77.99 (80%n) 7.28 (47%n) 3.31 (51%n)
SiO2 59.24 (80%n) 5.54 (49%n) 2.55 (53%n)
Si3N4 86.10 (84%n) 6.57 (47%n) 2.98 (51%n)

Dose rate (Gy s−1)

Al2O3 19.49 (77%n) 1.88 (43%n) 0.86 (48%n)
DP-951 19.51 (77%n) 1.69 (35%n) 0.74 (38%n)
AlN 21.13 (80%n) 1.92 (45%n) 0.88 (50%n)
MgO 21.79 (80%n) 2.03 (47%n) 0.92 (51%n)
SiO2 22.37 (80%n) 2.09 (49%n) 0.96 (53%n)
Si3N4 27.16 (84%n) 2.07 (47%n) 0.94 (51%n)

Comparing the two configurations, the heat loads and dose rates are very similar when
the sensors are located between the blanket modules, as neutrons are the main contributors
to the total heat loads and dose rates in that position and the neutron fluxes are similar
between the two cases. Behind the DSC/BB (y = 10.5 cm) the heat loads and dose rates are
47% to 69% higher in the DSC configuration, depending on the material. In the position
behind the middle of the BBs (y = 45 cm) the heat loads and dose rates are 5% to 9% higher
in the case without DSC.

Comparing the three toroidal positions, the loads are much higher between blankets
(y = 0) and much lower behind the middle of the blanket (y = 45 cm). Between the blankets
the heat loads vary between 60 and 90 mW cm−3, while behind the DSC/blanket (at
y = 10.5 cm) they vary between 5 and 12 mW cm−3. At y = 45 cm the heat loads vary from
2 to 4 mW cm−3. Similarly, the dose rates vary between 20 and 30 Gy s−1 between blankets,
2 and 3 Gy s−1 behind the DSC/blanket (y = 10.5 cm) and 0.7 and 1 Gy s−1 at y = 45 cm.

As for the heat loads between different materials, DP-951 and SiO2 are the ones with
the lower values in general, although the differences are less pronounced behind the
blankets. The maximum deviation between the values obtained with each material is ~30%,
which is expected given the similar densities of the materials and the comparable atomic
weights of their constituent elements. The contribution by neutrons to the loads and dose
rates is dominant between the blankets (y = 0), while at y = 45 cm the contributions from
neutrons and gammas are similar. At y = 10.5 cm, gammas play the most important role,
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especially in the case of the DSC, in which they contribute more than 80% of the total
heat loads.

To finalize the comparison, the neutron flux spectra for the DSC case are presented in
Figure 10. Although the statistical errors are large in most bins, and therefore unsuitable
to be used as input in inventory or activation analyses, the ones related to the total flux
are 1.8%, 3.6% and 4.7%, for the cases between blankets, behind the DSC and behind the
blanket, respectively. The 14 MeV peak of uncollided neutrons is evident for the tally cell
between the blankets (y = 0), vanishing completely in the remaining positions. For the case
without the DSC the spectra are very similar and were not included in the plot.

 

Figure 10. Neutron flux spectra (n cm−2 s−1) and statistical error fraction behind the DSC and
WCLL blanket.

3.1.3. Neutron and Gamma Fluxes in the Sensors

To assess the variation of the previous quantities with the poloidal location, FMESH
tallies were defined for a thin slice between y = 10 cm and y = 11 cm. As shown in Figure 11,
the mesh elements are very small (1.7 cm × 1 cm × 1.7 cm), to provide an accurate estimate
of the fluxes and loads at each of the 60 positions described in Figure 9. Nevertheless, small
deviations between the results presented in Table 1 and the ones obtained with the FMESH
tallies are always to be expected, as the elements of the FMESH tallies have a different
volume compared to the F4 tally cells. To keep the statistical errors as low as possible with
such small elements, 5 × 1010 particles were run in each simulation.

Figure 11. Detail of the meshes used in the simulations.
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The neutron fluxes and statistical errors obtained for the configuration without the
DSC are presented in Figure 12. As expected, the fluxes in the first wall are of the order
of 3–4 × 1014 n cm−2s−1, while behind the blanket they vary between ~1 × 1011 and
1 × 1012 n cm−2 s−1, depending on the position. In general, the statistical errors behind the
DSC are less than 10%.

Figure 12. Neutron fluxes (n cm−2 s−1) and statistical errors behind the WCLL blanket in plane
y = 10.5 cm.

Figure 13 shows the values of the neutron fluxes at the 60 poloidal positions foreseen
for magnetics sensors. Values vary from 1.1× 1011 n cm−2 s−1 in position 6 (see Figure 9) to
5.2 × 1012 n cm−2 s−1 below the divertor (more than one order of magnitude of variation). In
the equatorial plane, at position 14 (z = −13.5 cm), the neutron flux is 1.4 × 1012 n cm−2 s−1,
which agrees with the value provided in Table 1. The largest statistical error is 10.1%.

  

Figure 13. Neutron fluxes (n cm−2 s−1) and statistical errors behind the WCLL blanket at 60 poloidal
locations in plane y = 10.5 cm.
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For comparison between the two cases, the ratios between the results obtained with
the DSC and without the DSC are presented in Figure 14. The neutron fluxes with the
DSC are slightly higher close to the first wall, but lower at almost all positions behind
the DSC/blanket. The main conclusion is that the neutron fluxes are very close between
configurations, with differences below 20% at most positions.

 

Figure 14. Left: Neutron flux ratios (with DSC/without DSC) in plane y = 10.5 cm. Right: Values at
60 poloidal locations.

The gamma fluxes behind the blanket are plotted Figure 15. They reach 2 × 1011 γ cm−2 s−1

at the equatorial plane (three orders of magnitude lower than at the first wall), while in the
divertor region they reach 7 × 1012 γ cm−2 s−1. These simulations were run with larger mesh
elements (5 cm × 1 cm × 5 cm), to reduce the statistical errors of the simulations, which ex-
ceeded 10% in some positions with the initial mesh. Similar values were obtained between
the two simulations (smaller and larger mesh elements), with statistical errors ≤ 10% for the
larger elements.

 

Figure 15. Gamma fluxes (γ cm−2 s−1) and statistical errors behind the WCLL blanket at
60 poloidal locations.
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The ratios between the gamma fluxes with and without the DSC are presented in
Figure 16. Except for the divertor region—where the ratios are 1—the gamma fluxes
increase with the DSC by a factor of 2–3. This is because more gammas are produced in the
DSC than in the BB, due to the higher radiative capture cross-sections of iron and chromium
(the main constituents of EUROFER) when compared to the radiative capture cross-section
of lead (from the WCLL BB).

 

Figure 16. Left: Gamma flux ratios (with DSC/without DSC) in plane y = 10.5 cm. Right: Values at
60 poloidal locations.

Since the results of the next sections (nuclear heat loads, dose rates and dpa) were
obtained as neutron and gamma fluxes multiplied by conversion factors, the statistical
uncertainties presented up to now were considered acceptable and are omitted in the
remaining results.

3.1.4. Displacements per Atom in the Vacuum Vessel

The dpa values in SS-316 (inner-vessel surface) were also calculated for the two
configurations, as shown in Figure 17. The results are normalized per full power year
(FPY), with DEMO scheduled to operate over 20 calendar years at an average availability
of 30%, which results in a plant lifetime of 6 FPY (1.57 FPY in the first operation phase
and 4.43 FPY in the second operation phase) [1]. The dpa values are very small behind
either the blanket or the DSC, below 0.01 dpa/FPY in any position (except for the divertor
region, where values are much larger). When both configurations are compared, the dpa
values are smaller with the DSC, up to a factor of 2. This result indicates once again that
the introduction of the DSC, with the current design, does not compromise the integrity of
the VV.

3.1.5. Nuclear Heat Loads and Dose Rates

The final step of this analysis consisted in the estimation of the nuclear heat loads and
dose rates in the six candidate materials foreseen for magnetics sensors. The nuclear heat
loads for the two configurations are shown in Table 2.
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Figure 17. Left: dpa/FPY behind the WCLL blanket. Right: dpa/FPY behind the DSC.

Table 2. Total heat loads in six materials at 60 poloidal locations behind the WCLL blanket.

Pos

Total Heat Loads (mW cm−3)

with DSC without DSC

Al2O3 DP-951 AlN MgO SiO2 Si3N4 Al2O3 DP-951 AlN MgO SiO2 Si3N4

1 165.4 131.0 143.6 157.1 116.6 152.6 165.8 131.3 143.9 157.5 116.9 152.9

Divertor
2 126.5 100.1 109.9 119.5 88.7 115.7 126.8 100.4 110.2 119.9 88.9 116.0
3 49.12 38.73 42.43 45.89 34.02 43.55 48.80 38.45 42.16 45.61 33.81 43.27
4 16.91 13.26 14.52 15.65 11.62 14.74 16.73 13.13 14.40 15.48 11.49 14.61
5 9.03 7.09 7.67 8.40 6.23 7.78 8.73 6.83 7.42 8.15 6.04 7.53

6 0.89 0.68 0.78 0.83 0.62 0.80 0.75 0.52 0.62 0.71 0.54 0.64
7 1.27 0.98 1.10 1.18 0.88 1.11 0.57 0.43 0.49 0.54 0.41 0.50
8 1.77 1.36 1.54 1.66 1.23 1.56 1.16 0.85 1.00 1.13 0.85 1.04
9 1.84 1.38 1.61 1.74 1.31 1.65 1.65 1.19 1.36 1.60 1.21 1.43
10 3.19 2.41 2.74 2.98 2.23 2.78 2.23 1.57 1.86 2.14 1.63 1.91
11 5.13 3.87 4.36 4.80 3.60 4.42 3.37 2.34 2.81 3.28 2.50 2.89

12 8.02 6.02 6.77 7.59 5.70 6.98 5.50 3.85 4.60 5.29 4.04 4.75

Eq. plane IB

13 10.66 8.14 9.08 10.05 7.50 9.32 5.95 4.10 4.95 5.77 4.44 5.21
14 10.28 7.79 8.72 9.67 7.24 8.89 6.71 4.66 5.71 6.56 5.02 6.01
15 9.49 7.17 8.21 8.96 6.71 8.40 7.09 4.97 6.09 6.92 5.27 6.32
16 10.22 7.69 8.79 9.60 7.21 9.02 6.68 4.70 5.65 6.43 4.93 5.95
17 6.52 4.95 5.57 6.10 4.57 5.68 4.96 3.42 4.13 4.77 3.66 4.24

18 4.28 3.23 3.64 4.02 3.01 3.68 3.10 2.15 2.60 3.00 2.31 2.74
19 3.80 2.88 3.21 3.55 2.65 3.24 2.35 1.64 1.94 2.33 1.78 2.08
20 2.07 1.56 1.76 1.92 1.44 1.77 1.39 0.96 1.15 1.38 1.05 1.21
21 1.28 0.96 1.07 1.20 0.90 1.08 0.71 0.50 0.63 0.69 0.53 0.63
22 1.17 0.87 0.98 1.09 0.83 1.00 0.69 0.46 0.59 0.66 0.51 0.62
23 1.37 1.01 1.11 1.30 0.98 1.15 0.75 0.52 0.63 0.71 0.55 0.64
24 1.79 1.37 1.50 1.69 1.26 1.55 1.12 0.83 0.95 1.09 0.82 1.02
25 1.59 1.21 1.36 1.49 1.11 1.35 1.21 0.85 1.03 1.19 0.90 1.05
26 1.51 1.09 1.27 1.42 1.08 1.29 1.05 0.72 0.88 1.02 0.78 0.88
27 2.90 2.28 2.52 2.68 1.98 2.55 1.99 1.51 1.74 1.87 1.40 1.78
28 2.59 2.02 2.30 2.43 1.81 2.38 1.52 1.16 1.37 1.46 1.09 1.42
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Table 2. Cont.

Pos

Total Heat Loads (mW cm−3)

with DSC without DSC

Al2O3 DP-951 AlN MgO SiO2 Si3N4 Al2O3 DP-951 AlN MgO SiO2 Si3N4

29 2.71 2.15 2.42 2.50 1.85 2.46 2.34 1.82 2.08 2.21 1.64 2.18
30 4.98 3.96 4.37 4.58 3.38 4.44 2.82 2.16 2.49 2.64 1.98 2.55
31 3.19 2.50 2.76 2.96 2.20 2.84 2.54 1.96 2.16 2.38 1.78 2.25
32 3.42 2.71 3.00 3.14 2.33 3.06 2.57 1.97 2.21 2.39 1.79 2.27
33 3.84 3.01 3.28 3.52 2.61 3.30 2.65 2.05 2.25 2.47 1.85 2.33
34 3.69 2.90 3.29 3.43 2.54 3.35 2.65 2.03 2.38 2.51 1.87 2.46
35 3.39 2.64 2.95 3.13 2.33 2.99 2.31 1.75 2.02 2.18 1.63 2.05
36 3.21 2.52 2.81 2.97 2.20 2.84 2.36 1.79 2.04 2.22 1.66 2.10
37 3.51 2.78 3.09 3.23 2.39 3.14 2.63 2.30 2.29 2.43 1.77 2.39
38 3.88 3.04 3.37 3.61 2.68 3.44 2.67 2.02 2.32 2.52 1.88 2.36
39 3.22 2.47 2.88 3.05 2.28 2.97 2.15 1.58 1.90 2.08 1.57 1.99
40 3.02 2.27 2.53 2.85 2.14 2.59 2.28 1.64 1.95 2.21 1.67 2.02

41 3.14 2.35 2.62 2.96 2.23 2.67 2.31 1.59 1.91 2.25 1.72 1.98

Eq. plane OB

42 2.85 2.15 2.42 2.70 2.03 2.51 1.90 1.31 1.56 1.86 1.41 1.62
43 3.18 2.35 2.70 3.07 2.31 2.81 2.12 1.47 1.81 2.16 1.64 1.98
44 2.95 2.16 2.50 2.76 2.09 2.53 2.09 1.40 1.72 2.04 1.57 1.76
45 3.11 2.30 2.63 2.93 2.21 2.67 2.18 1.44 1.80 2.14 1.65 1.88
46 3.69 2.80 3.17 3.48 2.61 3.27 3.23 2.28 2.74 3.14 2.41 2.94
47 4.53 3.42 3.87 4.22 3.16 3.91 3.22 2.24 2.75 3.10 2.38 2.87

48 5.14 3.91 4.36 4.77 3.57 4.44 3.84 2.76 3.25 3.62 2.76 3.33
49 5.50 4.19 4.65 5.13 3.84 4.75 3.52 2.49 3.05 3.40 2.60 3.23
50 4.63 3.53 3.96 4.30 3.21 4.01 2.95 2.14 2.48 2.86 2.17 2.59
51 3.35 2.50 2.89 3.11 2.34 2.92 2.57 1.83 2.13 2.47 1.89 2.26
52 3.15 2.38 2.70 2.97 2.22 2.75 2.04 1.45 1.73 1.97 1.50 1.79
53 3.06 2.33 2.67 2.85 2.14 2.73 1.75 1.21 1.51 1.68 1.29 1.53
54 1.72 1.29 1.45 1.59 1.20 1.45 1.06 0.75 0.89 1.03 0.78 0.91
55 2.17 1.64 1.82 2.02 1.52 1.84 1.39 1.01 1.16 1.32 1.00 1.17
56 3.70 2.77 3.19 3.49 2.63 3.28 3.20 2.39 2.70 3.07 2.32 2.87

57 34.54 27.33 29.48 32.30 23.94 30.51 34.19 27.04 29.14 31.96 23.70 30.16

Divertor
58 193.9 154.6 169.0 186.2 138.3 184.0 192.9 153.7 168.2 185.3 137.6 183.1
59 170.4 135.2 148.7 163.1 121.0 159.6 170.1 134.9 148.4 162.7 120.8 159.2
60 167.9 133.2 145.6 159.6 118.4 154.6 168.1 133.4 145.8 159.9 118.6 154.8

As seen before, DP-951 and SiO2 are the materials with lower values in general,
although the variations between materials are mostly within 40%. As an example, the
heat loads at the equatorial plane inboard in the configuration without the DSC vary from
5.3 mW cm−3 in SiO2 to 7.1 mW cm−3 in Al2O3 (a variation of ~30%). Apart from the
divertor region, the highest heat loads are at the equatorial plane inboard (a factor ~3 higher
than at the outboard).

On average, excluding the points in the divertor region, the heat loads in the configu-
ration with the DSC are 50% higher than the ones in the configuration without DSC. This is
mostly due to the increased gamma fluxes coming from the DSC. The dose rates, obtained
by dividing the nuclear heat loads (in mW cm−3) by the material density, are very similar
between materials, as shown in Table 3.

Table 3. Dose rates in six materials at 60 poloidal locations behind the WCLL blanket.

Pos

Dose Rate (Gy s−1)

with DSC without DSC

Al2O3 DP-951 AlN MgO SiO2 Si3N4 Al2O3 DP-951 AlN MgO SiO2 Si3N4

1 41.87 42.26 44.04 43.88 44.01 48.13 41.97 42.36 44.14 43.98 44.11 48.23

Divertor
2 32.01 32.28 33.70 33.38 33.46 36.48 32.11 32.38 33.80 33.48 33.56 36.58
3 12.43 12.49 13.01 12.82 12.84 13.74 12.35 12.40 12.93 12.74 12.76 13.65
4 4.28 4.28 4.45 4.37 4.38 4.65 4.24 4.24 4.42 4.32 4.34 4.61
5 2.29 2.29 2.35 2.35 2.35 2.45 2.21 2.20 2.28 2.28 2.28 2.37
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Table 3. Cont.

Pos

Dose Rate (Gy s−1)

with DSC without DSC

Al2O3 DP-951 AlN MgO SiO2 Si3N4 Al2O3 DP-951 AlN MgO SiO2 Si3N4

6 0.22 0.22 0.24 0.23 0.23 0.25 0.19 0.17 0.19 0.20 0.21 0.20
7 0.32 0.32 0.34 0.33 0.33 0.35 0.14 0.14 0.15 0.15 0.15 0.16
8 0.45 0.44 0.47 0.46 0.47 0.49 0.29 0.27 0.31 0.32 0.32 0.33
9 0.47 0.44 0.49 0.49 0.49 0.52 0.42 0.38 0.42 0.45 0.46 0.45
10 0.81 0.78 0.84 0.83 0.84 0.88 0.56 0.51 0.57 0.60 0.61 0.60
11 1.30 1.25 1.34 1.34 1.36 1.39 0.85 0.76 0.86 0.92 0.94 0.91

12 2.03 1.94 2.08 2.12 2.15 2.20 1.39 1.24 1.41 1.48 1.53 1.50

Eq. plane

13 2.70 2.63 2.79 2.81 2.83 2.94 1.51 1.32 1.52 1.61 1.67 1.64
14 2.60 2.51 2.68 2.70 2.73 2.80 1.70 1.50 1.75 1.83 1.90 1.90
15 2.40 2.31 2.52 2.50 2.53 2.65 1.79 1.60 1.87 1.93 1.99 1.99
16 2.59 2.48 2.70 2.68 2.72 2.84 1.69 1.52 1.73 1.80 1.86 1.88
17 1.65 1.60 1.71 1.70 1.73 1.79 1.25 1.10 1.27 1.33 1.38 1.34

18 1.08 1.04 1.12 1.12 1.14 1.16 0.79 0.69 0.80 0.84 0.87 0.87
19 0.96 0.93 0.99 0.99 1.00 1.02 0.60 0.53 0.59 0.65 0.67 0.66
20 0.52 0.50 0.54 0.54 0.54 0.56 0.35 0.31 0.35 0.39 0.40 0.38
21 0.32 0.31 0.33 0.34 0.34 0.34 0.18 0.16 0.19 0.19 0.20 0.20
22 0.30 0.28 0.30 0.31 0.31 0.32 0.18 0.15 0.18 0.18 0.19 0.19
23 0.35 0.33 0.34 0.36 0.37 0.36 0.19 0.17 0.19 0.20 0.21 0.20
24 0.45 0.44 0.46 0.47 0.48 0.49 0.28 0.27 0.29 0.31 0.31 0.32
25 0.40 0.39 0.42 0.42 0.42 0.43 0.31 0.27 0.32 0.33 0.34 0.33
26 0.38 0.35 0.39 0.40 0.41 0.41 0.27 0.23 0.27 0.28 0.29 0.28
27 0.73 0.73 0.77 0.75 0.75 0.80 0.50 0.49 0.54 0.52 0.53 0.56
28 0.66 0.65 0.70 0.68 0.68 0.75 0.39 0.37 0.42 0.41 0.41 0.45
29 0.69 0.69 0.74 0.70 0.70 0.77 0.59 0.59 0.64 0.62 0.62 0.69
30 1.26 1.28 1.34 1.28 1.28 1.40 0.71 0.70 0.76 0.74 0.75 0.80
31 0.81 0.81 0.85 0.83 0.83 0.90 0.64 0.63 0.66 0.66 0.67 0.71
32 0.87 0.87 0.92 0.88 0.88 0.96 0.65 0.64 0.68 0.67 0.68 0.72
33 0.97 0.97 1.01 0.98 0.98 1.04 0.67 0.66 0.69 0.69 0.70 0.73
34 0.93 0.93 1.01 0.96 0.96 1.06 0.67 0.65 0.73 0.70 0.71 0.78
35 0.86 0.85 0.90 0.87 0.88 0.94 0.59 0.56 0.62 0.61 0.61 0.65
36 0.81 0.81 0.86 0.83 0.83 0.90 0.60 0.58 0.63 0.62 0.63 0.66
37 0.89 0.90 0.95 0.90 0.90 0.99 0.67 0.74 0.70 0.68 0.67 0.75
38 0.98 0.98 1.03 1.01 1.01 1.08 0.68 0.65 0.71 0.70 0.71 0.74
39 0.82 0.80 0.88 0.85 0.86 0.94 0.54 0.51 0.58 0.58 0.59 0.63
40 0.77 0.73 0.78 0.80 0.81 0.82 0.58 0.53 0.60 0.62 0.63 0.64

41 0.79 0.76 0.80 0.83 0.84 0.84 0.58 0.51 0.59 0.63 0.65 0.62

Eq. plane

42 0.72 0.69 0.74 0.76 0.77 0.79 0.48 0.42 0.48 0.52 0.53 0.51
43 0.81 0.76 0.83 0.86 0.87 0.89 0.54 0.48 0.56 0.60 0.62 0.63
44 0.75 0.70 0.77 0.77 0.79 0.80 0.53 0.45 0.53 0.57 0.59 0.56
45 0.79 0.74 0.81 0.82 0.83 0.84 0.55 0.47 0.55 0.60 0.62 0.59
46 0.93 0.90 0.97 0.97 0.98 1.03 0.82 0.74 0.84 0.88 0.91 0.93
47 1.15 1.10 1.19 1.18 1.19 1.23 0.81 0.72 0.84 0.86 0.90 0.91

48 1.30 1.26 1.34 1.33 1.35 1.40 0.97 0.89 1.00 1.01 1.04 1.05
49 1.39 1.35 1.43 1.43 1.45 1.50 0.89 0.80 0.94 0.95 0.98 1.02
50 1.17 1.14 1.21 1.20 1.21 1.26 0.75 0.69 0.76 0.80 0.82 0.82
51 0.85 0.81 0.89 0.87 0.88 0.92 0.65 0.59 0.65 0.69 0.71 0.71
52 0.80 0.77 0.83 0.83 0.84 0.87 0.52 0.47 0.53 0.55 0.57 0.56
53 0.77 0.75 0.82 0.80 0.81 0.86 0.44 0.39 0.46 0.47 0.49 0.48
54 0.44 0.41 0.44 0.44 0.45 0.46 0.27 0.24 0.27 0.29 0.29 0.29
55 0.55 0.53 0.56 0.57 0.57 0.58 0.35 0.32 0.36 0.37 0.38 0.37
56 0.94 0.90 0.98 0.97 0.99 1.04 0.81 0.77 0.83 0.86 0.87 0.90

57 8.74 8.82 9.04 9.02 9.03 9.62 8.66 8.72 8.94 8.93 8.94 9.51

Divertor
58 49.10 49.86 51.85 52.01 52.19 58.04 48.84 49.58 51.59 51.75 51.93 57.77
59 43.13 43.60 45.60 45.55 45.67 50.33 43.05 43.51 45.52 45.45 45.57 50.23
60 42.49 42.96 44.65 44.59 44.67 48.78 42.55 43.02 44.71 44.66 44.74 48.85

The results presented in this section show that the DSC leads to an increase in the
gamma fluxes and heat loads in the VV without compromising its integrity. The heat loads
in the VV obtained with the DSC are well below the limit of 0.3 W/cm3, while the dpa
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values, smaller than 0.01 dpa/FPY at any position, are lower than the ones obtained with
the WCLL blanket.

For the magnetics sensors, the increase in the heat loads and dose rates by approxi-
mately 50% may have an impact on the integrity of the sensors. The absolute values of the
loads and dose rates need to be evaluated by magnetics diagnostic development teams.

3.1.6. Neutron Fluence in Magnetics Sensors: Comparison with ITER

The neutron fluxes in the magnetics sensors presented in Figure 12 vary between
1.1 × 1011 n cm−2 s−1 and 1.4 × 1012 behind the blanket and are up to 5.2 × 1012 n cm−2 s−1

below the divertor. Table 4 presents these fluxes integrated over the DEMO operation
phases (1.57 and 4.43 FPY), converted to n m−2 for comparison with ITER results. The
neutron fluences in the ITER in-vessel magnetics sensors are expected to vary in the
range 2.5 × 1024–5 × 1024 n m−2 [48], with the fluences in the cable looms reaching up
to 6.25 × 1024 n m−2 close to the upper port and 2.25 × 1024 n m−2 in the divertor [49].
The fluences behind the blankets presented in Table 4 for the whole DEMO lifetime are
comparable to the ones expected for ITER, even though ITER will operate only for 0.54 FPY.
This is due to the excellent shielding performance of the WCLL blanket. In the divertor
region, the values obtained for DEMO are higher by a factor of 4, although the comparison
here is not straightforward, since in the ITER simulations the sensors are installed inside
the divertor cassette.

Table 4. Neutron fluxes and fluences in the magnetics sensors (behind the WCLL blanket).

Neutron Flux
(n m−2 s−1)

Neutron Fluence (n m−2)

1 FPY 1.57 FPY 4.43 FPY 6 FPY

Blanket (min) 1.10 × 1015 3.47 × 1022 5.45 × 1022 1.54 × 1023 2.08 × 1023

Blanket (max) 1.40 × 1016 4.42 × 1023 6.94 × 1023 1.96 × 1024 2.65 × 1024

Divertor 5.20 × 1016 1.64 × 1024 2.58 × 1024 7.27 × 1024 9.85 × 1024

As mentioned before, with the HCPB blanket the fluences in the sensors would be
increased up to a factor of 10 or more, which would increase the loads when compared to
ITER. Furthermore, the WCLL blanket design changes every year, and a reduction of the
blanket dimensions cannot be ruled out at this stage. It is also important to highlight that the
present analysis is very preliminary, as it assumes homogeneous material compositions in
the blanket and DSC. Therefore, it is important to repeat the analysis when the new models
are available, if possible using a fully heterogeneous model of the WCLL blanket [50], with
the required adaptations to provide space for the inclusion of magnetic sensors.

3.2. Ex-Vessel Diagnostics (Faraday Sensors)

As in ITER [51], the DEMO fiber optics current sensor (FOCS) diagnostic is planned
to be installed on the outer surface of the VV, with the aim to provide information on
the plasma current during long plasma discharges. To model this diagnostic, a thin layer
was added close to the middle section of the VV in the reference model of Figure 3, as
illustrated in Figure 18. This layer is a full poloidal segment, with 1 cm in the radial
direction and 9.5 cm in the toroidal direction. It was used to calculate neutron and gamma
fluxes at different poloidal positions, illustrated on the right side of Figure 18. The layer
was first split at the equatorial level, and the remaining planes were obtained by rotating
the preceding one by 5 degrees. In this way, 72 cells were added to the MCNP model, after
conversion of this CAD model with SuperMC.

The only change made to the reference model was the addition of the 72 cells, which
were filled with silica to calculate the heat loads in the optical fibers, with a density of
2.32 g/cm3. The remaining modeling options were kept unchanged.

A preliminary simulation was run to determine the volumes and masses of each of the
72 cells, using a voided geometry. The statistical errors of the volumes were kept below 0.5%.
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Figure 18. Left: Location of the FOCS in the MCNP model. Right: Poloidal positions used in the
simulations to tally fluxes and energy deposition.

Fluxes, Heat Loads and Dose Rates in the Sensors

To obtain statistical errors below 10% in all cells, 4 × 1010 particles were simulated,
using weight windows. The neutron and gamma fluxes in each cell, along with the nuclear
heat loads and dose rates, are presented in Table 5. There are only two cases (gamma
flux in position 54 and neutron flux in position 58) in which the statistical error was
above 10%. The largest fluxes, heat loads and dose rates were obtained in the cells below
the divertor, as expected from the previous simulations for magnetics sensors. Similar
flux values were also obtained in a recent divertor study [52]. In position 32, the fluxes
reach 1.31 × 1011 n/cm2/s and 2.60 × 1010 γ/cm2/s, while the nuclear heat load reaches
0.16 mW/cm3 (29% by neutrons and 71% by gammas). The dose rate, calculated by dividing
the nuclear heat load obtained with MCNP (1.63 × 10−4 W/cm3) by the material density
(2.32 g/cm3) and multiplying it by 1000 (g/kg) × 3600 × 24 × 365.25 (s/FPY), reaches
2.2 MGy/FPY. Considering that the first DEMO operation phase corresponds to 1.57 FPY,
and the second phase to 4.43 FPY, in the 6 FPY of DEMO lifetime that section of the FOCS
would be exposed to 13.2 MGy (3.5 + 9.7). This value exceeds the 10 MGy considered
as a conservative upper limit for the FOCS lifetime dose in ITER [53]. Nevertheless, this
happens only in the divertor region, which is not modeled as accurately as the blanket in
these simulations, and where the design is not well defined and the shielding has not been
optimized. In the remaining regions, the dose rates are lower, by up to almost three orders
of magnitude.

Table 5. Fluxes, heat loads and dose rates in the 72 positions of the FOCS (WCLL blanket).

Position

Neutron
Flux

(n/cm2/s)

Stat. Error
(%)

Gamma
Flux

(γ/cm2/s)

Stat. Error
(%)

Heat Load
Dose Rate
(Gy/FPY)Total

(W/cm3)
n (%) γ (%)

1 3.59 × 108 3.0 1.25 × 108 1.9 6.58 × 10−7 18.8 81.2 8.94 × 103

2 2.92 × 108 3.2 9.93 × 107 1.9 5.27 × 10−7 23.0 77.0 7.17 × 103

3 2.70 × 108 3.1 9.07 × 107 1.9 5.02 × 10−7 23.2 76.8 6.82 × 103

4 2.32 × 108 3.1 8.31 × 107 2.0 4.57 × 10−7 25.3 74.7 6.22 × 103

5 1.96 × 108 3.3 7.02 × 107 2.0 3.91 × 10−7 24.6 75.4 5.32 × 103

6 1.79 × 108 3.3 7.51 × 107 1.9 3.96 × 10−7 22.8 77.2 5.39 × 103

7 1.91 × 108 3.1 8.82 × 107 1.7 4.76 × 10−7 22.4 77.6 6.48 × 103

8 2.74 × 108 2.7 1.38 × 108 1.4 7.05 × 10−7 21.9 78.1 9.59 × 103

9 4.15 × 108 2.3 2.08 × 108 1.2 1.07 × 10−6 22.0 78.0 1.46 × 104

10 5.65 × 108 2.1 2.82 × 108 1.1 1.53 × 10−6 23.3 76.7 2.08 × 104

11 7.21 × 108 1.9 3.70 × 108 1.0 1.95 × 10−6 22.1 77.9 2.65 × 104

12 8.69 × 108 1.8 4.52 × 108 0.9 2.40 × 10−6 21.7 78.3 3.26 × 104
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Table 5. Cont.

Position

Neutron
Flux

(n/cm2/s)

Stat. Error
(%)

Gamma
Flux

(γ/cm2/s)

Stat. Error
(%)

Heat Load
Dose Rate
(Gy/FPY)Total

(W/cm3)
n (%) γ (%)

13 9.93 × 108 1.7 5.26 × 108 0.9 2.82 × 10−6 22.1 77.9 3.83 × 104

14 1.08 × 109 1.7 5.54 × 108 0.9 2.94 × 10−6 21.9 78.1 4.00 × 104

15 1.08 × 109 1.7 5.69 × 108 0.9 3.06 × 10−6 22.4 77.6 4.16 × 104

16 1.09 × 109 1.7 5.80 × 108 0.9 3.11 × 10−6 22.1 77.9 4.23 × 104

17 1.02 × 109 1.7 5.59 × 108 0.9 2.95 × 10−6 21.2 78.8 4.01 × 104

18 9.74 × 108 1.8 5.36 × 108 0.9 2.93 × 10−6 22.2 77.8 3.98 × 104

19 8.78 × 108 1.9 4.62 × 108 1.0 2.49 × 10−6 21.4 78.6 3.38 × 104

20 7.23 × 108 2.0 3.70 × 108 1.1 1.97 × 10−6 22.3 77.7 2.68 × 104

21 6.01 × 108 2.2 2.91 × 108 1.2 1.53 × 10−6 22.8 77.2 2.08 × 104

22 4.56 × 108 2.4 2.21 × 108 1.3 1.14 × 10−6 20.7 79.3 1.55 × 104

23 3.63 × 108 2.6 1.64 × 108 1.4 8.47 × 10−7 21.9 78.1 1.15 × 104

24 3.40 × 108 2.7 1.33 × 108 1.6 6.97 × 10−7 23.0 77.0 9.48 × 103

25 4.39 × 108 2.3 1.36 × 108 1.5 6.79 × 10−7 18.2 81.8 9.23 × 103

26 1.10 × 109 1.4 3.12 × 108 0.9 1.63 × 10−6 16.5 83.5 2.21 × 104

27 4.34 × 109 0.8 9.42 × 108 0.6 4.97 × 10−6 17.7 82.3 6.76 × 104

28 1.70 × 1010 0.4 3.34 × 109 0.4 1.84 × 10−5 22.1 77.9 2.50 × 105

29 4.45 × 1010 0.3 8.98 × 109 0.2 5.19 × 10−5 26.6 73.4 7.07 × 105

30 8.16 × 1010 0.2 1.81 × 1010 0.2 1.08 × 10−4 28.4 71.6 1.47 × 106

31 1.05 × 1011 0.2 2.27 × 1010 0.1 1.37 × 10−4 28.5 71.5 1.86 × 106

32 1.31 × 1011 0.2 2.60 × 1010 0.1 1.63 × 10−4 29.3 70.7 2.21 × 106

33 1.19 × 1011 0.2 2.28 × 1010 0.2 1.41 × 10−4 27.6 72.4 1.92 × 106

34 9.15 × 1010 0.2 1.55 × 1010 0.2 9.85 × 10−5 29.0 71.0 1.34 × 106

35 5.68 × 1010 0.3 8.62 × 109 0.2 5.62 × 10−5 29.9 70.1 7.65 × 105

36 3.35 × 1010 0.4 4.67 × 109 0.4 3.13 × 10−5 30.8 69.2 4.26 × 105

37 1.80 × 1010 0.7 2.60 × 109 0.6 1.68 × 10−5 28.6 71.4 2.28 × 105

38 1.24 × 1010 1.1 1.82 × 109 1.0 1.15 × 10−5 28.6 71.4 1.56 × 105

39 1.05 × 1010 1.3 1.57 × 109 1.3 1.00 × 10−5 29.2 70.8 1.36 × 105

40 8.93 × 109 1.7 1.41 × 109 1.4 8.78 × 10−6 27.5 72.5 1.19 × 105

41 8.22 × 109 2.1 1.33 × 109 2.0 8.14 × 10−6 26.5 73.5 1.11 × 105

42 7.31 × 109 2.4 1.24 × 109 2.6 7.44 × 10−6 25.5 74.5 1.01 × 105

43 6.44 × 109 2.6 1.17 × 109 2.7 6.88 × 10−6 23.6 76.4 9.35 × 104

44 6.10 × 109 3.4 1.07 × 109 2.9 6.08 × 10−6 23.9 76.1 8.27 × 104

45 5.44 × 109 3.1 9.86 × 108 3.2 5.61 × 10−6 24.4 75.6 7.64 × 104

46 5.21 × 109 3.1 9.60 × 108 3.2 5.56 × 10−6 23.4 76.6 7.56 × 104

47 4.05 × 109 4.5 8.56 × 108 3.5 4.62 × 10−6 19.6 80.4 6.29 × 104

48 3.69 × 109 4.2 7.69 × 108 4.0 4.01 × 10−6 18.7 81.3 5.45 × 104

49 3.37 × 109 4.9 6.66 × 108 4.4 3.67 × 10−6 15.1 84.9 4.99 × 104

50 3.12 × 109 5.7 6.06 × 108 5.2 3.13 × 10−6 17.1 82.9 4.26 × 104

51 2.61 × 109 5.1 5.53 × 108 5.0 2.83 × 10−6 19.8 80.2 3.85 × 104

52 2.32 × 109 5.2 4.57 × 108 4.2 2.26 × 10−6 14.8 85.2 3.08 × 104

53 1.97 × 109 4.8 3.83 × 108 4.5 2.09 × 10−6 16.3 83.7 2.85 × 104

54 1.97 × 109 5.6 4.18 × 108 17.9 2.16 × 10−6 15.9 84.1 2.94 × 104

55 1.64 × 109 7.8 3.04 × 108 6.3 1.67 × 10−6 18.0 82.0 2.27 × 104

56 1.45 × 109 6.9 2.67 × 108 6.0 1.41 × 10−6 17.3 82.7 1.92 × 104

57 1.21 × 109 7.5 2.11 × 108 6.6 1.24 × 10−6 18.3 81.7 1.69 × 104

58 1.09 × 109 10.4 2.23 × 108 6.7 1.06 × 10−6 16.4 83.6 1.44 × 104

59 8.31 × 108 8.1 1.61 × 108 8.3 8.18 × 10−7 14.5 85.5 1.11 × 104

60 5.59 × 108 9.2 1.46 × 108 6.0 7.17 × 10−7 10.4 89.6 9.76 × 103

61 5.25 × 108 8.9 1.16 × 108 6.0 5.68 × 10−7 15.3 84.7 7.73 × 103

62 5.01 × 108 7.0 1.34 × 108 5.2 6.83 × 10−7 12.9 87.1 9.30 × 103

63 5.21 × 108 7.0 1.22 × 108 4.9 6.12 × 10−7 10.7 89.3 8.32 × 103

64 3.60 × 108 6.3 1.11 × 108 5.6 5.57 × 10−7 10.8 89.2 7.58 × 103

65 3.59 × 108 5.7 1.01 × 108 3.9 5.28 × 10−7 10.6 89.4 7.18 × 103
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Table 5. Cont.

Position

Neutron
Flux

(n/cm2/s)

Stat. Error
(%)

Gamma
Flux

(γ/cm2/s)

Stat. Error
(%)

Heat Load
Dose Rate
(Gy/FPY)Total

(W/cm3)
n (%) γ (%)

66 3.73 × 108 7.9 1.01 × 108 3.5 5.03 × 10−7 12.0 88.0 6.84 × 103

67 3.58 × 108 4.7 1.05 × 108 3.3 5.38 × 10−7 13.1 86.9 7.32 × 103

68 4.25 × 108 3.8 1.30 × 108 2.4 6.38 × 10−7 17.7 82.3 8.68 × 103

69 5.52 × 108 3.3 1.78 × 108 2.0 8.72 × 10−7 20.1 79.9 1.19 × 104

70 9.79 × 108 2.1 3.58 × 108 1.2 1.78 × 10−6 23.1 76.9 2.42 × 104

71 3.59 × 109 0.9 2.23 × 109 0.5 1.50 × 10−5 30.5 69.5 2.04 × 105

72 1.53 × 109 1.5 6.09 × 108 0.9 3.50 × 10−6 27.6 72.4 4.76 × 104

This is further illustrated in Figures 19 and 20, which show the neutron and gamma
flux spectra in four positions, two at the equatorial port level (15 inboard and 53 outboard),
one in the divertor region (31) and the remaining one above the plasma (70). In the divertor
region the fluxes are clearly higher when compared to the other positions, for both neutrons
and gammas. In position 53 (but also 15 and 31), the statistical errors in the bins are
inevitably large, due to the very small binning and the blanket thickness in that area.
Nevertheless, the statistical errors in the total neutron and gamma fluxes are only 4.8% and
4.5%, respectively.

 

Figure 19. Neutron fluxes (n/cm2/s) and statistical errors (%) in 4 FOCS positions (WCLL blanket).

Figure 20. Gamma fluxes (γ/cm2/s) and statistical errors (%) in four FOCS positions (WCLL blanket).
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The possibility of bringing the FOCS to the inner surface of the VV has also been
discussed recently. However, the current results show that the sensors would not be able
to withstand the radiation levels, as the neutron fluxes inside the vessel would be around
three orders of magnitude higher than ex-vessel [1].

3.3. Equatorial Port Diagnostics

The EP configuration studied in this work was based on one of the port integration
proposals presented in [54], for an EP housing the following three diagnostics:

• High-resolution core X-ray spectroscopy;
• Near-ultraviolet, visible and infrared divertor monitoring;
• Pellet monitoring.

In this integration proposal the six optical paths of the divertor monitoring and pellet
monitoring systems are grouped together on the left side of the port (when looking towards
the plasma) in two rows with three paths each. The X-ray spectroscope is placed on the
right side, with the ducts angled slightly in the EP to increase the space for the port cell
optical components of the other systems. This setup is presented in Figure 21.

 

Figure 21. EP configuration with the X-ray spectroscopy (light blue), divertor monitoring (X-point
and outer divertor tangential line-of-sight in purple, outer divertor surface views in red) and pellet
monitoring (green) systems.

The objective of this study was to implement this EP configuration in MCNP and
evaluate the neutron and gamma fluxes through these diagnostic ducts into the port cell,
after the bioshield, testing possible shielding configurations based on the proposals of
reference [54], illustrated in Figure 22. These proposals include the standard equatorial
port plug shield block (reinforced if needed) and additional shielding in the mirror doglegs
along the diagnostic ducts, in the middle of the port and in (or possibly before or after) the
bioshield plug. EUROFER and stainless steel were considered for the EPP shield block,
while boron carbide (B4C) shielding trays similar to the ones foreseen for the EP diagnostics
shielding modules (DSMs) of ITER [55] were considered for the middle of the port, due to
their shielding efficiency and lower weight.
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Figure 22. Possible radiation shielding locations proposed for the EP (units in mm).

The ducts from the diagnostics presented in Figure 21 were simplified in ANSYS
SpaceClaim, through the removal of details from the vacuum windows and vacuum exten-
sions (only the ducts and the mirrors were left in the model) and of all the spline surfaces
present in the model. The design of the EP components was adapted from reference [56],
which has the same shape and is compatible with the MCNP reference model.

All components of this model were filled, and the EP diagnostic ducts were carved
inside. The result is shown in Figure 23. Some of the cells of Figure 23 were dimensioned
to be filled with shielding in the MCNP model—a thickness of 2.4 m was reserved in the
middle of the port for the B4C shielding—while others were designed to be void cells. The
complexity of the ducts in the neutronics CAD model is illustrated in Figure 24, where the
cells are represented with transparency. One of the main challenges of this work was the
generation of this CAD model, free from splines and small surfaces, ready to be converted
to MCNP.

The diagnostic with the largest openings is the X-ray spectroscopy system, with a first
wall opening of 23 cm × 10 cm (230 cm2) that spreads into three ducts behind the first wall.
As illustrated in Figure 25, these ducts are straight paths from the plasma to the port cell,
with openings in the bioshield plug of 10.6 cm × 10 cm (106 cm2). As there are no doglegs
in this diagnostic, direct neutron streaming is expected through these ducts.

Figure 23. CAD model of the EP used in the simulations.
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Figure 24. CAD model of the EP used in the simulations with transparent cells, showing the
diagnostic ducts.

 
Figure 25. X-ray spectroscopy ducts along the EP.

The remaining diagnostics have much smaller openings in the first wall (all below
28 cm2). Furthermore, they have doglegs, which will reduce streaming to the port cells, as
shown before [25].

The converted model of the port was integrated in the reference model of Figure 4. The
result is presented in Figure 26, for a plane in the middle of the X-ray spectroscopy ducts
(left) and for plane y = −15 cm (with the near-ultraviolet and visible divertor spectroscopy
ducts). It also illustrates the reasoning behind the shielding distribution inside the port: a
first block was added to the standard shielding of the EPP (pink), which contains the first
dogleg for all the diagnostics except the X-ray spectroscopy system, and a second block
(of B4C) was added in the middle of the port (yellow), to shield the second dogleg. Due
to the low thickness of the bioshield plug, the third dogleg is not shielded in the studied
configurations, although an additional shielding layer could be envisaged for this dogleg,
placed in front of the bioshield plug.
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Figure 26. MCNP model of the EP. Left: X-ray spectroscopy ducts. Right: Near-ultraviolet (bottom)
and visible (top) divertor spectroscopy ducts (poloidal view, plane y = −15 cm).

Most of the materials used in the equatorial port model are summarized in Figure 27.
The first wall has 2 mm thick armor made of tungsten, with a second layer of 6.09% water
and 93.91% EUROFER, taken directly from the definition of the WCLL BB which follows
the material distribution set out in [57]. The definition for the first wall shield block behind
it was adopted from the technical specification for the equatorial outboard limiter [58]:
60% EUROFER and 40% water. For the remaining shielding behind this block a mixture
of 70% SS316L(N)-IG stainless steel and 30% water was assumed, while in the second
shielding block (yellow in Figure 26, second dogleg) a homogenized mixture of 65% B4C,
10% stainless steel and 25% void (to account for the spacings between the components)
was defined, with an effective density of 2.28 g/cm3 [55]. This mixture represents the B4C
shielding trays used in the ITER DSMs for the equatorial ports [55].

 

Figure 27. Materials used in the MCNP model of the equatorial port.

The mirrors were set to EUROFER, while the remaining components were kept with
the same materials used in the equatorial port components of the MCNP reference model.

3.3.1. Neutron Fluxes, Gamma Fluxes and Dose Rates in the Port Cell

The neutron and gamma fluxes for this equatorial port configuration are presented
in Figures 28 and 29 for several planes y and z, with the neutron flux statistical errors for
the planes y = 80 cm and z = 0 presented in Figure 30. As expected, there is substantial
neutron streaming through the X-ray spectroscopy ducts, reaching the port cell through the
straight paths. This is visible mostly around planes y = 120 cm and z = 0. The neutron fluxes
reaching the inner surface of the bioshield through these ducts (the one in z = 0 is used for
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this estimation) are of the order of 2 × 1010 n cm−2 s−1, decreasing to 4 × 109 n cm−2 s−1

in the mirror behind the bioshield. The gamma fluxes reach 3 × 109 γ cm−2 s−1 at the inner
surface of the bioshield and 2 × 109 γ cm−2 s−1 and 2 × 108 γ cm−2 s−1 in the mirror, while
the dose rates in silicon obtained in these positions were 2E6 Gy/FPY and 5E5 Gy/FPY,
respectively. The flux and dose rate values in the port cell are more than three orders
of magnitude higher than those obtained with the reference model of the port without
diagnostics (neutron fluxes below 1 × 107 n cm−2 s−1 were obtained in the port cell with
the reference model). For the remaining port diagnostics, the design of the first doglegs is
effective to reduce the streaming, as shown in a previous study [25].

 

Figure 28. Neutron and gamma fluxes (cm−2 s−1) in plane y for the configuration with diagnostics
in the EP.
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Figure 29. Neutron and gamma fluxes (cm−2 s−1) in plane z for the configuration with diagnostics in
the EP.

 

Figure 30. Statistical errors of the neutron fluxes, for the planes y = 80 cm and z = 0.

The statistical errors of the neutron fluxes, presented in Figure 30, are below 10% in
most of the regions of interest. As expected, they increase along the ducts, even though the
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weight windows were fine-tuned to increase statistics in the port cell. Due to the distance
of more than 12 m between the plasma and the port cell mirrors, it was not possible to have
statistical errors below 10% in all the regions of the studied configurations. Nevertheless,
F4 tallies were added at the main positions of interest (bioshield and port cell mirrors), and
the flux values discussed in the previous paragraph were confirmed, with statistical errors
between 3% and 10%.

The shutdown dose rates in the port cells were not calculated, for two reasons: (1) the
lack of access, at this stage, to R2S/D1S codes for this kind of calculation in DEMO and
(2) the fact that such a calculation would always be far from accurate, as the bioshield
plugs and their penetrations, as well as the port cells, have not been designed yet (material
activation would require accurate designs of the systems that will populate these rooms).
On the other hand, there are no limits defined for the neutron and gamma fluxes in the port
cells in the DEMO Nuclear Analysis Handbook [1], which defines a limit of 100 μSv/h in
the port cell 12 days after shutdown. However, it can be anticipated, based on experience
from ITER, that this limit will be greatly exceeded with the neutron streaming predicted
for the X-ray spectroscopy ducts. Another open issue is the radiation limits that the
vacuum windows and the optical fibers can withstand, as well as the locations where
electronics are required, since in the present design the limits of 100 n cm−2 s−1 and 10 Gy
of cumulative dose could only be enforced with large amounts of shielding in the port
cell, or if the electronics are placed far from the streaming paths. In any case, before the
other port diagnostics can be studied in more detail it is important to evaluate whether it
is possible for the X-ray spectroscopy system to operate with smaller ducts or alternative
configurations, to reduce streaming.

The priority was then to understand the effect of the duct cross-section on the neutron
and gamma streaming through the port, to provide a guideline for diagnostic design. For
this, a sensitivity analysis was carried out for straight ducts from the plasma to the port
cell. The results are presented in the next section.

3.3.2. Sensitivity Analysis for Straight Ducts in the Equatorial Port

For this analysis, the equatorial port model presented above was used, with all the
diagnostics removed and with only one duct (centered at z = 0 and y = 70 cm). Using
that model, neutron and gamma flux spectra were calculated as a function of the duct
size, for duct cross sections ranging from diameters of 3 cm up to the size of the X-ray
ducts (23 cm toroidal × 10 cm poloidal). For these simulations, weight windows were
used in conjunction with source biasing parameters produced by ADVANTG and F5 tallies,
i.e., “next event estimators”. Using F5 tallies, each time a source particle is created, or
at any collision event, a deterministic estimation is made for the flux contribution at the
detector point [59]. This makes F5 tallies ideal for the kind of simulation performed here,
with straight ducts from the plasma to the port cell. They slow down the simulations
considerably and do not allow the production of mesh tallies but yield accurate results with
extremely low statistical errors. Due to the simulation time that F5 tallies require, only two
were used in each simulation, for two points after the bioshield plug: at the outer surface
of the plug (x = 2200 cm, y = 70 cm, z = 0) and 2 m away from that surface (x = 2400 cm,
y = 70 cm, z = 0).

Figure 31 shows the neutron flux spectrum 2 m behind the bioshield plug for a circular
duct with r = 1.5 cm. The total flux value is 3.7 × 108 n cm−2 s−1, with a very small
statistical error of 0.9%. The spectrum also shows that the statistical errors are smaller
than 10% for some energy bins, and below 1% at 14 MeV. Also presented is the spectrum
of uncollided neutrons—bins around 14 MeV—which corresponds to those neutrons that
travel from the plasma to the port cell without any interactions. In these bins, the statistical
errors are very small, in some cases below 1%. As will be shown later, the total flux value is
compatible with the results obtained in the previous section.

67



Sensors 2023, 23, 5104

Figure 31. Neutron flux (n/cm2/s) and statistical error 2 m behind the bioshield plug (x = 2400 cm,
y = 70 cm, z = 0), for a circular duct with r = 1.5 cm.

The F5 tallies also allowed us to calculate the gamma spectra in the port cell, as
shown in Figure 32 for the same case and position as before. The total gamma flux
(4.5 × 107 γ cm−2 s−1) is almost one order of magnitude lower than the neutron flux. The
statistical errors are larger in this case, but still below 10%. The uncollided spectrum
refers to gammas that were created somewhere in the geometry and traveled to the port
cell without interactions. For both cases (neutron and gammas), reducing the statistical
errors below 10% in all bins would be mandatory if these results were to be used as
input in inventory or activation calculations; however, this would be prohibitive in terms
of computational resources. Furthermore, the “collided” part of the spectrum depends
heavily on the shielding configurations, which are very preliminary at this stage.

Figure 32. Gamma flux (γ/cm2/s) and statistical error 2 m behind the bioshield plug (x = 2400 cm,
y = 70 cm, z = 0), for a circular duct with r = 1.5 cm.

Similar spectra were calculated for several cases: circular ducts with radii between
1.5 cm and 4 cm (0.5 cm increments) and rectangular ducts of 10 cm in the poloidal direction
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and several toroidal lengths. The height of these ducts (10 cm) was chosen to be the one
projected for the X-ray spectroscopy. The toroidal lengths were varied from 0.71 cm to 23 cm
(the initial length foreseen for the X-ray ducts). The first five toroidal lengths, up to 5 cm,
were selected to match the area of the circular ducts, to evaluate the effect of the duct shape
on the fluxes. After 5 cm, four additional lengths were tested: 10 cm, 15 cm, 20 cm and 23 cm.

The results are presented in Table 6 (neutron fluxes) and Table 7 (gamma fluxes).
Looking at the bioshield surface, the neutron fluxes vary from 5.38 × 108 n cm−2 s−1 for a
circular opening with r = 1.5 cm to 3.91 × 109 n cm−2 s−1 for r = 4 cm. Comparing these
values with the corresponding areas for rectangular ducts (toroidal lengths up to 5 cm), it
becomes clear that the shape of the duct has no effect on the fluxes; very similar values were
obtained for the same areas. When the toroidal length of the rectangular duct is increased
to 23 cm, the fluxes increase to 1.9 × 1010 n cm−2 s−1 (or 1.2 × 1010 n cm−2 s−1 2 m away
from the bioshield). This is in excellent agreement with the results shown in the previous
section, where fluxes of 1.2 × 1010 n cm−2 s−1 were estimated at the mirror location in the
center duct of the X-ray diagnostic.

Table 6. Neutron fluxes as a function of the duct cross-sectional dimensions. BS refers to bioshield
and M to a possible mirror location 2 m behind.

Neutron Flux (n cm−2 s−1)

Circular
Ducts

Radius
(cm)

Area (cm2)
Total BS
(n cm−2 s−1)

Error
(%)

Uncollided BS
(n cm−2 s−1)

Error
(%)

Total M
(n cm−2 s−1)

Error
(%)

Uncollided M
(n cm−2 s−1)

Error
(%)

1.5 7.1 5.38 × 108 1.3 1.47 × 108 0.5 3.68 × 108 0.9 1.02 × 108 0.6
2 12.6 9.51 × 108 0.7 2.63 × 108 0.3 6.55 × 108 0.7 1.82 × 108 0.3
2.5 19.6 1.50 × 109 0.6 4.10 × 108 0.2 1.03 × 109 0.6 2.84 × 108 0.2
3 28.3 2.17 × 109 0.5 5.90 × 108 0.2 1.48 × 109 0.5 4.09 × 108 0.2
3.5 38.5 2.97 × 109 0.5 8.04 × 108 0.1 2.02 × 109 0.4 5.57 × 108 0.2
4 50.3 3.91 × 109 0.5 1.05 × 109 0.1 2.64 × 109 0.4 7.26 × 108 0.1

Rectangular
Ducts

Dimensions
(cm × cm)

Area (cm2)
Total BS
(n cm−2 s−1)

Error
(%)

Uncollided BS
(n cm−2 s−1)

Error
(%)

Total M
(n cm−2 s−1)

Error
(%)

Uncollided M
(n cm−2 s−1)

Error
(%)

10 × 0.71 7.1 5.29 × 108 0.6 1.47 × 108 0.3 3.65 × 108 0.6 1.02 × 108 0.34
10 × 1.26 12.6 9.71 × 108 1.2 2.62 × 108 0.2 6.60 × 108 0.6 1.81 × 108 0.26
10 × 1.96 19.6 1.50 × 109 0.9 4.10 × 108 0.2 1.03 × 109 0.5 2.84 × 108 0.2
10 × 2.83 28.3 2.18 × 109 0.7 5.90 × 108 0.2 1.49 × 109 0.4 4.09 × 108 0.17
10 × 3.85 38.5 2.99 × 109 0.8 8.03 × 108 0.1 2.03 × 109 0.4 5.56 × 108 0.15
10 × 5.03 50.3 3.86 × 109 0.5 1.05 × 109 0.1 2.63 × 109 0.4 7.27 × 108 0.13
10 × 10 100 7.97 × 109 1.0 2.09 × 109 0.1 5.29 × 109 0.3 1.45 × 109 0.09
10 × 15 150 1.20 × 1010 0.4 3.13 × 109 0.1 7.91 × 109 0.3 2.17 × 109 0.07
10 × 20 200 1.62 × 1010 0.4 4.17 × 109 0.1 1.06 × 1010 0.2 2.89 × 109 0.06
10 × 23 230 1.90 × 1010 0.9 4.80 × 109 0.1 1.22 × 1010 0.2 3.32 × 109 0.06

Table 7. Gamma fluxes as a function of the duct cross-sectional dimensions. BS refers to bioshield
and M to a possible mirror location 2 m behind.

Gamma Flux (γ cm−2 s−1)

Circular
Ducts

Radius
(cm)

Area
(cm2)

Total BS
(γ cm−2 s−1)

Error
(%)

Uncollided BS
(γ cm−2 s−1)

Error
(%)

Total M
(γ cm−2 s−1)

Error
(%)

Uncollided M
(γ cm−2 s−1)

Error
(%)

1.5 7.1 7.50 × 107 10.1 4.92 × 107 9.5 4.48 × 107 8.9 3.03 × 107 9.1
2 12.6 1.49 × 108 9.3 8.09 × 107 6.0 9.89 × 107 10.6 5.47 × 107 6.5
2.5 19.6 2.06 × 108 6.0 1.27 × 108 5.0 1.25 × 108 5.8 8.23 × 107 5.4
3 28.3 3.91 × 108 9.8 2.08 × 108 5.9 2.55 × 108 10.8 1.37 × 108 6.7
3.5 38.5 5.03 × 108 13.1 2.62 × 108 4.6 3.32 × 108 15.7 1.74 × 108 5.2
4 50.3 6.14 × 108 4.4 3.55 × 108 3.0 3.57 × 108 5.0 2.24 × 108 3.3

Rectangular
Ducts

Dimensions
(cm × cm)

Area
(cm2)

Total BS
(γ cm−2 s−1)

Error
(%)

Uncollided BS
(γ cm−2 s−1)

Error
(%)

Total M
(γ cm−2 s−1)

Error
(%)

Uncollided M
(γ cm−2 s−1)

Error
(%)

10 × 0.71 7.1 7.29 × 107 8.78 4.77 × 107 8.09 4.85 × 107 9.74 3.30 × 107 8.85
10 × 1.26 12.6 1.61 × 108 13.1 9.49 × 107 6.85 1.01 × 108 15.7 6.33 × 107 7.44
10 × 1.96 19.6 2.10 × 108 8.3 1.38 × 108 9.11 1.38 × 108 9.34 9.30 × 107 10.3
10 × 2.83 28.3 3.41 × 108 6.76 2.00 × 108 4.32 2.23 × 108 7.6 1.32 × 108 4.2
10 × 3.85 38.5 4.39 × 108 5.57 2.66 × 108 4.24 2.74 × 108 6.35 1.75 × 108 4.7
10 × 5.03 50.3 6.14 × 108 5.23 3.44 × 108 3.95 3.80 × 108 6.15 2.22 × 108 4.58
10 × 10 100 1.30 × 109 4.63 7.27 × 108 3.28 7.35 × 108 5.91 4.44 × 108 3.39
10 × 15 150 2.17 × 109 4.25 1.16 × 109 2.46 1.20 × 109 5.57 7.00 × 108 2.91
10 × 20 200 2.95 × 109 2.31 1.60 × 109 1.68 1.55 × 109 2.9 9.32 × 108 1.82
10 × 23 230 3.47 × 109 2.52 1.83 × 109 1.8 1.83 × 109 3.04 1.06 × 109 1.8
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When comparing the total flux with the uncollided flux, a ratio between 3.5 and 4 is
found between the two for all cases. While the total flux will be affected by the EP shielding
configuration, the uncollided flux will be similar regardless of the EP design.

Figure 33 shows the neutron fluxes plotted against the cross-sectional area of the ducts
for the rectangular configuration (the results for the circular ducts are very similar and
were omitted). The flux varies linearly with the duct area. The fits were obtained using
Mathematica [36] for the simple expression f = c A, where f is the flux, A is the area of
the duct and c is a constant, and they can be used as a first approximation to estimate the
fluxes in ducts with different areas.

 
Figure 33. Neutron flux variation with the cross-sectional area, for rectangular ducts.

The gamma fluxes are a factor of 5–7 lower than the neutron fluxes. In the previous
analysis, 2.3 × 109 γ cm−2 s−1 was obtained for the central duct of the X-ray system,
with a statistical error of 15%, while here the flux is 50% higher: 3.47 × 109 γ cm−2 s−1

(2.5% statistical error). This variation can be explained by the 15% error in the previous
simulations, which points to unreliable results.

3.3.3. Neutron/Gamma Cameras, Radiated Power and Soft X-ray Intensity

Two diagnostics are currently expected to use straight ducts with even smaller cross-
sections than the ones simulated in the previous section (r = 1 cm): the neutron and gamma
cameras [8,9] and the core radiated power and soft X-ray intensity system [10]. The aim
of this section is to provide the neutron and gamma fluxes through the different ducts of
these systems.

The CAD model of the neutron and gamma camera system is represented in Figure 34.
It contains 13 ducts with a 1 cm cross-section radius as well as neutron and gamma detectors
and a shielding/collimator block enclosing them. It is similar to the CAD model of the
core radiated power and soft X-ray intensity system, presented in Figure 35, the main
difference being that this updated design of the radiated power system contains 26 ducts
instead of 13. The positions of the ducts are also not the same and intersect at different
points. Despite these differences, these systems have relatively similar duct configurations,
and since the simulations required to estimate the fluxes in the port cells are very CPU-
intensive, the configuration presented in Figure 34 (neutron and gamma cameras) was
adopted as representative for both systems in this analysis. The MCNP geometry used
in the simulations, based on the EP design used in the previous section, is presented
in Figure 36.
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Figure 34. CAD model of the neutron and gamma cameras.

Figure 35. CAD model of the core radiated power and soft X-ray intensity system.

 

Figure 36. Neutronics model used in the simulations of the neutron/gamma cameras and core
radiated power and soft X-ray intensity system (plane y = 50 cm).

All the cells within the ducts, including the detectors, were modeled as void, to
prevent effects related to neutron or gamma scattering in the detector materials, which are
different between the two systems. All materials of the EP were kept unchanged from the
reference model.

As before, the simulations were run using the weight windows generated with the
ADVANTG code. The source biasing parameters generated by ADVANTG were also added
to the reference neutron source. As in the previous section, F5 tallies were used at the
13 detector positions to tally the neutron and gamma fluxes. The heat loads in beryllium,
the material proposed for the vacuum window of the radiated power diagnostic, were also
calculated with F5 tallies, using conversion factors.

The neutron and gamma fluxes in the 13 positions are summarized in Table 8. As expected,
the uncollided neutron flux increases steadily from position 1 (top, 4.2 × 107 n cm−2 s−1) to
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positions 6 and 7 (middle, 6.9 × 107 n cm−2 s−1), decreasing afterwards until position 13
(bottom, 3.9 × 107 n cm−2 s−1). These fluxes are mostly independent of the EP shielding
configuration. The total fluxes are 2.3 to 2.7 times higher than the uncollided fluxes and have
a similar trend (except at detector 3, where the flux is slightly higher than in detector 4). The
total gamma fluxes are four to five times lower than the total neutron fluxes, except at detector
2, where the flux has an unexpectedly large statistical error. Even though the simulations were
performed for 5–7 days with 720 processors in the MARCONI cluster, it was not possible to
bring the statistical errors in the gamma fluxes below 10% for all positions. Nevertheless, a
trend can be established from the results in the positions where the errors are smaller.

Table 8. Summary of the neutron and gamma fluxes at the 13 detector positions of Figure 36.

Detector

Neutrons Gammas

Total Uncollided Total

Flux
(n/cm2/s)

Error (%)
Flux
(n/cm2/s)

Error (%)
Flux
(n/cm2/s)

Error (%)

1 1.07 × 108 1.2 4.15 × 107 0.3 1.94 × 107 8.6
2 1.26 × 108 1.1 5.07 × 107 0.3 5.05 × 107 46.4
3 1.41 × 108 0.7 5.83 × 107 0.2 2.78 × 107 8.3
4 1.38 × 108 0.7 5.89 × 107 0.2 3.01 × 107 13.5
5 1.54 × 108 0.7 6.66 × 107 0.2 3.18 × 107 7.8
6 1.61 × 108 0.6 6.94 × 107 0.2 3.66 × 107 9.2
7 1.60 × 108 0.6 6.92 × 107 0.2 3.65 × 107 14.4
8 1.57 × 108 0.7 6.70 × 107 0.2 3.62 × 107 9.6
9 1.52 × 108 0.7 6.43 × 107 0.2 3.08 × 107 7.9
10 1.42 × 108 0.8 5.95 × 107 0.2 3.48 × 107 13.5
11 1.33 × 108 0.8 5.46 × 107 0.3 3.16 × 107 14.0
12 1.21 × 108 1.0 4.66 × 107 0.3 2.67 × 107 18.3
13 1.04 × 108 1.3 3.85 × 107 0.4 2.23 × 107 14.7

The nuclear heat loads in beryllium are presented in Table 9. As these results were
obtained with F5 tallies, the heat loads due to uncollided neutrons and gammas are also
presented, along with the total heat loads obtained by summing the neutron and gamma
contributions. Since beryllium is a neutron moderator and the neutron fluxes are higher
than the gamma fluxes, neutrons have the highest contribution to the total heat loads,
exceeding the gamma contribution by more than one order of magnitude. The total heat
loads range from 3.0 μW/cm3 at position 13 to 5.3 μW/cm3 in the central detector positions
(6 and 7). The statistical errors are below 1% for all positions.

Table 9. Heat loads in Be by neutrons and gammas at the 13 detector locations of Figure 36.

Detector

Neutron Gamma
Total

Total Uncollided Total Uncollided

Heat Load
(W/cm3)

Error
(%)

Heat Load
(W/cm3)

Error
(%)

Heat Load
(W/cm3)

Error
(%)

Heat Load
(W/cm3)

Error
(%)

Heat Load
(W/cm3)

Error
(%)

1 3.02 × 10−6 0.4 2.62 × 10−6 0.4 1.94 × 10−7 11.4 1.38 × 10−7 9.4 3.21 × 10−6 0.5
2 3.68 × 10−6 0.3 3.22 × 10−6 0.3 2.33 × 10−7 9.4 1.73 × 10−7 7.4 3.91 × 10−6 0.4
3 4.18 × 10−6 0.4 3.65 × 10−6 0.3 2.34 × 10−7 10.3 1.69 × 10−7 6.8 4.41 × 10−6 0.5
4 4.21 × 10−6 0.3 3.70 × 10−6 0.3 2.59 × 10−7 7.5 2.02 × 10−7 7.2 4.47 × 10−6 0.3
5 4.77 × 10−6 0.3 4.19 × 10−6 0.2 2.59 × 10−7 6.2 2.02 × 10−7 5.7 5.03 × 10−6 0.4
6 4.97 × 10−6 0.2 4.38 × 10−6 0.2 3.12 × 10−7 8.1 2.16 × 10−7 5.5 5.28 × 10−6 0.3
7 4.96 × 10−6 0.2 4.37 × 10−6 0.2 2.91 × 10−7 6.7 2.16 × 10−7 5.5 5.25 × 10−6 0.3
8 4.83 × 10−6 0.3 4.25 × 10−6 0.2 2.68 × 10−7 7.0 2.16 × 10−7 6.3 5.10 × 10−6 0.4
9 4.67 × 10−6 0.4 4.10 × 10−6 0.3 2.91 × 10−7 8.0 2.13 × 10−7 5.7 4.96 × 10−6 0.5
10 4.29 × 10−6 0.4 3.75 × 10−6 0.3 3.01 × 10−7 12.1 2.03 × 10−7 6.9 4.59 × 10−6 0.5
11 3.94 × 10−6 0.3 3.45 × 10−6 0.3 2.36 × 10−7 8.7 1.69 × 10−7 7.5 4.17 × 10−6 0.4
12 3.37 × 10−6 0.4 2.93 × 10−6 0.4 2.21 × 10−7 9.7 1.72 × 10−7 8.7 3.59 × 10−6 0.5
13 2.84 × 10−6 0.5 2.45 × 10−6 0.4 1.55 × 10−7 7.9 1.35 × 10−7 8.6 2.99 × 10−6 0.7
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Due to the computational resources required to run these simulations, it can be an-
ticipated that if more detailed results are required—nuclear heating in different detector
volumes, for example—a different strategy should be followed, possibly involving the
generation of a secondary source at the exit of the bioshield. The benchmark of such a
source could be challenging; however, that work could be simplified by defining sources
only at the bioshield openings. Such an approximation seems acceptable at this stage,
considering that the contribution of uncollided neutrons (14 MeV) accounts for 86–88%
of the neutron heat loads, or 82–83% of the total loads, as estimated with the F5 tallies in
MCNP. This approach will be explored in future simulation work.

3.3.4. Alternative Configuration of the X-ray Spectroscopy Diagnostic

As stated in Section 3.3.1, the design proposed for the X-ray spectroscopy system leads
to very high neutron and gamma streaming to the port cell. As shown in Figure 28, neutron
fluxes up to 2 × 1010 n cm−2 s−1 were predicted to reach the port cell through the large
straight ducts (23 cm × 10 cm) of the X-ray spectroscopy system, almost four orders of
magnitude higher than in the default EP configuration without diagnostics. These fluxes,
along with gamma fluxes one order of magnitude lower, would lead to high dose rates that
would exceed the limits in the port cell and that could compromise the integrity of electronic
devices in the port cell. The sensitivity study presented in Section 3.3.2 has allowed us to
evaluate the effect of reducing the cross-section of the ducts on the neutron and gamma
streaming to the port cell. In parallel, alternative diagnostic duct geometries have been
investigated, based on flat highly oriented pyrolytic graphite (HOPG) pre-reflectors, as
included in the design of a similar system for ITER [60]. Although the feasibility of these
alternative configurations is still questionable—due to low reflectivity and the possibility
of increased radiation streaming to the magnets [61]—it is worthwhile to evaluate if such
configurations would address the radiation streaming issue. The neutronics simulations
presented in this section aim to contribute to a better understanding of the different design
options for the X-ray spectroscopy system.

The reference model used for the simulations is the same as presented in the previous
sections. The neutronics CAD model of the system, including the HOPG mirrors to
minimize streaming, is presented in Figure 37. The three ducts maintain the previous
dimensions (23 cm × 10 cm), but not in straight paths from the plasma to the port cell, as
before. Since the objective was to evaluate the streaming through the X-ray ducts, the other
systems, which have very small contributions to the total fluxes in the port cell, were not
included in the model.

The MCNP model is presented in Figure 38, for plane z = 1 cm. The crystal Bragg
reflectors in the port cell were also included, and used to tally the neutron and gamma
fluxes that cross the bioshield plug. All the simulations were run using weight windows
generated with the ADVANTG code and further manipulated with the iWW-GVR tool.

The neutron and gamma fluxes obtained with the alternative duct configuration are
presented in Figures 39 and 40, for planes y and z. The neutron fluxes in the three crystal
Bragg reflectors of the port cell were 5.6 × 107, 1.2 × 108 and 7.4 × 107 n cm−2 s−1, with
statistical errors of 24%, 43% and 10%, respectively. Even though 2 × 1010 particles were
simulated, for 5–7 days per simulation and with 720 processors per simulation, the statistical
errors are very large in all but one of the mirrors. Nevertheless, the results indicate that
with a configuration like this, and including some shielding optimization, it should be
possible to reduce the neutron fluxes to below 1 × 108 n cm−2 s−1, which means a reduction
by more than two orders of magnitude when compared to the straight ducts.

Similar reductions were obtained in the gamma fluxes: 2.6 × 107, 6.2 × 107 and
4.3 × 107 γ cm−2 s−1 in the three mirrors, with statistical errors of 7%, 9% and 6%. Again,
this is almost two orders of magnitude lower than the gamma fluxes obtained with the
straight ducts.
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Figure 37. CAD model of the EP used in the simulations with transparent cells, showing the pre-
reflectors and the diagnostic ducts of the X-ray spectroscopy system.

 
Figure 38. MCNP model of the EP, showing the X-ray spectroscopy ducts (plane z = 1 cm).
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Figure 39. Neutron (n cm−2 s−1) and gamma (γ cm−2 s−1) fluxes in plane y with the alternative
X-ray spectroscopy ducts.

As mentioned before, there are no limits defined for the neutron and gamma fluxes
in the DEMO port cell, and no calculations of shutdown dose rates are provided here.
However, it seems feasible, based on the simulation experience from ITER (although the
dose rates will depend on the components present in the port cell and on the integrated
fluxes) [62], to comply with the limit of 100 μSv/h in the port cell 12 days after shutdown
with neutron fluxes below 1 × 108 n cm−2 s−1 reaching the port cell. Nevertheless, shut-
down dose rate simulations with models of the port cell components are required to assess
the compliance with the limit.

It should also be mentioned that without further shielding, the alternative duct config-
uration presented here is expected to increase the nuclear heat loads in the toroidal field
coils. Further studies are therefore required to calculate these loads and to compare the
results between configurations.
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Figure 40. Neutron (n cm−2 s−1) and gamma (γ cm−2 s−1) fluxes in plane z with the alternative
X-ray spectroscopy ducts.
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4. Conclusions

This paper aimed to provide a broad view of the radiation environment that diag-
nostics in DEMO are expected to face, assuming as a reference the water-cooled lithium
lead blanket (WCLL) configuration. Resorting to diagnostics representative of different
integration approaches in DEMO—inner vessel, ex-vessel and equatorial ports—neutronics
simulations were performed to estimate the fluxes, heat loads, dose rates and dpa in
different sections of the tokamak, using pre-conceptual CAD models of the diagnostics.

The first simulations were related to inner-vessel diagnostics, distributed poloidally
around the plasma: in-vessel magnetics sensors and the diagnostics slim cassette (DSC),
projected for the integration of microwave reflectometry and the ECE. These simulations
have shown that the introduction of the DSC designed for reflectometry will not com-
promise the mechanical integrity of the VV, as the fluxes and loads behind the DSC are
comparable to the ones obtained behind the WCLL breeding blanket (BB) without the DSC.
Another conclusion of this study is that the fluences in the magnetics sensors behind the
blankets, integrated over the whole DEMO lifetime, are comparable to the ones expected
for ITER, even though ITER will operate only for 0.54 FPY instead of the 6 FPY of DEMO.
This is due to the excellent shielding performance of the current WCLL blanket design. It
should be noticed, however, that the analysis presented here is not conservative: with the
alternative helium cooled pebble bed (HCPB) blanket, the fluences in the sensors would
increase up to a factor of 10, increasing the loads significantly in the in-vessel magnetics
sensors in comparison with ITER. Additionally, the current WCLL blanket design is far
from final, and a reduction in its shielding capability in the near future cannot be ruled out
at this stage. Another important point is that the fluences below the divertor in DEMO
are increased by at least a factor of 4 when compared to ITER. For all these reasons, R&D
studies for magnetics sensors should still be based on the assumption that the loads in
DEMO will exceed those expected for ITER.

Ex-vessel Faraday sensors were simulated next. As in ITER, this diagnostic is planned
to be installed on the outer surface of the VV, with the aim to provide information on the
plasma current during long plasma discharges. A maximum dose rate of 2.2 MGy/FPY
was obtained in the simulations, which, integrated over 6 FPY, would exceed the 10 MGy
considered as a conservative upper limit for the sensors’ lifetime dose in ITER. Nevertheless,
this happens only in the divertor region, which is not modeled as accurately as the blanket
in these simulations (and where the shielding has not been optimized yet). In the remaining
regions, the dose rates are up to three orders of magnitude lower.

Finally, an equatorial port containing three diagnostics—X-ray spectroscopy, diver-
tor monitoring and pellet monitoring—was simulated in detail. Considerable neutron
streaming to the port cell was predicted with the initial design of the X-ray spectroscopy
diagnostic, which foresaw large (10 cm × 23 cm) straight ducts between the plasma and
the port cell. With neutron fluxes up to 2 × 1010 n cm−2 s−1, it can be anticipated that the
current design would not comply with the dose rate limit of 100 μSv/h in the port cell
12 days after shutdown. A sensitivity analysis was then performed to evaluate the neutron
streaming as a function of the duct cross-section, for diagnostics that require direct views of
the plasma, without mirrors or doglegs. This study was extended to two such diagnostics,
with 1 cm radius ducts: the neutron/gamma cameras and the radiated power and soft X-ray
intensity diagnostic. Neutron fluxes of the order of 1–2 × 108 n cm−2 s−1 were obtained in
the port cell for those diagnostics. Finally, an alternative design of the X-ray spectroscopy
diagnostic, based on graphite pre-reflectors, was shown to reduce the neutron fluxes in the
port cell to ~1× 108 n cm−2 s−1. This configuration might, however, increase the nuclear
heat loads in the toroidal field coils. Accurate shutdown dose rate calculations in the port
cell should be carried out in future work, along with a detailed study of the effect of the
diagnostic port configurations on the nuclear heat loads in the magnets.
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Abstract: Stable and uniform beams with low divergence are required in particle accelerators;
therefore, beyond the accelerated current, measuring the beam current spatial uniformity and stability
over time is necessary to assess the beam performance, since these parameters affect the perveance and
thus the beam optics. For high-power beams operating with long pulses, it is convenient to directly
measure these current parameters with a non-intercepting system due to the heat management
requirement. Such a system needs to be capable of operating in a vacuum in the presence of strong
electromagnetic fields and overvoltages, due to electrical breakdowns in the accelerator. Finally, the
measure of the beam current needs to be efficiently integrated into a pulse file with the other relevant
plant parameters to allow the data analyses required for beam optimization. This paper describes the
development, design and commissioning of such a non-intercepting system, the so-called beamlet
current monitor (BCM), aimed to directly measure the electric current of a particle beam. In particular,
the layout of the system was adapted to the SPIDER experiment, the ion source (IS) prototype of
the heating neutral beam injectors (HNB) for the ITER fusion reactor. The diagnostic is suitable to
provide the electric current of five beamlets from DC up to 10 MHz.

Keywords: neutral beam injector; negative ions accelerator; beam fluctuations; SPIDER; ITER

1. Introduction

SPIDER [1] (Source for the Production of Ions of Deuterium Extracted from a Radio
frequency plasma) is the ion source (IS) full-scale prototype of the ITER heating neutral
beam (HNB) and has been operating at the Padova Neutral Beam Test Facility (NBTF)
since June 2018. The main purpose of the SPIDER experiment is to optimize the ITER HNB
IS, and it is currently the largest radiofrequency-driven negative ion source operating in
the world.

The main beam diagnostics are beam emission spectroscopy, visible imaging and
the diagnostic calorimeter STRIKE [2], and none of those systems can provide a direct
measurement of the beamlet current. In the past, the beamlet current has always been
indirectly estimated by STRIKE; which consists of 16 unidirectional carbon fiber–carbon
matrix (CFC) composite tiles, placed downstream of the set of grids that accelerate the
beam. The tiles are exposed to the beam, and their temperatures are recorded using two
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infrared cameras. The beamlet current is then estimated from the thermal footprint of each
beamlet via calorimetry, thanks to the moderate broadening of the temperature profile
guaranteed by the anisotropy of CFC. However, this measurement also takes into account
the thermal effect of neutral particles generated inside the accelerator (i.e., H0 generated
by stripping part of the negative ions) and passing through the grid apertures, and it
has a low time resolution. For this reason, an electrical measurement was introduced to
measure the current collected by each tile of STRIKE, which required a positive bias of
the tiles to recollect the electrons emitted from the surface due to the impact of energetic
particles from the beam. While this additional measurement provides useful information,
it has some important drawbacks as only the average beamlet current of each tile can be
extrapolated, losing the possibility of a spatial distribution of the beam on a scale smaller
than the beamlet group. Moreover, since the tiles are positively biased, electrons generated
between the last grid of the electrostatic accelerator and STRIKE, via the interaction of the
beam with the background gas, are also collected from the electric measurement, leading to
an overestimation of the beam current.

In this framework, the development of a new diagnostic system capable of precisely
measuring the beamlet current with satisfactory time and spatial resolution is particularly
advised and the purposes are several. Firstly, to directly measure the beamlet current to
compare it to established SPIDER diagnostics. Secondly, for the possibility of assessing the
beam uniformity, utilizing the beamlet separation. Finally, to investigate whether the RF
field and a beating frequency in the plasma due to the differing oscillator frequencies affect
the beamlet’s current, and thus optics [3]. For these reasons, a new beam diagnostic called
beamlet current monitor (BCM) was designed, developed, installed, commissioned and
tested in SPIDER.

2. SPIDER

The ITER HNBs are required to supply 16.5 MW power each, with beam particles
(hydrogen or deuterium) electrostatically accelerated up to 1 MeV and with a divergence
lower than 7 mrad [4]. The plasma generation in neutral beam ion sources is typically
conducted either by filament arc discharge (e.g., the negative ion source for neutral beam
injection at JT-60 [5]) or via inductive coupling, as is performed at IPP-Garching’s BUG [6]
and ELISE [7] facilities. The plasma generation in SPIDER is based on the latter system, by
upscaling the design of the RF-driven BUG and ELISE ion sources.

In SPIDER, the plasma is generated inside the IS by eight driver coils arranged
in a 4 × 2 matrix; the driver coils of each row are connected in series and powered by
a 200 kW self-excited push–pull RF generator. Each generator can oscillate within a
1 MHz ± 0.1 MHz range, and the self-oscillation frequency is imposed by the plasma pa-
rameters and by an adjustable variable capacitor Cv located at the output of each oscillator.
For each oscillator, the value of Cv is adjusted to match the load impedance (transmission
line, matching network, plasma equivalent impedance and stray parameters of the circuit),
resulting in a variation of several kHz among the four generators since the load impedance
is not identical for all the generators. Furthermore, the working frequency of each oscillator
cannot assume any value (by adjusting Cv) within the oscillator frequency range due to
the frequency flip phenomenon [8] which consists of an uncontrolled jump of the oscillator
frequency when operating close to the resonant frequency of the load. This phenomenon
further reduces the possibility to obtain good matching of the load with the same oscillation
frequency for all generators.

The negative ions are generated inside the IS by volume or by surface production
mechanisms, with the latter using evaporated cesium in the source to decrease the work
function of the H− production surfaces. With Cs, the extracted current density increases by
around a factor of 5–10 [9]. To optimize the H− extraction, a transverse magnetic filter is
generated inside the ion source to confine fast electrons in the upstream region of the IS
(driver region), avoiding the H− destruction by high-energy electrons in the proximity of
the plasma grid (PG), which closes the plasma chamber. This magnetic field is generated
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by DC flowing vertically inside the PG and returning via a busbar system, which can be
regulated from 0 A up to 5 kA.

The negative ions are then extracted from the IS and accelerated by a three-grid
electrostatic accelerator composed of the PG, extraction grid (EG) and grounded grid (GG)
which can be biased up to −108 kV, −96 kV and 0 V, respectively, with respect to the ground
potential. Each grid presents 1280 apertures divided into 16 beamlet groups, formed by
16 rows with five beamlets each, arranged in a 4 × 4 matrix. Embedded magnets are also
present in the EG to suppress the co-extracted electrons [1] by bending their trajectory
without substantially affecting the trajectories of the negative ions due to their much larger
Larmor radius. The ion deflection by the suppression magnets is adjusted at the GG
via electrostatic or magnetic compensation; the former via the displacement of the GG
holes and the latter by embedded magnets inside the GG. Finally, a ferromagnetic sheet is
placed in contact with the downstream side of the GG to confine the magnetic field inside
the accelerator.

Since the beginning of the SPIDER operation, electric arcs involving the back of the
IS started to arise when the vessel pressure was above 40 mPa (corresponding to 0.1 Pa
inside the IS for H2) under some experimental conditions due to large RF voltages [10].
Therefore, ahead of a major modification of the pumping system, a molybdenum mask of
0.25 mm thickness was fastened downstream of the PG (a set of pushers press the mask
against the PG) to reduce the number of open apertures [11]. Initially, a mask with 80 open
apertures was used, with a further reduction to 28 for Cs evaporation. This temporary
solution provides a lower gas flow conductance between the IS and the vessel, allowing
operation up to 0.45 Pa in the source with minimized RF discharge occurrence.

The presence of this newly available space between open grid apertures, a consequence
of the use of the PG mask, was deemed a perfect opportunity to design and install a
temporary diagnostic dedicated to the measurements of single beamlets.

3. BCM Concept Design

The design of the BCM is driven by the dual desire to measure both the DC and AC
components of the accelerated beamlet current. The primary requirements, based on the
experimental performance of SPIDER and the expected beam current with Cs evaporation,
are summarized in Table 1.

Table 1. Identified main requirements for the BCM diagnostics.

Requirements Value Note

Current full-scale ≥40 mA Max beamlet current Ib for the nominal accelerated
D-current of 50 A

Current resolution ≤1 mA Max allowed beam non-uniformity for Ib = 10 mA
(early phase of surface production operation)

Sensitivity ≥5 mV/mA Typical ADC sensitivity considering noise
Bandwidth DC-10 MHz Beatings in the kHz range and MHz harmonics due to RF
Clearance ≥20 mm Beamlet cross-section at GG, divergence and deflection

External diameter 100 mm Minimum distance between adjacent beamlets, divergence
Repeller voltage ≥100 V STRIKE potential

Although the average current of a single beamlet was estimated to be about 3–5 mA via
STRIKE calorimetry, the full scale of the BCM system was chosen by considering the SPIDER
nominal beamlet current when operating with cesium close to the optimal parameters,
since BCM is planned to operate in both the volume and surface production phases.

A resolution lower than 1 mA, i.e., the minimum current variation which can be
resolved, was defined on the basis of the maximum non-uniformity allowed (10%) consid-
ering a beamlet current of 10 mA, corresponding to the expected accelerated current in the
early phase of surface production with non-optimized source parameters. The sensitivity,
i.e., the output voltage of the instrument over the input current, was chosen to be at least
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5 mV/mA on the basis of the typical sensitivity of general-purpose oscilloscopes, also
considering the installation of the diagnostic in a noisy environment such as SPIDER.

High-frequency fluctuations in the plasma, measured by a Langmuir triple probe [12],
were identified at the fundamental frequency of the oscillators and their harmonics (Figure 1,
highlighted blue). This observation is supported by the literature. High-frequency har-
monics around the RF excitation field frequency may be present [13], and in particular,
the ones up to three times the fundamental frequency seem to be the most relevant in
terms of magnitude [14]. Peaks between 1 kHz and 100 kHz were also observed (Figure 1,
highlighted green), with the lower frequency peaks compatible with the beatings of the
power delivered to the plasma from each RF generator (blue cells of the table in Figure 1).
For all the aforementioned reasons, a bandwidth from DC up to 10 MHz is a requirement
of the BCM diagnostic.

 

Figure 1. Langmuir triple probe signal, shot 8288, blip 3, volume operation with three out of four RF
generators active. Generators working frequencies and related beating frequency are also shown in
the red and light blue cells of the table (left). Zoom view around the beating frequencies (top right)
and around the RF fundamental frequency (bottom right).

Beyond the electrical requirements of the current transducer, the measurement system
shall also be equipped with a repeller which is a positively biased copper electrode crossed
by the beam and placed downstream of the GG. The purpose of the repeller is to prevent
positive ions, generated between the GG and STRIKE due to beam–gas interactions, from
entering backwards to the current transducers of the BCM under the effect of the stray
electric field penetrating through the GG apertures in the downstream region [15]. Fur-
thermore, the STRIKE positive bias also helps positive ions move backward towards the
GG. The requirement in terms of repeller voltage was chosen as Vrep ≥ 100 V, which is a
reasonable value for reducing the backstreaming ion current consistently since STRIKE is
usually biased at 60 V.

Finally, the sensor size has also been assessed carefully, considering the available
room, beam deflection, width and divergence downstream of the GG. This is a basic
requirement since the interception of a steady-state high-energy beamlet (or part of it)
would compromise not only the reliability of the BCM diagnostics but also the reliability of
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the whole SPIDER experiment. The sensor sizing was assessed in [2] by considering the
worst conditions in terms of optics: 60 mrad divergence and 20 mrad horizontal deflection
with a beamlet width at the exit of the GG equal to 16 mm, corresponding to the aperture
diameter. In this conservative configuration, the minimum distance between the center of
two adjacent apertures is 66 mm since the vertical pitch of the GG is 22 mm and a minimum
of two apertures are masked between two beamlets, providing the maximum available
space for the individual diagnostics (Figure 2). Therefore, the requirements concerning the
sensor size were defined as clearance ≥ 20 mm and external diameter ≤ 100 mm depending
on the distance from the GG (keeping below 200 mm).

 
Figure 2. Vertical cross-section of 2 adjacent beamlets downstream of the GG (orange, apertures in
white) with PG mask installed for the worst optics conditions (yellow cones) and for typical optics
conditions (red cones); quotes are in mm. Example of minimum inner and outer diameters required
for sensors (blue) depending on the distance from the GG.

4. Sensor R&D

4.1. AC Sensors

Two off-the-shelf current transformers (CTs) were chosen based on the high-frequency
requirements, the BERGOZ ACCT-055 10 mA full scale (3 Hz–1 MHz) [16] and the Magnelab
CT-F5.0_BNC (4.8 kHz–400 MHz) [17]. As an alternative to commercial CTs, a custom
passive CT was designed and built in-house, based on the literature [18–20].

The current transformer (Figure 3a) consists of a magnetic core that surrounds the H−
beamlet. The secondary winding is wound around the core for N turns and terminated by
a parallel load resistance Rl. The secondary winding has a magnetizing inductance that,
along with the core losses, can be expressed as a parallel inductance Lm and resistance
Rm, with series resistance Rs, in the CT equivalent circuit (Figure 3b). To measure the
transfer function, the sensor was connected to an HP 4194A Network Analyzer, with input
impedance (R0 parallel to C0), via an RG58 coaxial cable with series inductance Lm and
resistance Rm and parallel capacitance Cc, modeled as a π-junction.
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(a) (b) (c) 

Figure 3. Current transformer: (a) diagram; (b) equivalent circuit; (c) equivalent circuit with grouped
impedances for calculating the transfer function.

The current through the secondary winding of the CT Is is the current of the primary
winding Ip, in this case, the beamlet current, divided by the number of turns:

Is =
Ip

N
(1)

For a simplified ideal current transformer, the gain in the mid-frequency range is:

K =
Rl
N

(2)

with the gain K dependent on the load resistance and the number of turns. A load resistance
of 50 Ω and 10 turns were chosen to give the required 5 V/A gain. The low-frequency
cutoff (−3 dB) flow of a CT:

flow = Rl/2πLm (3)

is dependent on Lm, since Rl is chosen to set the gain. The impedance Lm and losses Rm
of a magnetic core are dependent on the frequency, core permeability and geometry [21].
With the geometry limited by the available space around the beamlets, a high permeability
material, nanocrystalline VITROPERM 500F [22,23], was chosen due to its high relative
permeability μr = 50, 000.

The CT was modeled in both MATLAB and PSIM, with the impedances in the MAT-
LAB model grouped as in Figure 3c. By treating the circuit as a voltage divider, the transfer
function can be calculated (see Appendix A):

K =
1
N

.
Z1Z3Z5

Z2Z4
(4)

Using the MATLAB and PSIM models, a CT was designed to meet the gain, frequency
and space requirements, with the parameters given in Table 2.

Table 2. CT parameters for model and measurement.

CT Parameter Value

ri [m] 0.03
ro [m] 0.045
h [m] 0.02

N 10
μr 50,000

Rs [Ω] 0.22
Rc [Ω/m] 0.048
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Table 2. Cont.

CT Parameter Value

Lc [nH/m] 250
Cc [pF/m] 100

Lc [m] 15
Rl [Ω] 50

Ro [MΩ] 1
Co [pF] 50
K [V/A] 4.9

flow (−3 dB) [Hz] 1000

A CT prototype was constructed including a 15 m RG58 coaxial cable (the length
required for the installation in SPIDER) connecting the CT to the 50 Ω load resistor. Figure 4
shows the measured response (purple crosses), which compares favorably with the MAT-
LAB (yellow line) and PSIM (red points) models. At high frequencies, the gain and phase
exhibit resonances, with the gain oscillations damped below 20 MHz. These resonances are
due to the transmission line, which at 15 m was modeled as 50 junctions, giving a closer
match to the measured frequency response.

 
Figure 4. Measured CT response (purple) compared to MATLAB model (yellow) and PSIM model
with 50 π junctions.

4.2. DC Sensors

The sensor chosen to fulfill the DC and low-frequency measurements is the LEM CTSR
0.3p [24], a closed-loop fluxgate [25] with a sensitivity of 4 mV/mA. While the sensor
fulfills most of the design requirements, this sensitivity is insufficient since the noise picked
up on the cables from the sensor to the acquisition system may easily exceed this value.
Additionally, the sensor has a “natural” offset of 2.5 ± 0.005 V, which must be removed to
utilize the full range of the measuring oscilloscope, since it is not convenient to read a small
quantity (e.g., few mV) when the full scale of the acquisition system ADC is higher than
three orders of magnitude (e.g., FS > 2500 mV). A custom conditioning circuit was designed
both to cancel out the offset (Figure 5) and to amplify the output signal to obtain a sensitivity
of the order of 250 mV/mA. The circuit’s central component is the INA 114 instrumentation
amplifier from Texas Instruments. Provided with an input signal Vin, a reference signal Vref
(2.5 V in our case, taken directly from the LEN internal reference) and an interchangeable
resistor Rg, the amplifier produces a signal Vout given by:

Vout = (Vin − Vref)

(
1 +

50kΩ
Rg

)
(5)
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Figure 5. Schematic of the DC sensor with its signal conditioning circuit.

For example, a resistor of 813 Ω (chosen value) provides a multiplication factor of 62.5
and, taking into account the sensitivity of the sensor, a final gain of 250 mV/mA.

4.3. Mounting Structure

Each sensor group consists of a custom mounting structure containing the DC sensor,
its conditioning circuit (protected from the plasma by a copper shield), the AC sensor and
the repeller. The repeller is insulated from the grounded support structure by a PEEK
spacer, and the structure is equipped with three PEEK locking dices and three centering
screws to ensure a robust and adjustable ensemble (Figure 6). Each group is fixed to the PG
mask pushers support structure downstream of the grounded grid, and an alignment tool
was used to properly align the sensors with the beamlet aperture.

Figure 6. Mounting structure with AC and DC sensors: (a) model (b); assembled sensor.
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4.4. Vacuum Testing

Preliminary tests to assess the compatibility of the instruments for the installation
inside SPIDER were carried out with a twofold purpose. Firstly, to evaluate the outgassing
as a function of the temperature and identify the nature of the contaminants (e.g., halogens
must be absolutely avoided, since they react vigorously with cesium to produce salts).
Secondly, to check the functionality of the DC sensor in HV, since active electronics are
present and therefore local overheating, due to self-heating, may occur, leading to a change
in the transfer function.

A dedicated test stand composed of a small stainless steel vacuum chamber (V ≈ 25.l,
A = 0.75 m2), a turbomolecular pump (Leybold Turbovac TMP 361, Spnom_N2 = 345.l/s), a
full-range pressure gauge (Leybold ITR90) combining Bayard-Alpert and Pirani sensors
and a mass spectrometer (Inficon Transpector 2) were used. The wall of the chamber was
covered by a heating cable wrapped around the outer side of the bake-out system, and,
finally, some thermocouples were placed both on the outer side of the wall and inside the
chamber; a sketch of the experimental setup is shown in Figure 7.

Figure 7. Scheme of the experimental setup adopted for the characterization of the instruments in
a vacuum.

Before testing the instruments, the vacuum chamber was pumped down, and after 6 h,
it was baked at 95 ◦C for 24 h, and then pumped at room temperature for up to 90 h until a
base pressure of 2 × 10−7 mbar was reached. The bake-out temperature was chosen on the
basis of the maximum rated temperature of the instruments to be tested so that the same
cycle in principle could be applied to each sensor. The pump-down curve of the empty
vacuum chamber is shown in Figure 8 (dashed line) where the typical t−1 dependency of
the pressure due to the outgassing flux reduction over time is visible. The bake-out system,
after an increase in pressure due to an increase in the desorbed gas flux stimulated by the
temperature increase, allowed the chamber to approach its base pressure.
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Figure 8. Pump-down curve of Magnelab CT-F5 (solid line) compared to that of the empty cham-
ber (dashed line). Chamber temperature is shown in the bottom plot: red = outer thermocouple,
black = inner thermocouple.

4.4.1. AC Sensor Outgassing Tests

The off-the-shelf AC sensors (Magnelab CT-F5), being completely passive, were tested
to assess the outgassing rate as a function of the temperature and their capability to
stay in a vacuum (e.g., without explosions due to trapped air at room pressure inside
it). Additionally, this test enabled us to degas the sensors to reduce the contamination
of the SPIDER vacuum as much as possible since no information about their vacuum
behavior was provided by the manufacturer. The pump-down curve of the Magnelab
CT-F5s compared to that of the empty chamber is shown in Figure 8. All three samples
foreseen for the diagnostics implementation in SPIDER were inserted into the chamber
after a cleaning phase using acetone; the inner thermocouples were placed between the
sample holder and the instruments as shown in Figure 9a.

  
(a) (b) 

Figure 9. Magnelab CT: (a) in a vacuum chamber; (b) sample n◦ 3 (M3) after bake-out at 90 ◦C.

The experiment involved long periods with sustained external heating, and it was
possible to deduce that the sensors would behave normally below 45 ◦C, as can be seen by
the fact that the oscillation in the pressure signal (supposedly due to boiling) disappeared
and the pressure approached the 10−7 mbar decade after a fast drop.

The residual gas analysis (RGA) during the pump-down curve is shown in Figure 10
where the main contaminants appeared to be water vapor (mass 17 and 18) and nitrogen
(mass 28) both for the room temperature case and for the hot sensor case. Nevertheless, for
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this latter, other, heavier contaminants appeared, in particular, mass 44 (C02) and mass 92
(expected to be toluene, commonly used for fast-drying paints).

Figure 10. Residual gas analysis of Magnelab CT-F5: Partial pressure of all the species at different
times during the bake-out experiment. The times at which the measurements were made are indicated
on the labels.

On the basis of this test, an additional requirement in terms of the range of working
temperatures in the vacuum inside SPIDER was defined as t < 45 ◦C; for this purpose, a
thermal analysis was also carried out and is reported in Section 4.4.3.

After the test, the sensors were removed from the vacuum chamber and visually
inspected: numerous microbubbles were observed on the painted surface, and a big bubble
on sample n◦ 3 (M3) in the proximity of the BNC connector was also present, as shown
in Figure 9b. The transfer functions of all three samples were measured with a spectrum
analyzer (HP 4194A) to check if the nominal one was preserved after the test in UHV. This
was confirmed for sensors M1 and M2, while the M3 sensor reported a slightly higher value
for its low cutoff frequency.

The custom current transformer based on the VITROPERM 500F material was also
tested in a high vacuum. The nanocrystal material is made of a very thin ferrite tape
(14 μm to 20 μm) which is very brittle and is therefore provided already coated with epoxy
resin or enclosed in a high-quality (UL94-V0, Class F) sealed plastic casing. The plastic
casing type was chosen since epoxy resin (Class A) was expected to be less stable with the
temperature; nevertheless, the sealed plastic case was not vacuum-tight, and, therefore,
two small holes were carefully made in the casing to avoid trapped volumes (interspace
between the core and the case) and therefore virtual leaks when exposed to a vacuum.
The baseline pressure obtained during the pump-down test was 2 × 10−6 mbar, which
was considered an acceptable value. The fact that this value is slightly higher than the
off-the-shelf sensors might be due to the much greater overall surface of the tape exposed to
the vacuum (>1 m2), considering the dimensions of the core and the tape thickness, as well
as the fact that no bake-out was applied during this test. Unfortunately, the results when
external heating was applied are not reliable since the pressure gauge was not working
properly, and they have been excluded.

However, the absence of reliable outgassing data at high temperatures was not con-
sidered limiting for the installation, since from thermal simulations (already carried out
on the basis of the results of Magnelab CT), the expected working temperature should not
exceed 35 ◦C.
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4.4.2. DC Sensor Vacuum Tests

After initial benchmarking tests, the vacuum and temperature responses of the LEM
sensor (together with the custom signal conditioning circuit) were tested. After removing
its plastic casing to avoid trapped volumes, one of the DC sensors and its custom circuit
were fastened to the mounting structure used for the installation in SPIDER, which also acts
as a heat sink. Thermocouples were fixed to the critical components of the sensor, as well
as on the vacuum chamber walls both on the inner and outer sides as shown in Figure 11.

Figure 11. DC sensor experimental setup for the tests in a vacuum.

The pump-down curve is shown in Figure 12a, at room temperature (point A) to
assess the outgassing rate and the thermal management when operating in a high vacuum,
where the temperature increase in the sensor is only due to self-heating, as well as with
external heating (point B) to check the sensor transfer function when subjected to external
heating. The sensor outgassing rate was relatively low since the pressure reached values
below 1 × 10−7 mbar. In addition, the identified solution to manage the heat dissipation of
the sensor was found to be satisfactory also during the external heating (50 ◦C chamber
temperature and self-heating of the instrument).

Figure 12. (a) Pump-down curves of DC sensor at room temperature and with external heating,
(b) chamber temperature during the experiment (orange: outer thermocouple, blue: inner thermocou-
ple, yellow: sensor thermocouple). Points A and B correspond to self-heating and external-heating
phases, respectively.

The custom circuit designed to remove the sensor’s “natural” offset before amplifica-
tion is not perfect, as Vin–Vref with no external current is not precisely zero. An offset of
approximately 10 mV remains, rising to several volts after amplification. In bench testing,
the offset has proved to be unstable, changing each time the sensor is powered on/off
but then remaining constant during operation, even with external heating up to 60 ◦C.
Therefore, the behavior of the offset in vacuum was assessed both at room temperature and
with external heating applied.

Figure 13a shows the evolution of the offset in the 80 min following the switching on of
the sensor. In the first 10 min, the offset rises steadily until it reaches 3.5–4 V. It then remains
at this level for the following 70 min. This behavior correlates to the rise in temperature of
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the sensor’s components only due to the self-heating produced by the power dissipated by
the electronics.

Figure 13. (a) DC sensor offset in vacuum at startup, with the vacuum chamber temperature kept
constant at room temperature (point A of Figure 12), and (b) DC sensor offset in a vacuum while
raising the ambient temperature (point B of Figure 12).

The sensor is expected to reach higher temperatures in SPIDER when exposed to
the ion beam. The same test was therefore performed by heating the vacuum chamber
up to temperatures around 70–80 ◦C (Figure 13b) after reaching the thermal equilibrium
due to the self-heating process only. The sensor’s temperature is sensitive to the raising
temperature of its surroundings and reaches a maximum temperature of 50 ◦C, compared
to 33–34 ◦C, when no external heating was applied to the chamber. However, this had no
effect on the sensor’s offset, which remained in the order of 3.8–4 V. Any variation in the
offset of an individual sensor is thus attributed to the initial rise in temperature after being
switched on, stabilizing once a steady temperature is reached. This behavior is mandatory
to have a reliable measurement, as the external heating due to the beam presence should
not affect the offset and the measurement.

Additional tests on the sensor’s response to a current in a vacuum, at 25 ◦C and 80 ◦C,
were carried out (Figure 14). Three cases were investigated, the DC response (left), the AC
response for signals at different amplitudes but at a fixed frequency of 1 kHz (center) and
the AC response for signals at different frequencies but with a fixed amplitude of 5 mA
peak-to-peak (right). In all three cases, the sensor’s performance seemed to change very
little from one temperature to another. The sensor’s gain in these experiments changed by
a factor of 5% at most, which is comparable to the measurement error and not considered
problematic; thus, good linearity is achieved when the sensor works in a vacuum in a range
of temperatures compatible with that expected in SPIDER.

 

Figure 14. DC sensor response to flowing current at Tout = 25 ◦C and Tout = 80 ◦C.
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4.4.3. Thermal Simulations

Thermal simulations were carried out using Ansys to assess the temperature of the
sensors during SPIDER operation, in particular, driven by the temperature limitation of the
Magnelab sensor when operating in a vacuum due to the large and uncontrolled outgassing
rate when the temperature of the sensor exceeded 45 ◦C (see Section 4.4.1).

The potentially most critical issue is represented by the fact that the PG mask can reach
a relatively high temperature due to the input power given by the plasma; therefore, the
PG mask temperature could reach an equilibrium value up to 300 ◦C, where the supplied
power is mainly dissipated by radiative thermal transfer [11]. Therefore, the radiated power
might also reach the BCM sensors since many direct lines of sight between the mask and
the sensors are allowed by the EG and GG apertures.

The thermal simulation was carried out (Figure 15) considering only radiative heat
transfer (conservative hypothesis), assuming the following boundary conditions:

 
(a) (b) 

 

(c) (d) 

Figure 15. Transient thermal simulation of the BCM sensors assembly: (a) temperature at 3600 s
in the whole simulation domain, (b) zoom view on the sensors assembly, (c) picture of the sensors
assembly, (d) temperature on the hottest point (red curve) and on the AC sensor (blue curve).

• PG mask temperature set to 400 ◦C with emissivity equal to 1, representing the worst-
case scenario (black body emitter, including a safety margin in the PG temperature);
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• EG temperature set to 30 ◦C since it is actively cooled, and the emissivity of EG and GG
set equal to 0.2 (slightly oxidized copper, the grids were exposed to air and humidity
in the past [26]);

• Emissivity of pushers equal to 0.85 (pyrex glass [27]);
• Emissivity of the DC sensor and conditioning circuit equal to 0.75 (fiberglass of the

electric circuit board [28]);
• Emissivity of plasma shield equal to 0.2 (slightly oxidized copper, the plate was

exposed to air and humidity in the past [26]);
• Emissivity of sensors support structure equal to 0.1 (aluminum [27]);
• Emissivity of AC sensor equal to 0.03 (polished copper, the sensor surface was covered

by copper tape to prevent plasma etching and to reduce the absorbed power by
radiation [26]);

• Constant ambient temperature equal to 22 ◦C representing the vacuum vessel’s inner
surface which is at room temperature.

The simulation time was limited to 3600 s, which is the maximum pulse duration
foreseen for SPIDER operation; however, from Figure 15d, it can be seen that values are well
within the safety limits. The maximum temperature reached on the instruments due to the
radiated power from the PG mask is about 33 ◦C, on the copper plasma shield upstream of
the DC sensor (red line in Figure 15d), whereas the temperature on the AC sensor is almost
stable around the room temperature due to the shielding effect of the sensor’s mounting
structure. In general, the radiated power reaching the sensors is relatively low due to the
shadowing of the EG and GG grids; therefore, the installation of all the aforementioned
sensors was considered reliable, considering the issues correlated to heat management.

5. Overview of the System

The BCM system is divided into the following main sub-systems: the sensors and
the repeller disk (installed inside the vacuum vessel), cabling, the feedthroughs and surge
arresters (installed on the vacuum/air feedthroughs), the data acquisition system, the
power supply system and, finally, the CODAS database [29].

5.1. Sensor Installation

The position of the five beamlets chosen for the BCM measurements during SPIDER’s
first Cs campaign is shown in Figure 16. The beamlets are labeled according to the sensors
making the group: the DC/low-frequency sensors (labeled H1 to H5) followed by the AC
sensors (either Magnelab CT-F5s labeled M1 to M3, custom current transformer labeled
F, or Bergoz ACCT 055 labeled Bz). North and south are indicated in the figure to better
compare the positions of the sensor with the pictures taken inside the source during the
installation (Figure 17).

 
Figure 16. Positions of the five sets of sensors during the cesium campaign.
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Figure 17. Installation in SPIDER (north and south are indicated to keep track of the orientation of
the picture) showing the sensors fixed to the PG mask pusher structure.

The sensor’s mounting structure is metallically connected to the GG, which, during
the accelerator breakdowns, can oscillate between several kV values with respect to the
ground potential due to the stray inductance of the related ground connections.

Therefore, a reliable design was implemented to mitigate the risk of failure of the
BCM system, which could also compromise the reliability of the whole SPIDER experiment
(surge propagation to other subsystems and vacuum leak due to the rupture of the vacuum
feedthroughs).

To avoid any additional paths to ground for the breakdown current through the BCM
system itself, the instruments were insulated from the mounting structure by Kapton pads,
and the sensor’s power supply as well as the data acquisition system were insulated from
the ground. Finally, surge arresters were adopted to protect the feedthroughs (Figure 18).

  
(a) (b) 

Figure 18. Pictures of: (a) the BCM feedthroughs; and (b) the related surge arresters: TVS PCB (top

figure) and GDT board (bottom figure).

5.2. Feedthroughs and Surge Arresters

The DC sensors, the Bergoz, the Custom CT, and the repeller cables were connected to a
D-Subminiature feedthrough (900 V DC voltage), which was protected against overvoltage
by a dedicated PCB, hosting a set of transient voltage suppressors (TVS). The selected
transient voltage suppressors (TVS) were connected between each pin and the vacuum
vessel (Figure 18b top).
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A different choice was made for the Magnelab AC sensors since a 50 Ω matched
line is required to exploit the maximum bandwidth of the instruments. Therefore, they
were connected to 50 Ω SMA coaxial feedthroughs floating shield type (1 kV DC voltage)
(Figure 18a). For these feedthroughs, three electrode GDTs were chosen (instead of TVS) as
voltage suppressors due to the much lower stray capacitance (1.5 pF with respect to 300 pF)
to limit, as much as possible, the effect of the surge arrester in the high-frequency range
(Figure 18b bottom). The DC spark-over voltage is 350 V, whereas the impulse spark-over
voltage is <900 V for slew rates of 1 kV/μs. The main drawbacks of this type of surge
arrester with respect to TVS are the strong dependence of the pulse breakdown voltage to
the slew rate, the lower number of operations within the service life and after arc ignition,
they remain in the conductive state until the applied voltage is enough to sustain the arc
current (crowbar behavior) [30]. This type of GDT, like the TVS, becomes a “virtual short”
at the end of its life, always providing protection to the devices connected in parallel;
therefore, the protection of the system is always assured.

5.3. Data Acquisition and Power Supply System

The data acquisition system was designed to be as modular as possible and with
insulated channels so that any damage to a part of the system would not compromise the
whole data acquisition system.

A relatively cheap solution that also allows the components to be easily replaced was
identified in the STEMlab 125-14 Red Pitaya boards (RPs). Those boards have two analog
inputs (±1 V or ±20 V, selectable), an input bandwidth at −3 dB of 60 MHz, a maximum
sampling rate of 125 Msps and a 14-bit ADC. These boards can be remotely controlled and
can be interfaced with the network or via WiFi or 1 Gbit Ethernet protocol.

For the BCM system, six RPs were implemented to acquire the 10 sensors; the data
communication for setting the parameters of the ADC and reading the acquired data is
based on Ethernet (Figure 19).

Figure 19. Overview of the BCM power supply and data acquisition system.

The six RPs were powered by a set of six DC/DC converters (24 V/5 V) capable of
assuring 2 kV DC insulation both among the devices and to the ground. The primary of the
DC/DC converters was fed by a 230 V/24 V DC power supply rated 4 kV AC to withstand
voltage, also providing an additional insulation barrier to the ground. Finally, this power
supply was connected to the electric grid available inside the SPIDER bunker via a remotely
controlled socket, which can switch the whole BCM system on and off.

Additionally, the data transmission had to assure proper insulation for the RPs and to
the ground; therefore, a network switch with insulated ports was installed; this type of Eth-
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ernet port includes isolation transformers with a minimum isolation rating of 1500 VRMS
(2.1 kV peak) as required by the IEEE 802.3 standard for Ethernet interfaces.

The other power supplies are the DC sensor’s power supply, consisting of an AC/DC
230 V/±15 V power supply developed in RFX, and the Bergoz ACCT power supply
AC/DC 230 V/±15 V rated at 4 kV RMS I/O to withstand voltage feeding the ACCT
amplifier. All of the aforementioned components were enclosed in a 5U rack and placed
inside the SPIDER bunker about 4 m away from the VV. Finally, the repeller’s power supply,
a bipolar DC (−100 V < V < 100 V) power supply, was installed close to the BCM rack, and
it was also connected to the Ethernet switch to allow it to be controlled remotely. One pole
was connected to the VV and the other to the repeller disks so that only the plasma closed
the circuit. The repeller power supply is shown in Figure 20a, along with the BCM rack,
which houses the acquisition system in Figure 20b.

  
(a) (b) 

Figure 20. Picture of (a) the BCM power supply and (b) the data acquisition system.

5.4. CODAS

The internal organization of the RedPitaya acquisition system exploits the recent
system of chip (SoC) solution proposed by Xilinx, which embeds, in the same chip, a
programmable logic (PL) built on a state-of-the-art 28 nm high-k metal gate (HKMG)
technology FPGA, and a dual-core ARM Cortex-A9 MPCore processing system (PS). In
particular, the RedPitaya mounts the Zynq 7010 system that provides an Artix-7 middle-
range device. The key factor that characterizes this family of chips is not actually the
performance of the components themselves but the high bandwidth that the FPGA is
capable of sustaining when communicating with the other internal SoC components, i.e.,
the CPU core and the DMA controller. In this way, we can think of a very responsive system
that performs some small operations in a fast, strict, real-time environment, made possible
with the internal programmable logic, and on the other hand, the high-level acquisition
layer that is deployed within a complete operative system running on the processing
system side.

The RedPitaya legacy software bundle (Red Pitaya OS 1.04-7) comes with several
already-coded components such as a quite-fast oscilloscope, a frequency spectrum analyzer
and some other useful tools. All of them are implemented using high-level software-defined
components that, in turn, rely on one single specific FPGA firmware implementation that
runs underneath. Although all these applications seem very promising, they effectively
lack a comprehensive recording system fitting the actual performance that both the ADC
and the Zynq could provide. The problem resides in the firmware implementation that
is suited to record the input ADC data to an internal circular buffer that is eventually
accessed by the oscilloscope application to plot the curve. To achieve a reliable complete
recording of the overall input signal, the firmware had to be modified, enabling a well-fitted
buffer handling between the internal logic part and the processing part. More specifically a
complete recording pipeline of this kind that exploits a FIFO buffer and a DMA transaction
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to deploy acquired chunks of data directly into the system memory was implemented and
is described in [31].

The complete handling of acquired data passes through the described internal high
bandwidth communication that is possible thanks to the fast interconnection between
the two subsystems (PL and PS) residing in the same chip. Besides this effective internal
transaction of the acquired data from the ADC to the system memory, a specific Linux
system kernel module handles all the custom parametrization of the acquisition system.
Many different acquisition modes were implemented and can be then selected: a so-called
“streaming” acquisition that is meant to acquire continuously from a slowly changing input
signal, and a “triggered” acquisition where we adhere to the typical transient recorder
feature of a classical fast DAQ device.

In both cases, the output complies with the MDSplus mdsip segmented protocol.
Indeed, the overall SPIDER-CODAS acquisition system relies on the MDSplus framework
to orchestrate the acquisition of the many diagnostics involved. In particular, the segmented
acquisition system is a data stream that flows from the device to the experiment storage
system scattered by chunks called segments. The idea of the segmented acquisition is that a
segment over the data payload also has an idea of the acquisition time that those data relate
to, so all the segments can be identified both from the sequential entry into the storage
system but also from their time boundaries.

In the streaming implementation, all the segments are sent to the central CODAS at
regular intervals to make the system able to refresh the data visualization plots with the
newly acquired points. This makes it possible to see the experiment signals with a flow of
plot updates and to track the recording at each instant.

On the other hand, there are situations where we want to record signals where all
the information is contained in a very rapid time slot where the signal varies with a high-
frequency spectrum, and then the information goes down all over long periods of time. In
such a situation, the most compelling solution is the transient recording where either an
internal or an external trigger is able to activate fast data acquisition that lasts in the internal
memory, and that is then spooled to the central acquisition out of sync. If the internal
triggering system is active, the recorder acts as a standard oscilloscope and the device
records upon a particular change in the input signal; contrariwise, the external trigger can
be set to fire the acquisition from both an electrical timing event (timing highway) or a
network UDP multicast packet (MDSplus event).

So, depending on the nature of the input signal and the kind of sensor applied, the
acquisition mode was also chosen. The DC sensor data were continuously acquired with
a typical rate of 10 Ksps (CONTINUOUS acquisition mode), while the AC components
acquired by the CTs were recorded either with fixed time frames during the pulse blips or
with complete asynchronous MDSplus events that came from the synchronization of the
experiment phases in CODAS (i.e., the start of the extraction grid power supply and others).
In both cases, the acquisition modes are named SLOW or FAST, with typical sampling
frequencies of 300 Ksps and 10–25 Msps, respectively. Alternatively, the AC sensors can be
acquired at low frequency for the entire pulse using the CONTINUOUS mode if required.

5.5. Calibration

After the installation of the BCM in the vessel, a thorough calibration of each of
the sensors was performed before closing the vacuum vessel. This was conducted by
inserting a cable through the beam apertures of the sensor groups and applying various
signals using a remote-controlled Red Pitaya function generator. A remote Red Pitaya
oscilloscope monitored the sensors’ responses, as well as the signals sent through the
aperture, whose precise current values were determined using a shunt resistor. Figure 21
shows the calibration of the five DC sensors: although the offset values varied significantly
from one sensor to another, the sensitivities were reasonably close. The gains calculated
from the calibration ranged from 245 mV/mA to 266.6 mV/mA, keeping within 1% of the
value of 250 mV/mA targeted by the circuit design.
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Figure 21. Calibration in SPIDER of the DC component of the DC sensors.

The frequency response of the AC sensors is shown in Figure 22. All of the sensors
present a quasi-constant transfer function in the region 10 kHz–1 MHz, with sensitivities
exceeding 5 mV/mA. The Bergoz offers remarkable sensitivity, 1000 mV/mA for a band-
width of 10 Hz to 1 MHz (−3 dB). Finally, the custom transformer’s frequency response
highlights the importance of the choice of the parallel resistor: opting for 50 Ω instead of
100 Ω decreases the maximum sensitivity by a factor of two but helps to flatten the response
in the central region.

 
Figure 22. Calibration in SPIDER of the current transformers.

6. Experimental Results

The BCM diagnostic was partially operational during the SPIDER experimental cam-
paigns S19 and S20 (December 2020 to March 2021—beam characterization without cesium)
and fully operational during S21 (April 2021 to July 2021—cesium operation).

6.1. DC Results

Figure 23 shows an example of the acquired voltage signal from one of the DC sensors
during a SPIDER beam extraction pulse with cesium in the source, and the subsequent
analysis required to calculate the beamlet current. The raw BCM signal (black points) and
a 500-point moving average (red line) are given in Figure 23a. The sensor has a non-zero
voltage offset that varies from sensor to sensor as described in previous sections. Due to
the magnetic nature of the DC sensor, the voltage also has a dependency on the plasma and
filter stray field as well as the current of the H− passing through it. Figure 23b shows the
reference settings for the RF power, plasma grid current and extraction and acceleration
voltages. As the RF power or plasma grid current changes (green and blue highlights
in Figure 23a,b) the sensor voltage changes with it. To ensure a steady voltage baseline
before and after beam extraction, at least two seconds of plasma with stable RF power
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and plasma grid current are required (time between the first and last pair of red dashed
lines in Figure 23a). The increase in sensor voltage during the application of extraction and
acceleration voltages is therefore solely attributed to the beam passing through the sensor.
The beamlet current Ibeamlet (blue in Figure 23d) is given by (6):

Ibeamlet =
(Vbeamlet − Vbaseline)/Gs (6)

where Gs is the individual sensor gain from the previous section. The voltage in the beam
extraction Vbeamlet and the baseline voltage in the steady-state plasma Vbaseline are shown
in red and black in Figure 23c, respectively.

Figure 23. The first 40 s of shot 9145 for sensor H2 (with cesium in the SPIDER source): (a) sensor
voltage signal (black) and 500 pt. average (red); (b) extraction, acceleration, filter field current and RF
power signals (for the RF generator closest to the sensor); (c) averaged sensor voltage during beam
extraction (red) and during plasma steady state for baseline (black); (d) beamlet current calculated
from sensor voltage (blue) and ±1 s average at programmed times of interest (TOIs). The red dotted
lines represent changes in power supply parameters shown in (b).

The noise on the raw BCM signal at ±2 V is quite large, which, with a gain of 250 V/A,
corresponds to ±4 mA. In the case of surface H− production with cesium, the beamlet
currents of around 20 mA result in a clear increase in sensor voltage, as in Figure 23. In
volume production, with lower beamlet currents, the change in the sensor voltage with
beam extraction is less clear. However, with signal averaging, the beamlet current can still
be measured successfully [32].

The diagnostic was used extensively during the SPIDER cesium campaign. Figure 24
shows the first day of cesium operation, with an approximately threefold increase in
current density after the introduction of cesium, even with a lower total RF power. There
is an observed inhomogeneity in the beamlet currents (Figure 24a). This is due to the
differing availability of H− at the point of extraction. There are several factors affecting
the availability of H: magnetic drifts causing vertical asymmetry in the plasma density,
inhomogeneous cesium deposition on the plasma grid and the position of the beamlet
within the respective beamlet group (H2 and H4 in the beamlet group core and H1, H2 and
H5 at the group edge) [33].
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Figure 24. BCM DC results from the first day of SPIDER cesium operation: (a) beamlet current
density for the five DC sensors; (b) average beamlet current density for the BCM, STRIKE electrical
and AGPS electrical measurements; (c) total RF power and extraction and acceleration voltages. The
times when the cesium ovens were open are highlighted in orange.

The average beamlet current measured by the BCM compares favorably with the
STRIKE electrical measurement (Figure 24b). With the current PG mask STRIKE measures,
the electrical current, due to 28 beamlets, spread over 9 out of 16 tiles, while the BCM
measures 5 individual beamlets. The STRIKE electrical measurement requires a positive
bias of up to 100 V to collect electrons emitted from the surface due to beam particle impacts.
This bias can also collect electrons created in the vessel due to beam–gas interactions, which
increases the measured current above the beam current alone [34].

6.2. AC Results

For the AC sensors, the different acquisition modes (CONTINUOUS, SLOW and
FAST) were all tested and provided a number of interesting results. When operating in
the continuous acquisition configuration, the sensors (in particular, the Bz sensor, which
has high sensitivity at low frequencies) are capable of measuring the sudden current rise
at the beginning and end of extraction and acceleration. This can serve as an additional
measurement of the DC at beam startup.

The continuous configuration is also useful as a tool to compare the measurements
with and without beams. A clear difference can be observed when performing fast Fourier
transforms (FFT) on the signals before or during extraction, the latter displaying a large
number of peaks at amplitudes much higher than the former (Figure 25), therefore con-
firming that the frequencies revealed by the measurements are indeed present in the beam
and not artifacts of the ambient noise. The maximum frequency shown on these particular
FFTs is 5 kHz, i.e., half of the sampling frequency, as dictated by the Nyquist–Shannon
sampling theorem.
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Figure 25. Bz measurements before extraction (orange) and during extraction (green). The FFT related
to the same time intervals are reported with the same colors (right figure).

When operating in the SLOW or FAST acquisition modes, the sensors measure the
data only during beam extraction. The sampling frequency is much larger than during
continuous acquisition and allows for studies at much higher frequencies, provided that
the measurement time window is reasonably short (Figures 26 and 27).

Figure 26. M1 measurement in SLOW acquisition mode—shot 9205.

 

Figure 27. Bz measurement in FAST acquisition mode. Several frequencies can be discerned from the
raw signal by the naked eye (e.g., at ∼4 kHz in this case)—shot 9342.

When examining the FFTs performed on the AC signals, monitoring the changes in
the frequency and amplitude of the outstanding peaks from one blip to another is not a
trivial task to perform with the naked eye. This exercise can be facilitated by producing
spectrograms, where the FFTs are plotted side by side, using the y-axis to annotate the
frequencies and color-coding to represent the amplitude of the peaks (Figure 28). The
important peaks identified in the FFTs are easily recognized and can be correlated with the
changes in the source parameters from one blip to another. Comparing the spectrograms
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of several sensors can also help to understand the similarities or differences between the
individual beamlets. An example of a spectrogram of measurements using the SLOW
acquisition mode is shown in Figure 28a, where peaks in the range of 50–100 kHz and
others of the order of the kHz stand out. The RF generator frequencies (∼1 MHz) are clearly
visible on the spectrogram of measurements in the FAST acquisition mode (Figure 28b).

Figure 28. Examples of: (a) SLOW and; (b) FAST acquisition spectrograms.

The BCMs were used to perform an in-depth characterization of the AC component of
the SPIDER beam during the first campaign with cesium evaporation. Recurring oscillations
were found, their amplitudes were measured and compared to the DC values of the beamlet
currents and the frequencies were correlated with those of the RF oscillators and other
power supplies when possible [35].

7. Conclusions

A non-intercepting system aimed at measuring the current of individual beamlets of
the SPIDER experiment across the extracting area was designed, installed and widely ex-
ploited during the SPIDER S20 (March 2021) and S21 (April–November 2021) experimental
campaigns, referring to negative ion production by volume and surface production (cesium
injection) mechanisms, respectively.

The design of this system was undertaken within a reduced time window due to the
scheduled SPIDER shutdowns, representing the only possibility for the installation of this
diagnostic inside a vacuum vessel since the operation with a reduced number of beamlets
was foreseen only during these campaigns. For this reason, the available off-the-shelf
instruments were considered and developed against the SPIDER operational requirements,
and a custom wideband current transformer based on nanocrystal materials was developed
in parallel with the procurement of the former. All the instruments were extensively tested
before their installation in SPIDER to assess their behavior in a vacuum, considering heat
management, outgassing, transfer function and overall behavior. After having identified a
temperature threshold below which the instruments work properly, thermal simulations
were also carried out to assess the maximum working temperature of the instruments inside
SPIDER due to thermal radiation to verify if it was compatible with the proper operation of
the sensor.

The BCM system was also designed considering the overvoltage of the grounded grid
(where the sensors should have been fastened) expected during breakdowns; in particular,
strategies based on sensor insulation, surge arresters, insulated power supplies (PSSs)
and data acquisition systems (DASs) were adopted to assure adequate reliability. Further-
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more, a cheap and modular DAS and PSS, whose components were easily procurable and
replaceable, was designed.

The DAS design was based on six Red Pitaya boards, whose legacy software was
completely rewritten from an in-house version capable of recording and storing the mea-
surements on the SPIDER database in real time and synchronizing them with all of the
other pulse parameters and diagnostics, with a trigger provided by the CODAS system.
Furthermore, the implementation of several pre-defined features (sample rate, record length
and delay time from trigger signal) provided a very flexible DAS.

This system provided measurements of the current of single beamlets for the first
time within a bandwidth from DC up to more than 10 MHz. The first feature permitted
the assessment of beam uniformity as a function of the plasma parameters. The AC
bandwidth allowed this identification and thus confirmed the hypothesis that the beam
current oscillates both around the RF fundamental frequency (1 MHz) as well as at the
lower beating frequencies (kHz range) among the generators.

Dedicated data analyses exploiting the large amount of data collected by the BCM
system during all the foreseen campaigns are in progress with the purpose of character-
izing the beam features resolved in both time and space with respect to all the relevant
pulse parameters.
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Appendix A

The equation for the transfer function K of the current transformer circuit given in
Figure 3b can be calculated by treating the circuit as a series of voltage dividers (Figure A1).
Grouping the impedance of the entire circuit as Z1 (Figure A1a), the voltage across the
circuit U1 is given by:

U1 = IsZ1 (A1)

105



Sensors 2023, 23, 6211

U1 is also the voltage drop across the magnetizing impedance Zm and is equal to the
sum of the voltages across Zs and Z3. Treating the circuit in Figure A1b as a voltage divider,
the voltage across Z3, U2, can be expressed as:

U3 = U1
Z3

Z3 + Zs
(A2)

In a similar manner the voltage across Z5 (Figure A1c), which is the measured output
voltage Uout, is:

Uout = U3
Z5

Z5 + Zc
(A3)

The grouped impedances Z1, Z2, Z3, Z4 and Z5 used in the MATLAB model are
calculated from Figure 3c using the series and parallel impedance combinations:

Z5 =

(
1

Zcc
+

1
Zl

+
1

Zo

)−1
(A4)

Z4 = Zc + Z5 (A5)

Z3 =

(
1

Zcc
+

1
Z4

)−1
(A6)

Z2 = Zs + Z3 (A7)

Substituting (A1), (A2), (A4)–(A7) and (1) into (A3) gives the transfer function from (4):

K =
1
N

.
Z1Z3Z5

Z2Z4
(A8)

The individual impedances from Figure 3b used in the model are:

Zo =

(
1

Ro
+ jωCo

)−1
(A9)

Zl = Rl (A10)

Zcc =
2

jωCc
(A11)

Zc = Rc + jωLC (A12)

Zs = Rs (A13)

Zm =

(
1

Rm
+

1
jωLm

)−1
(A14)

The above formulas are valid when the transmission line is treated as a single π-junction.
When nc π-junctions are used in the model (Figure A1d), the transfer function becomes:

K =
1
N

.
Z1

’Z3
’Z5

’

Z2
’Z4

’ (A15)

where:

Z5
’ =

(
1

ncZcc
+

1
Zl

+
1

Zo

)−1
(A16)
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Calculating Z4
’ and Z3

’ becomes an iterative process over n steps from 1 to nc. For
n = 1:

Z4n =
Zc

nc
+ Z5

’ (A17)

Z3n =

(
2

ncZcc
+

1
Z4n

)−1
(A18)

For n = 2 → nc − 1 :

Z4n =
Zc

nc
+ Z3n−1 (A19)

Z3n =

(
2

ncZcc
+

1
Z4n

)−1
(A20)

For n = nc:

Z4n =
Zc

nc
+ Z3n−1 (A21)

Z3n =

(
1

ncZcc
+

1
Z4n

)−1
(A22)

Then:

Z4
’ =

nc

∏
1

Z4n (A23)

Z3
’ =

nc

∏
1

Z3n (A24)

Z2
’ = Zs + Z3

’ (A25)

Z1
’ =

(
1

Zm
+

1
Z2

’

)−1
(A26)

 
 

(a) (b) 

 
(c) (d) 

Figure A1. CT equivalent circuit using grouped impedances: (a) starting with the total impedance;
(b,c) splitting the impedances by treating them as voltage dividers; (d) n π-junction transmission line.
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Abstract: The unique arrangement of the heavy-ion beam diagnostic in ISTTOK enables one to
measure the evolution of temperature, density and pressure-like profiles in normal and AC discharges.
The fast chopping beam technique provided the possibility to reduce the noise on the measurements
of the plasma pressure-like profile and for the precise control of the plasma column position in real
time. The consequent improvements in S/N levels allowed the observation of the effects of runaway
beam magnetic energy conversion into plasma local heating. In addition, it made it possible to follow
the evolution of the quiescent plasma maintained during AC transitions when the plasma current
is null. The use of a new operation mode in the cylindrical energy analyzer provided an improved
resolution up to five times in determining the fluctuations of the plasma potential as compared to the
normal operation mode. Such analyzer is extremely compact (250 mm × 250 mm × 120 mm) and
provides a unique geometry in order to cover the whole plasma diameter. The detector configuration
choice gives the possibility for the simultaneous measurements of plasma poloidal magnetic field,
plasma pressure-like and plasma potential profiles together with their fluctuations.

Keywords: nuclear fusion diagnostics; heavy-ion beam probe; heavy-ion beam diagnostic; plasma
potential measurements; plasma poloidal field measurements

1. Introduction

The operation of magnetic confinement fusion devices requires the use of sophisticated
diagnostic techniques in order to infer on the status of the plasma equilibrium and its evolu-
tion. The goal is to optimize the plasma pressure (the product of density and temperature)
for maximum energy and particle confinement time in a quasi-stable equilibrium. There
are many factors that can affect the performance of the fusion plasma such as impurity
content, evolution of magnetohydrodynamics (MHD) modes, density and pressure limits,
runaway electron (RE) formation, energetic ions loss, turbulence and transport and others.
Diagnostic systems that are currently used are based on (i) magnetic and electric sensors,
(ii) spectroscopic systems from visible to X-ray wavelengths, (iii) particle or laser-beam-
aided diagnostics and (iv) neutron and gamma detection for fusion-rated plasmas. The
ideal set of diagnostic data is the collection of plasma parameters from a full 2D poloidal
plasma cross section with a few mm of spatial resolution and within tens of microsecond
temporal resolution. In addition, magnetic flux surface reconstruction would benefit from
3D measurements based on a toroidal distribution of magnetic sensors (ideally toroidal
distributed 2D sets of data). In practice, the experimental data coverage is limited by a
combination of diagnostics that can provide measurements from one or a few parameters:
(i) a reduced number of local sample volumes, (ii) an integrated tomographic measurement
from a collection of lines of sight crossing the plasma into two or more directions (creating
a mesh that covers the whole 2D plasma cross section) or (iii) a 1D radial profile or line
integrated measurement from a beam- or laser-added diagnostic. This data collection is

Sensors 2022, 22, 4038. https://doi.org/10.3390/s22114038 https://www.mdpi.com/journal/sensors110



Sensors 2022, 22, 4038

treated with the support of self-consistent equilibrium and transport codes in order to
provide the status of the plasma and its evolution. Most useful in this evaluation process
are diagnostics that can measure several plasma parameters from the same location at the
same time instant. Moreover, if the measurements could cover the whole 2D plasma section,
it would allow for a more precise calibration of MHD and transport codes’ free parameters.

The heavy-ion beam diagnostic installed on the ISTTOK tokamak (Lisbon, Portugal)
has been conceptualized in order to provide simultaneously the plasma radial profile
evolution of the plasma temperature, electron density, plasma poloidal magnetic field
and plasma potential. In fact, this diagnostic has the capability to scan the plasma in 2D,
although in ISTTOK, it is limited in its coverage by geometrical factors. It can in practice
provide a 1D full-diameter profile of each of the above parameters.

This paper describes the capabilities that have been developed in this diagnostic and
includes a more detailed description of the physics basis for the measurement of the plasma
poloidal magnetic field profile in ISTTOK.

2. The Heavy-Ion Beam Probe Operation Principle (Classic Configuration)

The original proposal for the heavy-ion beam probe (HIBP) was made in the US in
1970 [1]. A review of methods employed in this configuration of the diagnostic is given
in [2]. At about the same time, the Russian Federation scientists started to employ the HIBP
in several of their fusion devices. An overview of their work can be obtained in [3].

For the application in a tokamak or stellarator device, a beam of single ionized heavy
ions I+ (e.g., Cs+, Rb+, etc.) is injected into the plasma (this is called the primary beam) as
depicted in Figure 1.

Figure 1. Illustration of the operation of a heavy-ion beam probe (HIBP). A heavy-ion beam I+ is
injected into the plasma perpendicularly to the toroidal magnetic field (BT) producing a quasi-circular
trajectory due to the Lorentz force. While colliding with the plasma electrons, the primary beam (I+)
is ionized and produces a fan of secondary beams along the plasma column (I2+). The trajectory of
each secondary beam is determined by half of the Larmor radius with respect to the primary beam.
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The injection angle is chosen to be perpendicular to the toroidal magnetic field. While
crossing the plasma, the primary beam will be further ionized due to collisions with the
plasma electrons (and ions if the ion temperature exceeds 2 keV) producing a fan of sec-
ondary beams I2+ (e.g., Cs2+, Rb2+, etc.). The Lorentz force, due to the toroidal magnetic
field, imposes a quasi-circular trajectory for the primary beam and for the emerging sec-
ondary beams, having half of the Larmor radius of the primary beam. Further down,
the detection system collects a secondary beam that is produced over the primary beam
elementary path length dl. This defines the sample volume dV = dl · A (here A is the
beam cross-section area) at the position r = ρ in the plasma. In order to scan the sample
volume dV over the plasma cross section, the primary beam energy and angle are changed
resulting in a grid of energy lines and angles [4]. An example of the scanning energy map
is depicted in Figure 2 for the case of the HIBP installed in the TJ-II stellarator.

Figure 2. HIBP detector grid for the vertical cross section of TJ-II for Cs+ probing ions. The detector
grid consists of 11 detector lines (in different colors) of equal energy Eb. Each detector line scans the
plasma cross section from high-field side to low-field side. (Reprinted from [4], with the permission
of AIP Publishing.)

2.1. Plasma Potential Measurements

The most widely used detector in the HIBP configuration is the Proca-Green 30◦
parallel plate energy analyzer [5]. As illustrated in Figure 1, it consists of an input slit, a set
of parallel conducting plates and an exit aperture followed by a split plate detector. The
detector collects the beam intensity and allows one to evaluate its position based on the
collected current in each individual cell. The secondary beam energy is obtained by the
position of the beam in the detector as it results from the parabolic trajectory inside the
electric field produced by the analyzing parallel plates.

The HIBP measures the local plasma potential at the sample volume location via the
measurement of the secondary beam energy. These two quantities can be related by solving
the energy conservation equation for the primary and secondary beams. The primary beam
total energy before entering the plasma at source (s) equals the total energy at the ionization
point (p). Further, the secondary beam total energy at ionization point (p) equals the total
energy at detection point (d). Equating these two conditions, we obtain:{

K1s + eVs = K1p + eVp
K2p + 2eVp = K2d + 2eVd

(1)

Noting that at the ionization point, the kinetic energy of primary and secondary beams
can be taken to be equal (as there is negligible momentum transfer from the electron to the
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primary ion), we can use K1p ≈ K2p and obtain, by subtraction of the above equations, the
potential at the ionization point p,

Vp = (K2d − K1s) + (2Vd − Vs) (2)

Thus, Vp is only a function of the secondary beam energy as the injection energy of
the primary beam is known and the potential at the exit of the source and detector is also
known, usually kept at ground potential.

2.2. Plasma Density Fluctuation Measurements

The secondary beam carries also information about the plasma density on its current
intensity. The collected current results from a source contribution and the integral atten-
uation of primary and secondary beams; it is therefore an integrated measurement. The
current of each secondary beam detected is governed by

I2+
d = 2 · I+s · n(r) · σ12(T) · dl · A · B, (3)

where the term on the right contains (i) the ratio of charge between primary and secondary
beam (I2+/I+ = 2), (ii) the source factor of the secondary beam generation given by the
product of the density at the ionization point and the effective cross section of the ionization
process ( I+ + e → I2+ + 2e ), n(r).σ12(T), at the same location (this is usually called the
‘n sigma’ product), and (iii) the path length dl over which the ionization takes place (this
is determined by the detector cell size projected over the primary beam trajectory). The
terms A and B account respectively for the attenuation suffered by the primary beam from
the plasma entry until the ionization volume location and the attenuation of the secondary
beam from the ionization volume location until the plasma exit. These terms are explicitly
given hereinafter. The effective cross section, σ12(T), is a function of plasma temperature
and is calculated from the cross-section data (experimental and/or theoretical) for the
reactions of interest. The calculation integrates in the velocity space the reactions’ cross
sections over the equilibrium Maxwellian velocity distribution of the plasma electrons. This
integration is performed for each value of T covering the range of temperatures of interest.

The HIBP in this classical configuration has provided the measurements of local
plasma potential and density fluctuations in many devices around the world. For example,
the T-10 tokamak HIBP [6] can measure the cross phase of density oscillations, the poloidal
phase velocity of turbulence rotation, the poloidal electric field and the radial turbulent
particle flux. The use of spectral analysis techniques and cross correlations with magnetic
probe measurements allows one to distinguish between various types of turbulence such
as broadband, quasi-coherent, tearing and geodesic acoustic modes.

2.3. Plasma Poloidal Field Fluctuation Measurements

The trajectories of the primary and secondary beams are perturbed by the poloidal
field produced by the plasma current. The Lorentz force imposes a deflection of the primary
and secondary beams along the toroidal direction z (or ϕ, i.e., the toroidal magnetic field di-
rection). This deflection can be measured by the position of the beam in the detector. In the
case of the Proca-Green 30◦ parallel plate energy analyzer, the deflection is in the perpendic-
ular direction to the deflection caused by the plasma potential measurements making these
two measurements naturally independent. The final toroidal position of the secondary
beam z2+

d is governed by the following equation given in [3] (in cylindrical approximation)
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z2+
d = z+0 +

e
m

ρj∫
ρ0

Bρ(ρ)(tj − τ1(ρ))dρ

︸ ︷︷ ︸
z+

+
2e
m

ρd∫
ρj

Bρ(ρ)(td − τ2(ρ))dρ

︸ ︷︷ ︸
z2+

+

+ (td − tj)

⎛⎝ e
m

ρj∫
ρ0

Bρ(ρ)dρ +
.
z+0

⎞⎠
︸ ︷︷ ︸

A

(4)

The different terms on the right side contributing to this deflection are (i) the initial
injection position of the primary beam, z+0 , (ii) the deflection that the primary beam suffers
from the source to the ionization point, z+, (iii) the deflection that the secondary beam
suffers from the ionization point to the detector, z2+, and (iv) the term A corresponding to
the contribution imposed by the increment in the secondary beam velocity at the ionization
volume due to the local poloidal magnetic field times the travel time, plus the velocity in
the z-direction of the primary beam at the ionization point.

In the particular case where local MHD activity is present at the ionization volume,
having some characteristic fluctuation spectra, it is possible to link the detector beam
position fluctuations with the oscillations of the poloidal field. This constitutes the basis for
MHD fluctuation studies such as, for instance, the Alfvén eigenmode studies presented
in [7]. In the most general case, the final position of the beam measured in the detector
is integrated over many contributions and might not be uniquely related to the plasma
poloidal field strength at the sample volume calling for a more in-depth evaluation of each
term contribution.

3. The Heavy-Ion Beam Diagnostic Operation Principle

The path integral limitations mentioned above can be accounted for if a different
configuration is used for the diagnostic. In order to distinguish it from the classical
configuration, it is denominated the heavy-ion beam diagnostic (by replacing the word
‘probe’ with ‘diagnostic’). It is based on a multiple-cell array detector (MCAD) that collects
all the fan of secondary beams at the same time. This approach avoids the need to scan
the primary beam in order to obtain 1D full-diameter profiles as they are provided quasi-
instantaneously. It allows, in this way, preserving the phase information between the
plasma fluctuations (up to the time limit that the beam takes to travel the plasma column:
circa 0.5 microseconds in ISTTOK).

The operation of the HIB diagnostic is illustrated in Figure 3. The main difference from
the HIB-probe arrangement is that all secondary and primary beams are ‘instantaneously’
collected in a multiple-cell array detector (MCAD). The beam finite width (in the toroidal
direction) will be captured by the cells in the same row. Adding all the currents in one
row provides the total current collected from the sample volume dl·A, while the current
distribution on the individual cells in one row allows the determination of the toroidal
position of the beam.
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Figure 3. Schematic configuration of the heavy-ion beam diagnostic (HIBD). In this arrangement, all
the secondary ions and the primary beam are detected in a multiple-cell array detector (MCAD).

In ISTTOK, this configuration was adopted. The ion gun injects a 3 micro-ampere,
20–25 keV energy beam of Xe+ (or Cs+, Hg+) into the ISTTOK plasma. ISTTOK plasma has
an 8.5 cm minor radius and 4–6 kA of plasma current confined in a 0.48 T toroidal magnetic
field (Figure 4).

Figure 4. Set-up of the HIBD in ISTTOK tokamak.

In the following sections are presented the algorithms developed to account for the
path integral effects and recover the local information along the primary beam path. Exam-
ples of experimental data retrieved by these methods are also presented.
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3.1. The Determination of Local Values of the ‘n sigma’ Profile

The development of a retrieving method for the local values of ‘n sigma’ (here also
referred to as ‘pressure-like’ due to the dependence of effective cross section σ12, on the
plasma temperature) has been detailed in [8]. The methodology is mainly based on the
differentiation (starting from the first row of detector cells) of the currents collected on
neighboring rows, being the difference related to the attenuation current of the primary
beam between the two cells. In Figure 5, is depicted a simulation of the trajectories in
ISTTOK (for a Xe+ beam, 22 keV) and the chosen detector line arrangement.

Figure 5. Trajectories (units in m) of a 22 keV primary Xe+ beam and corresponding cloud of secondary
beams as calculated by the HIBD modeling code for the tokamak ISTTOK (BT = 0.48 T). The detector,
represented by the red line, has N rows in total, each indexed by the number L (#1, . . . , #N) (reprinted
from [8]).

The attenuation processes that are relevant for ISTTOK comprise the electron impact
ionization reactions of (i) I+ + e → I2+ + 2e, (ii) I+ + e → I3+ + 3e and (iii) I2+ + e → I3+ + 2e.
The complete equation describing the contribution of these processes in the generation of
the detected currents is (where the terms A and B of Equation (3) are here explicitly given)

I2+
j(det) = 2I+0 exp

(
−
∫ rj

Ri

ne(s1)(σ̂12 + σ̂13)ds1

)
×︸ ︷︷ ︸

A

ne(rj)σ̂12(rj)dl(cell) exp

(
−
∫ Rp

rj

ne(s2)σ̂23ds2

)
︸ ︷︷ ︸

B

(5)

As was demonstrated in [8], the determination of the nσ̂12(rj) relative profile can
be performed by subtracting the primary beam current entering the ionization volume
from the value of the detected secondary beam current obtained in the previous ionization
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volume (weight by the charge ratio between I+ and I2+). Therefore, the primary current
available at each ionization volume (j = 1, . . . , N) can be obtained from

I+j = I+0 −
j−1

∑
L = 0

1
2

I2+
L(det) (6)

with the definition that for L = 0, there is no current (no cell for L = 0). Making the
ratio between the secondary current and the primary current corresponding to the same
sampling volume, for each ionization volume j, we can write for the generation factor
(ignoring, for now, the terms A and B in Equation (3))

neσ̂12
(
rj
)
=

I2+
j(det)

2I+j dl
(7)

obtaining in this way its relative profile along the primary beam path (by scanning for all
values of j). The absolute profile of ‘n sigma’ can be computed by using the relative ‘n sigma’
profile combined with the information about the total current lost by all secondary beams
traveling in the plasma. This current is given by the difference between the primary beam
injected current minus the primary beam collected current, measured after crossing the
whole plasma (with the factor 2 accounting for charge conversion) and the total current of
the secondaries collected at the detector

I2+→3+
total.lost = 2

(
I+0 − I+det

)− I2+
det. total (8)

The current I2+→3+
total.lost is distributed per each secondary beam weighted by the corre-

sponding ‘n sigma’ integral. Each individual integral is taken along the secondary beam path
from the ionization volume location until the plasma exit. The computation is performed
using the following function

ℵ2→3
j =

I2+→3+
j

I2+→3+
total

=

{
I2+
j

∫ Rp
rj

neσ̂23dl
}

N
∑

j = 1

{
I2+
j

∫ Rp
rj

neσ̂23dl
} (9)

The ratio in the above equation can be multiplied by the term I2+→3+
total.lost allowing one to

determine the current that was lost by each secondary beam (here we are using the approx-
imation that the relative profile of nσ̂12(rj) and nσ̂23(rj) are identical, which is confirmed
by numerical calculation). This information allows reconstructing the absolute values of
nσ̂12(rj) at each ionization volume (to follow more details, including the contribution of
the reaction I+ + e → I3+ + 3e, please consult [8]).

The importance of obtaining local measurements is not only beneficial for obtaining
the absolute profiles but also manifests in improving the detection and characterization
of fluctuations (in frequency and phase). To illustrate this, we modeled an equivalent
perturbation in the plasma density and temperature induced by an MHD mode number
m = 1 located at r = 0.025 m. The corresponding perturbation on the ‘n sigma’ value was
±30% of the local non-perturbed n sigma value. Elsewhere, the plasma presented a parabolic
density profile and a peak temperature profile. The mode rotation frequency is 67 kHz with
a sinusoidal imposed amplitude modulation rate of 6.7 kHz [8]. In Figure 6 left, is depicted
the contour plot of ‘n sigma’ as inputted in the simulation code; on the right is presented the
evolution of the inputted and retrieved nσ̂12(rj) values at a particular location of the central
ionization volume (r = 0.6 cm) during one amplitude modulation cycle (period T = 1/6700 s).
We can observe that the absolute value of ‘n sigma’ is retrieved within <2% absolute error.
Moreover, the evolution in time of both ‘n sigma’ signals inputted and retrieved is in phase.
On the same graph, we can see the evolution of the collected secondary current emerging
from the ionization volume. The evolution of the collected secondary current preserves
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information about the frequency of the mode but shows a phase shift between the ‘n sigma’
rotation signature of ≈ π (peak and valley relative position offset). This happens because
the secondary current in this cell is influenced by the fluctuation of the primary beam
current when it passes over the rotating m = 1 mode and propagates to the next secondary
beam ionization volume.

Figure 6. Left: illustration of the ‘n sigma’ contour plot of the m = 1 mode (plasma radius = 8.5 cm);
Right: the evolution of the inputted and retrieved ‘n sigma’ (left scale) at the ionization volume in
position r = 0.6 cm and the evolution of the detector current (right scale) for the secondary ions
emerging from the ionization volume (reprinted from [8]).

Depending on the coexistence of other modes and size of their fluctuations, the
contamination of the detector signals by the path integral effects of the primary beam can
lead to ‘ghost’ coherence and spectral signatures if these integral effects are not removed
in the signal analysis. It is important to point out that for the range of average densities
in ISTTOK, below 5 × 1018 part/m3, and due to the relatively small plasma cross section,
these effects are not detectable. For higher density plasmas in larger devices, these effects
are expected to show a detectable contribution.

3.1.1. Experimental Measurements of Pressure-like Profiles

Experiments have been conducted in ISTTOK [9] where the ‘n sigma’ relative profile
was measured during MHD activity. Combining the HIBD with the Mirnov coil data, it is
possible to identify the mode number (Mirnov) and its location (HIBD).

In Figure 7, is depicted the evolution of an MHD instability measured by the HIBD.

Figure 7. The contour plot of the ‘n sigma’ (a) and the evolution of the relative profile (b) during
MHD activity during MHD mode growth leading to the collapse of the plasma pressure profile after
t > 113.06 ms (reprinted from [9], with the permission of AIP Publishing).
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From the Mirnov coil signals, this has been identified as a m = 2 poloidal number
mode. From the HIBD data, the evolution of the mode can be followed and the frequency
of the mode rotation can be determined to be circa 63 kHz. This mode grows in size and
ends with a disruption (t >113.06 ms) leading to a flatness of the ‘n sigma’ profile.

The relatively highly detailed information that can be retrieved with the HIBD can be
used to visualize the radial structure of a tearing mode (TM). For instance, it is expected
that in a TM, the inner flux and the outer flux surfaces would exhibit the characteristic
oscillation frequency of the mode but with an opposite phase. In Figure 8, the HIBD signal
is presented filtered with a central frequency of 65 kHz and a bandwidth of 20 kHz. Using
the Mirnov coils, this mode is identified as m = 4, and, from the HIBD data, it is found to be
located slightly off-center at around r = 2 cm. The bars indicate the location of the phase
inversion as it is seen directly in the contour plot of the cell currents (peaks and valleys are
offset by π rad).

Figure 8. HIBD signals filtered with a 20 kHz bandwidth filter centered at 65 kHz. Dashed line
rectangles indicate the location of the phase reversal. The scale is in a.u. (reprinted from [9], with the
permission of AIP Publishing).

3.1.2. Control of Plasma Column Position

The ‘n sigma’ profile can in principle be used to determine the plasma column position
along the path of the primary beam by mapping the position in the plasma corresponding
to the ‘n sigma’ highest value. As the ‘n sigma’ is a pressure-like measurement, it shall follow
a function closely related to the plasma pressure (this is particularly true for the ISTTOK
range of plasma density and temperature) and reflect the position of the plasma column
center. In the case of monotonic peaked profiles, the peak value of ‘n sigma’ could be used
to follow the plasma column center movement (vertically, in ISTTOK). However, in the
case of hollow pressure profiles and in the presence of relatively large pressure fluctuations,
the first momentum of the ‘n sigma’ distribution offers a more robust signal to follow. The
determination of the first momentum of the ‘n sigma’ function is simply made from the
individual detector row positions weighted by the ratio of the local ‘n sigma’ to the ‘n sigma’
integral value (calculated from the contribution of all detector cells). This will give the
centroid of ‘n sigma’ that is then mapped from the detector into the plasma radius. This
method was used to control the vertical (y) position of the plasma column of ISTTOK in
real time [10].

In Figure 9 is depicted the evolution of the plasma column vertical position measured
by the HIBD during AC operation. The red line corresponds to the pre-set point function
given to the vertical position controller. The signals from the HIBD are processed in real
time to provide the first momentum of the ‘n sigma’ profile and feed it to the vertical
controller. The controller compares the experimental results of plasma column position
with the pre-set point function and acts in the plasma column (via vertical field coils) to
correct the plasma position within a pre-defined interval of acceptance.
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Figure 9. Control of the vertical plasma column position (black line) during an AC discharge by
following closely the controller pre-set function (red line). The real-time feedback signal is obtained
using the HIBD for retrieving the ‘n sigma’ profile. The update frequency of the plasma column
vertical position is f = 10 kHz (reprinted from [10]).

3.1.3. Pressure-like Profiles Measured during ISTTOK AC Operation

The ISTTOK tokamak is able to perform alternating discharges up to 1 s. duration
with a full AC cycle lasting about 50 ms [11]. The AC transition is characterized by the
instant when the total plasma current is null. It is observed that during this instant, the
plasma density is not null and presents a local minimum which appears several hundreds
of microseconds after the transition (Figure 10).

Figure 10. Evolution of plasma current (dashed line) and electron density during one AC cycle.

The HIBD has been used to study the plasma pressure-like profile evolution during
the AC transition under edge electrode biasing [12]. In these experiments, the beam was
chopped in the range of 180 kHz. The instants with the beam off were used to measure
the noise in the detector cells and discount it during the beam-on phase (by interpolation
between two off cycles). This technique allowed obtaining measurements from relatively
low plasma pressures and revealing the evolution of the ‘pressure-like’ profiles during the
AC transition. In Figure 11, is depicted the corresponding pressure-like profile evolution
during the transition shown above, from positive to negative plasma current.
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Figure 11. Evolution of the absolute value of ‘n sigma’ profile during an AC transition from positive
to negative plasma current.

During electrode-biasing-assisted AC operation, it was found that a noticeable amount
of runaway electrons can be produced. These runaway electrons can form beams that
collide with the limiter or the vessel. In this process, they can input current to the plasma,
when converting the loss of magnetic energy associated with its own current. This effect
could in principle be detected by the HIBD as a momentary increase in the plasma ‘pressure-
like’ signal (due to the plasma temperature increase via Ohm heating). Figure 12 shows
the clear increase in the ‘n sigma’ (2D contour plot) value in the plasma core just after
the X-ray burst (t ≈ 203.5 ms). This observation is due to the conversion of the runaway
beam magnetic energy into a plasma pressure increase. Further down in time (t > 204 ms)
a second burst seems to have occurred as it displays the same kind of signature in the
‘n sigma’ profile although has no X-ray signature associated, probably because the generated
X-rays are out of the collection cone of the Si-based detector.

Figure 12. The colored background represents the contour plot of ‘n sigma’ evolution (a.u.) covering
the plasma radius from about ±50 mm. Superimposed signals show the plasma current, plasma
density and electrode biasing voltage (a.u.). It is clearly seen that, following the X-ray signal, the
‘n sigma’ profile increases in the plasma core region.

3.2. Determination of Plasma Density and Temperature Profiles

The retrieving of ‘n sigma’ absolute values is most relevant for using the HIBD in
temperature and density measurements, i.e., for obtaining the two profiles separately. One
method used in ISTTOK [13] is based on the injection of two different beam species. Due to
the type of ion source used, it is possible to produce individual or mixed beams of Cs+, Xe+

and Hg+. If two different beam species are injected through the same path in the plasma
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and the corresponding ‘n sigma’ absolute profiles are retrieved, then their ratio is only a
function of the corresponding ionization effective cross-section ratio. Since the density term
is common for both species, we can write

�(Te) =
[ne × σ̂1m]I+1
[ne × σ̂1m]I+2

=
[σ̂1m(Te)]I+1
[σ̂1m(Te)]I+2

(10)

where m denotes the charge of the secondary beam. The use of this method calls for the
largest possible ratio dependence between the effective cross sections involved such that the
function ◦(T) is strongly dependent on the plasma temperature. For the case of ISTTOK, the
chosen reactions and species were the ones that produced the following ions: Xe + → Xe2+

and Hg+ → Hg3+. The ◦(T) function for these reactions is depicted in Figure 13 together
with the ratio function for the processes Xe+ → Xe2+ and Hg+ → Hg2+, useful to estimate
the current of the Hg2+ ions (which is not collected at the detector) from the collected
Xe2+ ions.

Figure 13. The effective cross-section ratio function for two ionizing reactions.

The trajectory of the ions of interest is evaluated by the simulation code. As depicted
in Figure 14, the Hg3+ ions can be spatially discriminated from the Hg2+ ions (which are not
detected). The Xe2+ ions are also spatially discriminated from the Xe3+ ions.

We may note that the reaction Hg+ → Hg3+ only produces measurable signals (in
ISTTOK) when the plasma temperature is above 80 eV. This condition constrains the
determination of temperature to a typical plasma radius of r ≈ 3 cm. By means of this
mixed beam technique, the profiles of density and temperature were measured (Figure 15).
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Figure 14. Footprint of Hg ions in the detector area. The boxed area corresponds to the MCAD real size.

Figure 15. Density (left) and temperature (right) profiles obtained in ISTTOK with the HIBD using
two species injection.

3.3. Poloidal Magnetic Field Retrieval and Measurements

The poloidal magnetic field Bp, produced by the plasma current, obeys the Maxwell
Equation (Ampere’s Law),

μo
→
j =

→
∇×→

B p (11)

where j is the plasma current density. As mentioned above, some works using the HIB-probe
configuration reported on the determination of local fluctuations of Bp. The measurement

123



Sensors 2022, 22, 4038

contains the integral effects of primary and secondary beam trajectories and cannot be
considered absolutely local. However, in some special conditions, if the local magnetic
field fluctuations at the sample volume exceed the path integral effects, then the frequency
content of such fluctuations can be manifested in the beam position fluctuations. These are
special conditions that require detailed analysis of the data in order to infer on its validity
and on the non-contamination by other non-local sources.

On the other hand, the HIB-diagnostic configuration allows for the determination of
the local poloidal magnetic field Bp, at each sample volume, by allowing the removal of the
path integral effects. The total field at each sample volume will be the sum of the external
coils’ fields and the plasma current magnetic field. The external fields can be accounted by
calculation or by specific measurements used for establishing the distribution and values
of the machine vacuum fields. These known vacuum fields can be subtracted from the total
measured field in order to obtain the plasma current poloidal field contribution.

Let us start by assuming cylindrical symmetry (which is a good approximation for
ISTTOK) and represent the poloidal field flux lines as is depicted in Figure 16. We also as-
sume that the beam trajectories are perpendicular to the flux surfaces (otherwise, the
perpendicular component of the poloidal field to the beam trajectory is the one that
is considered).

Figure 16. Ion trajectories assuming cylindrical geometry for the plasma current.

The integral form of Equation (11) can be given inside and outside the plasma column
at point r as:

Bp =
μo I(r)

2πr
(12)

where I(r) represents the current enclosed in the cylindrical volume of radius r. The values
of I(r) inside the plasma are dependent on the plasma current density j(r) profile by the
relation (in cylindrical coordinates)

I(r) =
∫ r

0
j
(
r′
)
2πrdr′ (13)
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Outside the plasma column, the value of I(r) becomes constant and equal to the total
plasma current Iplasma.

Once a current profile is defined, the profile of the poloidal magnetic field as a function
of plasma radius r is given by the combination of Equations (12) and (13). The force exerted
by the local poloidal field at each ionization volume imposes a local acceleration of the
primary beam (and secondary) in the z-direction (the toroidal direction). If we manage
to measure the primary beam local acceleration component that is perpendicular to the
poloidal field (i.e., in the z or toroidal direction), then the corresponding local poloidal field
can be obtained from: ∣∣Bp

∣∣ =
m
e

∣∣∣∣dv
dt

∣∣∣∣ 1
v⊥

(14)

where dv/dt stands for the acceleration in the direction z which is perpendicular to both the
field lines of Bp(r) (see Figure 16) and the primary beam velocity v⊥ (which is here defined
as the velocity component lying in the plane XOY and perpendicular to Bp(r) field lines). In
ISTTOK, the geometry is such that for the assumed conditions, the primary beam velocity
projection in the plane XOY is quasi-perpendicular to the poloidal magnetic field lines
along all primary and secondary beam trajectories. This means that the acceleration z of
the primary is induced by the total plasma current poloidal field at the ionization volume.
In the case the angle between the primary beam velocity vXOY and the field lines of Bp(r) is
not perpendicular, then the beam would feel a local z-acceleration weighted by the sine of
the angle between these two vectors:∣∣∣∣dv

dt

∣∣∣∣ = | e
m

→
B p ×→

v XOY|= e
m
|Bp| · |vXOY| · sin

(
̂→

B p
→
v XOY

)
(15)

3.3.1. Retrieving of Local Values of Magnetic Poloidal Field

Considering the geometry in Figure 16, we may write for the secondary beam z-
position in the detector, for ionization point i = 1,

z2+
d(1) = z+1 + z2+

1 + v+1 T2(1) +
1
2

a2+
(1)T

2
p(1)︸ ︷︷ ︸

S1

(16)

where z+1 is the z-coordinate of the primary beam at the ionization point (it is known
from the injection position of the source and the computation of the beam trajectory under
the known magnetic fields, until the entrance in the plasma), and z2+

1 is the increment in
the z-coordinate of the secondary ion from the plasma edge up to the detector (this term
contribution can be accounted by using the total plasma current in Equation (12) as the
poloidal field in this region is known). The term v+1 T2(1) accounts for the increment in the
z-coordinate of the secondary ion due to the fact that it leaves the primary beam with finite
z-velocity. At the ionization point, we can write v+1 = v2+

1 , and therefore its z-coordinate
suffers an increment from the ionization point until the detector during its time of flight
T2(1). The value of v+1 is obtained at the point the primary beam enters the plasma. It is
computed by the simulation code and only depends on the total plasma current (as it is
determined by the beam trajectory before it enters the plasma). The last term accounts for
the z-increment due to the plasma integral poloidal field between the ionization point and
exit of the plasma. It is written on the basis of an average acceleration on the secondary
beam a2+

(1), which accounts for the integral of the acceleration over the secondary beam
trajectory from the ionization point until its exit of the plasma during the traveling time
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Tp(1). This average acceleration (which is unknown) can be related to the corresponding
average z-velocity of the secondary beam v2+

(1) using

a2+
(1) =

v2+
(1)

Tp(1)
(17)

Combining Equations (16) and (17), we can obtain the average value of the secondary
ion velocity counted from the ionization point 1 until the exit of the plasma,

v2+
(1) = 2

z2+
d(1) − z+1 − z2+

1 − v+1 T2(1)

Tp(1)
(18)

In fact, this first term can be calculated independently of the plasma current profile.
It is given by the difference in the z-position of the first secondary beam at the ionization
point (which can be taken equal to the primary beam z-position at the same point) and
the z-position of the first secondary beam when it leaves the plasma, divided by the
corresponding time of flight. This last position is obtained by taking the beam z-position on
the detector after discounting the increment induced by the total plasma current from the
exit point from the plasma until the detector. This is done using the total plasma current
and the 3D simulation code. The flight times of the ions from the ionization point until
the detector including the time spent between the plasma exit and the detector are given
by the geometric installation of the HIBD in ISTTOK. They also can be obtained using the
trajectory simulation code; in the present approximation, the flight times are considered not
to be significantly affected by the poloidal field profile or by the total plasma current value.

Using this initialization result, let us consider now the motion equation of the sec-
ondary beam emerging from ionization point i = 2. We can write a similar relation for the
z-position in the detector,

z2+
d(2) = z2+

(2) + z+
(2) + v+

(2)T2(2) +
1
2

a2+
(2)T

2
p(2)︸ ︷︷ ︸

s2

(19)

where a2+
(2) represents the average z-acceleration of the secondary beam from ionization

point 2 to the detector. In a similar way, the integral acceleration can be given by

a2+
(2) =

v2+
(2)

Tp(2)
(20)

In Figure 17 is represented the above situation but for the general case of two secondary
beams generated at two consecutive ionization points.

For simplicity, we assume that the detector line is just at the plasma exit, and therefore
we can ignore in the above equations the z-position increment that each beam suffers
from the plasma exit until the detector, z2+

i . As mentioned above, we can calculate these
increments based on the total plasma current and build the equivalent geometry depicted in
Figure 17. In this figure, the values of v are all representing velocity in the z-direction. If we
subtract Equations (16) and (19) from each other and assume that (i) at the ionization point i,
the z-velocity component of the primary beam and secondary beam are equal (it defines
the secondary beam initial z-velocity) and (ii) that the path integral difference between
the two consecutive secondary beams is negligible, i.e., the beams feel the same integral
acceleration along their paths, a2+

i , then we can obtain the following algebraic relation:

z2+
d(i+1) − z2+

d(i) = v+
(i+1)T2(i+1) − v+

(i)T2(i) + z+
(i+1) − z+

(i) (21)
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Figure 17. Trajectories of two consecutive secondary beams generated at two very close ionization points.

If we consider that the difference in the z-position of the two consecutive ionization
points over the primary beam is much smaller than the difference in the z-position of the
corresponding secondary ions on the detector, we can simplify the above equation to obtain

Δz2+
d = Δv+T2 (22)

where T2 = 1
2

(
T2(i+1) + T2(i)

)
is the average flight time of the two secondary beams.

Dividing both sides by dt, which is the elemental time increment that the primary beam
takes to travel between the two ionization points, we finally obtain

Δz2+
d

T2 .dt
=

Δv+

dt
= a+i (23)

This quantity is the primary beam z-acceleration taken at the location between the
ionization points. Combining Equation (14) and the last equation above, we obtain the
component of the magnetic poloidal field that is perpendicular to the primary beam velocity.

We tested this iterative process for several symmetric current density profiles with
a total plasma current of 6 kA. The results are summarized in Figure 18. As the poloidal
field changes sign from the top half of the plasma to the bottom half, we plot the absolute
values of Bp. The proper sign can be recovered by considering the sense of the total plasma
current. The method here presented can recover with great efficiency the absolute profile
of the plasma magnetic poloidal field. An about 5–7% average of inaccuracy in absolute
values can be observed for the radial range 2–2.5 cm of the plasma upper edge. This could
be caused by the assumption that two secondary beams feel the same force while traveling
over the plasma which may become less accurate when the travel times are longer.

In this evaluation of the method, we are not considering the detector spatial resolution.
However, in practice, the finite size of the cells imposes an error of about 0.2–0.3 mm in the
determination of the absolute z-position. This value already accounts for the beam profile
distortion (that we can measure at the primary detector), the cell width (4 mm) and the
noise on the detector cells.

For measuring fluctuations on the beams’ positions, as the beam profile remains un-
changeable, the spatial accuracy can become about 0.1 mm, limited by noise that can be
minimized by either using fast beam chopping or by subtracting the signal from neighbor-
ing cells (with similar noise content but without beam current). For instance, the magnetic
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field fluctuations induced by the toroidal field power supplies (50 Hz and 300 Hz) were
characterized using the primary beam multiple-cell detector toroidal fluctuations.

This method was first proposed for ISTTOK in 1994 [14]. The first application to
experimental results in ISTTOK was published in 1997 [15]. The method was later presented
with more mathematic detail and used to estimate the effect of the finite size of the detector
cells and beam profile in the retrieval of the poloidal field [16].

Figure 18. On the left side, figures show the retrieved values of the poloidal field profile (solid
triangles) for three different current density profiles: (a) parabolic, (c) peaked (parabola square) and
(e) flat. The values of the inputted profiles of the total poloidal filed and of the Bp z-component are
also displayed in the same graph. The figures on the right (b–f) show the corresponding detector
z-positions of the secondary beams as a function of the radial location of the ionization volume.
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In spite of the initial assumptions for application to symmetric profiles, we tested the
method for non-symmetric and for hollow current profiles. The results are depicted in
Figure 19. They show that the method is still very effective in retrieving the corresponding
poloidal field absolute values in such conditions.

In Figure 20 are depicted the retrieved poloidal field profiles for the same three plasma
current density profiles as those used in Figure 18, considering the finite size of detector
cells. The results show that even for the finite cell size, the retrieved values follow closely
each of the poloidal field inputted profiles.

Figure 19. Retrieving of the poloidal field for an asymmetric and a hollow current density pro-
files. On the left graphs (a,c) are represented the inputted current density profiles and on the right
(b,d) the retrieved values of the corresponding poloidal magnetic fields based only on the position of
the secondary ions on the detector.
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Figure 20. Retrieved poloidal field for three different poloidal field profiles (parabolic, parabolic
squared and flat) taking into account beam profile distortion and finite cell size (12 × 5 MCAD with
cell width of 4 mm).

3.3.2. Experimental Determination of the Evolution of the Plasma Current Magnetic
Field Profile

The evolution of the plasma current magnetic field profile was measured during
ISTTOK discharge ramp-up [15]. In these particular experiments, the measurements are
confined to the core region of the plasma due to the low signal on the more peripheral cells.
A detector of 9 × 6 cells was used with a cell width of 2 mm. The measurements were taken
at four time instances as indicated in the reference discharge in Figure 21.

Figure 21. ISTTOK plasma current evolution and indication of the 4 instants when the poloidal field
profile was determined (partially reprinted from [15]).

The measured detector positions are depicted in Figure 22a. The positions are interpo-
lated by a continuous function from which is computed the poloidal field profile, shown
in Figure 22b.

The main observable result is that the plasma current increase is well followed by the
secondary beam positions showing that the plasma is not centered in the earlier stages of
the discharge. Near the current plateau, the plasma occupies the central position of the
chamber, and the slightly decreasing slope of the poloidal field profile indicates that the
current channel is becoming less peaked as the discharge evolves.
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Figure 22. (a) The symbols indicate the measured z-positions of the secondary beams fitted with
corresponding interpolation lines T1, T2, T3 and T4. (b) Estimated normalized poloidal field profiles
from the detector characteristic lines at the time instantes T1, T2 T3 and T4 (reprinted from [15]).

3.4. Plasma Potential Measurements

As was demonstrated above in Equation (2), the plasma potential affects the energy of
the secondary beams. The Proca-Green 30◦ parallel plate energy analyzer has been used for
measuring the secondary ion beam energy in the HIB-probe configuration. However, in
order to keep the possibility to collect the whole cloud of secondary beams in the ISTTOK
HIB-diagnostic configuration, it is necessary to use a different detector arrangement. To
that end, the direction of the analyzing field in the energy analyzer must be parallel to the
tokamak toroidal field. The most efficient way to save space and perform the required
analyzing capability is to use a cylindrical energy analyzer. There are several experiments
that require measuring ion beam energies where this type of analyzer is employed. In
particular, it has been studied for application on the large helical device (LHD) for plasma
potential measurements [17] (not implemented). However, the possible application of this
analyzer in the LHD was limited to measuring one secondary beam at a time.

In ISTTOK, we adopted a compact 90◦ energy analyzer with the aim of collecting all
secondary beams at once. Simulations showed that the beams could be collected from
the whole plasma diameter. However, the attained energy resolution was relatively poor
(in the range of several tens of volts) due to the short path length inside the analyzing
field. To overcome this difficulty, a new mode of operation was proposed and successfully
tested. This consisted in retarding the beam while it travels inside the analyzer [18] by
applying a retarding field between the entrance (grounded) and at the back detector plane
(positively biased mesh). In Figure 23, is presented the equipotential map of the normal
and deceleration modes of operation.

131



Sensors 2022, 22, 4038

Figure 23. Representation of the equipotentials for the 90◦ cylindrical energy analyzer operating in
normal mode (a) and the same analyzer operated in deceleration mode (b).

In the normal operation, the radial electric field E(R) and the potential φ(R) inside the
analyzer are described by

Er(R) = E0

(
R0
R

)
ϕ(R) = E0Ro ln

(
R
R0

)
+0

(24)

where E0 and φ0 are the analyzer central values determined for the applied voltages to
each electrode. For the normal mode operation, the required voltage applied between the
electrodes in order to keep the beam in a specific trajectory is obtained by equalizing the
electric and the centripetal forces

ΔV = 2[(E0 − qϕ0)/q(
d

R0
) (25)

If the analyzer is operated with symmetric plate voltages, the value of φo is zero. In the
deceleration mode, the value of the central potential φo is strongly increased by offsetting
the plates’ voltages. Consequently, the required electrode voltage difference to keep the
beam in a particular trajectory is lowered in the deceleration mode as compared to normal
mode operation. This is equivalent to obtaining a larger displacement on the beam orbit
inside the analyzer in deceleration mode than in normal mode for a given change of beam
energy if operating the analyzer at constant electrode voltages. In fact, the gain coefficient
in beam displacement due to change in the beam energy kE is given by (here we refer to the
beam energy before it enters the analyzer)

kE =
Ebeam

Ebeam − qϕ0(dec.)
(26)

For instance, for an input beam of 20 keV energy and a deceleration voltage of 8 kV,
we obtain a coefficient gain of kE = 5 (q = 2). This translates into an increased beam
displacement in the detector of five times more than in normal mode. Other factors concur
to limit this displacement gain such as beam profile stretching and the internal asymmetry
of the electric field while the beam changes orbit. Taking all these factors into account, a
magnification of M = 4 was obtained in the sensitivity to beam energy changes as compared
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to the normal case. A demonstration of this principle was performed using an electron
beam, and the results matched the simulations [19].

In spite of it being possible to collect all secondary beams with this geometry, the
practical placement of the analyzer was only possible away from the exit port of the
tokamak. This implied the need to deflect the secondary beams from the port exit to
the cylindrical energy analyzer entrance. The measurements are taken from four sample
volumes in the plasma to fit in the available space in the deflection system. The full
geometry is illustrated in Figure 24.

Figure 24. Components of the detection system: Xe2+ deflection system with Einzel lens (top row)
and cylindrical energy analyzer (bottom row).

Experimental results (Figure 25) in the measurements of plasma potential in the core
region are reported in [20]. In these test experiments, only the central channel was used due
to limitations on the number of power supplies and amplifiers. The plasma was scanned
by means of the vertical field coils, and a spatial range of values for the plasma potential
was obtained. The plasma potential absolute values were calibrated with an indirect
method implying up to ±70 V in absolute plasma potential error. As for the relative error,
experiments demonstrate ±25 V or, equivalently, an upper limit of ΔE/E ~ 2 × 10−3 for
the CEA sensitivity to the plasma fluctuation measurements.

133



Sensors 2022, 22, 4038

Figure 25. Plasma potential measurement by the HIBD in the plasma core of ISTTOK (reprinted
from [20]).

3.5. Simultaneous Measurements of Pressure-like, Bp and Vp Fluctuations

The most recent developments on the ISTTOK HIBD were pursued aiming at achieving
the possibility to measure simultaneously the profiles of plasma pressure-like (n sigma),
plasma current magnetic field and plasma potential. This capability was tested by making
the simultaneous measurements of the fluctuations of these three parameters via the
fluctuations of the beam signals.

The detector for measuring the z-displacements of the secondary beams was made of
12 rows by 3 column cells, each with 4 mm width. This detector is placed at the exit port of
the tokamak beyond the deflection electrode unit. Some of the central column cells were
removed to let some secondary ions pass into the CEA (Figure 26). Signals were acquired
in the CEA through the central opened channel number 3, counting from the top. The
position of the secondary ions was measured by the balance of currents in the left and right
cells in the front detector weighted by the total current collected at the front detector plus
the current of the same beam collected at the back detector, behind the CEA exit. Due to
the intrinsic deceleration operation mode properties, any changes in input angle in the
z-direction at the CEA entrance are not transferred to a change in the z-position of the
beam at the analyzer back detector [18] (angular first-order focus). These results allow us
to separate the z-position displacements due to poloidal field changes at the front detector
from those measured at the back of the CEA, which will be due to the changes in beam
energy, i.e., plasma potential.

The raw results on the beam signals for three positive cycles of an AC discharge are
presented in Figure 27. The data show the z-displacements of the secondary beam due
to plasma potential variations (potential shift) and plasma poloidal field (toroidal shift)
simultaneous with the pressure-like fluctuations (current fluctuations of the secondary
beam). Cross-correlation analyses between the z-displacements measured at the front
(plasma-current-driven) and back (plasma-potential-driven) detectors showed no corre-
lation in the fluctuation of these signals, indicating that these two measurements can be
performed independently.
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Figure 26. Front MCAD for measuring the X2+ z-positions. Four apertures in the front MCAD allow
for the passage of four secondary beams that are directed to the cylindrical energy analyzer, placed
behind the circular flange shown in the picture.

Figure 27. Raw signals of the fluctuations of the secondary beam position and intensity at the CEA
front and back detectors.

4. Conclusions and Future Work

The ISTTOK HIBD is based on a unique configuration that allows the collection in
a multiple-cell array detector of the probing secondary beams generated from the whole
plasma diameter. The wealth of information obtained allows accounting for the path
integral effects and retrieving the local values of the plasma parameters at the ionization
volume in the plasma. The method allowed obtaining the profiles of plasma-like pressure
with good spectral resolution. Exploitation of the plasma pressure-like measurements in
AC discharges allowed for the identification and characterization of MHD activity and
turbulent transport in edge polarization experiments. Further, the individual profiles of
temperature and plasma density were obtained utilizing a Xe+ and Hg+ beam combination.
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The real-time determination of the plasma column center using the distribution of
the measured ‘n sigma’ profile was successfully used to control the vertical position of the
plasma column.

An innovative method to determine the plasma current poloidal magnetic field was
here presented and tested. The accuracy of the method allows identifying different profiles
of plasma current density. The method was successfully applied in the identification of the
poloidal field profile evolution during the ramp-up phase of the plasma discharge.

The most recent developments addressed the measurements of the plasma potential
using a cylindrical energy analyzer. The main difference from other experiments using
this device is the introduction of the deceleration mode of operation. The predicted gains
in the beam energy sensitivity can be tuned with the biasing voltage to reach nearly five
times better resolutions. In principle, this analyzer configuration allows for measurements
from several points along the primary beam path, inside the plasma. Experimental results
for the core measurements were obtained with a relative precision of ±25 V, whereas
indirect calibration allowed an absolute with errors of ±70 V. The preliminary results
for the simultaneous measurements of the plasma potential, poloidal magnetic field and
pressure-like fluctuations indicate that these measurements can be made without crosstalk.
They pave the way for extending the coverage to more points in the plasma to allow
for performing transport and turbulence analysis along the primary beam path with
preservation of the phase.

The future work foresees the installation of additional amplifiers and power supplies in
order to use the full capabilities of the CEA and cover more sample volumes in the plasma.
When in full operation, it would be used to confront the experimental measurements of
kinetic and magnetic pressure fluctuations with the theoretical and numerical predictions.
By keeping the phase information, it adds a new ingredient which would be instrumental
for providing time-correlated information on the interplay between turbulence, particle
transport and MHD activity.
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Abstract: In a Heavy Ion Beam Diagnostic (HIBD), the plasma potential is obtained by measuring
the energy of the secondary ions resulting from beam-plasma collisions by an electrostatic energy
analyzer with split-plate detector (SPD), which relates the secondary ion beam energy variation to its
position determined by the difference in currents between the split plates. Conventionally, the data
from SPD are analyzed with the assumption that the secondary beam current is uniform. However,
the secondary beam presents an effective projection of the primary beam, the current of which, as a
rule, has a bell-like non-uniform profile. This paper presents: (i) the general features of the secondary
beam profile formation, considered in the simplistic approximation of the circular primary beam
and the secondary ions that emerge orthogonal to the primary beam axis, (ii) details of spit-plate
detection and the influence of the secondary beam non-uniformity on plasma potential measurements,
(iii) supported experimental data from the tokamak ISTTOK HIBD for primary and secondary beam
profiles and the SPD transfer characteristic, obtained for the 90◦ cylindrical energy analyzer (90◦

CEA) and (iv) the implementation of a multiple cell array detector (MCAD) with dedicated resolution
for the measurements of secondary beam profile and MCAD operation in multi-split-plate detection
mode for direct measurements of the SPD transfer characteristic.

Keywords: nuclear fusion diagnostics; heavy ion beam probe; heavy ion beam diagnostic; plasma
potential measurements; plasma poloidal magnetic field measurements

1. Introduction

The Heavy Ion Beam Diagnostic (HIBD) [1] is the only tool for direct measurements of
plasma potential in magnetically confined fusion plasmas. The measurements of plasma
potential fluctuations are of special interest and importance in investigations of turbulent
transport [2]. Traditionally, the plasma potential is obtained from the measurements of
secondary beam energy using an electrostatic energy analyzer with split-plate detector
(SPD), which transforms the beam energy variation to the difference in currents between
split plates [3]. Conventionally, with the assumption of relatively small electron density
and temperature gradients inside the sample (primary beam ionization) volume, the data
from SPD are analyzed with the assumption that the secondary beam current is uniform.
However, because the secondary beam presents an effective projection of the primary beam
inside the sample volume, it should be coupled with the profile of the primary beam, which,
generally, is non-uniform.

This paper considers the possible influence of the secondary beam non-uniformity on
plasma potential and its fluctuation measurements using SPD technique.

The paper is organized as follows. The coupling of primary and secondary beam
profiles is examined in Section 2 for a simplistic model of circular primary beam and
secondary ions that emerge perpendicular to the primary beam axis. Split-plate detection
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and SPD transfer characteristics for the non-uniform secondary beam are considered in
Section 3. The influence of the secondary beam non-uniformity on plasma potential and its
fluctuation measurements is analyzed in Section 4. The supported experimental data from
the ISTTOK tokamak HIBD for primary and secondary beam profiles and SPD transfer
characteristics obtained for the 90◦ cylindrical energy analyzer (90◦ CEA) are presented in
Section 5. The multiple-cell and multi-split-plate detection for direct measurements of the
secondary beam profile and SPD transfer characteristic is proposed in Section 6. Section 7
provides a summary.

2. Coupling of Primary and Secondary Beam Profiles

In HIBD, a beam of singly charged ions (primary beam, I+) is directed through the
plasma across the confining magnetic field with energy to provide a Larmor radius higher
than the dimension of the plasma cross-section, as shown in Figure 1a. Colliding with
plasma electrons, some primary ions are ionized to the double-charge state (secondary
beam, I++) along the primary beam path and are separated from the primary beam by the
magnetic field. If to place a small aperture detector in the fan of the secondary ions that
emerged from the plasma, it will only observe those secondaries that are created in a small
sample volume along the primary beam, as schematically depicted in Figure 1c.

Figure 1. Schematics of HIBD primary and secondary beam trajectories (a,b) and sample volume
formation (c).

In Figure 1a, the injection angle of the primary beam is fixed and its trajectory inside the
plasma presents an effective detector line of the measurements. In traditional HIBD shown
in Figure 1b, the primary beam injection angle is scanned during plasma shot, and a fan
of secondary ions created inside the definite sample volume of every angle discriminated
primary beam trajectory is focused in one spatially definite point by the toroidal magnetic
field. The respective sample volumes in the angle fan of the primary beam trajectories
inside the plasma form the detector line of the measurements. In HIBD configuration in
Figure 1a, the plasma parameters along the detector line are measured simultaneously
with multichannel detection of the secondary ions. This HIBD configuration is used on
the ISTTOK [4]. On the other hand, in Figure 1b showing traditional HIBD configuration
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with detection of the focused secondary ions in one spatial point, the measurements of the
plasma parameters in the sample volumes along the detector line are delayed in time. In
both HIBD configurations, the formation of the sample volume is similar (as in Figure 1c)
with the sample volume size determined by the dimensions of the primary beam and
detector aperture.

Consider the primary beam of circular cross section and uniform current density. The
sample volume then consists of a cylinder with parallel end planes that cut the cylinder
at some angle θ with respect to the cylindrical (beam) axis. In the YZ plane projection
in Figure 1c, the sample volume cross-section is roughly a parallelogram. Diagonal of
the parallelogram is minimal at θ = 90◦, determining maximal spatial resolution of the
measurements. For that hypothetical ideal situation, the 3D image of the sample volume
of unit length (determined by detector slit width in the vertical Z direction) and circular
primary beam of unit radius (in XY plane) is shown in Figure 2a with the emerged (in
Y direction) secondary ions marked by arrows. As illustrated in Figure 2b the current
distribution (profile) of the secondary beam is determined by the secondary ions created
(integrated) along the chords in the XY cross-section of the primary beam. The respective 3D
image of the secondary beam is shown in Figure 2c, demonstrating parabolic (y = 1 − x2) and
rectangular shapes of the beam in XY and XZ planes, determined, respectively, by chords
lengths and the analyzer entrance slit width.

Figure 2. 3D image of sample volume of unit length and circular primary beam of unit radius (a),
formation of the secondary beam profile in XY plane (b), and respective 3D image of the secondary
beam (c).

These simplistic considerations demonstrate that even for the uniform primary beam,
the secondary beam can attain non-uniformity as a result of the shape of the primary beam.

The 3D and 2D images of the above considered circular primary beam, but with
parabolic, y = 1 − x2, and bell-shape, y = exp(−5x2), current density profiles are shown,
respectively, in Figure 3a,b.

Figure 4a,b present the respective normalized 3D images and XY profiles of the
secondary beam obtained in similar simplified considerations by integration in planes of
primary beam chord slices, being:

y = 1 − x2,
y = 1 − 1.556x2 + 0.558x4

y = exp(−5x2)
(1)
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for the, respectively, uniform (y = 1), parabolic (y = 1 − x2) and bell-shape (y= exp(−5x2))
primary beam.

Figure 3. 3D and 2D images of circular primary beam with parabolic, y = 1 − x2 (a) and bell-shape,
y = exp(−5x2) (b), current density profiles.

 

Figure 4. Normalized 3D images (a) and 2D profiles (b) of the secondary beam obtained by integration
in planes of primary beam chord slices for uniform (y = 1), parabolic (y = 1 − x2) and bell-shape
(y= exp(−5x2)) primary beam.
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The results in Figure 4 demonstrate the modifications of the secondary beam profile
introduced by the non-uniformity of the primary beam. Additionally, notice that in real
conditions of tangent propagation of secondary ions from the sample volume (as in Figure 1c),
the respective XY cross-sections of the sample volume are rather ellipsoids than circles,
with corresponding alterations in the secondary beam profile.

3. Split-Plate Detection and SPD Transfer Characteristics

In the HIBD standard split-plate detection, the secondary beam displacement, due to
energy variation, is measured from the difference in the currents between the split plates.
Conventionally, this can be explained according to the schematic of ideal case depicted
in Figure 5a for the uniform rectangular beam of width wb [3]. From simple geometrical
considerations, the relationship between beam displacement Δz and split-plate current
difference Δi = i1 − i2 between plates is:

Δz/wb = h = Δi/iΣ = (i1 − i2)/(i1 +i2) = δi, (2)

where h = Δz/wb is the normalized on the beam width displacement, iΣ = i1 + i2 is the sum
split-plates current and δi is the normalized beam current difference.

Figure 5. Schematic of split-plate detection for ideal case of uniform rectangular beam of width wb (a)
and respective δiI-h SPD transfer characteristic inside the dynamic range of δi = ±1 and h = ±1 (b).

The respective ideal secondary beam δiI-h SPD transfer characteristic resulting from
the effective scan of the beam across split-line is shown in Figure 5b and is linear inside the
dynamic range of δi = ±1 and h = ±1.

Formally, the current on the split plates can be represented by triple integral∫
dx
∫

dy
∫

dz taken on the secondary beam current profile over the appropriate func-
tions and bounds of x, y, and z. The beam current difference between split plates expressed
in terms of current on one of the plates (for example, i2) is:
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Δi = i1 − i2 = iΣ − 2i2,
δi = 1 − 2i2/iΣ.

(3)

Then, for the secondary beams in Figure 4 and beam displacement in the Z direc-
tion (split-line parallel to X axis as shown in Figure 6a), the current i2 and δiZ-h transfer
characteristic are:

i2 =0
∫ h dz −1

∫
1dx 0

∫ f(x) dy = Ch,
δiZ = 1 − 2Ch/iΣ

(4)

where y = f (x) is the secondary beam profile in the XY plane and C = −1
∫

1 f (x)dx = Const.

Figure 6. Orientation of split-line and secondary beam displacement: (a) beam displacement in
Zdirection with split-line parallel to X axis, and (b) beam displacement in X direction with split-line
parallel to Z axis.

Contrary, for the beam displacement in the X direction (split-line parallel to Z axis as
shown in Figure 6b), the respective current i2 and δiX-h transfer characteristic are:

i2 =−1
∫ h dx0

∫ f(x) dy0
∫

1dz = F(h)
δiX = 1 − 2F(h)/iΣ,

(5)

where F(h) = −1
∫

h f (x)dx.
The results of Equations (4) and (5) demonstrate the orthotropy of the δi-h transfer

characteristics for beam displacements in Z and X directions, or effective dependence on
the orientation of the analyzer energy dispersion plane. As follows from Equation (4), for
beam displacement in the Z direction and split-line parallel to the X axis (analyzer energy
dispersion in YZ plane), the linearity of the δiz-h characteristic is persisted for any beam
profile in the XY plane, determining the effective applicability of SPD data analysis based on
the assumption of secondary ion beam’s uniformity. This result applies for the HIBDs with
the orientation of the analyzer energy dispersion plane coinciding with a plane of secondary
beam propagation. This is typical for all traditional HIBDs operated with the injection of the
angle-scanned primary beam (Figure 1b) and the mirror-type 30◦ Proca-Green electrostatic
energy analyzer [3]. On ISTTOK, the HIBD is operated with the fixed injection angle of
the primary beam (Figure 1a) and employs the 90◦ cylindrical energy analyzer (90◦ CEA)
due to its multichannel operation ability along the analyzer non-dispersive direction [5].
Figure 7 shows the schematic of the 90◦ CEA arrangement on ISTTOK. Multichannel
operation along non-dispersive Z direction is achieved by the orientation of the analyzer
energy dispersion XY plane orthogonal to the YZ plane of secondary beam propagation.
In that analyzer orientation, the secondary beam displacement due to energy variation is
effectively converted to X direction (as shown in the inset in Figure 7) in Figure 6, and, in
accordance with Equation (5), the SPD δiX-h transfer characteristic should be sensitive to
the secondary beam profile in the XY plane, violating the assumption of secondary beam
uniformity in the analysis of the respective data from SPD.
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Figure 7. Schematic of the 90◦ CEA arrangement on ISTTOK.

Consider the secondary beams of the 3D images in Figure 4 obtained in the above
simplified considerations. They are marked in relation to the primary beam profiles as
U (uniform), P (parabolic) and B (bell-like).

In accordance with Equation (5) for beam displacement in the X direction and us-
ing Equation (1), the respective secondary beam δiX-h transfer characteristics shown in
Figure 8 are:

δiXU =2(h − (1/3)h3)/1.333,
δiXP = 2[h − (1.556/3)h3 + (0.558/5)h5]/1.169,

δiXB = erf(51/2h).
(6)

δ

δ

δ

δ

δ

Figure 8. δiX-h transfer characteristics for uniform (U), parabolic (P) and bell-like (B) profiles.

The results in Figure 8 demonstrate the deviation and non-linearity of the δiXU-h.
δiXP-h and δiXB-h transfer characteristics inside the dynamic range in comparison with
ideal case of linear δiI-h characteristics in Figure 5. Additionally, the following accompa-
nying features should be pointed: (i) the effective narrowing of the dynamic range and
(ii) magnification of the curves slope near h = 0. The last feature for the initially centered
on split-line beam is equivalent to effectively increasing the sensitivity, which gives an
advantage in the measurements of plasma potential fluctuations in such conditions.

Finally, it should be noticed here that investigations of the poloidal magnetic field
and its fluctuations generated by the plasma current in standard HIBD applications with
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30◦ Proca-Green energy analyzer are realized by the measurements of secondary beam
displacement on SPD in a plane orthogonal to the analyzer energy dispersion plane [6,7].
These measurements are therefore sensitive to the secondary beam profile.

4. The Influence of the Secondary Beam Non-Uniformity on Plasma Potential and Its
Fluctuations Measurements

For better a comparison, Figure 9 presents the respective differences in δiU, δiP, δiB
(subscript X is omitted) and δiI: δiU,P,B − δiI (i.e., the result for ideal case of uniform
secondary beam in Figure 5 is subtracted from the results in Figure 8). The curves plotted
in that way represent the deviations induced by beam profile in the measurements of
plasma potential as a function of the secondary beam centerline position h. Note up to 40%
deviation on δiB in the case of the bell-shape beam profile (B), if the center of the secondary
beam is positioned at h0 = 0.4 inside the dynamic range window.

Figure 9. Deviations induced by the beam profile in measurements of plasma potential as a function of
the secondary beam centerline position h for uniform (U), parabolic (P) and bell-shape (B) beam profile.

The plasma potential Φpl in measurements with 90◦ CEA is obtained from relation [5]:

(Φpl/E0) = [(wb/2R0)/CE]δi, (7)

where wb is the beam width, R0 is the central radios of 90◦ CEA, CE is the energy dispersion
coefficient and E0 is the beam energy.

For wb = 10 mm, R0 = 105 mm, CE = 1.56 [8] and from the data in Figure 9 for the
bell-shape profile of the secondary beam at h0 = 0.4, the discrepancy in plasma potential
value due to the non-linearity of δi-h characteristic is Δ(Φpl/E0) = 10−2, or 200 V in absolute
value for the ISTTOK HIBD Xe+ primary beam energy of E0 = 20 keV.

The non-linear response of the SPD on the secondary beam non-uniformity also influ-
ences the measurements of plasma potential fluctuations. Figure 10 shows the δi response
on harmonic variation of the secondary beam position on SPD, given by:

h = h0 + ahsin(t), (8)

for bell-shape (δiB, Figure 10a) and ideal uniform (δiI, Figure 10b) beams, ah = 0.1 and
different h0.
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δ
δ

Figure 10. δi response on harmonic variation of beam position on SPD for different h0 for bell-shape
(a) and ideal uniform (b) beam.

Comparison of the results in Figure 10a for the bell-shape (δiB) beam and in Figure 10b
for the ideal (δiI) uniform beam shows distortions (in amplitude and shape) in harmonic
variation in the secondary beam position introduced by the non-linearity of the SPD
response for different h0.

It should be pointed out that in the cross-correlation analysis of the plasma fluctuations
realized in simultaneous multichannel measurements, the difference in the background
plasma potential in sample volumes determines the different relative positions of the
analyzed secondary beams on SPD (different operation points h0 on δi-h characteristic),
attributing, therefore, a different response to the plasma potential fluctuations from different
sample volumes.

5. Relevant Experimental Data from ISTTOK HIBD

5.1. Primary and Secondary Beam Profiles

The primary beam-line of the ISTTOK tokamak (R0 = 0.46 m, a = 0.085 m, B = 0.5 T,
Ip = 7 kA, ne =5 × 1018 m−3, Te = 100 eV) HIBD injector shown in Figure 11 [9] includes a set
of electrostatic plates, wire monitor to control the primary beam profile in two directions (2
× 2 crossed in X and Y directions wires 0.3 mm of diameter) and defining slit (2 × 6 mm2

of dimensions in the respective X and Y directions).

 

Figure 11. Primary beamline of ISTTOK HIBD injector.
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The normalized profile of Xe+ primary ions obtained by scanning across the wires by
electrostatic plates is shown in Figure 12 for two different background pressures (before
and during plasma shot) in the primary beamline. It has a bell-like shape with full width at
half maximum (FWHM) of FWHM = 1.5 mm at lower pressure, being widened at higher
pressure due to the raising effect of beam scattering on the background gas particles.

Figure 12. Normalized profiles of Xe+ primary ions across wire monitor.

Figure 13 presents the normalized profiles of the Xe+ beam observed in two (Y and X)
directions on the primary beam multiple-cell detector (PBD) at the bottom of the tokamak
chamber. The PBD presents a matrix of 15 cells (3 × 8 mm2 of dimensions in respective
X and Y directions) arranged into 5 rows (in X direction) and 3 columns (in Y direction), as
shown in the insets in Figure 13. Despite the scrape-off by defining aperture, the primary
beam profiles on PBD are close to the bell shape. The FWHM of the Gaussians fitting
the experimental points are, respectively, FWHM = 6 mm in X and FWHM = 8 mm in
Y directions, indicating approximately ~6 mrad (0.34◦) of primary beam divergence (the
difference in FWHMs is related to the difference in the respective dimensions of defining
slit and PBD cells).

Figure 13. Normalized profiles of Xe+ primary ions on primary beam detector in Y (a) and
X (b) directions.

Figure 14 shows the data obtained for the secondary Xe++ beam profile in the XY plane
in Figure 7 by electrostatic scanning across the cell of 3 mm width incorporated into the
“stop” detector in ISTTOK HIBD experiments with time-of-flight (TOF) measurements of
plasma potential [10]. The experimental points indicate a peaked non uniform secondary
beam profile with rather wide wings. The FWHM of the fitting Gaussian is FWHM = 6 mm.
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Figure 14. Secondary Xe++ beam profile on “stop” detector in ISTTOK HIBD experiments with
time-of-flight measurements of plasma potential.

5.2. δi-h Characteristic

Figure 15 shows the δi-h SPD transfer characteristics of 90◦ CEA obtained on ISTTOK
for the secondary Xe++ beam in several plasma shots by shot-to-shot variation in the
voltage on the analyzer plates for the analyzer operation in normal, Figure 15a, and
2-times deceleration, Figure 15b, modes [8]. Despite the scattering of the data due to not
absolute repeatability of the plasma parameters from shot-to-shot, the δi-h characteristics
clearly differ, being almost linear in normal mode and non-linear in deceleration mode. For
comparison, the graphics of the ideal δiI–h and parabolic δiP-h transfer characteristics in
Figure 8 are also shown, respectively, in Figure 15a,b.

Figure 15. δi-h transfer characteristics of the secondary Xe++ beam for 90◦ CEA operation in normal
(a) and 2-times deceleration (b) mode.

In ISTTOK HIBD, the positions and dimensions of sample volumes are determined by
the positions and dimensions of the cells of the multiple cell array detector (MCAD) [4].
The existing physical and geometrical constraints dictate the layout of the secondary beam
propagation from MCAD location to the 90◦ CEA provided (in similarity as in HIBD TOF
experiments [9]) by the cylindrical electrostatic plates incorporated on the back of the
MCAD dedicated apertures and followed by a multi-aperture einzel lens [11]. Obviously,
in that way, the profile of the secondary beam at SPD can undergo transformations due
to the ion optics aberrations and apertures-slits clippings. Matching the secondary beam
profile in Figure 14 with the 90◦ CEA entrance slit width of 5 mm, the cutting of the
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profile wings (blue vertical lines in Figure 14) and transformation to an effectively more
uniform profile may be expected, thus explaining the observed almost linearity of the
δi-h characteristic in Figure 15a. On the other hand, as shown in [12], the operation of
the 90◦ CEA in deceleration mode is characterized by modifications to the beam shape
(elongation of beam image in energy dispersion direction proportional to the deceleration
coefficient) and heterogeneity imposed by aberrations introduced by the analyzer. Such a
property of the 90◦ CEA operation in deceleration mode can be a reason for the observed
δi-h characteristic non-linearity in Figure 15b.

6. Multiple-Cell and Multi-Split-Plate Detection

The above considerations indicate the necessity of the secondary beam profile con-
trol. In real experimental conditions, it is also important in standard HIBD applications
for plasma potential and its fluctuations measurements due to effects of misaligned and
scraped-off secondary beam as a result of mechanical interferences in the secondary beam-
line and analyzer entrance slits, aggravated by non-uniform components of the magnetic
field along the beam propagation path [13,14]. The measurements of the secondary beam
profile on SPD in one plasma shot are not trivial and to solve the issue, the implementation
of MCAD with dedicated resolution may be suggested.

Figure 16 shows a number of MCAD cells of width lcell distributed over the SPD
dynamic range window. With that MCAD there is a possibility to determine the secondary
beam profile in the energy dispersion plane in one plasma shot with a spatial resolution of
the cell width. Additionally, there is a possibility to measure directly the δi-h characteristic
by successive subtraction of the acquired signals from the cells, given by:

δin = (j=1Σnij − j=n+1ΣNij)/i=1ΣNij. (9)

Figure 16. Schematic of multiple cell array detector for secondary beam profile and δi-h transfer
characteristic measurements.

Such measurements are equivalent to effective scanning of δi-h characteristic, while
MCAD operating in that mode may be considered as a multi-split-plate detector (MSPD).
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The number and minimal width of the cells of MCAD in Figure 16 can be estimated
from the analyzer dynamic range, (ΔE/E0)DR, and the minimum detectable change of ion
beam energy, (ΔE/E0)min, determined by the signal-to-noise ratio (SNR) of the beam current
measured on the cell. As an example, for the 90◦ CEA, the (ΔE/E0)DR and (ΔE/E0)min in
terms of δi are [5]:

(ΔE/E0)DR = [(wb/R0)/CE], (δi = ±1) (10)

(ΔE/E0)min= [(wb/2R0)/CE](SNR)−1, (δi = (SNR)−1). (11)

Estimation of cell number (and therefore the number of reliable points Nest, or resolu-
tion of the δi-h characteristic measurements) is given by the ratio of (ΔE/E0)DR/(ΔE/E0)min,
being from Equations (10) and (11) Nest = 2(SNR). Then, estimation for the correspond-
ing cell width is lcell = wb/Nest, and, particularly for SNR = 10 and wb = 10 mm (for 90◦
CEA operated in 2-times deceleration mode [12]); this results in the minimal cell width of
lcell = 0.5 mm.

7. Summary

The coupling of the primary and secondary beam profiles inside the sample volume
is examined in the simplistic model of circular primary beam and secondary ions that
emerge orthogonal to the primary beam axis. These considerations demonstrate that even
for the uniform primary beam, the secondary beam can attain non-uniformity determined
by the shape of the primary beam with additional modifications, if the primary beam
is non-uniform. In the frame of that simplistic model, the δi-h transfer characteristics
of the non-uniform secondary beam are orthotropic in directions of beam displacement
depending on the orientation of the analyzer energy dispersion plane. In the case of energy
dispersion and beam propagation planes coincidence, the linearity of δi-h characteristic
is persisted for any secondary beam profile in a plane orthogonal to the plane of beam
propagation. It is correct for practically all traditional HIBDs operated with angle-scanned
primary beam and the mirror-type 30◦ Proca-Green electrostatic energy analyzer. In the case
of energy dispersion and the beam propagation planes orthogonality, the SPD δi-h transfer
characteristic is non-linear, determined by the respective secondary beam profile. This
situation takes place for ISTTOK HIBD operated with fixed injection angle primary beam
and 90◦ CEA. The non-linearity of δi-h transfer characteristic was observed experimentally
for 90◦ CEA operated in 2-times deceleration mode. In that case, the assumption of
secondary beam uniformity in the analysis of the respective data from SPD is violated and
requires knowledge of the secondary beam profile. The corresponding measurements can
be realized with MCAD of dedicated resolution. In addition, for that MCAD operated in
multiple-split-plate configuration, the direct measurements of δi-h transfer characteristic
are available. Additionally, for the non-uniform profiles of the secondary beam, the MCAD
data can be used as a supplement for plasma potential measurements by evaluation the
shift in center of mass of the secondary beam current distribution.

Finally, it should be noted that knowledge of the secondary beam profile and its
influence on the measurements is also important in traditional HIBD applications in inves-
tigations of the poloidal magnetic field and its fluctuations generated by plasma current,
and if the secondary beam misalignment and scrape-off are suspected.
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Abstract: This paper presents the first results of a study of the LH transition on the new spherical
Globus-M2 tokamak using the Doppler backscattering (DBS) diagnostic. New data characterizing
the H-mode of discharges with higher values of the plasma parameters, such as magnetic field Bt

up to 0.9 T and plasma current Ip up to 450 kA, were collected and analyzed. An upgraded neutral
beam injection (NBI) system was used to initiate the LH transition. DBS allows the measurement
of the poloidal rotation velocity and the turbulence amplitude of the plasma. The multi-frequency
DBS system installed on Globus-M2 can simultaneously collect data in different areas spanning
from the separatrix to the plasma core. This allowed for the radial profiles of the rotation velocity
and electric field to be calculated before and after the LH transition. In addition, the values and
temporal evolution of the velocity shear were obtained. The associated turbulence suppression after
the transition to the H-mode was investigated using DBS.

Keywords: tokamak; plasma diagnostics; H-mode; Doppler backscattering; plasma turbulence

1. Introduction

Developing an accurate and reliable diagnostic system for the successful study of the
various phenomena taking place in a hot plasma of a magnetic confinement device, such as
a tokamak, is a task of utmost importance. For this reason, a wide range of methods and
techniques have been proposed and tested on different machines over the years [1]. The
effective implementation of any diagnostic is a priority for any experimentalist, as their
results will have a great influence on the capabilities of any future fusion device.

An example of the successful implementation of the diagnostics of Doppler backscat-
tering (DBS) for the investigation of plasma processes during the transition to H-mode
is presented in this paper. The H-mode is an intriguing and illustrative phenomenon to
discuss. The results obtained and analyzed can highlight the usefulness and showcase the
range of data that is possible to obtain using such a diagnostic system. The transition to
the H-mode has been the topic of a multitude of studies throughout the years on various
devices all over the world because of its significant importance and interest to the plasma
physics community. Ever since its discovery [2], a lot of effort has been made to reproduce
it in all major toroidal confinement devices and discover its properties along with the main
causes of the transition to this high confinement regime. A lot of progress has been made
in understanding the H-mode, and it is now proposed that it will be the operational mode
for future fusion devices, such as the International Thermonuclear Experimental Reactor
(ITER) [3]. The H-mode is an enhanced confinement regime characterized by an increase in
energy confinement time. A large variety of methods are used to study the phenomena
that accompany the LH transition [4]. Much of the experimental work conducted indicates
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that the H-mode seems to be defined by the anomalous transport in plasma. It was shown
that the suppression of such turbulence perturbations leads to the transition to improved
confinement and it was also recognized that the E × B shear plays a key role in this pro-
cess [5,6]. However, the mechanisms responsible for the formation of this sheared rotation
vary drastically and remain somewhat unclear. This is why detailed theoretical work and
various simulations alongside experimental research are aimed at gaining insight into the
mechanisms responsible for this operational mode.

It is important to point out, as it was also noticed, there is a distinct difference between
the improved confinement in spherical tokamaks (ST; characterized by a smaller aspect
ratio) and that witnessed in other types of devices. This makes the topic a subject worth
investigating. One key observed difference between the devices Mega Ampere Spherical
Tokamak (MAST), National Spherical Torus Experiment (NSTX), and Globus-M/M2 is
the fact that the energy confinement time has a strong dependence on the values of the
toroidal magnetic field, which has not previously been observed [7–9]. It is worthy of note
that all of the aforementioned tokamaks differ in parameters and yet still show a similar
dependence on the magnetic field, which contradicts the conventional τE,98y,2 scaling [8].
It was also determined that there seems to be a strong correlation between the increase in
energy confinement time and the decrease in collisionality, which is seen as an indication of
favorable plasma parameters for the future [10]. All this leads to the question of what other
properties of the H-mode or the LH transition deviate in spherical tokamaks in comparison
to more conventional devices.

The results of experimental research on the transition to the H-mode on the spherical
Globus-M2 tokamak using the DBS method are presented in this paper, which is structured
as follows. The next section is devoted to the description of the DBS method and its basic
principles. This includes a description of the multi-frequency DBS system installed on the
Globus-M2 and used in the experiments. After that, the LH transition on Globus-M2 is
discussed. Along with that, the DBS measurements of the velocity and turbulence behavior
are analyzed, as the LH transition is thoroughly investigated. Finally, a summary of all the
results is presented.

2. Doppler Backscattering

Doppler backscattering (DBS, also referred to as Doppler reflectometry) is a diagnostic
method that is based on the probing of the plasma using microwave beams at oblique
incidence [11,12]. In the case of the existence of a cut-off layer for the probing beam (i.e.,
the point that limits the trajectory of the probing beam), one can detect backscattering of
microwave radiation, which takes place predominantly near the cut-off (see the schematic
representation in Figure 1). This means that this diagnostic allows for local measurements
of the plasma parameters.

Figure 1. Schematic of a microwave beam incident on the reflection layer.

Analysis of the reflected probing beam signals leads to the observation that the Doppler
shift in the backscattered frequency spectra is directly proportional to the perpendicular
rotation velocity of the density turbulence moving with the plasma:

ωDoppler =
→
V·

→
k = V⊥k⊥ (1)

153



Sensors 2023, 23, 830

This velocity component V⊥ corresponds to a rotation in the direction of the dia-
magnetic or the E × B drift (see Figure 1). Due to this, the radial electric field can also
be calculated using DBS measurements. To construct a velocity or electric field profile,
separate measurements of the cut-off layer positions of different probing beam frequencies
are required. This would allow following the inhomogeneity of the velocity. This means
the velocity shear can be calculated using DBS, which is one of the key parameters that
influence the transition to the H-mode. k⊥ is the wave vector of scattering fluctuations and
its size can be determined by Bragg’s law:

→
k⊥ =

→
ki −

→
ks (2)

where
→
ki is the wave vector of the incidence wave, and

→
ks is the wave vector of the scattered

wave of electromagnetic radiation. These vectors are shown in Figure 1.
In order to obtain the Doppler frequency shift, the Doppler backscattering method

records two signals, the in-phase (I) and quadrature (Q) signals, which are then formed
into a complex IQ signal. Then, the method calculates the derivative of the phase of
the complex signal (time dependence of the frequency shift of the scattered signal) or
the time dependence of the shift of the spectra of short parts of the IQ signal [12]. Both
approaches exhibit approximately the same temporal behavior and are thus deemed equally
appropriate for use.

Apart from that, the amplitude of the complex IQ signal directly corresponds to the
plasma turbulence behavior. It determines the backscattered power in a given wave number
region near the cut-off. This means using DBS it is possible to investigate the properties of
turbulence during the LH transition and in the H-mode.

This method has been used on a variety of tokamaks and has garnered results re-
garding the rotation velocity and radial electric field of the plasma [12–19]. On Globus-M,
this diagnostic has also been successfully utilized but only for the study of plasma oscil-
latory processes, not to investigate the transition to H-mode [20]. Moreover, a multitude
of other phenomena was discovered and fruitfully studied, such as geodesic acoustic
modes (GAMs), limit-cycle oscillations (LCOs), Alfven eigenmodes (AEs), filaments, and
others [21–24]. As a result, it was deemed appropriate to continue research on the LH transi-
tion and the H-mode using the DBS method on the new and upgraded Globus-M2 tokamak.

2.1. Doppler Backscattering to Study the LH Transition and the H-Mode

On the Globus-M2 tokamak, the installed DBS system that uses dual-frequency prob-
ing investigated the LH transition [25]. Two pairs of fixed frequencies were chosen: 20,
29 GHz and 39, 48 GHz. Each frequency channel includes a microwave circuit with dual
homodyne detection, which allows for the quadrature detection of backscattered radiation.
Two steerable antennas are used to probe the plasma with O-mode microwaves. One of the
antennas is used for frequencies of 20 and 29 GHz, while the second one is for 39 and 48
GHz frequencies. The antennas can be rotated in both the poloidal and toroidal directions.
They are also connected to stationary DBS equipment using flexible waveguides. In initial
experiments, the DBS system was positioned in the same way as on the Globus-M. The
system was located in the equatorial plane of the tokamak. An example of ray tracing
performed for the four DBS channels, calculated using a special ray tracing code, written in
the Wentzel–Kramers–Brillouin (WKB) approximation and for the Globus-M2 geometry, is
shown in Figure 2 [26]. The code requires EFIT data about the magnetic field configuration
and density measurements using Thomson scattering diagnostics to allow for an accurate
calculation of the probing beam trajectory. Figure 2 depicts the poloidal cross-section of
the Globus-M2 tokamak with a series of blue lines indicating the trajectory of the probing
beams that correspond to the four probing frequencies available: 20, 29, 39, and 48 GHz.
The detection region covered a considerable interval of normalized small radii ρ = 0.7–1.1
for typical discharges, discussed in the following section.
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Figure 2. Ray tracing for the four-frequency DBS system used to study the LH transition.

3. LH Transition and H-Mode on Globus-M2

In experiments on the Globus-M2 tokamak (major radius R ≈ 0.35 m, minor radius
a ≈ 0.22 m), a two-fold increase in the toroidal magnetic field (compared to the Globus-M)
and well-pronounced LH transitions with all the characteristic features of the transition
were observed. The key indicators of the transition to H-mode include the reduction in Dα,
a positive break in the slope of plasma density, and periphery pressure gradients.

An example of an observed LH transition for discharge #39174 is presented in Fig-
ure 3. In this case, it was achieved with the following main parameters of the deuterium
plasma: toroidal magnetic field Bt = 0.7 T; plasma current Ip = 280 kA; averaged electron
density <ne> = (3–6) × 1019 m−3; electron temperature in the plasma core Te = 0.6–1.1 keV;
elongation k ≈ 1.9; triangularity δ ≤ 0.5. The direction of the magnetic field was chosen
in such a manner that the toroidal ion drift was directed toward the X-point (lower null
magnetic configuration).
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Figure 3. Temporal evolution of plasma parameters on Globus-M2 for discharge #39174: (a) NBI
power PNBI, (b) electron density ne, and (c) Dα signal.
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For discharge #39174, the LH transition was initiated by the deuterium neutral beam
injection (NBI) with particle energy 28 keV and heating power 0.8 MW (Figure 3a). The
beam impact parameter is equal to 32 cm and the average pitch angle of the deposited
fast ions is approximately 40◦. The LH transition started at 182 ms, 2 ms after the neutral
beam injection, which is indicated by the vertical orange line in Figure 3. On Globus-M2
deuterium, NBI was not the only method to achieve LH transition, as the transition to
H-mode was also observed when using hydrogen NBI, as well as two NBI sources, were
introduced into the plasma at different times. This method used does not dramatically
affect the LH transition itself. The NBI allowed to effectively heat the plasma, as the electron
and ion temperatures in the plasma core exceeded 1 keV.

During the LH transition, one may observe the expected increase in electron density
ne in Figure 3b and a drop in Dα in Figure 3c. The transition to the H-mode also leads to
the appearance of edge localized modes (ELMs), which are a sign of the formation of a
strong pressure gradient at the plasma edge [27]. They can be seen in the form of periodical
Dα bursts (Figure 3c).

After the transition to H-mode, an increase in the plasma density was followed by
the rise of the total stored energy WDIA, measured by the diamagnetic loop. Compared to
the experiments on Globus-M, carried out with a magnetic field of 0.4 T, the total stored
energy increased by a factor of four [10]. The h-factor also changes after the LH transition
and increases from 0.5 to 1.2–1.4, which is the result of the energy confinement time τE
in H-mode doubling and reaching 7 ms. While the NBI pulse is active, a quasi-steady
phase state of the H-mode was established, characterized by a dn

dt ≈ 0 and dWDIA
dt ≈ 0 for

10–15 ms, which is 1.5–2 times more than the τE for the discussed discharge.

3.1. Velocity Behavior during the LH Transition

The in-phase and quadrature (IQ) signals obtained using DBS were used for calculating
the Doppler frequency shift, which corresponds to the poloidal rotation velocity of the
plasma. The temporal evolution of the plasma rotation velocity during the LH transition
was also investigated.

An example of the rotation velocity calculated for discharge #38361 by the “phase
derivative” method smoothed over a time interval of 128 μs is presented in Figure 4. Two
velocity evolutions are depicted: Figure 4c shows the behavior inside the separatrix at
ρ = 0.86, while Figure 4d shows outside at ρ = 1.04. The vertical dashed line at 182.5 ms
indicates the LH transition. One may observe that the poloidal rotation velocity inside the
separatrix was around 3 km/s in the direction of the electron diamagnetic drift during the
L-mode and increased rather dramatically during the transition to the H-mode, reaching
the average value of 9 km/s. The behavior of the temporal evolution for plasma outside
the separatrix differs. The velocity value does not exceed 2 km/s and is predominantly
directed toward the ion diamagnetic drift pre-LH transition. Afterward, its value decreases
closer to 0 km/s and its direction becomes harder to judge, which is highlighted by the
error bars in Figure 4d.

It is also worthy of note that in H-mode a periodic change in velocity values was
observed. The comparison of the Dα signal (Figure 4b) and the velocity leads to the ob-
servation that there is a correlation between ELMs and the bursts of increasing velocity
seen. The appearance of each ELM leads to a rapid increase in values of up to 11 km/s in
Figure 4c, while during the inter-ELM periods, the velocity decreases once again; nonethe-
less, it remains around 7 km/s. In the case of Figure 4d, the direction of the rotation is
also affected, with it changing during an ELM burst. Modeling of the reaction of the DBS
signal to filaments was performed in [28], and the results highlighted that filaments that
can develop during an ELM burst can impact the velocity values due to the backscattering
being of a non-linear nature.
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Figure 4. Temporal evolution of different plasma parameters on Globus-M2 during the LH transition:
(a) electron density ne, (b) Dα signal, (c) plasma rotation velocity at ρ = 0.86, and (d) plasma rotation
velocity at ρ = 1.04.

The radial profiles of the plasma rotation velocity are also worth investigating before
and after the LH transition. It is possible to obtain these measurements using the DBS
system described earlier. Due to the existence of multiple probing frequencies, the values
are gathered simultaneously from different radii in the tokamak plasma. As has already
been mentioned, the probing frequencies for these experiments were 48, 39, 29, and 20 GHz,
with 48 GHz corresponding to the deeper part of the plasma and 20 GHz to the periphery
of the plasma.

The radii are obtained by means of a ray tracing code, described in Section 2.1, as it is
designed not only to calculate the probing beam trajectory but to also present information
regarding the cut-off, such as the wave vector values and radii of the cut-off [26]. Two
different moments in time were chosen to calculate the velocity profiles before and after the
LH transition. The first profile was obtained for t1 = 180 ms during the L-mode, while the
second one for t2 = 190 ms during H-mode. Table 1 contains the data of the calculated radii
and corresponding wave vector values used for the profiles presented. One can observe a
change in the cut-off radii associated with a change in electron density after the transition.
The position of the cut-offs shifts toward the inner plasma region by approximately 1 cm,
with the 48 GHz channel being the exception. Its radius value increases, meaning it moves
slightly closer to the periphery.

Table 1. Radii and wave vector values for discharge #38361 calculated by a ray tracing code.

#38361 180 ms (before the LH Transition) 190 ms (after the LH Transition)

f, GHz R, cm k⊥, cm−1 R, cm k⊥, cm−1

20 61.2 2.2 60.4 2.4
29 60.1 3.4 59.1 3.6
39 58.2 4.8 57.6 5.0
48 55.3 6.4 56.2 6.6
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The resulting profiles are presented in Figure 5. The figure shows the radial profile of
both the rotation velocity and electric field, which were calculated using DBS measurements.
The electric field can easily be calculated assuming that the velocity measured is indeed
the E × B drift. Two different scales are used to indicate the obtained values: the one on
the left for the rotation velocity, and the one on the right for the electric field. Additionally,
different colors are used to indicate the different moments in time for which the profiles
are calculated. The black line corresponds to 180 ms before the LH transition and the
pink line to 190 ms after the LH transition. A clear peak is present on both profiles at
around r = 58 cm. The absolute values of the velocity and electric field decrease closer to
the periphery and the core. One can see a significant increase in the values for all radii
after the LH transition, for example, in the case of the rotation velocity from 2.5 km/s to
9.2 km/s at its maximum. It is also worthy of note that for the 180 ms profile, there is
a change in the sign of the velocity values at some radius, as at r = 61.2 cm the value is
positive, and negative at r = 60.1 cm. This change in the direction of the rotation is not
observable in the 190 ms case in the data available.
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Figure 5. Plasma rotation velocity and electric field profile, measured by DBS.

The multi-frequency DBS system allows the following of the inhomogeneity of the
poloidal rotation velocity, which is necessary for the determination of the rotation velocity
shear. The analysis of the change in its behavior associated with the LH transition is of
importance. Figure 6a demonstrates the temporal evolution of the rotation velocity shear
for discharge #38361, calculated at the separatrix at ρ = 1.0. During L-mode, the value was
around 3 × 10−5, which is believed to be the threshold value that initiates the transition to
H-mode in Globus-M/M2. This effect was previously predicted in modeling works and a
similar shear value was observed in other devices [29,30]. After the LH transition, there
is a nearly two-fold increase in velocity shear. This is accompanied by a simultaneous
decrease in the amplitude of the backscatter signal in Figure 6b, which is proportional to
the amplitude of turbulence with wave number values in Table 1. This can also be observed
in the form of a decrease in the intensity of all frequency components in the spectrogram
of DBS amplitude in Figure 6c. This phenomenon is due to the fact that the shear plays a
significant role in the suppression of anomalous transport and contributes to the plasma’s
stable H-mode.

3.2. Turbulence Behavior during the LH Transition

As was made evident in Figure 6, suppression of plasma turbulence is observed, so
it is important to investigate the properties of turbulence for discharges with a transition
to H-mode. For the purpose of investigating the core plasma during the LH transition, a
55 GHz frequency channel was also added to the DBS system, shown in Figure 2 [31]. This
was conducted for the #39171 discharge, which is presented in Figure 7. The spectrograms
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of the complex DBS signals were calculated for the available frequencies of 20, 29, 39,
and 55 GHz, and can be seen in Figure 7a. The intensity of each of these spectrograms is
proportional to the turbulence amplitude, and the position of the center of gravity of the
spectrum at each moment in time is proportional to the plasma rotation velocity [12]. This
is why the temporal evolution of the spectral center of gravity was investigated as well,
presented in Figure 7b. Different signs of the shift of the center of gravity correspond to the
rotation of the plasma in opposite directions.
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The characteristics of discharge #39171 were similar to #38361 (see Figures 4–6), how-
ever, the NBI power was reduced. This led to a slight change in the LH transition. The
main differences were the plasma density being lower during the LH transition, and the
Dα emission decreasing and the plasma density increasing slower during the transition to
H-mode. However, the data collected regarding turbulence behavior remained consistent
despite this.
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The LH transition is marked by the orange vertical line at 182.5 ms in Figure 7a. Right
after the transition to H-mode (see the segment in the green box in Figure 7), there is a
noticeable shift of the spectra to a higher-frequency region for the 29, 39, and 55 GHz
channels (inner plasma region), while this is not observable for the 20 GHz channel (close
to the separatrix). For example, in Figure 7b, it can be seen how frequency shift values
increase dramatically from 250 to 410 kHz in a matter of 3 ms after the LH transition. Such
a steady growth of the frequency shift values is also true for the 29 and 55 GHz probing
frequencies during this time. However, after that, the frequency shift values decrease in
the 29 and 39 GHz frequencies case. This can be explained by the fact that during this
time, in the H-mode, the electron density continues to increase, leading to the movement of
the cut-off position closer to the separatrix. This behavior of the center of gravity of the
spectrograms corresponds to the rotation velocity behavior, which also grows after the
LH transition, as shown in Figure 4c,d. It is also worthy of note that the spectral power
decreases after a several-milliseconds delay (when a quasi-stationary H-mode is achieved
after 185 ms), primarily on the peripheral channels. This can be seen as a decrease in color
intensity in the spectrograms. The turbulence suppression is most pronounced for the 39,
29, and 20 GHz channels or in the 0.55–0.58 m radii interval. One can see that the spectral
power does not change significantly for the 55 GHz channel.

These observations are confirmed by the obtained temporal evolution of the spectral
power of the fluctuations that is presented in Figure 8. The different DBS probing frequen-
cies are depicted using different colors as indicated in the figure. The LH transition is
also marked using an orange vertical line at 182.5 ms. As the absolute power levels of the
backscattered radiation were not measured and the sensitivity of the detectors differs for
different probing frequencies, the results were obtained in the form of normalized power
levels at t = 190 ms. The temporal evolution of each channel is presented in the correspond-
ing calculated relative units. The change in fluctuation level is virtually identical for 39,
29, and 20 GHz, as it drops by almost half in the span of 3 ms right after the transition to
H-mode. The 55 GHz channel exhibits dramatically different behavior with a slight increase
in spectral power observed after the LH transition, meaning no turbulence suppression
takes place in this area of the plasma.
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Figure 8. Temporal evolution of DBS power for discharge #39171.

Additionally, Figure 9 depicts the spectra of the DBS complex signals at two different
moments in time. They were calculated at 180 ms before the transition to the H-mode,
shown in Figure 9a, and at 190 ms after the transition when a quasi-stationary H-mode
is achieved, shown in Figure 9b. Additionally, vertical lines that correspond to the center
of gravity of the spectrum are introduced (see Figure 7b for comparison). The observable
frequency shift of the spectra can be attributed to the rotation of the plasma. The positive
frequency shift corresponds to the movement of the fluctuations in the electron diamagnetic
drift direction. The largest shift is observed for the 39 GHz probing frequency and it even
increases in H-mode. In addition, it can be easily determined that the Doppler shift at
the 20 GHz frequency is not significant before and after the transition to the H-mode. It
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is also observable that there is a decrease in spectral power at 190 ms for the 39, 29, and
20 GHz channels.

Figure 9. Spectra of DBS complex signals for discharge #39171 at: (a) 180 ms in L-mode; (b) 190 ms
in H-mode.

To highlight the repetitive nature of the observed turbulence suppression after the
LH transition, the temporal evolution of the spectral power for several discharges was
compared. The results are presented in Figure 10 for the probing frequency of 29 GHz
(plasma periphery) for a series of discharges (#39171 shown in yellow, #39173 shown in red,
and #39177 shown in green) with a transition to H-mode. The moment of the LH transition
at around 182.5 ms is indicated by the orange vertical line. Here, a drop in the turbulence
level is observed in all discharges and it is almost identical in behavior and values. It can
be noted that the relative level decreases by about a factor of 2.
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4. Summary

The Doppler backscattering diagnostic was installed on the upgraded spherical toka-
mak Globus-M2 and has been successfully used since the beginning of the experimental
studies on the device. Its description, as well as an example of its implementation are
presented and discussed. The use of DBS for the study of the LH transition is demonstrated.
DBS measurements of the poloidal plasma velocity and small plasma turbulence allowed
for it to be investigated by observing the behavior of these parameters.

First, measurement results of the poloidal rotation velocity profile using a multi-
frequency DBS system on Globus-M2 are presented in the work. In experiments, for
ρ = 0.7–1.0, the plasma was observed to rotate in the direction of electron diamagnetic drift,
while outside the separatrix in the direction of the ion diamagnetic drift. In the pedestal
region, the absolute value of the velocity was seen to increase significantly during the LH
transition from 3 km/s in L-mode to 9 km/s in H-mode. The velocity at the separatrix
did not change much after the transition and remained close to zero. The multi-frequency
probing approach of the DBS method allowed investigation of the spatial inhomogeneity of
the rotation velocity and, thus, the calculation of the velocity shear, which is an important
characteristic associated with the LH transition. The velocity shear value was found to be
close to 3 × 10−5, right before the transition to H-mode. This value is believed to be the
threshold value for the LH transition on the Globus-M2 tokamak.

Additionally, the plasma density fluctuations with wave vector values of 2–7 cm−1

have been studied on Globus-M2 using DBS. During the LH transition, the suppression of
such small-scale plasma turbulences was observed in the temporal evolution of the spectral
power of the DBS signals. The information obtained about the turbulence amplitude in
different discharge areas indicates that the turbulence suppression is of a peripheral nature.
These results were compared for a series of discharges, and the repetitive nature of the
turbulence suppression in the periphery after the LH transition was also noted.

The value of the measured velocity shear being close to the threshold value, together
with the rapid decrease in the level of peripheral turbulence, fits well into the concept of
the transition to H-mode by shear turbulence suppression.
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7. Valovič, M.; Akers, R.; Cunningham, G.; Garzotti, L.; Lloyd, B.; Muir, D.; Patel, A.; Taylor, D.; Turnyanskiy, M.; Walsh, M.; et al.
Scaling of H-mode energy confinement with Ip and BT in the MAST spherical tokamak. Nucl. Fusion 2009, 49, 075016. [CrossRef]

8. Kaye, S.M.; Connor, J.W.; Roach, C.M. Thermal confinement and transport in spherical tokamaks: A review. Plasma Phys. Control.
Fusion 2021, 63, 123001. [CrossRef]

9. Kurskiev, G.S.; Bakharev, N.N.; Bulanin, V.V.; Chernyshev, F.V.; Gusev, V.K.; Khromov, N.A.; Kiselev, E.O.; Minaev, V.B.;
Miroshnikov, I.V.; Mukhin, E.E.; et al. Thermal energy confinement at the Globus-M spherical tokamak. Nucl. Fusion 2019,
59, 066032. [CrossRef]

10. Kurskiev, G.S.; Gusev, V.K.; Sakharov, N.V.; Petrov, Y.U.V.; Bakharev, N.N.; Balachenkov, I.M.; Bazhenov, A.N.; Chernyshev, F.V.;
Khromov, N.A.; Kiselev, E.O.; et al. Energy confinement in the spherical tokamak Globus-M2 with a toroidal magnetic field
reaching 0.8 T. Nucl. Fusion 2022, 62, 016011. [CrossRef]

11. Hirsch, M.; Holzhauer, E.; Baldzuhn, J.; Kurzan, B.; Scott, B. Doppler reflectometry for the investigation of propagating density
perturbations. Plasma Phys. Control. Fusion 2001, 43, 1641. [CrossRef]

12. Conway, G.D.; Schirmer, J.; Klenge, S.; Suttrop, W.; Holzhauer, E.; The ASDEX Upgrade Team. Plasma rotation profile measure-
ments using Doppler reflectometry. Plasma Phys. Control. Fusion 2004, 46, 951. [CrossRef]

13. Bulanin, V.V.; Lebedev, S.V.; Levin, L.S.; Roytershteyn, V.S. Study of plasma fluctuations in the Tuman-3m tokamak using
microwave reflectometry with an obliquely incident probing beam. Plasma Phys. Rep. 2000, 26, 813–819. [CrossRef]

14. Hennequin, P.; Honoré, C.; Truc, A.; Quéméneur, A.; Lemoine, N.; Chareau, J.M.; Sabot, R. Doppler backscattering system for
measuring fluctuations and their perpendicular velocity on Tore Supra. Rev. Sci. Instrum. 2004, 75, 3881–3883. [CrossRef]

15. Peebles, W.A.; Rhodes, T.L.; Hillesheim, J.C.; Zeng, L.; Wannberg, C. A novel, multichannel, comb-frequency Doppler backscatter
system. Rev. Sci. Instrum. 2010, 81, 10D902. [CrossRef]

16. Oyama, N.; Takenaga, H.; Suzuki, T.; Sakamoto, Y.; Isayama, A. Density Fluctuation Measurements Using a Frequency Hopping
Reflectometer in JT-60U. Plasma Fusion Res. 2011, 6, 1402014. [CrossRef]

17. Hillesheim, J.; Crocker, N.; Peebles, W.; Meyer, H.; Meakins, A.; Field, A.; Dunai, D.; Carr, M.; Hawkes, N. Doppler backscattering
for spherical tokamaks and measurement of high-k density fluctuation wavenumber spectrum in MAST. Nucl. Fusion 2015,
55, 73024. [CrossRef]

18. Hu, J.Q.; Zhou, C.; Liu, A.D.; Wang, M.Y.; Doyle, E.J.; Peebles, W.A.; Wang, G.; Zhang, X.H.; Zhang, J.; Feng, X.; et al. An
eight-channel Doppler backscattering system in the experimental advanced superconducting tokamak. Rev. Sci. Instrum. 2017,
88, 073504. [CrossRef]

19. Vermare, L.; Hennequin, P.; Honoré, C.; Peret, M.; Dif-Pradalier, G.; Garbet, X.; Gunn, J.; Bourdelle, C.; Clairet, F.; Morales, J.; et al.
Formation of the radial electric field profile in the WEST tokamak. Nucl. Fusion 2022, 62, 026002. [CrossRef]

20. Yashin, A.; Bulanin, V.; Petrov, A.; Ponomarenko, A. Review of Advanced Implementation of Doppler Backscattering Method in
Globus-M. Appl. Sci. 2021, 11, 8975. [CrossRef]

21. Yashin, A.Y.; Bulanin, V.V.; Gusev, V.K.; Khromov, N.A.; Kurskiev, G.S.; Minaev, V.B.; Patrov, M.I.; Petrov, A.V.; Petrov, Y.U.V.;
Prisyazhnyuk, D.V.; et al. Geodesic acoustic mode observations in the Globus-M spherical tokamak. Nucl. Fusion 2014, 54, 114015.
[CrossRef]

22. Yashin, A.Y.U.; Bulanin, V.V.; Gusev, V.K.; Kurskiev, G.S.; Patrov, M.I.; Petrov, A.V.; Petrov, Y.V.; Tolstyakov, S.Y. Phenomena of
limit-cycle oscillations in the Globus-M spherical tokamak. Nucl. Fusion 2018, 58, 112009. [CrossRef]

23. Bulanin, V.V.; Gusev, V.K.; Kurskiev, G.S.; Minaev, V.B.; Patrov, M.I.; Petrov, A.V.; Petrov, Y.V.; Yashin, A.Y. Application of the
Multifrequency Doppler Backscattering Method for Studying Alfvén Modes at a Tokamak. Tech. Phys. Lett. 2019, 45, 1107–1110.
[CrossRef]

24. Bulanin, V.V.; Gusev, V.K.; Khromov, N.A.; Kurskiev, G.S.; Minaev, V.B.; Patrov, M.I.; Petrov, A.V.; Petrov, M.A.; Petrov, Y.V.;
Prisiazhniuk, D.; et al. The study of filaments by the Doppler backscattering method in the ‘Globus-M’ tokamak. Nucl. Fusion
2019, 59, 096026. [CrossRef]

163



Sensors 2023, 23, 830

25. Bulanin, V.V.; Yashin, A.Y.; Petrov, A.V.; Gusev, V.K.; Minaev, V.B.; Patrov, M.I.; Petrov, Y.V.; Prisiazhniuk, D.V.; Varfolomeev, V.I.
Doppler backscattering diagnostic with dual homodyne detection on the Globus-M compact spherical tokamak. Rev. Sci. Instrum.
2021, 92, 033539. [CrossRef]

26. Yashin, A.Y.; Bulanin, V.V.; Petrov, A.V.; Petrov, M.A.; Gusev, V.K.; Khromov, N.A.; Kurskiev, G.S.; Patrov, M.I.; Petrov, Y.V.;
Tolstyakov, S.Y.; et al. Multi-diagnostic approach to geodesic acoustic mode study. J. Instrum. 2015, 10, P10023. [CrossRef]

27. Leonard, A.W. Edge-localized-modes in tokamaks. Phys. Plasmas 2014, 21, 090501. [CrossRef]
28. Yashin, A.; Teplova, N.; Zadvitskiy, G.; Ponomarenko, A. Modelling of Backscattering off Filaments Using the Code IPF-FD3D for

the Interpretation of Doppler Backscattering Data. Sensors 2022, 22, 9441. [CrossRef]
29. Cavedon, M.; Birkenmeier, G.; Pütterich, T.; Ryter, F.; Viezzer, E.; Wolfrum, E.; Dux, R.; Happel, T.; Hennequin, P.; Plank, U.; et al.

Connecting the global H-mode power threshold to the local radial electric field at ASDEX Upgrade. Nucl. Fusion 2020, 60, 066026.
[CrossRef]

30. Liang, A.S.; Zou, X.L.; Zhong, W.L.; Ekedahl, A.; Duan, X.R.; Shi, Z.B.; Yu, D.L.; Yang, Z.C.; Wen, J.; Xiao, G.L.; et al. Critical
velocity shear flow for triggering L-H transition and its parametric dependence in the HL-2A tokamak. Nucl. Fusion 2020,
60, 092002. [CrossRef]

31. Yashin, A.Y.; Bulanin, V.V.; Gusev, V.K.; Minaev, V.B.; Petrov, A.V.; Petrov, Y.V.; Ponomarenko, A.M.; Varfolomeev, V.I. Doppler
backscattering systems on the Globus-M2 tokamak. J. Instrum. 2022, 17, C01023. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

164



Citation: Yashin, A.; Teplova, N.;

Zadvitskiy, G.; Ponomarenko, A.

Modelling of Backscattering off

Filaments Using the Code IPF-FD3D

for the Interpretation of Doppler

Backscattering Data. Sensors 2022, 22,

9441. https://doi.org/10.3390/

s22239441

Academic Editor: Bruno Goncalves

Received: 24 October 2022

Accepted: 30 November 2022

Published: 2 December 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sensors

Article

Modelling of Backscattering off Filaments Using the Code
IPF-FD3D for the Interpretation of Doppler Backscattering Data

Alexander Yashin 1,2,*, Natalia Teplova 1,2, Georgiy Zadvitskiy 3 and Anna Ponomarenko 1

1 Plasma Physics Department, Peter the Great Saint Petersburg Polytechnic University,
195251 Saint Petersburg, Russia

2 Plasma Research Laboratory, Ioffe Institute, 195251 Saint Petersburg, Russia
3 Max-Planck-Institut für Plasmaphysik, 85748 Garching, Germany
* Correspondence: alex_yashin@list.ru

Abstract: Filaments or blobs are well known to strongly contribute to particle and energy losses both
in L- and H-mode, making them an important plasma characteristic to investigate. They are plasma
structures narrowly localized across a magnetic field and stretched along magnetic field lines. In
toroidal devices, their development is observed to take place in the peripheral plasma. Filament
characteristics have been studied extensively over the years using various diagnostic techniques.
One such diagnostic is the Doppler backscattering (DBS) method employed at the spherical tokamak
Globus-M/M2. It has been observed that the DBS signal reacts to the backscattering from filaments.
However, the DBS data have proven difficult to analyze, which is why modelling was undertaken
using the code IPF-FD3D to understand what kind of information can be extrapolated from the signals.
A circular filament was thoroughly investigated in slab geometry with a variety of characteristics
studied. Apart from that, the motion of the filaments in the poloidal and radial directions was
analyzed. Additionally, other shapes of filaments were presented in this work. Modelling for the real
geometry of the Globus-M/M2 tokamak was performed.

Keywords: filaments; tokamak; plasma diagnostics; Doppler backscattering; simulations

1. Introduction

Fluxes of power and particles to plasma-facing components are a concerning phe-
nomenon for magnetic confinement devices (tokamaks and stellarators), particularly for
future fusion devices, such as ITER [1], as these fluxes can result in damage to the ma-
chine that can significantly affect the core plasma performance [2]. A variety of factors
play a role in energy and particle transport with it resulting from a competition between
sources of parallel and perpendicular losses. Filaments or blobs (filament-like plasma
perturbations) are well known to strongly contribute to particle and energy losses both in
L- and H-mode regimes [3], making them an important plasma characteristic to investigate.
They are plasma structures that are narrowly localized across a magnetic field while being
stretched out for up to several meters along magnetic field lines. In toroidal devices, their
development is observed to take place in the peripheral plasma, close to the last closed flux
surface (LCFS) or separatrix [4–6].

Filament characteristics have been studied extensively over the years using various
diagnostic techniques [7]. One such diagnostic technique (unconventional though it may
be for this purpose) is the Doppler backscattering (DBS) method [8], which was initially
employed at the spherical tokamak Globus-M [9–13] and later the ASDEX Upgrade toka-
mak [14] for the purpose of studying filaments. It has been observed that the DBS signal
reacts to backscattering from filaments. The reaction manifests itself as a burst of coher-
ent fluctuations (CF) of the measured IQ (In-phase and Quadrature) signals. However,
the measurements collected using DBS have proven difficult to analyze, which is why
modelling needs to be undertaken to understand what kind of information can indeed be
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extrapolated from the signals. The first results of such modelling were obtained in the work
in [15] describing the reaction of the DBS signal to a filament with set parameters such
as its shape, direction of its motion and trajectory; it contains data regarding the possible
reaction of the DBS diagnostics to changes in these parameters. While the results allowed
for some understanding of the filaments in Globus-M, it should be noted that the modeling
presented in the work in [15] possessed a number of erroneous conclusions, which are
discussed in this paper.

This work built on the recent observations of filaments that have illuminated that
there is much work still to be done in understanding the types of filaments observed in
Globus-M2 [16]. For this reason, modelling was undertaken using the code IPF-FD3D [17]
in slab geometry. One aspect that needs to be more thoroughly investigated is the circular
filament interpretation. While some simulation data were analyzed so as to understand the
experimentally detected filaments (this, however, highlighted that this proposed model
cannot be applicable for all types of filaments observed), there are other characteristics that
need to be modelled when it comes to circular filaments. Apart from that, the motion of
filaments has been experimentally investigated in detail [18], which provided an insight
into the fact that the filaments can move in different directions (even having rather complex
trajectories). This makes it an important aspect to be modelled for DBS diagnostics, as the
data collected can provide characteristics such as the direction of the moving filaments and
their velocity. Additionally, experimental measurements [19] have raised several questions
that include the possibility of the development of filament structures of different shapes,
which are presented in this work.

The paper is structured as follows. The next section contains the conditions of the
modelling that was undertaken. After that, the circular filament was studied in detail,
with the impact of its various parameters as well as its different motion on the DBS signals
presented. Then, the strip filament model was investigated. After that, data for different
types of stretched filaments are presented. All these findings are then compared to data
obtained for a different density profile. Finally, the DBS signals for the real Globus-M2
tokamak geometry are discussed.

2. Materials and Methods

Two-dimensional full-wave simulations were conducted with the finite-difference
time-domain (FDTD) code IPF-FD3D [17] in slab geometry. The FDTD scheme is a time-
steeping iterative scheme for solving Maxwell’s equations on a regular grid. The FDTD
method is used in the IPF-FD3D code to simulate electromagnetic wave propagation in
cold plasma, which is described by the following system of equations:

∂J
∂t

= ε0ω2
peE − ωceJ × B̂0 (1)

∂E
∂t

=
1
ε0
∇× H − 1

ε0
J (2)

∂H
∂t

= − 1
μ0

∇× E (3)

where J is the plasma current, the plasma density is described by plasma frequency ω2
pe,

the strength of the background magnetic field is given by frequency ωce, and its direction is
given by B̂0. The electric E and magnetic H fields of the electromagnetic wave are described
by Maxwell’s Equations (2) and (3). In the code, these partial differential equations are
translated into finite difference equations, and then the fields E and H and the current J are
calculated consecutively in a leap-frogging time scheme. The IPF-FD3D code implements
a one-, two-, and three-dimensional solver of Equations (1)–(3) on a cartesian grid. In
this paper, the 2D solver was used. In addition to the equation-solving engine, the code
incorporates such elements as numeric antennas, in phase/quadrature (I/Q) detectors for
optical mixing and phase measurement, and ideally absorbing boundary conditions at the
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edge of the computation grid. The code is mainly applied to Doppler reflectometry and the
investigation of microwave components; however, it can be used for other purposes as well.
The main weaknesses of the FDTD method are, first, the inflexible grid geometry that does
not allow for adaptation to the geometry of the modeled structures, and second, the need
to calculate many time steps until a stationary state is reached. While the former is not
relevant to the modeling of smoothly varying plasma densities, the latter, in combination
with the need for gathering statistics on turbulent processes, leads to substantial use
of computational resources, as a high number of realizations is computed. Therefore,
the supercomputer of the Supercomputer Center of the Peter the Great St. Petersburg
Polytechnic University was used for the calculations.

The simulation setup is organized as follows. For a given series of conditions set for
the filament, the simulations obtain the I and Q signals of the quadrature detector, which
can be compared to the experimental measurements obtained using DBS. For the purpose
of understanding a variety of data collected, real experimental scenarios were examined.
The electron density profile (referred to as the high-density profile) used in the simulations
was taken from Thomson measurements and is presented on the left in Figure 1. The
experimental plasma density profile used for the computations was close to linear, with
values reaching ne = 5.8 × 10−19 m−3 at y = 0.15 m (shot no. 36569 at Globus-M).

Figure 1. (left) Experimental electron density profile for Globus-M2, (right) experimental electron
density profile for Globus-M2 with introduced filament distribution.

The approach to modeling the filaments involves introducing a filament density
distribution on top of the chosen density profile. This is demonstrated on the right in
Figure 1, which contains the resulting density profile of the combined background and
filament density. The model of the filament was relatively simple with, a Gaussian cross-
section that allowed freedom in choosing the shape, size, amplitude, and position of
the filament.

The parameters that corresponded to the conditions of the performed modelling
are presented in Table 1. These include the size of the box, step size, coordinates of the
equatorial plane and plasma edge, position of the antenna, its tilt angle, and others.

Figure 2 schematically represents the position and size of the box where the calcula-
tions were performed in regard to the Globus-M/M2 poloidal cross-section. The antenna is
demonstrated with its position in the equatorial plane by the grey triangle, and the series
of black lines are the calculated probing beam trajectories using a ray-tracing code for the
Globus-M/M2 geometry. The box was placed to entirely include the DBS system, i.e., the
antenna and the probing beam trajectories. The parameters of the DBS antenna of the
installed system were as follows: antenna tilt angle α = 13◦, antenna horn mouth 5.5 cm,
and a Gaussian beam with a flat wave front in the antenna mouth. The coordinate system
of the box is also demonstrated, with the X axis corresponding to the poloidal direction
(parallel to the magnetic field lines), and the Y axis to the radial direction in the tokamak.
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Table 1. Parameters of the performed modelling using the code IPF-FD3D.

Box size 40 × 24 cm = 1538 × 923 pts

Step size dx = 1 pt = 0.026 cm

Equatorial plane X = 10 cm = 384 pts

PML Y = 0.625 cm = 24 pts

Plasma edge Y = 2.08 cm

Antenna coordinates X = 4 cm = 154, Y = 0

Antenna tilt angle 6 deg

Horn mouth 5.5 cm

Wave front flat, Gaussian beam, w0 = 2.5 cm, z0 = 0

Figure 2. Poloidal cross-section of the Globus-M2 tokamak with performed ray tracing.

Computations were performed for a range of probing frequencies, i.e., 20, 29, 39, 48,
50, 55, 60, 65, 70, and 75 GHz, in O-mode, which corresponded to the one in the installed
systems in the Globus-M2 tokamak. Their schematics are presented in Figure 3. The system
on the left is the low-frequency system, which uses homodyne detection, and the one on
the right is the high-frequency system that employs heterodyne detection. The systems are
described in detail in the works in [20,21].

One of the goals of this work was to investigate different circular filaments, which
meant that a level of flexibility in their parameters was necessary. Different values of their
size, amplitude (percentage of density at the cutoff of the probing wave), position of the
filament, and a range of probing frequencies (a variety of cut-off radii) were necessary to
increase the database of circular filaments in comparison to the results in paper [15]. All
the parameters of the circular filaments are presented in Table 2, where all the values in
italics represent the additional data obtained. All these various parameters were analyzed
to observe the transition from linear to nonlinear scattering, as the purely linear model was
unable to explain all experimental data.
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Figure 3. Schematics of DBS systems in Globus-M2.

Table 2. Parameters of the performed modelling for circular filaments.

Frequencies 20, 29, 39, 48, 50, 55, 60, 65, 70, 75 GHz

Antenna tilt angle 13 degrees

Horn mouth 5.5

Wave front flat

Diameter of the filament 0.5 cm, 1.5 cm, 3 cm

Amplitude of the filament 0.1%, 1%, 10%, 25%, 50%, 80%, 100%

Position of the filament In the vicinity of the cut off 48 GHZ

Apart from changes to the filament itself, its motion was investigated. As recent
research suggests, depending on the location where the filament is developed in, it can
move in different directions, with rather complex trajectories also being possible [17]. Thus,
it was important to include this aspect into the modelling, with the poloidal and radial
directions being added to the calculations (Table 3). The code also allowed for complex
trajectories (meaning not in just one direction) to be implemented. In the case of purely
poloidal or purely radial motion, the position of the filament was changed with a change in
the probing frequency. The filament motion was simulated by independent snapshots with
a spatial step of 1 mm. If a time interval was assigned equal to this step, the velocity of the
filament could be determined. For each snapshot, the values of IQ signals (or amplitude
and phase) were calculated to obtain a time dependency.

Table 3. Parameters of the performed modelling for the motion of circular filaments.

Frequencies 48 GHz

Antenna tilt angle 13 degrees

Horn mouth 5.5

Wave front flat

Diameter of the filament 0.5 cm, 1 cm, 1.5 cm, 5 cm

Amplitude of the filament 0.1%, 1%, 5%, 10%, 50%, 75%, 100%

Position of the filament 4 cm, 6 cm, 8 cm, 10 cm, 12 cm

In addition, to provide a more complete analysis, the shape of the filament was
changed in the performed simulations. This was conducted based on the experimental
evidence that suggests that a simple circular filament model may not be accurate for all
conditions [18]. The forms included strip filaments and filaments stretched in both the

169



Sensors 2022, 22, 9441

poloidal and radial directions. A range of their parameters were investigated and are
presented in Tables 4 and 5.

Table 4. Parameters of the performed modelling for the strip filament.

Frequencies 30, 35, 40, 45, 50, 55, 60, 65, 70, 75 GHz

Antenna tilt angle 13 deg

Horn mouth 5.5 cm

Wave front flat

Diameter of the filament 0.5 cm, 1 cm, 1.5 cm, 3 cm, 5 cm, 6 cm

Amplitude of the filament 0.1%, 1%, 5%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%,
90%, 100%, 110%, 150%

Position of the filament In the vicinity of the cut off

Table 5. Parameters of the performed modelling for the stretched filament.

Frequencies 20, 29, 39, 48, 50, 55, 60, 65, 70, 75 GHz

Antenna tilt angle 13 deg

Horn mouth 5.5 cm

Wave front flat

Diameter of the filament 0.5 cm, 1.5 cm, 3 cm

Amplitude of the filament 0.1%, 1%, 10%, 25%, 50%, 80%, 100%

Position of the filament In the vicinity of the cut off

3. Circular Filaments

Modelling in the work in [15] was undertaken to answer the question how DBS signals
of a given probing frequency in Globus-M would react to the presence of a circular filament
in the proximity of its cut-off, which in that case was 48 GHz. However, this was not
enough to explain all the data collected using the Globus-M/M2 DBS system, which lead to
keen interest in how other channels (more specifically of higher frequencies with cut-offs in
deeper regions, but the SOL region was also investigated) could be influenced by a circular
filament in the periphery where they develop [4–6,17]. In this work, the calculations of
DBS signals for various probing frequencies (Table 1) were performed. The filament was
positioned near the separatrix at the cut-off radius of the 48 GHz probing frequency, while
the signals at other radii were analyzed.

Density perturbations with a circular filament near the cut-off of the 48 GHz probing
frequency introduced on top of the bulk plasma density are presented in Figure 4. The
radial position of the filament was not changed, but the filament moved with a constant
velocity of 10 km/s in the poloidal direction (in the direction of the x axis).

For the conditions previously described, a variety of DBS signals were calculated,
with several examples presented in Figure 5. They included two pairs of signals for the
probing frequency of 48 GHz obtained for circular filaments of different diameters (left—0.5;
right—3 cm) and amplitudes (black line—1%; red line—100%). After a certain critical size
of the circular filament was reached, a significant delay in the formation of the filament
between the low and high amplitude case was seen (right in Figure 5). This was not seen
for the 0.5 cm filament and was not observed for any other intermediate diameter values.

Another example of the influence of the size of the circular filament on the DBS
signals is presented in Figure 6. It contains the IQ signals obtained for a filament with a
5 cm diameter. The comparison of the low (1%) and high (50%) amplitude cases led to
the observation that the signal frequency significantly increased after transitioning to a
non-linear regime.
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Figure 4. Density perturbations with an introduced circular filament (yellow circle).

 

Figure 5. DBS signals for the 48 GHz probing frequency in the case of a circular filament of
(left) 0.5 cm diameter and (right) 3 cm diameter. The black signals correspond to filaments with
an amplitude of 1% of density at cutoff of the probing wave, and the red signals correspond to an
amplitude of 100%.

Figure 6. DBS IQ signals for the 48 GHz probing frequency for a circular filament with a 5 cm
diameter: (left) amplitude of 1% of density at cutoff of the probing wave, (right) amplitude of 100%
of density at cutoff of the probing wave.
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A more systematic approach was then taken to determine how signals of different
probing frequencies react to the presence of circular filaments of different sizes. The linear
case was investigated with calculations undertaken for the 0.1% amplitude filament. The
results of these calculations are presented in Figure 7. The dependency of the maximum of
the signal amplitude, as well as its main frequency component, is demonstrated on the left
with the bold lines representing the change in signal amplitude depending on the probing
frequency (scale on the left), while the other three lines with pentagon shapes represent
the signal frequency behavior (scale on the right). The colors correspond to different
circular filament diameters, with navy-blue describing the 3 cm diameter filament, wine-
red describing that of 1.5 cm, and olive-green describing that of 0.5 cm. The vertical lines
indicate the probing frequencies installed on the DBS system in the Globus-M2 tokamak
(i.e., 20, 29, 39, 48, 50, 55, 60, 65, 70, and 75 GHz). Additionally, the orange dashed vertical
line highlights the position of the filament at the cut-off radius of the 48 GHz probing
frequency. In the linear case (0.1% amplitude), we observed a steady decrease in the signal
frequency, while the signal amplitude experienced a steady increase until a certain peak was
reached, after which a gradual decrease followed. The maximum of the signal amplitude
took place around the 48 GHz frequency, where the filament was located in the model. The
values of the signal amplitude also suggested that the DBS diagnostic would only be able
to detect the filaments using channels with a range of probing frequencies of 40–55 GHz.
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Figure 7. For the circular filament with an amplitude of 0.1%: (left) dependency of the DBS signal
amplitude (bold lines with scale on the left) and frequency (lines with pentagon shapes with scale
on the right) on the probing frequency; (right) dependency of the calculated velocity on the probing
frequency. The navy-blue lines are the circular filament with a 3 cm diameter, the wine-red are that of
1.5 cm, and the olive-green are that of 0.5 cm. The black vertical lines indicate the probing frequencies
available in Globus-M2, and the vertical orange dashed line indicates the position of the filament at
cutoff of the 48 GHz probing wave. The horizontal line marks the set 10 km/s filament velocity.

The Doppler frequency shift (signal frequency) was then used to calculate the filament
velocity by the formula V = Δω/k, where k = 2k0 sin α is the wave vector detected
by the DBS method. The motion of the filament in the poloidal direction was set at
10 km/s (horizontal line on the right), which allowed us to meaningfully analyze the
estimated velocities. In the case of the 0.5 cm diameter filament, the results were accurate
for the 35–75 GHz probing frequencies, while the other two cases (blue line—3 cm and red
line—1.5 cm) provided velocity measurements of higher values.

An analysis was carried out for the non-linear case (50% filament amplitude), and
the results of the calculations are presented in Figure 8. The behavior of the signal am-
plitudes and frequency remained similar to the linear case; however, the values of the
signal amplitude implied that the filaments would be observable using a wider range of
probing frequencies of 45–65 GHz. Additionally, filaments of all sizes exhibited very similar
behaviors and values, but in the linear case, a greater discrepancy was observed between
the 3 cm filament and the others. The velocity for all the filaments was slightly above the
set 10 km/s value after 47 GHz, but before that the values were lower and differed.
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Figure 8. For the circular filament with an amplitude of 50%: (left) dependency of the DBS signal
amplitude (bold lines with scale on the left) and frequency (lines with pentagon shapes with scale
on the right) on the probing frequency; (right) dependency of the calculated velocity on the probing
frequency. The navy-blue lines are the circular filament with a 3 cm diameter, the wine-red are that of
1.5 cm, and the olive-green are that of 0.5 cm. The black vertical lines indicate the probing frequencies
available in Globus-M2, and the vertical orange dashed line indicates the position of the filament at
cutoff of the 48 GHz probing wave. The horizontal line marks the set 10 km/s filament velocity.

3.1. Motion of the Filament in the Poloidal Direction from Different Radial Positions

Apart from a fixed radial filament position, calculations were also performed for
filaments positioned at different radii (Table 2). Figure 9 presents the density perturbations
with a series of circular filaments positioned at different radii and introduced on top of the
bulk plasma density. The circular filament moved in the poloidal direction (in the direction
of the x axis) at a 10 km/s velocity.

 
Figure 9. Density perturbations with an introduced series of circular filaments (yellow circles)
positioned at different radii.

To investigate the influence of the position of the filament, the DBS signals for a
given probing frequency with the circular filament at different radii were calculated, and
the signal amplitude was analyzed. The results for the 48 GHz probing frequency are
presented in Figure 10. Filaments of different sizes (left—0.5 cm, right—3 cm) and for
different amplitudes (red line—1%; black line—100%) were also compared. One may note
that a good resolution was only observed in the linear case for the small filament. With
increasing the filament size and amplitude, the spatial resolution dropped.
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Figure 10. The dependency of the signal amplitude on the radial position of the circular filament of
(left) 0.5 cm diameter and (right) 3 cm diameter. The red line corresponds to the filament with an
amplitude of 1% of density at cutoff of the probing wave 48 GHz where the filament was positioned,
and the black line corresponds to an amplitude of 100%.

The signal frequency was investigated for the 0.5 cm filament. It is presented in
Figure 11 and is depicted by the red line. In both the linear and non-linear cases, the signal
frequency coincided with the frequency predicted by the formula for the Doppler shift in
the Born approximation (red horizontal line) only when the filament was positioned in the
cutoff of the given frequency. For all other positions, the frequency values were lower.

Figure 11. For the circular filament, the dependency of the signal amplitude (black line, scale on the
left) and frequency (red line, scale on the right) on the radial position of the circular filament (left)
with an amplitude of 1% of density at cutoff of the probing wave 48 GHz where the filament was
positioned, and (right) a filament with an amplitude of 100%. The horizontal red line is the frequency
predicted by the formula for the Doppler shift in the Born approximation.

3.2. Two-Dimensional Motion of the Filament

Experiments on various tokamaks demonstrated that filaments can travel both in the
poloidal and the radial directions [17]. Complex trajectories were also observed, where
the filaments had both velocity components. These observations made this an aspect of
interest to model. In this work, we additionally investigated the possible effect that the
radial velocity component has on DBS signals. The circular filament positioned at a radius
0.54 m of the 48 GHz probing frequency was investigated. Two-dimensional maps of the
velocity signals were obtained, and the results are presented in Figure 12. The red lines
indicate the analyzed trajectory. DBS signals were extracted at a chosen radius, which
corresponded to a specific probing frequency.

The 48 GHz signal for poloidal motion (left in Figure 12) was investigated and pre-
sented in Figure 13. It was similar to the ones presented in previous sections and was used
as reference for the signals calculated with added radial components. Its spectrum was
calculated and is presented on the left. The main frequency component was 590 kHz.
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Figure 12. Two-dimensional DBS signal map for the circular filament positioned at the 48 GHz
probing frequency. The red line indicates the trajectory: (left) poloidal motion, (middle) motion in
both the poloidal and radial directions, (right) radial motion.

 
Figure 13. (left) DBS signal for the 48 GHz probing frequency; (right) calculated spectrum of the
signal on the left.

A radial velocity component was introduced, and calculations were carried out for
the new trajectory. As an example, the 2D map is presented in the middle in Figure 12.
The new DBS signal is shown in the form of a red line in Figure 14. Along with that, the
reference signal from Figure 13 is presented for comparison as a blue line. Some differences
were observable for the new trajectory. The length of the new signal decreased significantly.
In addition, while the largest peaks remained the same, the smaller ones decreased in
amplitude and shifted closer toward the main ones. This was also highlighted using the
calculated spectrum on the right. The main signal frequency component stayed at 590 kHz,
but the spectrum widened in comparison to the poloidally moving filament.

  

Figure 14. (left) DBS signals for the 48 GHz probing frequency; (right) calculated spectra of the signal
on the left. The blue lines correspond to the reference signal from Figure 13. The red lines correspond
to the calculations for trajectory in the middle in Figure 12.
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The strictly radial motion presented on the right in Figure 12 was investigated. The
obtained DBS signal is depicted in Figure 15 as a red line alongside the reference signal for
comparison. For the case of the purely radial motion, the signal was always a single peak
spanning over the whole signal length. The signal frequency was much lower than in the
case of the circular filament moving poloidally, as the calculated spectrum on the right has
its maximum at 1 kHz.

  
Figure 15. (left) DBS signals for the 48 GHz probing frequency; (right) calculated spectra of the signal
on the left. The blue lines correspond to the reference signal from Figure 13. The red lines correspond
to the calculations for trajectory in Figure 12.

Signals of other frequencies were investigated while the filament was still positioned
at the radius 0.54 m of the 48 GHz probing frequency so as to observe the influence of the
radial component on the DBS signals. The strictly poloidal motion at a velocity of 10 km/s
was studied. The 2D maps of the signals for the 39 GHz (left in Figure 16) and 55 GHz
(right in Figure 16) were calculated.

Figure 16. Two-dimensional DBS signal map for the circular filament positioned at the 48 GHz prob-
ing frequency: (left) 39 GHz, (right) 55 GHz probing frequency. The red line indicates the trajectory.

The differences in the signals at various probing frequencies (or radii) were investi-
gated and are presented in Figure 17. The blue line corresponds to the 39 GHz probing
frequency, while the red one corresponds to 55 GHz. One may observe that the signals
differed in amplitude and frequency in the spectra on the right. There was a shift of 3 ms
between the two signals, with the 39 GHz signal forming earlier than the 55 GHz one. This
shift cannot be explained by the motion in the radial direction, however there is data to
explain this phenomenon. It is believed to be associated with the stretching and tilt of
turbulence eddies [22].
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Figure 17. (left) DBS signals; (right) calculated spectra for the signal on the left. The blue lines
correspond to the 39 GHz probing frequency, and the red lines correspond to 55 GHz.

These parameters were also calculated for the case of an added radial velocity of
10 km/s with the circular filament moving in the direction of the increasing radius. The 2D
maps of the DBS signals for the 39 GHz (left) and 55 GHz (right) probing frequencies are
presented in Figure 18.

 
Figure 18. Two-dimensional DBS signal map for the circular filament positioned at the 48 GHz prob-
ing frequency: (left) 39 GHz; (right) 55 GHz probing frequency. The red line indicates the trajectory.

The signals for the 39 and 55 GHz frequencies were extracted from the 2D maps in
Figure 18. They are presented in Figure 19. Just as in the previous scenario, the amplitude
of the 39 GHz signal was smaller than the 55 GHz one. In the spectrum on the right, one
can see that the value of the 39 GHz signal frequency is now around 510 kHz rather than
450 kHz as was the case in the purely poloidal motion scenario. The shift between the two
signals was also different with the radial motion introduced. The 55 GHz frequency signal
now forms earlier than the 39 GHz one with a 7 ms delay. This is explained by the motion
of the filament from the inner to the outer plasma regions. The 7 ms value was larger than
the 3 ms delay between the signals in the case of the poloidal motion, meaning that the
turbulence stretching and tilt cannot be playing the only key role in the formation of the
DBS signal.
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Figure 19. (left) DBS signals; (right) calculated spectra for the signal on the left. The blue lines
correspond to the 39 GHz probing frequency, and the red line corresponds to 55 GHz.

4. Strip Filaments

The circular model for filaments was unable to explain several types of detected
filaments. This raised questions as to what other models could be applied and investigated.
For instance, there were observations of filaments radially localized in a large area with
no delay between the detected filaments between DBS channels. This led to the idea of
introducing filaments in the form of a strip stretching across the whole box where the
modelling takes place. This ensured that the influence of the filament could be, to some
extent, observed in a wide range of radii. Figure 20 presents the density perturbations
with the strip model filament introduced on top of the bulk plasma density spanning the
radial direction at a set poloidal coordinate. Additionally, the electric field distribution
is presented.

 

Figure 20. Density perturbations with an introduced strip filament (yellow vertical line). The electric
field distribution is also presented.

DBS signals were calculated for the conditions, and the parameters are presented in
Table 4. An example of the obtained signals is presented in Figure 21. Two cases were
analyzed with the red line representing the linear one (1% filament amplitude), and the
blue line—the non-linear case (100% filament amplitude). One may observe that there was
a delay between the development of the filament in the non-linear regime in comparison to
the linear one.
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Figure 21. The DBS signal for the strip filament. Red line corresponds to the filament with an
amplitude of 1% of density at cutoff of the probing wave 48 GHz where the filament was positioned,
and the blue line corresponds to an amplitude of 100%.

This model was also compared to the filaments observed in Globus-M, and the results
are presented in Figure 22. The calculated signal for the filament in the form of a strip
with a width of 1.5 cm and amplitude of 1% is shown in red, while the black lines are the
experimental data collected using DBS. The main issue with this model was the fact that
the modelled signal was shorter than the signal in the experiment. Additionally, in the
experiment, the frequency of the signal changed for different probing frequencies, while
that did not take place in the calculations.

Figure 22. Experimental DBS signals (black lines) and calculated DBS signals for a strip filament
model (red lines) for different probing frequencies.
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5. Stretched Filaments

Experiments on various tokamaks have highlighted that filaments of other shapes can
form in plasma [18]. The gathered data showed that filaments can stretch in both the radial
and poloidal directions. This has caused interest, as some filaments observed in Globus-M2
could not be explained by the circular and strip filament models. The filament density
used for the performed simulations is presented in Figure 23. For comparison, the circular
filament is shown in the middle, and the stretched filaments are shown on either side of it.
For a given size of the filament, it was stretched with proportions of 1:2 or 1:4.
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Figure 23. Filament density distribution: (left) radially stretched, (middle) circular, and
(right) poloidally stretched filament.

5.1. Radially Stretched Filaments

The radially stretched filament with proportions of 1:2 was compared to the circular
one. Differently sized filaments and amplitudes (linear and non-linear regimes) were
investigated. The filaments were positioned at the cut-off radius of the 48 GHz probing
frequency, and the signals for the 48 GHz frequency were obtained. The filament moved
poloidally at a set velocity of 10 km/s. Figure 24 depicts the signals and amplitude for
various conditions that were compared. The signal amplitude for the stretched filament
was always greater. In the linear case (1% amplitude) there was no delay between the
signals of the circular and stretched filament, while in the non-linear case (50% amplitude)
a time offset was clearly visible, where the stretched filament signal developed later. The
blue dashed vertical line can be used to observe this phenomenon.
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Figure 24. DBS signals (bold lines) and amplitude (regular lines) for the circular filament (black lines)
and radially stretched filament (red lines): (left) filament amplitude of 0.1% of density at cutoff of
the probing wave 48 GHz where the filament was positioned; (right) filament amplitude of 50%.
Different filament diameters: (top) 0.5 cm, (middle) 1.5 cm, and (bottom) 3 cm.

180



Sensors 2022, 22, 9441

The change in signal frequency was also of interest, so the spectra for the signals
presented in Figure 24 were calculated. In Figure 25, the spectra of the filament with a
0.5 cm diameter for the linear (left) and non-linear (right) cases are presented. The circular
filament frequency (black line) did not change with the transition from the linear to the
non-linear regime, but the stretched filament frequency was always slightly larger and
grew even more for the 50% amplitude.

 
Figure 25. Spectrum of DBS signals for the 0.5 cm filament: (left) filament amplitude of 0.1% of
density at cutoff of the probing wave 48 GHz where the filament was positioned; (right) amplitude of
50%. The black lines correspond to the circular filament, and the red lines correspond to the radially
stretched filament.

The largest filament with a 3 cm diameter is presented in Figure 26. The frequency in
the linear case (0.1% amplitude) was smaller, with it being the same for the circular and
stretched filaments. For the 50% amplitude case, the frequency was greater, with a value
of 704 kHz, and its values were closer for the circular and stretched filaments. This was
similar to the 1.5 cm filament.

Figure 26. Spectrum of the DBS signals for the 3 cm filament: (left) filament amplitude of 0.1% of
density at cutoff of the probing wave 48 GHz where the filament was positioned; (right) filament
amplitude of 50%. The black lines correspond to the circular filament, and the red lines correspond to
the radially stretched filament.

Signals for several probing frequencies were obtained and are presented in Figure 27.
The filament was positioned at the cut-off radius for 48 GHz, and the signals for frequencies
48, 39, 29, and 20 GHz (DBS system in Globus-M/M2) were investigated. The filament
moved poloidally at a set velocity of 10 km/s. The circular (black line), slightly stretched
with 1:2 proportions (red line), and very stretched with 1:4 proportions (green line) filaments
are presented. The diameter of the filament was 1.5 cm, and the amplitude was 1% of the
density at cutoff of the probing wave (the linear case). The signals showed that, depending
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on the level of stretching of the filament, the number of signals that reacted to it changed.
The more stretched the filament, the more channels formed peaks. This was similar to the
strip model, where the signals on all channels were formed. The radially stretched filament
could potentially be used to explain the experimentally observed filaments found on only
two or three DBS signals.
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− 

− 
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Figure 27. DBS signals for several probing frequencies. The circular (black line), slightly stretched with
1:2 proportions (red line), and very stretched with 1:4 proportions (green line) filaments are presented.

When analyzing the dependency of the signal amplitude, frequency, and velocity
on the probing frequency in the linear case (0.1% amplitude) presented in Figure 28, the
conclusion was that the radially stretched filament had the same dependencies, and even
values, as the circular filament of the same size. The main difference was the signal
amplitude for the 3 cm filament (blue line on the left). The amplitude values implied that it
could potentially be detected by a lower range of probing frequencies of 20–45 GHz. The
velocity on the right was very similar to the circular case, with the stretched filament with
a diameter of 0.5 cm having the closest values to the set 10 km/s (olive-green line), and the
others being lower in value.
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Figure 28. For the radially stretched filament with an amplitude of 0.1%: (left) dependency of the
DBS signal amplitude (bold lines with scale on the left) and frequency (lines with pentagon shapes
with scale on the right) on the probing frequency; (right) dependency of the calculated velocity
on the probing frequency. The navy-blue lines are the circular filament with a 3 cm diameter, the
wine-red are that of 1.5 cm, and the olive-green are that of 0.5 cm. The black vertical lines indicate
the probing frequencies available in Globus-M2, and the vertical orange dashed line indicates the
position of the filament at cutoff of the 48 GHz probing wave. The horizontal line marks the set
10 km/s filament velocity.

This remains true for the non-linear case with a 50% amplitude of the filament pre-
sented in Figure 29. The values of both the signal amplitude, frequency, and velocity were
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very similar in behavior for all the filament sizes (also observable for the circular filaments).
The velocity vales for all the sizes were slightly larger than the expected 10 km/s after the
40 GHz frequency.
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Figure 29. For the radially stretched filament with an amplitude of 50%: (left) dependency of the
DBS signal amplitude (bold lines with scale on the left) and frequency (lines with pentagon shapes
with scale on the right) on the probing frequency; (right) dependency of the calculated velocity
on the probing frequency. The navy-blue lines are the circular filament with a 3 cm diameter, the
wine-red are that of 1.5 cm, and the olive-green are that of 0.5 cm. The black vertical lines indicate
the probing frequencies available in Globus-M2, and the vertical orange dashed line indicates the
position of the filament at cutoff of the 48 GHz probing wave. The horizontal line marks the set
10 km/s filament velocity.

5.2. Poloidally Stretched Filaments

The poloidally stretched filaments with proportions of 1:2 and 1:4 were compared to
the circular one. The DBS signals were calculated for the differently sized filaments and
regimes. The filament was positioned at the cut-off radius for the 48 GHz probing frequency,
and the signals for this frequency were obtained. It was set to move poloidally at a given
velocity of 10 km/s. Figure 30 depicts the obtained signals. The signal amplitude for the
poloidally stretched filament (red and green lines) decreased the more it was stretched
compared to the circular filament (black line). It can also be said that while in the linear
case (top) there was no delay between the signals, in the non-linear case (bottom) a time
off-set was clearly visible where the stretched filament signal developed several ms later.
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Figure 30. DBS signals for circular (black line), slightly poloidally stretched with 1:2 proportions (red
line), and very poloidally stretched with 1:4 proportions (green line) filaments of 0.5 cm diameter:
(top) amplitude of 0.1% of density at cutoff of the probing wave 48 GHz where the filament was
positioned; (bottom) amplitude of 50%.
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The behavior of the signal amplitude and Doppler frequency is presented in Figure 31.
The poloidally stretched filament exhibited behavior that differed from the circular and
radially stretched filaments of the same size. Judging by the calculated values of the
amplitude of the 3 cm (bold blue line) and 1.5 cm (bold red line) filaments, one can come to
the conclusion that no probing frequency signal would be able to detect them; however,
for the 45–60 GHz frequencies, it was possible to observe the 0.5 cm poloidally stretched
filament (bold green line). The frequencies and velocities were also calculated. Only the
values for the 0.5 cm filament were close to the 10 km/s value after the 42 GHz probing
frequency, with the 1.5 cm and 3 cm filaments having velocities significantly lower than the
expected value.

 

− 

− 

− 

− 

− 

− 

− 

− 

− 

− 

− 

− 

− 

− 

− 

− 

Figure 31. For the poloidally stretched filament with an amplitude of 0.1%: (left) dependency of the
DBS signal amplitude (bold lines with scale on the left) and frequency (lines with pentagon shapes
with scale on the right) on the probing frequency; (right) dependency of the calculated velocity
on the probing frequency. The navy-blue lines are the circular filament with a 3 cm diameter, the
wine-red are that of 1.5 cm, and the olive-green are that of 0.5 cm. The black vertical lines indicate
the probing frequencies available in Globus-M2, and the vertical orange dashed line indicates the
position of the filament at cutoff of the 48 GHz probing wave. The horizontal line marks the set
10 km/s filament velocity.

The non-linear case yielded different results, which are presented in Figure 32. The
signal amplitude values were similar for all the probing frequencies, with the 45–70 GHz
channels being able to detect the filament positioned at the 48 GHz cut-off radius. For
the smaller probing frequencies, the Doppler shift values for the largest 3 cm filament
differed from the 1.5 cm and 0.5 cm ones, which behaved similarly throughout. For probing
frequencies below 48 GHz, the velocity had values that differed greatly from the anticipated
10 km/s; however, for channels deeper than 48 GHz, the values remained close to 10 km/s.

The transition from linear (lower than 50%) to non-linear (higher than 50%) was
investigated for the poloidally stretched filament, as the DBS signals exhibited interesting
characteristics that differed from all the previous cases. Figure 33 depicts the performed
calculations and analysis for the 48 GHz probing frequency signal where the filament was
positioned. The top figure shows the signal amplitude behavior, while the bottom one
shows the signal frequency. The colors of the lines correspond to different filament sizes
(blue line—3 cm diameter, red line—1.5 cm, and green line—0.5 cm), and the different
symbols represent the degree of stretching (squares—circular filament, pentagon—stretched
filament with proportions of 1:2, and stars—stretched filament with proportions of 1:4).
In the linear case, the signal amplitude was larger the closer the filament size was to half
the wavelength of the probing frequency near the cut-off position. This was in line with
the Born approximation prediction. In the non-linear case, everything looked different.
For the 1:2 poloidally stretched filament, as well as for the circular filament, the amplitude
became larger the more its size increased and was similar in value, despite the poloidal
size of the stretched filaments (6 cm) being much larger than half the wavelength. Only for
the fourfold stretched filament did the tendency of the signal amplitude to decrease remain
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after its size changed from the optimal scattering size. The frequency in the linear case was
inversely dependent on the size of the poloidal size of the filament; the smaller the length,
the higher the frequency. Thus, the minimum frequency was achieved at the maximum size
of the filament. This, together with the amplitude behavior of the signal, can be explained
by the finite wavenumber resolution of the DBS diagnostics. So, in the presence of plasma
fluctuations, the velocity determined using DBS will be significantly underestimated in
relation to its true value only for filaments of large scale. In the non-linear case, there is a
tendency to align all frequencies close to the frequencies that can be obtained in the linear
case where the filament is appropriate in size. However, for very high elongation (1:4), the
frequency remained too small even for very large amplitudes of filament. In addition, for
the large circular filament, the frequency was generally overestimated.
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Figure 32. For the poloidally stretched filament with an amplitude of 50%: (left) dependency of the
DBS signal amplitude (bold lines with scale on the left) and frequency (lines with pentagon shapes
with scale on the right) on the probing frequency; (right) dependency of the calculated velocity
on the probing frequency. The navy-blue lines are the circular filament with a 3 cm diameter, the
wine-red are that of 1.5 cm, and the olive-green are that of 0.5 cm. The black vertical lines indicate
the probing frequencies available in Globus-M2, and the vertical orange dashed line indicates the
position of the filament at cutoff of the 48 GHz probing wave. The horizontal line marks the set
10 km/s filament velocity.
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Figure 33. The dependency of the (top) signal amplitude and (bottom) signal frequency on filament
amplitude. The blue lines correspond to 3 cm diameter filaments, the red lines correspond to 1.5 cm,
and the green lines correspond to 0.5 cm. The lines with the squares correspond to the circular
filament, the lines with pentagon shapes—poloidally stretched filament with proportions of 1:2, and
the lines with stars—poloidally stretched filament with proportions of 1:4.
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6. Low-Density Profile

This section is devoted to the analysis of DBS signals for the conditions described in
previous sections, but for a different electron density profile with density values lower than
the one analyzed earlier. The experimental plasma density profile used for the computations
is presented in Figure 34 and has values reaching ne = 4.4 × 10−19 m−3 at y = 0.15 m (shot
no. 36569 at Globus-M).
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Figure 34. Experimental electron density profile for Globus-M2.

The DBS signals were analyzed to see which channels of the reflectometer would
be able to detect the forming filament. The frequency range remained the same, which
led to the cut-off being shifted to deeper areas. It turned out that in both the linear
(left in Figure 35) and non-linear cases (right in Figure 35), the filaments were visible for
a smaller range of probing frequencies. This was indicated by the fact that the solid line
profiles (low density profile) were more narrow than the dashed lines for all the filament
sizes and forms. In the linear case, this was due to the cut-off positions shifting further
away from the filament position compared to the high-density case. For the non-linear
case, the observations can be explained by the same effect. All the characteristics of the
filament discussed earlier were investigated, and no changes were revealed except for the
localization shown.

Figure 35. The dependency of the signal amplitude on different probing frequencies for the high-
density profile from Figure 1 (dashed lines) and low-density profile from Figure 34 (regular lines):
(left) filaments with an amplitude of 0.1% of density at cutoff of the probing wave 48 GHz where the
filament was positioned; (right) filament with an amplitude of 50%. The blue lines correspond to
3 cm diameter filaments, the red lines correspond to 1.5 cm, and the green lines correspond to 0.5 cm.
Different proportions of stretching of the filaments are presented in the figure.
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7. Real Globus-M2 Geometry

Apart from the modelling performed in slab geometry, which was presented and
discussed in detail in all the previous sections, the real Globus-M/M2 geometry was
investigated. The question of its effects on the observable phenomena and DBS signals
was raised, which is why additional simulations were performed to compare the two
scenarios. The circular filament motion was along the magnetic field lines of the Globus-
M/M2 tokamak at a constant velocity in the poloidal direction. To obtain this information,
the experimental data of magnetic equilibrium (EFIT) and electron density (Thomson
diagnostic) were used. A circular filament with a diameter of 3 cm and amplitudes of
1% (linear case) and 50% (non-linear case) was modelled. The filament was positioned at
the cut-off of the 20 GHz probing frequency where the filament was generally observed.

The obtained DBS signals are presented in Figure 36. They were obtained for the
20 GHz frequency (left) where the filament was positioned and 48 GHz (right). For better
comparison, the maximum signal amplitude was normalized. The signal for the filament
with the higher amplitude of 50% developed earlier than the signal for the 1% filament.
This was also the case for slab geometry simulations.

 
Figure 36. DBS signals calculated for the real Globus-M geometry (left) for the 20 GHz probing fre-
quency and (right) for 48 GHz frequency. The regular lines correspond to filaments with amplitudes
of 1% of density at cutoff of the probing wave, and the dashed lines correspond to filaments with
amplitudes of 50% of density at cutoff of the probing wave.

8. Conclusions

Two-dimensional full-wave simulations of backscattering off filaments were per-
formed using the code IPF-FD3D to understand what kind of information about filaments
can be extrapolated from signals of Doppler backscattering diagnostics. The DBS systems
installed in Globus-M2 were analyzed, and different real experimental scenarios were
examined. Computations were performed for a range of probing frequencies from 20 to
75 GHz of electromagnetic waves in O-mode

A circular filament was investigated in slab geometry. Different values of size, ampli-
tude, position, and probing frequencies were analyzed. It was found that after a certain
critical size of the circular filament was reached, a significant delay in the formation of
the filament between the low and high amplitude case was seen. In addition, the signal
frequency significantly increased after the transition to the non-linear regime. In the linear
case, DBS was only able to detect the filaments using probing frequencies of 40–55 GHz,
and the velocity values were accurate for 35–75 GHz frequencies for small filaments. For the
non-linear case, the results indicated that the filaments were observable using a wider range
of probing frequencies of 45–65 GHz, and the velocity for all the filament sizes was above
the set value for deeper channels. In the linear and non-linear case, the signal frequency
coincided with the frequency predicted by the formula for the Doppler shift in the Born
approximation when the filament was positioned in the cut off of the given frequency, but
it was lower as the position of the filament changed. The delay between different signals
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can be explained by the stretching and tilt of turbulence eddies or the introduction of the
radial velocity.

Filaments in the form of a strip stretching across the whole box were modelled. There
was a delay in the signals between the development of the filament in the non-linear regime
in comparison to the linear one.

A radially stretched filament was investigated. In the linear case, there was no delay
between the signals of the circular and stretched filaments, while in the non-linear case,
a time offset was present, as the stretched filament signal developed later. It was found
that the more stretched the filament, the more channels formed peaks. This was similar to
the strip model. The radially stretched filament could potentially be used to explain the
experimentally observed filaments found on only two or three DBS signals. In the linear
and non-linear cases, the radially stretched filament had similar dependencies and values
as the circular filament of the same size. The filament could potentially be detected by a
lower range of probing frequencies of 20–45 GHz.

A poloidally stretched filament was investigated. In the linear case, there was no delay
between the signals of the stretched and circular filaments, but in the non-linear case, a time
off-set was presented, with the stretched filament signal developing several ms later. No
probing frequency signal was able to detect large filaments; however, for the 45–60 GHz
frequencies, it was possible to observe small filaments. Only the values for the small
filament were close to the set value after the 42 GHz probing frequency, but others had
significantly lower velocities. In the non-linear case, the 45–70 GHz channels were able to
detect the filament positioned at the 48 GHz cut-off radius. For probing frequencies below
48 GHz, the velocity had values that differed greatly from the anticipated one; however, for
channels deeper than 48 GHz, the values remained close to the set value.

For a low-density profile, in the linear and non-linear cases, the filaments were visible
for a smaller range of probing frequencies. This was due to the cut-off positions shifting
further away from the filament position compared to the high-density case.

The real Globus-M/M2 geometry was investigated. A circular filament moving along
the magnetic lines in the poloidal direction was modelled. The signals in this case did not
differ significantly from what was obtained in the slab geometry.

The next step in the study and modeling of the behavior of filaments in plasma includes
more detailed calculations in the real geometry of the Globus-M2 tokamak to investigate
the effect of magnetic field curvature on the resulting signals in the case of more complex
filament forms and trajectories. Apart from that, when modelling filaments, background
plasma turbulence will be introduced using the codes GENE and GKW. The effect of the
tilting of filaments due to the presence of a shear will be studied. In addition, the results
will be compared with DBS data collected during a specially designed experiment. Machine
learning technologies will be applied to develop the process of recognizing filaments in
experimental DBS signals.
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Abstract: The European Shock Tube for High-Enthalpy Research is a new state-of-the-art facility,
tailored for the reproduction of spacecraft planetary entries in support of future European exploration
missions, developed by an international consortium led by Instituto de Plasmas e Fusão Nuclear
and funded by the European Space Agency. Deployed state-of-the-art diagnostics include vacuum-
ultraviolet to ultraviolet, visible, and mid-infrared optical spectroscopy setups, and a microwave
interferometry setup. This work examines the specifications and requirements for high-speed flow
measurements, and discusses the design choices for the main diagnostics. The spectroscopy setup
covers a spectral window between 120 and 5000 nm, and the microwave interferometer can measure
electron densities up to 1.5 ×1020 electrons/m3. The main design drivers and technological choices
derived from the requirements are discussed in detail herein.

Keywords: atmospheric entry; shock tube; streak camera; vacuum ultraviolet; visible; infrared;
microwave interferometry

1. Introduction

Entry, descent and landing (EDL) is one of the most challenging mission phases
for planetary exploration/Earth return spacecrafts, as one needs to ensure the safe and
appropriate deceleration of a spacecraft until the soft landing at ground level.

Besides all the specific technological challenges related to the late stages of deceleration
(descent and landing), with the definition of appropriate glide systems, parachutes, and
landing systems (retropropulsion, inflatables or crushable structures), the atmospheric
entry phase remains one of the most complex phases to be tackled. This flight phase occurs
at extreme hypersonic speeds with strong deceleration and high heating rates, owing to
the so-called atmospheric entry plasmas, which are created downstream of strong, detached
shock waves typical of hypersonic flow regimes.

These shock waves convert the coherent energy of the flow into thermal agitation
energy, impulsively heating it and triggering the internal excitation, dissociation and ion-
ization of the flow species in severe nonequilibrium conditions, ultimately leading to the
formation of the entry plasma. This nonequilibrium plasma also radiates significantly be-
sides strongly convecting heat towards the colder spacecraft walls, triggering endothermic
surface reactions, which, in general, lead to the ablation of the wall surfaces, which are
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protected by a thermal protection system (TPS). The precise knowledge of the physical–
chemical properties for such plasmas is accordingly key to the efficient design of such TPS
systems, among other aspects (aerodynamics, flight stability, blackout issues, etc.).

Ground Testing

A shock tube is a facility designed to create a high temperature gas flow during a
short time interval. It is comprised of a high pressure driver section and a low pressure
driven section separated by a diaphragm. At a pre-determined pressure, the diaphragm
ruptures, and the pressure discontinuity creates a shock wave moving towards the low
pressure side. The shock wave will then excite the driven gas, forming a plasma. A simple
single-stage shock tube typically cannot generate shocks speeds in excess of 10 km/s,
typical of superorbital entries. To overcome this limitation, a double stage shock tube can
be deployed, wherein an intermediate section between the driver and the test section is
present, acting as a compression/acceleration tube.

Shock tubes are the most faithful facilities for adequately reproducing post-shock
conditions for such flows, either directly reproducing the stagnation line flow (behind
a normal shock), or indirectly reproducing the other forebody flow regions (behind an
oblique shock) by means of straightforward correlations [1]. Such impulsive facilities are
complementary with other steady-state plasma wind tunnels, which can, in turn, reproduce
the conditions near the spacecraft walls, or afterbody expansions (note that shock tubes
may also be deployed as impulsive wind-tunnel facilities, see Ref. [2] for more details).
These facilities may also reproduce such flow conditions more approximately, owing to
their different plasma excitation mechanism (electromagnetic field), whereas the excitation
mechanism in a shock tube is the exact same one as that in flight conditions (shock wave).
Figure 1 schematically shows the range of applicability for the different facilities. In short,
shock tubes are (among others) key facilities in the planetary entry research ecosystem of
space-faring nations.

Akin to the other world’s space agencies, the European Space Agency (ESA) supports
fundamental and applied research on atmospheric entry plasmas to advance European
planetary exploration endeavors. The earliest concerted studies on atmospheric entry flows
at European level were carried out in the scope of the HERMES space shuttle development
program [3], where two shock tube facilities were developed to support this endeavor: the
HEG shock tube at Göttingen, which acted as an aerodynamic shock tube facility [4], and
the TCM2 shock tube at Marseilles, which was devoted to fundamental studies on kinetic
and radiative shock-induced processes [5]. The latter could only reach velocities of about
8–9 km/s, which was enough for reproducing a return from Earth’s orbit, the Huygens
mission (which successfully entered Titan at a velocity of 5.15 km/s in 2004) [6–8] or
Mars exploration missions [9–11], but not enough for recreating an Earth superorbital entry
(11–12 km/s) [12]. However, the renewed ambitions at the beginning of the century, namely
the Mars Sample Return mission, required a higher performance facility. In consequence, a
competitive tender for the development of a novel facility was launched by ESA in 2009.
This competition was won by an international consortium led by the Institute for Plasmas
and Nuclear Fusion (IPFN), a research unit of Instituto Superior Técnico (IST) [13,14]. The
European Shock Tube for High-Enthalpy Research (ESTHER) was developed in the scope
of this contract and is in its final commissioning phase [15].

Such a higher performance shock tube facility requires state-of-the-art instrumentation.
Atmospheric entry plasmas are very energetic, and thus radiate very strongly in a broad
range of wavelengths. Spectroscopy is therefore a key diagnostic for probing such plasmas,
also taking into account that these diagnostics are non-intrusive in nature, hence not
disturbing the flow. Measurements of time-dependent emission/absorption in specific
wavelength ranges allow probing for specific atomic and molecular quantum transitions,
and may indirectly provide information on the time evolution of species concentrations
(relative or absolute depending on the setup calibration), as well as flow and species
temperatures, providing indication of departures from Boltzmann equilibrium. A direct
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measurement of the overall time-dependent radiative fluxes (in W cm−2) emitted by the
shock wave factors in the TPS design, which needs to withstand the overall convective
and radiative fluxes of the flow during the whole entry phase. Measurements carried out
in the past were mostly restricted to optical emission spectroscopy from the near-UV to
near-IR range, which encompassed most of the spectral features of interest in this velocity
region [16–18]. However, at higher velocities, the more prominent radiative features move
towards the ultraviolet-vacuum ultraviolet (UV-VUV) region, while on the other side,
Mars entries also have peculiar radiative heating characteristics with a prominence in the
mid-wave infrared (MWIR) [19]. Accordingly, two companion contracts were awarded to
the consortium for the development of additional optical spectroscopy setups, one in the
UV-VUV and another in the MWIR region.

Plasma Wind Tunnels

Shock Tubes

Figure 1. Schematic plot outlining the applicability range of ground test facilities for reproducing
the different regions of an atmospheric entry flow. Shock tubes directly reproduce the stagnation
streamline region where the heat fluxes are typically peaked (red dot), or other flow streamlines in
the forebody (black dot and streamline). Free plasma plumes from wind tunnels are tailored for
reproducing expansion regions (large violet circle), or surface ablation if an obstacle is placed inside
the plume (blue dot and line). The plasma plume images (with and without obstacles) are taken from
the SR5 arcjet plasma wind tunnel [20]. The simulated flowfield is adapted from a previous work
reproducing the 1995 Jupiter entry by the Galileo probe [21].

Knowledge on the electronic densities of such plasmas is also a key parameter, as it
drives the excitation of radiative states of the flowing species, via electron-impact excitation
reactions. Information of heavy species excitation states is also important for the design of
TPS [22], as heavy species will heat the wall through convective and radiative heat transfers,
possibly endangering the spacecraft if such fluxes exceed the engineering limits [23]. The
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electron density may be inferred either through spectroscopic methods (Stark broadening
techniques [24,25]), or through microwave interferometry techniques. Although these
are, to date, not as developed as the formerly discussed optical spectroscopy diagnostics,
several proofs of concept for such diagnostics have been demonstrated, and one may expect
such techniques to be more vigorously deployed in the near future [26].

2. Materials and Methods

This section discusses the operational requirements of shock facilities in terms of shock
speeds and ambient pressure, followed by the general requirements for optical spectroscopy
measurements. Then, it discusses existing shock tube facilities for atmospheric entry studies,
including our own and its expected performance. It then concludes with a more detailed
discussion on the requirements for time-dependent optical spectroscopy and microwave
interferometry for radiation and electron density measurements, respectively.

2.1. General Specifications and Requirements

Entry conditions are determined by the spacecraft’s orbit into the planet gravitational
field. These are then reproduced in key points (typically the peak heating and peak
dynamic pressure points), which are obtained through semi-empirical expressions [27,28]
on adequate ground test facilities, such as ESTHER. Figure 2 shows the spacecrafts entry
conditions in different atmospheres and the corresponding experimental points for different
shock tube facilities.

Figure 2. Entry conditions for different spacecrafts. Space Shuttle, Apollo and Return mission in
Earth (N2-O2); Mars Science Lab, Mars Pathfinder, ExoMars, Phoenix and Viking in Mars (N2-CO2);
and Huygens in Titan (N2-CH4). Adapted from [29].

Once the key trajectory points are known, one may estimate the post-shock tem-
peratures that are reached using simple thermodynamic correlations. Namely, the total
stagnation enthalpy hstag of a shock wave system may be expressed as the sum of the
internal enthalpy h, and a kinetic term v2/2 due to the flow velocity [30]. The stagnation
enthalpy of the system pre- h0 and post-shock h1 can be assumed to be conserved, yielding
Equations (1) and (2):

hstag = h +
v2

2
= const. (1)

h0 +
v2

0
2

= h1 +
v2

1
2

(2)
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Prior to the arrival of the shock wave, the gas is in chemical equilibrium at a low
temperature, around 300 K for a shock tube experiment, where the kinetic energy term is
dominant on the left-hand side of Equation (2) v2

0/2 � h0. After the shock, most of the
kinetic energy is converted into thermal energy, which both excites the internal energy
modes and heats up the gas. Thus, on the right-hand side of Equation (2), the internal
energy term is dominant over the kinetic one h1 � v2

1/2. These approximations yield
Equation (3), with cp as the gas specific heat capacity at constant pressure:

v2
0

2
≈ h1 = cpTeq . (3)

The gas total specific heat capacity can be split into two contributions, a constant frozen-
gas term cp f (for an ideal gas), and a contribution from the internal degrees of freedom:

cp = cp f + ∑
i

hi

(
∂ci
∂T

)
p

. (4)

Inserting Equation (4) into (2), and solving for T, we obtain Equation (5a) and both its
upper and lower temperature limits, Tmax (5b) and Teq (5c), respectively.

T =
h

cp f + ∑i hi

(
∂ci
∂T

)
p

(5a)

Tmax =

√
v2

0
2cp f

(5b)

Teq =
v2

0
2cp(Teq)

=
h

cp f + ∑i hi

(
∂ci

∂Teq

)
p

(5c)

The expected post-shock temperature range of the gas is shown in Figure 3. The upper
limit (full line) is the so-called frozen limit, where all the chemical reactions are ignored,
and thus cp = cp f ; the lower limit (dashed line) is the final temperature after chemical
equilibrium is reached. Chemical equilibrium temperatures have been computed using our
in-house aerothermodynamics code SPARK.

Figure 3. Temperature range for different entry conditions and atmospheres. Upper and lower limits
correspond to a calorifically perfect and chemical equilibrium gas, respectively.

195



Sensors 2023, 23, 6027

Figure 4 depicts the radiation wavelength distribution of a Planck blackbody at dif-
ferent temperatures. As the temperature increases, so does the emitted radiation power
with T4, in line with the law of Stefan–Boltzmann. In addition to this, the peak wavelength
of the emitted radiation λpeak moves to the shorter wavelengths following Wien’s law
λpeak ∝ 1/T [31].

Figure 4. Planck blackbody emission wavelength distribution for various temperatures.

Typically, atmospheric entries occur at a gas pressure low enough that the emitted
radiation cannot be assumed to be in equilibrium and treated as a blackbody, yet this
assumption provides an upper limit for the emitted radiation over the whole spectral
range. In general, the plasma is optically thin, and the discrete radiation spectrum is in
strong non-Boltzmann equilibrium. The dominant spectral features will depend on the gas
chemical composition and pressure, as well as the temperature (derived from the shock
velocity). Entries faster than 7 km/s will usually ionize the gas and thus emit radiation
in the ultraviolet region. Slower entries can only excite the molecular internal vibration
levels, which radiate in the infrared region. Figure 5 shows the most important emission
regions for typical planetary entries, which is based on experimental data from previous
shock tube campaigns by different teams all around the world. Data for Earth, Mars and
Venus radiative transitions were taken from [17,32], Bose et al. [33], and Cruden et al. [34],
respectively. Data for Jupiter were adapted from the work of Cruden and Bogdanoff in [35].
Neptune data were taken from [36,37]. Titan data were reported by Magin et al. [38].

As expected, the radiative features for these different classes of entry flows are quite
rich, with a great deal of measured atomic transitions in the VUV region (120–200 nm), the
Balmer series of H in the visible, and the O atomic lines in the near-IR region (at 777 nm
and at 849 nm, respectively). Molecular radiation features are also very rich, with many
emitting systems from C2, CH, CN and N2 all over the visible range, and H2, CO and NO
emitting in the VUV range. For the IR, one typically observes emission from the different
rovibrational bands of CO and CO2 from 1.5 μm to over 5 μm. These spectral features may
now guide us into selecting the appropriate measurement setup.
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Figure 5. Emission region of different gas species in typical entry conditions for different planets.
Observed atomic lines are explicitly presented for their measured wavelengths. Typically, molecular
bands have strong bandhead peaks, with more diffuse tails in the neighbouring regions. To provide
an estimate of the spectral regions where these bands may be emitting, we ran the in-house spectral
line-by-line code SPARK [39,40] with a representative temperature of T = 5000 K. We represent the
bandheads with a stronger color, and the tails with the same faded-out color. The band heads/tail
intensity ratio is taken as a factor of 100.

2.2. Operational Shock Tube Facilities for Fast Atmospheric Entries

Reynier et al. provide a detailed review on hypersonic facilities in [41,42]. Currently,
the only ground test facilities capable of achieving superorbital velocities (above 10 km/s)
are Ames Electric Arc Shock Tube (EAST—Moffett Field, CA, USA); X2 and X3 expan-
sion tubes (Brisbane, Queensland, Australia); CUBRC LENS XX expansion tube (Buffalo,
NY, USA); Hyper Velocity Shock Tube (HVST—Tokyo, Japan); TsAGI ADST shock tube
(Moscow, Russia); and the T6 Stalker tunnel (Oxford, UK). Typically, shock tubes use
emission spectroscopy to determine the chemical composition of the gas behind the shock
wave in its non-equilibrium state. Chemical species concentrations may be determined via
absorption spectroscopy. The electron density may be estimated via an indirect method,
such as the Stark broadening of some emission lines. Nonetheless, some facilities use
microwave interferometry to directly measure the electron density behind a shock wave.
Electrostatic (Langmuir) probes are simple diagnostics used for electron density and tem-
perature measurements [43]. However, these are intrusive diagnostics which perturb the
flow in the diagnostics region and are damaged by it. Therefore, these drawbacks preclude
its use in a shock tube.

EAST [24,44,45] at NASA Ames is equipped with time-of-arrival sensors to have a
high-resolution velocity measurement. A long slot optical window is present for shock
imaging via spectroscopic instrumentation. A total of four different sets of optics, each with
its own spectrometer, perform the imaging at the same axial location. The spectrometers
are selected as a function of the region of interest of the electromagnetic spectrum, which
itself depends on the shock wave velocity, test gas pressure, and chemical composition.
The regions are generally classified as vacuum ultraviolet (120–200 nm), ultraviolet/visible
(200–500 nm), visible/near infrared (500–900 nm), near infrared (900–1600 nm) and mid
wave infrared (1600–5500 nm). The VUV spectroscopy equipment must operate under
vacuum conditions to prevent the ultraviolet radiation to be absorbed along its optical path,
and the optical windows must be made of MgF2 or LiF to minimize absorption.

The University of Queensland hosts three expansion tube facilities, named X1, X2 and
X3. The latter two facilities are capable of reaching superorbital velocities and produce VUV
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and UV radiation. The X2 expansion tube spectroscopy system [46–48] consists of a normal
incidence spectrometer and an intensified charge coupled device (iCCD) with a camera of
enhanced sensitivity in the VUV spectral range. The system has a theoretical resolution of
0.06 nm/pixel, and a range of 60 nm. The UV spectral region can also be observed using the
same setup. An additional visible/NIR spectroscopic system is present, with a wavelength
range of 695 to 880 nm and 0.55 nm/pixel resolution. The flow is also monitored with a
high-speed camera. Besides the emission spectroscopy diagnostics, X2 has Nd:YAG (355
and 532 nm) interferometry instrumentation equipment capable of measuring density,
ionization levels, species concentrations and temperatures [48].

The Japanese HVST [49] located in JAXA’s Chofu Aerospace Centre is a free-piston-
driven shock tube which operates in both shock and expansion tube modes. A He-Ne
laser Schlieren setup is used to detect the shock front and measure the shock wave velocity.
Three spectrometers covering the VUV to NIR spectral region are coupled to two CCD
arrays [50–53] for radiation emission spectroscopy.

The LENS XX is a hypersonic expansion tube in Buffalo, N.Y., equipped with an emis-
sion spectroscopy system [54] in the UV to visible with two gratings (1200 and 150 g/mm)
and an iCCD camera. The calibration is performed with a deuterium lamp.

T6 [55] is a Stalker shock tunnel located at the University of Oxford, which may reach
velocities up to 18 km/s for light test gases (H2-He). The emission spectroscopy setup [56]
is based on the X2 expansion tube. A series of UV-enhanced aluminum mirrors focus the
light into a spectrograph. A 550 nm longpass filter may be applied for measurements in the
red and NIR region of the spectrum. The setup can operate in the 350–850 nm range using
either gratings of 150 or 1200 g/mm.

2.2.1. The European Shock Tube for High Enthalpy Research

ESTHER is expected to reach shock wave velocities in the range of 6 to 14 km/s in air or
above 18 km/s in (H2-He mixtures [29,57]. Figure 6 depicts a schematic and a photograph
overview of ESTHER. The facility is comprised of four sections, separated from each other
by diaphragms. These are the combustion chamber driver, the compression tube, the shock
tube (also called test section) and the dump tank. A small-scale combustion driver was
previously tested in order to de-risk the development of the full-scale driver [14]. Whereas
the qualification tests of ESTHER are ongoing [15], the tests of the combustion driver were
successfully completed. The driver of ESTHER is a 47-liter cylindrical 200 mm internal
diameter combustion chamber, capable of handling He:H2:O2 or N2:H2:O2 mixtures with
filling pressures up to 100 bar and post-combustion deflagration pressures of 660 bar. The
combustion chamber and its equipment are designed to operate in deflagration (subsonic
combustion) mode. Nonetheless, the driver can withstand the detonations (supersonic
combustion), which may occasionally occur creating transient pressures up to 1.8 kbar. The
ignition of the mixture is attained using a high power Nd:YAG laser [58,59], which fires a 5
ns pulse into the chamber. The compression tube, with an internal diameter of 130 mm, is
connected to the driver via a diaphragm designed to open at a predefined pressure. Once
filled with helium at pressures between 0.01 and 1 bar, the shock wave moving along the
compression tube can reach pressures of up to 70 bar. A second diaphragm divides the
compression and the shock tube sections. The shock tube, with a 80 mm internal diameter,
is filled with the test gas mixture at pressures between 10 and 100 Pa (0.1 to 1 mbar). The
shock wave reaches velocities exceeding 10 km/s in the shock tube, leading to transient
pressures reaching up to 20 bar. Pressure sensors and optical detectors are positioned
along the shock tube to measure the shock wave velocity and trigger the time-dependent
spectroscopic measurements at the test section. Lastly, a 1000 L dump tank, separated from
the shock tube by a third diaphragm, recovers the gas flowing in the wake of the shock
wave. Following each shot, the liquid phase is drained off, and the remaining contaminated
gas mixture is evacuated by the vacuum pumps located in the shock tube section. The tube
is then opened for cleaning and diaphragm replacement.
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The facility is equipped with 20 ports at 6 different positions along the tube’s axial
direction, 4 in the compression tube section and 16 in the shock tube section (8 in the
test section). There are two measurement stations at the test section, each with four ports
located circumferentially, which allow for multiple diagnostics and measurements at the
same axial position. These optical ports have a 10 mm diameter cylindrical shape.

Figure 6. European Shock Tube for High-Enthalpy Research (ESTHER). Driver section to the left, test
section on the right side. Shock wave moves from left to right.

2.2.2. ESTHER Performance Map

The ESTHER performance map was predicted using the STAGG code (Shock Tubes
and Gas Guns), developed by Fluid Gravity Engineering Ltd. The code solves the set of
shock tube equations given the design variables (cross-section areas, length, single/two-
stage geometry) and numerical inputs of the chemical mixtures. The numerical model is
based on the works of Alpher and White [60], Walenta [61] and Mirels [62]. The gas is
assumed to be isentropic and inviscid [63] to compute the shock speed and the pressure
along the tube. Further details of this development can be found in [29]. The code was first
calibrated using the VUT-1 test data from ESA’s CO2 validation campaign [64]. The STAGG
simulations were later re-run following the driver qualification campaign, once the driver
combustion performance was assessed [57] in order to have a more realistic performance
envelope of the facility.

STAGG simulations were performed in two different modes, optimization and non-
optimization. In the first case, the compression tube pressure is adjusted to maximize shock
wave velocity at the test section, and in the latter, all input parameters are fixed and the code
solves the equations to compute the shock wave pressure, temperature and velocity [63].
Post-combustion temperatures and pressures were obtained during the driver qualification
campaign for different gas mixtures and filling pressures [65]. During this campaign, the
nominal operational mixtures were tuned to He:H2:O2 8:2:1.2–1.4 for the high-velocity
experiments (>7 km/s) and N2:H2:O2 8:2:1.4 for the low-velocity experiments (<6 km/s).
To generate the performance map, STAGG ran three sets of simulations: Helium driver
optimization; Nitrogen driver optimization; and Helium driver non-optimization. These
correspond to high (>7 km/s), low (<6 km/s) and medium (6–7 km/s) velocity regions.
The input parameters for the different sets of simulations are shown in Table 1. Maximum
performance is found when STAGG runs with optimized conditions; however, running
it in non-optimized (de-tuned) conditions is also useful to achieve lower shock velocities,
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extending the operational range. Figure 7 shows ESTHER performance simulation for
Earth’s (N2-O2) atmosphere. The envelope is drawn using the lowest and highest velocity
points of each simulation group.

Table 1. STAGG parameters for Earth (N2-O2) performance map simulation. Driver input conditions
and STAGG running mode (optimization of compression tube pressure or simple computation with
fixed conditions).

Mixture Molar
Ratios X:H2:O2

Driver Pressure
Filling-Peak

(bar)

Driver Post-
Combustion

Temperature (K)

STAGG
Conditions

Shock Wave
Velocity (km/s)

N2 10:2:1.4 10–38 1250 Optimized 4.0–5.1
N2 10:2:1.4 30–114 1250 Optimized 4.6–5.5
N2 10:2:1.4 50–190 1250 Optimized 4.8–5.8

He 8:2:1.6 5–30 2650 De-tuned 5.8–10.0
He 8:2:1.6 10–60 2650 De-tuned 6.7–10.8

He 8:2:1.6 5–30 2650 Optimized 7.3–10.2
He 8:2:1.6 10–60 2650 Optimized 8.0–10.9
He 8:2:1.2 10–61.5 2650 Optimized 8.2–11.0
He 8:2:1.2 50–334 2650 Optimized 10.3–13.2
He 8:2:1.4 100–660 2650 Optimized 11.1–13.8

Figure 7. Expected ESTHER performance envelope (test gas pressure vs. shock wave velocity) for air
(N2-O2) from STAGG code.

2.3. Optical Spectroscopy Specifications and Requirements

Section 2.1 provides us with the operational conditions, pre-shock pressure and target
speed, for our setup, and more specifically, Figure 5 provides us with the specific wave-
lengths of interest for the different gas mixtures considered in the testing. However, the
wavelength alone is not sufficient for the specification of the equipment, as one needs to
consider as well the shock speeds. These will define the acquisition time, and in turn, the
temporal/spatial resolution of the system. The design of the trigger system and of the fast
spectroscopy electronics is also influenced by the shock wave speed; the total time should
be about 20 μs at worst (for maximum operational speeds).

Another two important parameters are the spectroscopic resolution and the sensitivity
of the system. In terms of the spectroscopic resolution, typical spectroscopic systems which
work in monochromator mode try to target the best possible resolution, as they are typically
deployed in steady-state experiments, where the wavelength can be slowly scanned and
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acquisitions (either via a photomultiplier or an intensified camera) can be tailored to be
long enough so that a good signal-to-noise ratio is achieved. An example for such a setup
is described in Ref. [66]. In the case of a shock tube facility, we are collecting light trailing a
moving shock wave for a few μs in an experiment that is typically one or few hours in the
making. Not only is a spectrograph setup (imaging the full spectral window in one sweep)
mandatory, but one needs to ensure that the maximum amount of light is collected during
the passage of the shock wave. Therefore, there is a need to ensure that the setup collects
the maximum possible amount of light, as well as a need to tailor the spectral window. For
the latter, higher spectral resolutions yield lower spectral windows and vice versa. The
spectral resolution is determined by the gratings installed in the spectrograph, which can
be exchanged. The separation of different wavelengths is called the angular dispersion
D and can be computed as the derivative of the reflection angle θm with respect to the
wavelength λ:

D =
dθm

dλ
=

k
a cos θm

, (6)

where a is the groove distance in the grating (inverse of the groove density). The reflection
angles in Equation (6) can be calculated by

a(sin θi + sin θm) = kλ , (7)

where k is the order of diffraction (1, 2, . . .). For a set of a and θi,m, multiple λ satisfy
Equation (7). The lowest-order solution, k = 1, corresponds to the longer wavelength λ1,
with higher order solutions corresponding to λk = λ1/k. The dispersion of the wavelength
at the spectrograph focal plane with focal distance f is computed through

dy
dλ

= fD =
f k

a cos θm
. (8)

A first-order Littrow blaze can be applied to the diffraction grating. It increases the
intensity of the refraction order and wavelength of interest by curving the grating surface
to direct the light at a preferred angle. These governing equations are useful for defining
which gratings will be best suited in terms of apparatus function and spectral window.

Broadly speaking, three different spectral regions (each with its own peculiar charac-
teristics) are identified:

1. The ultraviolet and vacuum ultraviolet regions where most of the radiation for high-
speed entries should be emitted (see Figure 4). This region is bounded roughly
between 120 nm (below which most windows become opaque) and 300 nm (where
the visible region begins).

2. The near-UV to near-IR region in the 300–850 nm range, colloquially referred as the
visible range, where many atomic and molecular systems are emissive for moderate
entry speeds (see Figure 5).

3. The near-IR to mid-IR region (roughly in the 1–5 μm range) where rovibrational
transitions between heteronuclear molecules, such as CO2, CO, and NO, are strongly
emissive. Radiation is observed in this spectral range for low-speed entries in plane-
tary atmospheres with such gases in their composition (mostly Mars, for which the
large impact of IR CO2 radiation was recently assessed [19,67]).

Each of these three spectral regions requires its own setup. This means selecting
an adequate spectrograph/camera combo. In terms of spectrographs and beyond the
selection of appropriate gratings, one needs to account for the absorption of room air,
which encompasses all the spectral ranges below roughly 200 nm, and specific bands in
the IR (owing to the trace amounts of CO2 and water vapor). This means that a VUV
setup needs to be held in vacuum, and an IR setup typically needs to be flushed in an
inert non-IR absorbing gas, such as Nitrogen. The camera itself needs to be sensitive to
the spectral range of interest. Intensified high-speed cameras (iCCD) encompass all the

201



Sensors 2023, 23, 6027

spectral ranges of interest of this work, whereas streak cameras are limited to the UV-VUV
and visible ranges. Streak cameras have an advantage over iCCD cameras in the sense
that the temporal variations of light intensity at an imaged point are translated to variation
in image brightness along the streak direction. In contrast, iCCD cameras sample a line
of points where the shock wave evolves over a given acquisition time, hence translating
spatial points into time through the shock wave speed. These cameras are subject to motion
blur, whereas streak cameras are not. Nonetheless, the deployment of the latter for higher
speeds is more arduous. Whereas IR is the only spectral region where streak cameras do
not exist, the shock waves are slower and therefore the issue of motion blur is less critical.

The optimal setup selection is therefore schematized in Figure 8. The detailed specifi-
cations and requirements for these equipment, as defined by ESA, are presented in Table 2
and can now be discussed in detail. Note that no specifications and requirements have
been defined in the visible region, as the optical setup from the previous TCM2 shock tube
is reused.

Figure 8. ESTHER instrumentation spectral range coverage.

Table 2. ESTHER spectroscopy specifications and requirements.

UV-VUV Spectroscopy

Equipment Spectral Range Resolution Accuracy Integration Time Signal to Noise Ratio

Spectrometer + Streak Camera 80–350 nm 0.1 nm @ 110 nm 0.01 nm ≤ 1 μs >20

MWIR Spectroscopy

Equipment Spectral Range Resolution Accuracy Integration Time Signal to Noise Ratio

Spectrometer + iCCD camera 1–6 μm 0.5 nm @ 2.7 μm 0.05 nm ≤ 1 μs >20

These specifications and requirements were defined taking into consideration the
generic characteristics for spectroscopic setups in their spectral regions. These are under-
stood to be adjustable for a shock tube configuration. In terms of spectral range, resolution
and accuracy, most of the commercially available spectrograph equipment are compliant
to the specified parameters. In turn, most of the streak and iCCD cameras are capable of
achieving integration times lower than 1 μs. The specification of the signal-to-noise ratio
will be more experimentally dependent on the amount of radiation emitted by the shocked
flow, which then will drive the requirements to minimize stray light and general noise from
the acquisition system.

With this said, the assembly and deployment of a setup for detecting short bursts
of light typical of shock tube experiments entail a certain number of restrictions, which
immediately narrow down the range of compliance to the specifications and requirements
of Table 2. Among others, one needs to account for window transmissivity; spectral
response, range and sensitivity of the streak/iCCD camera photocathode/CMOS sensor,
respectively; bit-rate for the high-speed electronics of the cameras; and availability of fiber
optics to connect the spectrograph to the shock tube optical windows. All these narrowed-
down specifications and requirements are discussed in detail in Section 3 (taking into
account the spectral region, either UV-VUV or IR), except for the window transmissivity,
which is discussed here.

VUV light is easily absorbed by gas molecules, and most optical materials, such as
quartz or glass. This mandates the VUV system be held in vacuum to prevent the collected

202



Sensors 2023, 23, 6027

light from being absorbed by oxygen and nitrogen molecules. Using an optical fiber cable
is also not possible as these have strong attenuation below 300 nm. Alongside, the optical
window material should be as transparent as possible in the 100–300 nm range. Figure 9 and
Table 3 show the optical transmissivity of different materials in the VUV region. Usually,
VUV windows are made of Lithium Fluorite (LiF) or Magnesium Fluorite (MgF2); however,
these materials cannot handle the force of the passing shock wave and will break after two
or three experimental runs. For this reason, VUV-graded sapphire was the material chosen
for the windows of the spectroscopy system. Regarding the NIR-MWIR spectral region, all
the aforementioned optical windows materials are essentially transparent up to 4–5 μm,
and there is the additional advantage that infrared optical fibers are available to “transport”
the light signal from the shock tube to the spectrometer. These have low attenuation in the
infrared region [68] and do not require vacuum like the VUV wavelengths.

Figure 9. Optical transmissivity for common window materials, data adapted from [69–76].

Table 3. Comparison between different optical window materials for VUV spectroscopy.

Material Knoop Hardness Advantages Disadvantages

Lithium Fluoride 100 Kg/mm2 Large VUV-IR transmittance Very brittle, expensive
Magnesium Fluoride 415 Kg/mm2 Large VUV-IR transmittance Brittle, expensive

VUV graded Sapphire 1370 Kg/mm2 Cheap, resistant, some VUV capabilities Limited transmittance window
Fused Quartz 741 Kg/mm2 Cheap, resistant Limited transmittance window

2.4. Microwave Interferometery Specifications & Requirements

Interferometry is an adequate technique for electron density diagnostics in shock tubes
since these lack any radial profile (in other words, the shock wave front moves as a “disk”
over the tube). Other than a small test campaign carried out at the Moscow Institute of
Physics and Technology [41,64,77,78], in the scope of an ESA contract, there are no fur-
ther direct electron density measurements in hypersonic shock tube facilities using this
technique to the authors knowledge. Most plasma interferometry measurements were per-
formed in combustion shock tubes [79] or to measure ionization rates [80]. Interferometry is
a common diagnostic in plasma plumes, namely Hall thrusters, because of its non-invasive
nature. Examples of this diagnostic include measurements made in Xenon [81–85], and
Hydrogen [86]. A recent review on the applicability of this technique for atmospheric entry
applications is provided in [26].

The plasma cut-off frequency fpe is the minimum value at which an electromag-
netic wave can propagate in a plasma. It relates to the critical electron density ne,p via
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Equation (9) [43], where ε0, e and me are the vacuum permittivity, the electron charge and
mass, respectively:

fpe =
ωp

2π
=

1
2π

√
ne,pe2

meε0
. (9)

The cut-off frequency is a key parameter to design any microwave diagnostic. In
microwave reflectometry, commonly used in fusion reactors [43,87], the electron density
profile is diagnosed using a radar-like technique with microwaves. A probing signal is
emitted to the plasma, where it propagates until a layer with ne equal to the critical value
ne,p is found, and is then reflected. The phase difference of the two signals relates to the
time of flight of the probe signal and to the plasma refraction index. The latter is associated
with the plasma density via the Altar–Appleton equation [88]. Microwave interferometry
uses a similar principle to reflectometry; however, the probing signal must completely
transverse the plasma. The phase gained by the signal compared to the reference will relate
to the average electron density of the plasma. To create a spatial plasma profile, the signal
must be de-convoluted via Abel-inversion (“onion-peel”) techniques. Both techniques can
work monostatically with one antenna for wave emission and reception, or bistatically with
one antenna dedicated for emission and another for reception. More details on the specifics
for this technique may be found in Ref. [89].

The functional requirements of an interferometer mandate that it should be compact
and self-sufficient so it can be assembled and tested in different facilities with ease. Namely,
its antennas, emitting and receiving, must be compatible with ESTHER optical plug win-
dows (diameter 10 mm). Its working frequency ( f ) must be sufficiently high to traverse
the plasma without reflecting back, and gain a phase delay [89] significantly large to be
detected. The phase shift is given by Equation (10), where D is the plasma thickness, and
ωp and ω are the plasma oscillation and probing angular wave frequencies, respectively:

Δφ =
2π

λ

∫ D

0
(1 − μ)dl =

2π

λ

∫ D

0

(
1 −

√
1 − ω2

p/ω2
)

dl . (10)

Using Equation (9), λ = c/ f , and (ω � ωp), Equation (10) can be simplified into

Δφ � e2

4πcmeε0 f

∫ D

0
nedl =

e2

4πcmeε0

n̄eD
f

, (11)

where n̄e is the average electron density over the plasma path. This integrated value is a very
good approximation to shock tube measurements, as the plasma can be approximated to a
disk whose properties change only in the longitudinal direction. Optimally, the working
frequency should be high enough to transverse the plasma and guarantee D/λ > 3.
However, if it is too high (small λ), the phase gained may be too small and too difficult
to measure. Alongside working as a interferometer, the base equipment base should be
convertible to a reflectometer to be mounted on a small spacecraft.

Since not much experimental data are available for direct electron density measure-
ments, a set of CFD (Computational Fluid Dynamics) simulations was performed to es-
timate the required range for the diagnostics equipment. Shock wave conditions were
estimated through the chemical reactive CFD code SPARK (Software Package for Aerother-
modynamics, Radiation and Kinetics) [90]. The code is capable of computing the chemical
composition behind the shock wave and its respective electron density and emission radia-
tion. A total of six simulation runs were carried out in 1D (post-shock relaxation) conditions.
Table 4 shows the CFD simulations initial conditions and references for the chemical–kinetic
reactions schemes, as well as for the chosen velocity and pressure conditions. The represen-
tative cases are a sample return mission to Earth, and the ExoMars, Huygens and Galileo
missions to Mars, Titan and Jupiter, respectively. Simulation conditions for Neptune and
Venus were taken from trajectory calculations. The electron densities for these cases are
depicted in Figure 10, where the electron density can reach values of 4 × 1023 electrons/m3
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for the case of a Venusian entry. The typical electron density profile has a sharp rise right
after the shock front, followed by a slower decay until chemical equilibrium is achieved.

Table 4. CFD simulation conditions and parameters. All simulations 1D post-shock relaxation with
initial gas temperature of 300 K.

Planetary Object Chemical Mixture Pressure (Pa) Velocity v∞ (km/s) Chemical Model Reference

Earth N2-O2 (79-21%) 26.66 10.29 [91] [45,92]
Mars CO2-N2 (95-5%) 57 2.6 [91] [93]

Venus CO2-N2
(96.5-3.5%) 447 8.9 [91] [94]

Venus CO2-N2
(96.5-3.5%) 37 10.6 [91] [94]

Titan N2-CH4 (95-5%) 13.3 5.15 [95] [94]

Neptune H2-He-CH4
(79.75-18.7-1.54%) 892 18.3 [36] [36]

Jupiter H2-He (89-11%) 27.5 46.7 [96] [36]

Figure 10. Electron density in shock tube for typical entry conditions in different atmospheres.

As a side note, one needs to point out that Stark broadening measurements of the
H-α and H-β lines provide an interesting technique for electron density analysis [24,25].
This may be considered a non-intrusive diagnostic to some extent, as a small percentage
of the flow is replaced with Hydrogen (∼0.1%). The Hydrogen atom α line at 656 nm and
Balmer β line at 486 nm then typically become visible without significantly perturbing the
overall spectrum. The observed lines may then be fitted to a Lorentzian curve with all other
individual broadening contributions, van der Waals collisional, Doppler and instrument,
accounted for. The FWHM (full width at half maximum) for the emission peak may then
be compared to tabulated values, such as the ones found in [97], which give an estimation
of the electron density. As a caveat, we note that the addition of (even small) quantities of
H into the flow may affect wall desorption and slightly alter the flow properties; however,
this effect should be relatively limited as shown by Cruden [24].

3. Results and Discussion

The specifications and requirements, as defined in the previous section, led to the final
setup for ESTHER’s optical spectroscopy setup, which is now discussed in detail:

• A UV-VUV spectroscopy setup covering the 120–350 nm range;
• A visible spectroscopy setup covering the 350–850 nm range;
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• A MWIR spectroscopy setup covering the 1–5 μm range.

Here, the spectral regions are bounded by the window transmissivity and grating
efficiency of the UV-VUV setup, the streak camera input optics and photocathode sensitivity
of the visible setup, and the optical fiber transmissivity of the MWIR setup. For each of
these, appropriate blazed gratings are selected, which ideally maximize throughput on a
specific wavelength of interest, while maintaining enough transmission efficiency over the
whole spectral window. Lastly, finer/coarser gratings are selected to maximize spectral
resolution/range over a single measurement, respectively.

In addition to the spectroscopy setups, an interferometer with a 2–18 GHz back end,
and a 70.8–112.8 GHz front end was developed for the time-dependent measurement of
electron densities. These four setups are discussed in detail in this section.

3.1. UV-VUV Spectroscopy Setup Design and Acceptance Testing

The selected equipment for UV-VUV spectroscopy setup is a McPherson Model
234/302 with an f /4.5 aperture and 200 mm focal length, coupled to a UV-VUV-customized
Hamamatsu Streak Camera M10913-11, acceptance tested in November 2019. The use of a
streak camera presents advantages over a simple iCCD camera. The most relevant is that
the signal becomes time resolved since the streak camera creates a time discrimination of
the received light. However, increasing the number of elements on the optical path reduces
the signal-to-noise ratio. Streak cameras are based on the photoelectric effect, thus they do
not work with low energy photons, namely in the infrared region. Therefore, any infrared
spectroscopy instrumentation cannot make use of a streak camera.

Figure 11 shows the overall assembly of UV-VUV spectroscopy system and a detailed
view of the optical plug, which connects the test section to the UV-VUV spectrometer. The
design maximizes the collected light via a 12º light cone throughout the optical path. An
optical plug with a VUV graded sapphire window is held in place and vacuum sealed
using one viton O-ring, and is connected to a collection optics box by flexible bellows
(which allows connecting the shock tube, standing over a seismic slab, to the optics table
standing in the experimental hall floor). The optics box is comprised of two mirrors, which
collect and focus all the light cone into the spectrograph, hence maximizing the signal
throughput. The spectrograph is in turn connected to the streak camera optical relay, which
focuses the light into the photocathode that converts the photons into electrons, and deflects
them using a saw-tooth signal. The streak camera is coupled to an iCCD camera (model
ORCA-Flash4.0 C13440-20CU), which records the final time- and wavelength-dependent
signal. Figure 12 depicts a photograph of the UV-VUV spectroscopy setup.

The spectrograph was equipped with two different diffraction gratings of 600 and
1200 g/mm blazed at 150 nm, ensuring an adequate throughput in the 120–350 nm spectral
range. Validation tests for the setup were conducted with a mercury vapor lamp and a
laser impulse generator. First, the equipment was calibrated with the 1200 g/mm grating
using the Hg 253.65 nm line. The center pixel is located at number 628, with a total range
of 782 pixels. Using the 1200 g/mm grating, a spectral range of 10 nm can be observed
by the streak camera. The spectral dispersion is 10 nm/782 pixels = 0.0128 nm/pixel.
The line FWHM at three different points of the photocathode was computed directly by
the streak camera computer program to determine the wavelength resolution. Using the
coarse grating, the center location was found to be pixel 618. The spectral range is now
doubled to 20 nm with 803 pixels, thus giving a spectral dispersion of 20 nm/803 pixel
= 0.0249 nm/pixel. The wavelength resolution values are presented in Table 5, and an
example for the 1200 g/mm grating is depicted in Figure 13 (top).
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Figure 11. ESTHER UV-VUV spectroscopic setup design schematic. General design (a) and optical
plug detail (b). In (a), 1—Shock tube plug; 2—Connection piece; 3—Adjustable Bellows; 4—Optics
collection box; 5—Spectrograph with diffraction grating; 6—Connection to streak and CCD camera. In
(b), 1—Plug; 2—Window tightener piece; 3—Viton O-ring; 4—Sapphire window. Red lines represent
the optical path.

Figure 12. ESTHER UV-VUV spectroscopic setup during acceptance testing, ST8 optical port marked
as a square in photo.
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Table 5. Calibration results for the 1200 g/mm and 600 g/mm gratings, Hg 253.65 nm line, with
FWHM in pixels.

1200 g/mm 600 g/mm

Position
Resolution

(Pixel)
Resolution

(nm)
Position

Resolution
(Pixel)

Resolution
(nm)

Left 28 0.36 Left 18.9 0.47
Center 17.8 0.23 Center 24.6 0.61
Right 25.1 0.32 Right 46.8 1.17

Figure 13. UV-VUV spectroscopic setup acceptance campaign results. Wavelength resolution in
pixels for the 1200 g/mm grating (top); repeatability and accuracy (middle); and signal-to-noise ratio
(bottom). Each curve in the middle figure represents a different run.

The accuracy and reproducibility were tested by measuring the peak 10 times while
sweeping the camera spectral center position. The average center position was found
to be at 632.5 ± 4.5 pixels. Lastly, the signal-to-noise ratio was evaluated by the ratio
between the peak intensity (513.79) to the noise standard deviation (0.15), yielding a signal-
to-noise ratio 513.79/0.15 � 3400. The test values for reproducibility and signal-to-noise are
depicted in Figure 13 in the middle and bottom, respectively. The results from the UV-VUV
acceptance campaign were in conformity with the requirements. However, the temporary
unavailability of the vacuum pumps prevented testing the equipment with the deuteurium
line at 110 nm or the mercury line at 237.83 nm. The streak camera sampling rate was tested
with a picosecond laser. Table 6 presents the outline of the UV-VUV acceptance campaign.
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Table 6. ESTHER spectroscopy acceptance campaign results.

– Resolution 1200 g/mm Resolution 600 g/mm Accuracy Signal-to-Noise Ratio

Specifications and Requirements 0.25 nm 0.50 nm 5 pixels >100
Test 0.23 nm @ 253.65 nm 0.47 nm @ 253.65 nm 4.5 pixels 3425

3.2. Visible Spectroscopy Setup Description

The visible spectroscopy setup used here was recovered from the previous TCM2
shock tube facility in Marseille, France, and is only be briefly outlined here (see Figure 14).
The setup was used previously in a series of spectroscopic studies at the aforementioned
facility [5,7,16,98]. It is comprised of a 0.64 m focal length Czerny–Turner Jobin–Yvon
HR640 spectrograph f /5.2 using the following gratings: two low-resolution large-window
600 and 1200 g/mm gratings blazed at 500 nm, and two high-resolution narrow-window
2400 and 3000 g/mm gratings blazed at 330 nm, and at the 250–550 nm region, respectively.
The spectrograph is coupled to a visible-range Hammamatsu streak camera comprised of a
M1953 slow speed streak sweep unit and a universal temporal disperser C1587. The streak
tube is the YD2369/N1643-01 with spectral range 200–850 nm and input optics model
A1975 with spectral range 350–850 nm. A CCD camera (Hamamatsu C4880) is used to
record the spectral-time images.

Figure 14. Visible range spectroscopy setup.

3.3. MWIR Spectroscopy Setup Design

The infrared spectroscopy setup is currently in its late definition phase. The preselec-
tion of its main components is being carried out, namely, an optical fiber cable transparent
in the MWIR, a spectrograph tailored for this spectral region, and a fast IR iCCD camera.
The possibility for using an optical fiber cable connected to the shock tube allows for
significantly more flexibility in the setup, compared to the UV-VUV system, which requires
a bulky, vacuum-purged physical connection between the shock tube and the spectroscopy
setup. Figure 15 depicts the optical plug scheme of the aforementioned setup. The optical
fiber (4) is tightened to a part (3), which compresses the copper rings and seal the optical
window (2), and it is connected on the other end to the spectrometer and the high-speed
camera. This design is inspired by the shock detection system of the X2 facility at the
University of Queensland, where the optical fiber is connected to a photodetector [99].
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Figure 15. Optical plug for infrared spectroscopy diagnostics. 1—Plug; 2—Sapphire window;
3—Optical fiber connector; 4—Optical fiber cable; 5—Threaded screw tightening the window and
optical fiber connector.

Table 7 shows the pre-selected equipment for the infrared spectroscopy setup. Optical
fiber cables can either be single or multimode. The former has a higher peak transmittance
but a narrow window, while the latter has a lower peak transmittance but broader trans-
mission band. A large core-diameter fiber is also desirable to augment the collected light
and provide an adequate signal-to-noise ratio. However, it may distort the signal over
time due to possible differences in the travel distance between two photons. All the fiber
patches are to be mounted with a ferrule connector on both the spectrograph and shock
tube sides. Due to our broad spectral window, the chosen fiber must be a multimode one.
For this case, indium fluorite core fibers have a slightly broader transmission band when
compared to zirconium fluorite (ZrF4), despite the latter better transmissivity of the latter
in the 2 to 3.6 μm region [68]. Both Thorlabs and Le Verre Fluoré propose fibers made of
indium trifluoride (InF3), which presents good transmittance in the 1 to 5 μm region. The
CIR fiber from Art Photonics has a well in the transmittance near 4 μm, and thus the overall
signal-to-noise ratio would be lower than for the InF3 fibers. The selected optical fiber is
thus a multimode indium fluorite (InF3) with a 200 μm core and 2 m of length.

Similarly to the UV-VUV and visible setups, an imaging spectrograph is needed.
Table 8 presents popular equipment capable of working in the IR region. These are es-
sentially spectrographs similar to the ones used in the visible range, except they have the
possibility of being vacuumed or flushed with inert/dry gases, hence avoiding room air
absorption from CO2/H2O traces. Longer focal length spectrographs yield larger wave-
length separations; however, the spectral window narrows down accordingly. Additionally,
wavelength resolution, accuracy, and window will naturally also depend on the selected
grating.

The selected imaging spectrograph is a McPherson 2035 equipped with two different
diffraction gratings. A finer one with 300 g/mm is blazed at 2.5 μm for higher resolution,
and a coarse one with 17.5 μm is blazed at 4.2 μm for a larger spectral window. The setup
characteristics for coarse, broadband measurements are very close to the ones of the EAST
shock tube at NASA Ames, which provided good-quality data for CO2 shocked flows in
this spectral region for Venus and Mars atmospheric entries [100]. For the high-resolution
grating, the specifications were taken considering an optimized spectral region where CO
and CO2 bands may be observed with little interference. The 2–3 μm region is attractive for
this purpose as shown by a spectral simulation for the equilibrium radiation of CO and CO2
at 3000 K equilibrium temperature, with an apparatus function of 0.2 nm, carried out with

210



Sensors 2023, 23, 6027

the SPARK Line-by-Line code [39,40]. Figure 16 shows the spectral features for these bands.
CO rotational bands should be well defined and easy to probe in the 2.3–2.6 μm region,
whereas CO2 bands would be prominent in the 2.65–2.9 μm region. The rotational features,
allowing determining characteristic temperatures, are evident (see details in Figure 16).

Finally, a group of infrared cameras was also pre-selected for the setup. Table 9 lists the
various cameras identified together with the corresponding specifications. A low minimum
integration time is desired to avoid excessive smearing of the image in the iCCD since,
as previously discussed in Section 2.3, a temporal discrimination of the infrared signal
cannot be performed with a streak camera. A short integration time results in minimal
smearing of the moving radiation signal; however, short integration times decrease the
signal-to-noise ratio. Due to the fast-moving shock wave (up to 6 km/s), a 1 μs integration
time is equivalent to a spatial smear of 6 mm in the worst-case scenario. Higher-resolution
cameras have more pixels, allowing for a higher spectral resolution without sacrificing
the width of the spectral window. Similarly, a higher temporal/spatial resolution can
be achieved by increasing the pixel density. A characteristic that is not relevant for our
experiment is the acquisition speed/full frame rate. The full frame rate of a fast iCCD
camera is limited by the bandwidth of the camera electronics, not by the CCD sensor itself.
Faster frame rates may be achieved at the cost of trimming pixels of the camera sensor,
thus taking pictures with lower resolution. However, due to the nature of the shock tube
experiments, only the first frame is relevant, as it captures the whole useful run time up to
the contact wave, and therefore, this is not a concern for our application.

Table 7. Infrared spectroscopy optical fiber pre-selection equipment.

Optical Fiber Material
Spectral Range

(μm)
Core Diam.

(μm)
Attenuation dB/m Transmissivity

Thorlabs MF22L2 InF3 0.310–5.5 200 <0.25 [2–4 μm] 88%

Thorlabs MZ22L2 ZrF4 0.285–5.5 200 <0.2 [2–3.5 μm] 91%

Le Verre Fluoré IFG MM 200/260 InF3 0.310–5.5 200 <0.01 @ 3.5 μm >81%

Guiding Photonics Mid-IR Glass 2–16 200 4 45%

Art Photonics CIR250/300 Chalcogenide 1–5.5 250 0.3 [1–4 μm] 42%

Table 8. Infrared spectroscopy spectrograph pre-selection equipment.

Spectrograph Focal Length Aperture Number Grating [Blazing] Resolution (nm)

McPherson 2035 350 mm f /4.8
300 g/mm [2 μm] 0.2 @ 312.6 nm

20 g/mm [3.7 μm] 3 @ 312.6 nm

McPherson 207 670 mm f /4.7
300 g/mm [2 μm] 0.16 @ 312.6 nm

20 g/mm [3.7 μm] 2.04 @ 312.6 nm

McPherson 2061 1000 mm f /7
300 g/mm [2 μm] 0.07 @ 312.6 nm

20 g/mm [3.7 μm] 1.05 @ 312.6 nm

McPherson 209 1330 mm f /4.7
300 g/mm [2 μm] 0.04 @ 312.6 nm

20 g/mm [3.7 μm] 0.6 @ 312.6 nm

Princeton HRS-300 300 mm f /3.9
300 g/mm [2 μm] 0.4 @ 500 nm

50 g/mm [0.6 μm] 2.4 @ 500 nm

Princeton HRS-750 750 mm f /9.7
300 g/mm [2 μm] 0.16 @ 500 nm

50 g/mm [0.6 μm] 0.96 @ 500 nm
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Figure 16. Synthetic spectrum for CO (blue) and CO2 (red) radiation in the IR. The spectrum is
normalized for both radiative systems and assumes an equilibrium temperature of 3000 K and an
apparatus function of 0.2 nm.

The spectral cameras of interest exhibit similar characteristics, with the cost driven
primarily by the capability of the equipment electronics to achieve high-resolution, high-
frequency frame rates. Since this is of no concern for our application, the final selection
criteria will be likely driven by equipment cost.

Table 9. Infrared spectroscopy fast iCCD cameras characteristics.

Fast Infrared Camera Aperture Number Resolution Min. Int. Time (μs) NETD (mK) *

Flir X8580 f /2.5 1280 × 1024 0.27 �30
Flir X6980 f /2.5 640 × 512 0.27 �30

Infratec Image IR 9400 f /2.2 640 × 512 0.10 <30 @ 30 ºC
Telops FAST M1K f /2.5 640 × 512 0.27 �25

Telops FAST M200hd f /3 1280 × 1024 0.50 �20
Telops FAST M100hd f /3 1280 × 1024 0.50 �20

Tigris 640 InSb BB f /3 640 × 512 NA �25

* The noise equivalent temperature different (NETD) is the parameter that regulates the signal photon resolution.

3.4. Microwave Interferometry

As discussed in Section 2.4 and shown in Figure 10, the working frequency of a
microwave diagnostic will depend on the electron densities of interest. These can fall
into the microwave (3–30 GHz), the millimeter-wave (30–300 GHz), or the sub-millimeter-
wave (>300 GHz) region. Accordingly, an interferometry system needs to be flexible to
encompass several frequency-band segments and switch among them to scan a specific
range, or alternatively, it may consist of a stack-up of simpler instruments running in
parallel. This latter approach allows the development of very compact instruments and
does not limit future extensions of the bands to cover. A bespoke equipment [26], depicted
in Figure 17, was developed according to this design philosophy, which is composed
of two sections: a back-end signal generator and a front-end frequency multiplier and
antenna assembly.
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Figure 17. 70.8–112.8 GHz interferometer.

The back end is a complete, digitally controlled, signal-swept generator operating at a
convenient microwave frequency range, such as 8–12 GHz or 12–18 GHz (or 10–20 GHz).
The fast-swept signal is generated inside the back end by ramping the control voltage
of a VCO (voltage controlled oscillator). There are several VCOs available that cover a
variety of frequency ranges, but none of them, without exception, exhibit a linear relation
of control voltage versus frequency. Therefore, the proper sweep of a specific frequency
range requires pre-distorted voltage ramps to obtain a linearized frequency sweep at the
output. This is achieved by a digital arbitrary waveform generator, which is integrated in
the back end. Additionally, to allow the easy control of several units, each back-end unit is
controlled/configured over a TCP/IP connection.

The front end comprises an active frequency multiplier, which produces the actual
frequency range that probes the plasma, the antenna and signal detection device, which
interface the plasma, and either a mixer or a single-end detector. We chose to multiply
the back-end frequencies by 6 since this brings us to the 70.8–112.8 GHz frequencies
(NATO W bands). The choice for this specific front-end was driven by the legacy of the
successful application of this sampling technique in the VUT-1 shock tube [26] for low-
ionization shocked flows. Selecting higher frequencies might be more appropriate for
typical atmospheric entry conditions (see Figure 10), as the 70.8–112.8 GHz band is likely
to be below the cutoff frequency of most shocked flows of interest. On the other hand,
front-end developments for higher frequencies incur steeply increasing costs. Moreover,
these high-frequency front ends are more difficult to test with steady-state plasma sources
since very-high-density plasmas are required. The development of higher-frequency front
ends is therefore contingent on the results obtained using the selected frequency band. We
note that this equipment could also be considered for probing integrated electronic densities
in steady-state plasma wind tunnels. Here, the issue lies in our probing frequencies being
significantly above the plasma cutoff frequency, for which the measurements of the phase
shift (see Equation (10)) will be less accurate (with phase shifts of a few degrees at most).
To offset this issue, a lower-frequency front end working in the 4–18 GHz range (essentially
with no frequency multiplication) is under development.

With this architectural choice, a standard compact back end that may connect to
different front-end units will enable quick instrument re-configuration to probe different
plasma scenarios. Ultimately, several back-end units, along with corresponding front ends,
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may be run in parallel for probing vaster plasma density regions, simultaneously. This
type of modular design shares the hardware components with a reflectometer and can be
modified into one if needed.

3.5. Proof-of-Concept Application to a Steady-State Plasma Source

A fluorescent lamp was used as a plasma source for demonstrating the interferometry
concept. The lamp was placed between the emitter/receptor antennas and a metallic
plate, where the electromagnetic waves are reflected. With the lamp in the off position,
the received signal has a given phase corresponding to the path that the electromagnetic
wave travels over the air and inside the lamp, then back inside the lamp and the air upon
bouncing on the metallic plate. Once the lamp is turned on, the electromagnetic wave
is further delayed, owing to the presence of free electrons inside the lamp, leading to a
phase shift in the signal, according to Equation (10). The setup is shown in Figure 18. Data
acquisition is performed using a digital oscilloscope.

The signal frequency was set to 70.8 GHz, corresponding to a wavelength of 4.24 mm.
The plasma thickness D inside the lamp tube was calculated, taking the tube diameter Dtube
and subtracting its thickness ttube. Since the microwave crosses N lamp tubes, the result
was multiplied by the 2 × N to account for the reflection at the metallic wall and round
trip as shown in Equation (12):

D = 2N(Dtube − 2 × ttube) = 2 × 4 × (11.4 − 2 × 1.4) = 68.8 mm. (12)

To convert the voltage signal into an angular phase signal, first the full amplitude
(2π rad) of the phase signal needs to be known. This is estimated by performing a frequency
sweep on the setup and measuring the full amplitude of the signal, yielding 2π rad≡
670 mV.

Figure 19 shows the phase difference in relation to base value and the corresponding
average electron density. At t ≈ −0.02 s, the lamp is turned on, leading to a sharp rise in the
voltage signal, and turned off at t ≈ 0.42 s. Once the lamp is turned on, the plasma density
starts to increase until a steady state is reached at t ≈ 0.1 s. During lamp operation, an
oscillation of the signal is present, which corresponds to the electric grid outlet frequency
of 50 Hz.

Computing the phase difference in radians, and then applying Equation (11), since
we verify the condition D/λ > 3, we obtain an average electron density of 1.2 × 1017 m−3.
The results are on the same order of magnitude as the ones observed by Liu in [101], where
the author performed a similar experiment to measure the influence of electric frequency
on the electron density of the fluorescent lamps.

This simplified experiment highlights the simplicity and flexibility of this non-intrusive
technique for measuring plasma electron densities. The tested configuration with the
emitting and receiving antenna placed side by side allow for seamless use of the equipment
in any arbitrary plasma source, provided it has two facing windows with the front end
placed in front of one and a metallic plate placed in front of the other. Obviously, this
requires that a careful alignment is performed to ensure that the electromagnetic waves
are properly reflected in the metallic plate and not elsewhere. An alternative would
be to decouple the receiving antenna, which would be placed facing the emitting one;
however, this requires a bespoke configuration adapted for each plasma source (a specific
configuration of this type will be used for measurements in ESTHER). Another limitation is
that a plasma source needs to have a size of the same order of magnitude or bigger than the
horn antennas to ensure that most of the emitted electromagnetic waves effectively cross
the plasma. Lastly, the range of frequencies preferentially needs to be “compatible” with
the application as discussed in Section 2.4. The frequency should be higher than the plasma
cutoff frequency, as otherwise the wave will not propagate, yet it should not be so high
that the phase shift becomes as small as the background noise. With this said, this small
experiment shows that reasonable measurements of plasma densities may still be achieved
with just a few degrees of phase shift.
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Figure 18. Setup for proof-of-concept experiment.

Figure 19. Interferometer phase difference and electron density for the fluorescent lamp plasma
source setup.

Microwave electron density measurements may be cross checked with other tech-
niques, specifically Stark broadening, which is the only other diagnostic which may be
straightforwardly applied to shock tubes. To properly assess the applicability range of
Stark-broadening techniques, two 1D shock wave simulations were ran, yielding the chem-
ical conditions behind the shock wave for a high-ionization case (Jupiter entry) and a
low-ionization case (Mars entry). The broadening of the H-α line was then computed from
the post-shock conditions for peak electron density. Table 10 presents the expected broad-
ening of the H-α spectral line caused by different broadening mechanisms. A more detailed
description of these is found in [20,39,40]. The total spectral broadening may be modeled
as a convolution of the Lorentzian and the Doppler broadening. For the Jupiter entry
case, the high entry velocity leads to a post-shock temperature in the vicinity of 42,000 K,
and a corresponding electron density of about 1.40 × 1021 electron/m3. In the case of
a Mars entry, the peak electron density is 1.74 × 1017 electrons/m3 at a temperature of
around 3200 K. In the former case, the Lorentz component of the broadening is dominated
by the Stark effect, whereas in the latter, the collisional term is dominant. As expected,
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for lower ionization flows, the Stark line broadening effects are not dominant, meaning
interferometry measurements are more advantageous. For highly ionized flows, where
the plasma cutoff frequencies require THz-rated diagnostics, Stark-broadening techniques
might be more straightforward.

Table 10. Discrimination of the different spectral broadening effects for shock tube experiments on
the H−α line (656.46 nm). Data were computed from the simulations in Table and using SPARK-LbL
code [39].

Case
FWHM Broadening (cm−1)

Collisional van der Waals Resonance Stark Lorentz (All) Doppler

Jupiter 0.056 0.011 0.173 0.522 0.762 2.228
Mars * 0.551 0.068 0.006 0.004 0.630 0.713

* Mars conditions adapted from VUT-1 shock tube test case [64]: pure CO2, v∞ = 3.4 km/s, p∞ = 826.5 Pa.

4. Conclusions

High-speed events, such as planetary entry shock waves, are very challenging to
examine in shock tube facilities, owing to their very short timescales (in the order of the
μs), hence mandating the deployment of fast diagnostic techniques. ESTHER is a new
state-of-the-art facility designed to reproduce and characterize high-speed entry flows
(>10 km/s) by means of spectroscopy and microwave interferometry. The importance of
examining the different spectral regions lies in characterizing the physical and chemical
processes governing the behavior of the entry plasmas to perfect the numerical models.
The instrumentation setups of ESTHER for each of the spectral regions of UV-VUV, visible
and NIR/MWIR are discussed. Following a successful application of this concept in the
older VUT-1 shock tube, a microwave interferometry setup was developed to enable time-
resolved electron-density measurements in ESTHER. An initial proof-of-concept test was
conducted, and its results show good agreement with the bibliography review.

As ESTHER is now finally coming to its first operational tests, after a long-winded
development cycle of about a decade, it is expected that the array of diagnostics described
here will act as an enabler for high-level science and technology obtained in the facility
(and other analogues), allowing to shed light on one of the final frontiers of fluid mechanics:
aerothermodynamics.
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Abbreviations

The following abbreviations are used in this manuscript:

CFD Computational Fluid Dynamics
EAST Electric Arc Shock Tube
ESA European Space Agency
ESTHER European Shock Tube for High Enthalpy Research
FWHM Full Width at Half Maximum
HVST Hyper Velocity Shock Tube
iCCD Intensified Charge Coupled Device
IPFN Instituto de Plasmas e Fusão Nuclear
IST Instituto Superior Técnico
MWIR Mid-Wavelength Infrared
NETD Noise Equivalent Temperature Different
NIR Near Infrared
SPARK Software Package for Aerothermodynamics Radiation and Kinetics
STAGG Shock Tube And Gas Gun
UV Ultraviolet
VCO Voltage Controlled Oscillator
VUV Vacuum Ultraviolet
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Abstract: This article reports the development, construction, and experimental test of an angle-
resolved Thomson parabola (TP) spectrometer for laser-accelerated multi-MeV ion beams in order to
distinguish between ionic species with different charge-to-mass ratio. High repetition rate (HHR)
compatibility is guaranteed by the use of a microchannel plate (MCP) as active particle detector. The
angular resolving power, which is achieved due to an array of entrance pinholes, can be simply
adjusted by modifying the geometry of the experiment and/or the pinhole array itself. The analysis
procedure allows for different ion traces to cross on the detector plane, which greatly enhances
the flexibility and capabilities of the detector. A full characterization of the TP magnetic field is
implemented into a relativistic code developed for the trajectory calculation of each pinhole beamlet.
We describe the first test of the spectrometer at the 1 PW VEGA 3 laser facility at CLPU, Salamanca
(Spain), where up to 15 MeV protons and carbon ions from a 3μm laser-irradiated Al foil are detected.

Keywords: plama diagnostics; charged-particle spectroscopy; ion beams; instrumentation

1. Introduction

Since the advent of the chirped pulse amplification (CPA) technology [1], the range
of accessible intensities on focus for ultra-bright, short-pulse lasers has increased signifi-
cantly, reaching current values above 1022 W/cm2 [2]. Such enhancement has paved the
way for laser-based particle accelerators, mainly for ions [3,4] and electrons [5]; however,
acceleration schemes have been also demonstrated for positrons [6] and neutrons [7].

The range of applications of the accelerated beams is quite rich, profiting from the
low-emittance and ultrashort duration (and high peak current) of the generated particle
beams, well-fitted characteristics for applications. Specifically, since the demonstration
of collimation and monochromatisation of laser-driven multi-MeV ion beams [8,9], their
potential employments, such as ultrafast proton probing [10–13], isochoric heating of dense
plasmas [14], fast ignition of inertial confinement fusion reactions [15], material science [16],
and medical purposes [17,18], have attained plenty of attention [19].

The compactness and costs of high-power laser facilities are important advantages
when compared to conventional radio frequency acceleration facilities, as well as the
reduced size of the radio protection requirements. Most of the potential industrial ap-
plications of these sources require a high time-averaged particle flux, which stresses the
importance of developing high-repetition-rate (HRR) laser sources, targetry instrumenta-
tion [20], and diagnostics.

One of the key diagnostics for ion acceleration investigation are the Thomson parabola
spectrometers, first developed by Thomson in 1907 [21], i.e., in-line diagnostics which
can rate the particles depending on their energy, momentum, and charge-to-mass ra-
tio [22]. The element of the spectrometer sensible to particles can be either a passive
detector—for instance, imaging plates (IPs) or a CR39 nuclear track detector [23], which
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require post-processing to retrieve data, or an active one -microchannel-plate [24]—or plas-
tic scintillators [25], well fitted for HRR operation, due to their ability to perform on-line
measurements for every single laser shot. The main drawback of an ordinary TP is the
incapability of deconvolving the angular distribution of the measured beam, as only a
particular angle of the beam (with an insignificant angular spread) is measured, as the
particles measured have to cross a pinhole. This fact also makes this detector specially
sensitive to alignment.

Tracing the angular-resolved spectrum of the ions is a vital milestone in the study of the
beam properties. For instance, from this kind of work, we have learnt that the most widely
used laser-driven ion acceleration mechanism, target normal sheath acceleration (TNSA) [3,4],
normally achieved by the ultra-bright laser irradiation of thin metallic films, is able to emit
extraordinarily laminar, low-emittance beams from the rear surface of the target [26],
coming from a source with a diameter size as big as a few hundred micrometers [10]
and a total beam divergence angle around 20◦. Potential applications benefit from the
transport properties of these laminar beams, which have proven to be suitable when
focused to millimetre-sized spots [27,28]. While increasing the resolution of the diagnostics
responsible for measuring the ion phase space, new beam features have been discovered,
such as the beam pointing deviation from the target normal for certain laser and target
conditions [29–31]. Tomography-like measurements have also shown that there is a different
source size and divergence for each ion energy [32–36]. Non-laminar ion acceleration has
also been demonstrated when triggering plasma instabilities under specific circumstances,
for instance due to the generation of a preplasma prior to the laser interaction with the
target [37–39] or the use of ultrathin (nanometric-thick) film targets in the radiation pressure
acceleration scheme (RPA) [40,41].

In order to retrieve angular-resolved spectral information about the beam, radiochromic
film (RCF) or scintillator stacks are practical diagnostic tools [25,42], typically yielding
a discretized spectrum of ΔE ≈ 1 MeV, which is much coarser when compared to the
continuous spectral TP resolution [22]. Moreover, these diagnostics cannot discriminate
between different q/m ionic species. This fact is compensated in some experimental layouts
by the combination of perforated RCF stacks and TPs [43]; thus, part of the beam reaches
the latter. Despite yielding complementary information, this method is limited in spectral
resolution for most parts of the beam.

In this work, we present a multi-pinhole Thomson parabola spectrometer, which
combines sharp spectral/angular precision, besides the ionic species sorting capability.
Furthermore, the use of a MCP detector device allows for single-shot HRR acquisition.
Section 2 describes the basic operation principle of the detector and depicts its physical
properties and parameters. The experimental layout where the detector was tested and the
analysed results are presented in Section 3.

2. Materials and Methods

2.1. Thomson Parabola Design and Operation

The Thomson parabola works according to magnetic and electric sector spectrome-
ter principles. The entrance pinhole selects a beamlet composed by ions with a specific
charge-to-mass ratio q/m, with q = Ze. The ion charge is deflected by parallel (or antipar-
allel) magnetic B and electric E fields of length l2. The initial velocity of the particles is
perpendicular to the field lines; thus, the deflection directions of the two fields are mutually
orthogonal, allowing species separation (by electric field, in x-axis) and energy separation
(mostly by magnetic field, in y-axis) after some propagation distance l3. The ions are
measured on a two-dimensional spatially resolved particle-sensitive detector; in our case, a
MCP. In the small deflection approximation sin(θ) ≈ θ, considering perfectly sharp and
homogeneous fields and nonrelativistic particle energies, the deviation coordinates at the
detector plane caused by the Lorentz force are given by

x =
qEl2l3
2Ekin

, (1)
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y =
qBl2l3√
2mEkin

, (2)

where Ekin is the kinetic energy of the ion. When combinating (1) and (2), we obtain the
parabolic equation

y2 =
q
m

B2l2l3
E

x. (3)

Ions with the same charge-to-mass ratio will reach the same parabolic trace on the de-
tector plane; meanwhile, their position along the trace will define their energy. Photons are
not deflected by the fields and travel straightly through the source–pinhole axis and impact
the MCP, providing the zero deflection reference (used for spectrum data interpretation).

The ultimate energy resolution of the TP depends on the spatial separation of the
different energies at the active area of the detector (which depends on the magnetic field
strength B, its length l2 and the distance to MCP l3) and on the capability of the system to
resolve this separation (which depends on the magnification of the imaging system collect-
ing MCP signal and on the trace thickness δ). In the considered approximation, δ (which
is inversely proportional to the spectrometer resolution) is given by the setup geometry
and the pinhole diameter d, similarly as in a pinhole camera, as δ = d + (s + d)L′/L, where
L is the distance from source to pinhole, L′ = l1 + l2 + l3 is the distance from pinhole to
detector, and s is the source size [44].

Several concept modifications have been proposed to improve the basic functioning
of TPs, such as a tunable magnetic dipole [45] or electromagnets [24] for adaptable energy
resolution, exotic electrode geometry (trapezoidal or wedged) [45–47] for extended retrieval
of lower part of the spectrum, transient electric field for time-gated measurement of the
beam [48], designs with two in-line entrance pinholes for spatially resolved measurements
of the ion source [36], or simultaneous measurements of ion and electron [49] or plasma-
emitted extreme ultraviolet radiation spectra [50].

2.2. Multi-Pinhole Thomson Parabola Spectrometer

Here, we propose a modification of the basic TP design, consisting on the substitution
of the pinhole by a horizontal array of pinholes. This array chops the incoming cone of par-
ticles in several beamlets which are simultaneously detected. In this way, we can measure
the different angles adding angularly resolved spectral information. Similar strategies were
already proposed [32–36,51–55] in most of the cases, dismissing the electric field for charge-
to-mass ratio inspections, as the authors claim to accelerate a single ion species (protons).
Some references [56] showed the possibility of joining different ion diagnostics in order
to have extended information about the beam, but lacking ion discrimination capability
at different subtended angles. A few works have proposed [45] or demonstrated [57] an
absolute capability of angular spectral-q/m resolution, but with strong limitations in the
available species to be investigated, as well as their subtended angles, due to data analysis
constraints. In order to facilitate the spectrum retrieval, they managed to avoid crossing
traces from neighbouring beamlets at the detector plane.

We propose a more general multi-pinhole TP spectrometer, including the use of electric
and magnetic fields for identifying different q/m ions, angular selection of beamlets, and
a more generic post-processing method, which does not limit the available ion species to
be investigated.

In the case shown here, three pinholes of d = 200μm, separated by a = 3 mm and
aligned along the x-axis (electric deflection direction, see Figure 1), were drilled into a W
1 mm-thick 25 mm-diameter plate. A copper nosepiece was designed to easily exchange
between these substrates, with different pinhole array combinations with pre-set align-
ment orientations. A B = 0.4 T, l2 = 75 mm long permanent dipole magnet is located
l1 = 13.5 mm after the pinholes. The direction of the magnetic field (−x) deflects the ions
upwards (+y). Magnets are attached to an iron yoke, leaving a gap between poles of 16 mm,
on-axis with respect to the central pinhole. Two thin copper electrodes are placed over
the magnet poles. A variable voltage difference can be applied between electrodes, up to
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U = 10 kV, which deviates the particles parallel to the field lines. After a propagation
distance l3 = 135 mm a 80 × 30 mm2, a single-stage MCP with attached phosphor screen
(Hamamatsu F283-12P, 12μm channel diameter) converts the two-dimensional ion traces
into visible photons at the rear side of the TP. This signal is acquired by a properly cali-
brated image recording system, in order to retrieve particle data for every laser shot. All
the components are light-tight covered by a shielding made of overlapped layers of Al,
polyethylene, and Pb, whose goal is to protect the MCP from secondary radiation sources.
The full assembly is 10 kg heavy and 130 × 255 × 175 mm3 in volume, which makes it
relatively easy to set and align inside an experimental vacuum chamber.

Figure 1. Multi-pinhole TP spectrometer design.

A 3D numerical solver was developed for trajectory simulation to provide expected
traces in MCP and energy–position relation for all the required charged species. It consisted
of a second-order Verlet algorithm and the numerical error was estimated by comparison
to analytical results on 0.23% at 20 MeV. The magnetic field was mapped by a Hall probe
in the central vertical plane (between dipole magnets) and implemented in the code for
realistic trajectory calculation (see Figure 2). The electric field could not be measured;
therefore, it is implemented in the code as a perfectly sharp and homogeneous field between
plates, ignoring edge effects. The numerical simulation provided precise energy position
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calibrations, accounting for the exact trajectory of particles coming from each pinhole of
the array.

Figure 2. Measured magnetic field distribution. Ions propagate in z-direction through the field
towards the MCP, deflected on the y-direction by the Lorentz force.

In the presented design, proton energies between 300 keV and 25 MeV are accessi-
ble. The ultimate energy resolution of the TP spectrometer is determined by the energy
separation at the MCP position (ΔE/Δx) and the trace width. For instance, at 20 MeV,
ΔE/Δx = 4.33 MeV/mm, with a measured trace width of 0.30 mm, the minimum uncer-
tainty is 4.33 MeV/mm × 0.3 mm = 1.3 MeV.

In this geometrical configuration, the crossing of traces from different pinholes are
abundant and need to be processed (see Figure 3). Crossings produce peak artifacts in the
spectrum readout due to intersections. To avoid the artifacts, we proceeded in identifying
the species involved on each crossing event. If one works in the pixel position vs the pixel
value space, the peaks produced by intersections are aligned in position for all the involved
species and can be treated in the same basis. The intersection peaks were identified, located,
and eliminated from the raw data to later perform a linear interpolation between both
edges of the gap left by extraction. All the intersections were identified, but only the
ones producing significant distortion were eliminated. We eliminated the peaks that were
still observable after performing a Gaussian smoothing over the data in the pixel space.
The convolved Gaussian radius was set to 10 points as Fourier analysis of raw data revealed
peaks of size structures from 5 to 20 points. In this way, both statistical variations and small
structures up to 20 points were considered as noise and contribute to the root mean square
deviation (RMSD) value. The interpolated segments were considered to follow the trend
within variations according to this RMSD.
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Figure 3. Multi-pinhole Thomson parabola traces obtained from a single laser shot at VEGA 3.
The origin of the coordinate system corresponds to the zero-deflection point of the central beamlet.
PL, PC, and PR corresponds to the tracks related to the left, central, and right beamlets, respectively.
Cn+ indicates the three n-charged ion traces. The halo at the bottom left corner is originated by a leak
of white light from plasma emission, which reaches the MCP through the junction of MCP structure
and shielding.

3. Experimental Test and Results

The detector was tested at the VEGA 3 petawatt laser facility at Centro de Láseres
Pulsados (CLPU, Spain). The target, a 3μm-thick Al planar foil, was irradiated at 10◦ to
form the normal target in the horizontal plane by the VEGA 3 laser. For the case shown,
a single 0.8μm linearly p-polarized pulse of 10.9 J (on target) and a 180 fs full width at
a half-maximum (FWHM) duration was focalized by an F/11 off-axis parabolic mirror
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onto a 9.7μm FWHM spot, containing 20% of the pulse energy, yielding an averaged
intensity of 1.7 × 1019 W/cm2 inside the FWHM and resulting in the acceleration of ions
from the contamination layer on the target rear surface, rich in H and C atoms, by the
TNSA mechanism. As a side effect, ultraviolet and X-rays photons are generated during
the laser–plasma interaction, which can define the non-deflected axis of the detector.

The TP spectrometer was carefully aligned so the central pinhole was exactly facing
the interaction point in the normal direction of the target surface at a distance L = 508 mm.
The electrode plates were fed with a voltage difference of U = 10, 000 V. The photons from
the phosphor screen were collected by an imaging system consisting of an objective (Nikon
AF-S NIKKOR 18–105 mm 1:3.5–5.6G ED) with adaptable focal length range of 18–105 mm
and a Blackfly PGE-23S6M-C CMOS optical camera of 1920 × 1200 pixels with a laterial
size of 5.86μm. The system was set up to an ultimate magnification of 0.0854 at the detector
plane (14.57 pixels/mm), which was calibrated thanks to a laser machined pattern in the
object plane, next to the MCP. For the detection distance L, the choice of pinhole separation
a = 3 mm keeps a reasonably separation of the three traces group, occupying as much as
possible the MCP surface. Figure 3 shows the raw traces acquired in a single laser shot.

It is important to note that the source-to-detector distance L in the setup prepared is
much larger than the source size s (typically a few hundred of micrometers in diameter).
The magnification of the pinhole camera effect on the detector plane is barely enough to
distinguish spatial effects of the source, therefore considering a point-like source for analysis
means. The examined angles in this case are 0 and ±α, being α = tan−1(a/L) = 0.3◦.

A single beamlet proton spectrum is plotted in Figure 4, together with the traces inter-
sections signal peaks, which are considered measurement artifacts and removed. Figure 5
shows the three spectra retrieved from the three analysed proton traces. As expected, due
to the small difference of the angles probed when compared to the typical TNSA beam
divergence (around 20◦), all spectra are similar. This is also true for the carbon ions (see
Figure 6). For sake of comparison, different ion species from the same pinhole are plotted
in Figure 7. The RMSD was calculated from raw data with respect to smoothed data and
some example values are 8310 (a.u.) for left trace protons and 655 (a.u.) for C4+ left.

Figure 4. Left trace proton spectrum in logarithmic scale. Blue: corrected spectrum. Red: same
spectrum showing the peaks subtracted, corresponding to trace crosses. Several representative error
bars are plotted, picturing the estimated energy resolution.
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Figure 5. Left, center, and right proton beamlets spectra in the logarithmic scale. Dashed lines show
the reconstructed spectrum range. It is important to note that the crosstalk between traces lays at
different energy locations for each beamlet. This effect is clear from Figure 3; the relative horizontal
position of each proton trace makes the crosses appear at different energetic levels. Note for instance
that the proton right trace does not suffer any crosstalk; thus, no correction is applied.

Figure 6. Left, center, and right C4+ beamlets spectra in the logarithmic scale. Dashed lines show the
reconstructed spectrum range.
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Figure 7. Left beamlets spectra for protons and C4+, C5+, and C6+ ions in the logarithmic scale.
Dashed lines show the reconstructed spectrum range.

4. Discussion

We designed, built, and tested a Thomson parabola which can measure the spectra
of discretized beamlets with different emission angles from a laser–plasma interaction
experiment at a high repetition rate, simultaneously sorting the ion species by their charge-
to-mass ratio.

A novel analysis method, which can examine the crossing parabolic traces on the
detector plane, grants access to several variables parallelly. The peak artifacts due to trace
crossing are corrected by subtraction of the contribution of the non-desired traces by means
of a fitted gaussian intersection function in the pixel position space, ensuring the graph
continuity of the analyzed trace.

Future improvements of the detector are considered. An absolute charge calibration
can be used a next step for detector refinement, by combining the use of the MCP with CR39
or RCF stacks [24], or possibly by testing the TP in a charge-controlled electrostatic particle
accelerator. From the results presented, it also became clear that one of the limitations
of the system is the parallel configuration of the electric plates. The detector can be
improved by adapting it to a wedged geometry (separation between the electrodes increases
with ion path) [45–47], thus preventing low energy ions from colliding with the plates,
specially pronounced for the ions from the less favourable (left) beamlet (see for instance
”left” carbons spectra in Figures 6 and 7), as also demonstrated in Figure 3. Additionally,
an increased size of MCP (or use of other larger 2-D active detector) can be beneficial.
The conversion of the TP into an ion wide angle spectrometer [55] (iWASP) is possible
by switching off the electric potential of the electrodes, maintaining only the magnetic
deflection, and replacing the pinhole array by an horizontal micrometer-wide slit.

Finally, new pinhole array combinations are foreseen to explore different and more
numerous probing angles. A larger pinhole imaging magnification can be implemented
by placing the detector closer to the target [30], followed by a proper dimensioning of the
pinhole array configuration, implying clearer variations detected between traces. For in-
stance, a line of three pinholes with separation a = 500μm can set the TP as close as
L = 12.5 mm by avoiding particle collisions with the electrodes, yielding probing angles of
0 and ±α ≈ ±4.5◦, where the differences in spectra among the beamlets will be presumably
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noticeable. Moreover, each pinhole can apply an imaging magnification of L′/L ≈ 18,
which will considerably enhance the spatial resolution. Considering high laminar beams,
this high magnification imaging mode should be sufficient to resolve changes on the tar-
get emission coordinates and beam pointing variations as a function of energy for each
beamlet [30,33–35], therefore granting a beam emittance characterization. This increased
magnification can cause a cost of loss of energy resolution. An estimation of the resolu-
tion in the worst case scenario of a pure non-laminar beam provides a value of ±3.5 MeV
at 15 MeV. However, a large percentage of laminarity is expected at these energies to
reduce the trace thickness and increase the resolution. In any case, the observation of
how laminarity depends on energy is itself an important achievement, and this type of
setup can provide a direct measurement of it. On the other hand, it seems possible to
apply the multi-pinhole TP to diagnose energy (and species) laser-generated ion beamlines.
In such a case, the detector field configuration can be adapted in order to comprise an
adequate range of energies, therefore improving the energy resolution considerably. All
these possibilities show the potential interest of such kind of detectors for beam analysis
of novel acceleration mechanisms under research, such as collisionless shock acceleration
(CSA) [58] or RPA [40,41,59], as well as for measurements of transported ion beamlines,
well fitted for applications.
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CPA Chirped pulse amplification
IP Imaging plate
TNSA Target normal sheath acceleration
RPA Radiation pressure acceleration
RCF Radiochromic film
FWHM Full width at half-maximum
iWASP Ion-wide angle spectrometer
CSA Collisionless shock acceleration
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Abstract: As the importance of measuring electron density has become more significant in the
material fabrication industry, various related plasma monitoring tools have been introduced. In
this paper, the development of a microwave probe, called the measurement of lateral electron
density (MOLE) probe, is reported. The basic properties of the MOLE probe are analyzed via
three-dimensional electromagnetic wave simulation, with simulation results showing that the probe
estimates electron density by measuring the surface wave resonance frequency from the reflection
microwave frequency spectrum (S11). Furthermore, an experimental demonstration on a chamber
wall measuring lateral electron density is conducted by comparing the developed probe with the
cutoff probe, a precise electron density measurement tool. Based on both simulation and experiment
results, the MOLE probe is shown to be a useful instrument to monitor lateral electron density.

Keywords: plasma diagnostics; non-invasive electron density measurement; planar microwave
probes; plasma monitoring

1. Introduction

Plasma applications in modern technologies cover numerous fields such as material
fabrication, nuclear fusion, medical treatment, agriculture, and catalysis [1–4]. Among them,
plasma has played a key role in the state-of-the-art processing of semiconductor fabrication,
particularly in ultra-high-aspect ratio etching, atomic layer etching, and deposition, since
plasma has chemically and physically active species [2,5].

Recently, to improve throughput and productivity, process monitoring technology
has become significant because the price of a patterned wafer has steadily grown and loss
by unstable process is no longer negligible [6–9]. Particularly, advanced process control
(APC), which is a process-tuning technology based on real-time signals from monitoring
devices, has attracted strong interest from industry [10,11]. The APC gathers monitoring
data in real-time and diagnoses whether plasma processing steps are normal or not based
on post-process algorithms [12–14]. Non-invasive measurement devices create tremendous
monitoring data such as optical emission spectra, voltages applied and current flowing
through the discharge electrode or antenna, capacitor positions in an impedance matcher,
throttle valve positions, gas flow rates, and plasma parameters such as electron density and
temperature [13,15–18].

Electron density is a significant factor among these monitoring parameters since it is
believed to be directly related to processing time and quality [2,5,10,11,17,18]. To measure
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electron density non-invasively, various diagnostic methods have been developed, including
actinometry and the line ratio method by analyzing optical emission spectra [6,19,20], laser
Thomson scattering by measuring scattered laser light [20,21], and planar microwave probes
by analyzing reflected or transmitted microwave signals [18,22,23]. They all have been fre-
quently employed in the research field but some optical and laser methods have limitations
for industrial application, as follows. First, the actinometry and line ratio approaches are
only applicable in a narrow processing window, while the laser Thomson scattering method
requires a large and stable space to generate the laser and fine-tune its sensitivity. Second,
both optical and laser methods are strongly affected by any contamination of the view-
port [24]. On the other hand, planar microwave probes are not affected by contamination
of the microwave antenna [25] and only slightly perturb the processing plasma [26]. Hence,
the planar microwave probe is seen as a promising electron density monitoring device, as
evidenced by numerous probe designs as follows.

Based on the plasma cutoff phenomenon, which was firstly employed in a microwave
interferometry measuring phase shift due to the plasma cutoff for measuring the line-
integrated electron density [27,28], You et al. developed the planar cutoff probe (PCP),
which measures the cutoff frequency in the transmission microwave frequency spectrum
(S21), which is defined as transmitted power of port 2 over radiated power from port 1
in a frequency spectrum [10,11,18,25]. They proposed the planar cutoff probe [11], devel-
oped it as a real-time monitoring instrument [17], and further optimized and analyzed
the PCP [10,18]. Sugai et al. developed the planar curling probe (CP), based on the
quarter-wave resonance (QWR) on a curling antenna, that measures the shift of QWR
frequency induced by plasma in the reflection microwave frequency spectrum (S11), which
is defined as reflected power of port 1 over radiated power from port 1 in a frequency
spectrum [22,29–31]. They deeply analyzed the CP [29–31], developed it as a real-time
monitoring instrument for electron density as well as film thickness [22]. With similar
principle of the CP, Beckers et al. have developed microwave cavity resonance spectroscopy
(MCRS), that measures cavity resonance frequency shift by plasma in S11 spectrum [32–34].
In the recent attempt, they demonstrated operation of the MCRS with the wall-mounted
invasive antenna. Brinkmann et al. developed the planar multipole resonance probe
(pMRP) based on dipole resonance; this probe measures multipole resonance frequencies in
S11 [23,35–38]. They introduced the pMRP [36], developed it as a monitoring sensor [37],
and further investigated the pMRP [23,38]. Among those probes, the MCRS and microwave
interferometry show wide measurement range and short time resolution, whereas there is
lack of study for measurement limitations of the PCP, the CP, and the pMRP; those planar
probes would be deeply investigated in terms of its detection limitations. Although these
planar probes all show high measurement accuracy, the probe module size and design are
bulky and complex, respectively.

A small and simple probe size is desirable for the following reasons. First, a small
probe design lowers plasma perturbations as well as thermal damage on the probe antenna
from the plasma. Recently, high ion fluxes and energy have been generated with high
average power (10–30 kW), so thermal damage issues should be considered [39,40]. Second,
a simple probe design expands its applicability, such as enabling installation into an
electrostatic chuck (ESC) as well as on vacuum chamber walls, with improved assembly
tolerance. It should be noted that the capability to be installed onto chamber walls in place
of an ESC or powered radio-frequency (rf) electrode has various advantages: addressing rf
noise issues induced by high power application, minimizing process perturbation (with no
requirement for any modification of an ESC or rf electrode before probe insertion) [17,18],
and lowering the thermal damage from high-energy ions and neutrals created near the
rf electrode.

To realize such advantages, this paper proposes the measurement of lateral electron
density (MOLE) probe. As the probe can be made by merely cutting an RG-401 coaxial
cable, it represents the smallest and simplest design among planar microwave probes.
For the principle, the MOLE probe is based on the surface wave resonance (SWR) at the

236



Sensors 2022, 22, 5487

plasma–sheath interface and measures the SWR frequency in S11. Here, a sheath is an ion
space charge region either covering materials immersed into plasma or plasma itself and is
caused by mobility difference of electron and ions. In fact, the MOLE probe shares the same
operation physics as the plasma absorption probe (PAP) [41] and the plasma transmission
probe (PTP) [42]. The difference compared with the PAP will be discussed in the next
section. Here, we briefly explain the difference between the PTP and the MOLE probe: the
former measures the SWR frequency in S21, but the latter does so in S11 [42]. This fact brings
about two effects: first, the PTP requires a receiving antenna but the MOLE probe does not.
Second, the sensitivity of the MOLE probe is higher than that of the PTP; the background
signal level is high enough to be comparable to the SWR signal since the radiating and
receiving antennae of the PTP are adjacent through a dielectric medium. Furthermore, the
SWR frequency is closer to the ideal SWR frequency for the MOLE probe than for the PTP,
and thus the MOLE probe can more precisely measure the SWR frequency.

The remainder of this paper is as follows. In the second section, the simulation method
to verify the operation physics of the proposed probe is discussed. In the third section, an
experimental demonstration of the MOLE probe is described and analyzed. Finally, in the
conclusion section, a summary of this paper is provided.

2. Three-Dimensional Electromagnetic Wave Simulation Analysis

2.1. Simulation Details

To analyze the basic properties of the MOLE probe, the high-frequency time-domain
solver provided by CST Microwave Suite was utilized. It solves Maxwell’s equations in
three-dimensional (3D) space via the finite-difference time-domain method for the typical
microwave range, from several MHz to several tens of GHz. This simulation approach
has been widely used to analyze and optimize microwave probes such as the planar cutoff
probe, planar curling probe, and planar multipole resonance probe; related simulation
details can be found in [10,23,31,35].

Figure 1 shows a schematic diagram for the simulation configuration. A coaxial cable
is partially immersed into a rectangular plasma of dimensions 100 × 100 × 300 mm3. The
plasma was assumed as a dispersive dielectric material, or more specifically the Drude
model provided by the solver. One can find details on the Drude model in [10]. Briefly,
based on the Drude model, the plasma dielectric constant can be calculated by the electron
density (ne), collision frequency (νm), and microwave frequency ( f ). Here, νm is calculated
with the same assumptions as in [10], and the sheath is assumed as a vacuum (the relative
dielectric constant of the sheath is unity). In fact, the sheath is an ion-space charge region
(rigorously not a vacuum) but in terms of microwave, of which frequency is much higher
than ion plasma oscillation frequency, ions are immobile and therefore the sheath can be
assumed as a vacuum. In this simulation condition, ne, νm, and sheath width are variables.

The benchmark dimension of the coaxial cable is a RG-401 cable used in this experi-
ment; not exactly the same but similar dimensions for simple numeral. The coaxial cable
consists of a cylindrical copper core 2.0 mm in diameter, a polytetrafluoroethylene (PTFE)
tube 6.7 mm in outer diameter and 2.0 mm in inner diameter, a relative dielectric constant
of 2.1, and an aluminum tube 8.0 mm in outer diameter and 6.7 mm in inner diameter.

A nanosecond Gaussian pulse (Pin(t)) including microwaves from 0 to 10 GHz is
applied at the waveguide port, as shown in Figure 1. Then, reflected signals (Pref(t))
come from the end of the probe, sheath, and plasma in the time domain. As we inter-
ested in analysis on the reflected signals in the frequency domain, by using fast Fourier
transform, both Pin(t) and Pref(t) are converted into Pin( f ) and Pref( f ), which are input
and reflected powers, respectively, in the frequency domain. Then, S11 is calculated as
10log10(Pin(f)/Pref(f)).
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Figure 1. Schematic diagram for the simulation configuration.

2.2. Validation of Surface Wave Resonance

To analyze the basic characteristics of the SWR, a simple simulation model was em-
ployed with a thick ground shield 300 mm in diameter and other parameters the same
as those in Figure 1. Then, the plasma–sheath interface near the coaxial cable becomes
flat and the surface wave propagation on the interface is clearly visualized as shown in
Figure 2a–c, which show the magnitude of the absolute electric field with a cross-sectional
view at π/2 phase and different frequencies. Based on Figure 2a,b, a surface wave is gener-
ated from the plasma–sheath interface. It can be noted that the magnitude of the electric
field at a frequency of 1.40 GHz is significantly large, indicating that the surface wave at this
frequency is strongly localized at the interface and absorbed by the plasma. This minimizes
the amount of the reflected waves. Such a result corresponds to the simulation result that
the minimum S11 is at 1.40 GHz, as shown in Figure 2d. The surface wave disappears at
higher frequencies (>1.40 GHz), as shown in Figure 2c, which implies that the dispersion
relation of the surface wave no longer exists above 1.40 GHz and, hence, this frequency
indicates the SWR frequency [43]. Furthermore, this frequency is significantly close to
the SWR frequency theoretically defined as fSWR = fpe/

√
2 [5,43] at an infinite boundary

and without collisions, where fpe is the plasma oscillation frequency ( fpe = 8980
√

ne);
this theoretical SWR frequency is about 1.42 GHz. It can therefore be concluded that the
resonance frequency at which the S11 value is minimum is the SWR frequency.

Moreover, the fact that the electric field strongly localizes at the plasma–sheath inter-
face means that the surface wave resonance frequency includes information on the plasma,
the dimensions of which are nearly the same as the diameter of the probe. This implies
that the MOLE probe can measure the lateral electron density when it is installed on a
chamber wall.
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Figure 2. Magnitude of the absolute electric field (E2 = E2
x + E2

y + E2
z ) at different frequencies:

(a) 1.36 GHz, (b) 1.40 GHz, and (c) 1.44 GHz, and (d) S11 spectrum The electron density is 5 ×
1010 cm−3, pressure 100 mTorr, and sheath width 5.0 mm. Here, the resonance frequency is 1.40 GHz.

2.3. Simulation Results and Discussion

Through the last section, it can be verified that the SWR induces the minimum S11
value. Now, this section further analyzes the SWR frequency based on the configuration
shown in Figure 1. Figure 3 plots the S11 spectra from 0 to 10 GHz with various input
electron densities and pressures at a constant sheath width of 0.234 mm. At a low input ne
of 5.0 × 109cm−3, one can find a sharp resonance peak near 0.3 GHz and multiple peaks
above 1 GHz. The former is believed to be the SWR peak and the others due to standing
waves formed inside the coaxial cable based on an electric field analysis, which is not
included in this paper as it is considered out of scope. As shown in Figure 3a–c, both the
SWR frequency and the Q-factor (sharpness of the peak) increase with increasing input
ne. As mentioned previously, at the SWR condition, the surface wave is localized at the
plasma–sheath interface and absorbed by the plasma, leading to an abrupt drop in S11 at
the SWR frequency. These wave confinement and absorption effects increase at higher
electron densities, with the signal reduction at the SWR frequency becoming stronger.

Furthermore, the Q-factor abruptly decreases with increasing pressure, as shown in
Figure 3. At high-pressure conditions, electrons barely interact with electromagnetic (E/M)
waves due to frequent collisions between argon atoms and electrons, and consequently
the wave absorption by the plasma becomes inefficient. As a result, the wave confinement
effect decreases and the S11 reduction at the SWR frequency becomes weaker. Figure 4
plots the calculated fSWR over input ne at various pressures and sheath widths. The dashed
line in each plot indicates the ideal SWR frequency as defined by fSWR = 6349

√
ne. At

a thin sheath width (Figure 4a), there is a large difference between the ideal SWR and
the calculated fSWR. The maximum discrepancy (defined as fidealSWR − fSWR/ fidealSWR)
is 36.5% at an ne of 1.0 × 1012 cm−3. This is because of the boundary effect, which is not
included in the ideal SWR model. At a thin sheath width, the E/M wave damped along the
plasma–sheath interface interacts with the plasma as well as with the ground aluminum
tube of the coaxial cable. As the sheath width increases, interaction between the E/M wave
and the plasma becomes dominant and fSWR corresponds to the ideal SWR frequency for
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most pressure conditions, as shown in Figure 4d. Through the E/M wave simulation, it is
verified that the sharp resonance peak in the S11 spectrum of the MOLE probe originates
from the SWR and values of ne can be inferred by measuring the SWR frequency by the
relation fSWR = 6349

√
ne. However, depending on the sheath width, the measurement

discrepancy may increase up to 36.5%.

Figure 3. S11 spectra with various pressures (p) at a constant sheath width of 0.234 mm and electron
densities (ne) of (a) 5 × 109 cm−3, (b) 5 × 1010 cm−3, and (c) 5 × 1011 cm−3.

Figure 4. Surface wave resonance frequencies ( fSWR) with various pressures and input electron
densities at sheath widths of (a) 0.234 mm, (b) 0.5 mm, (c) 1.0 mm, and (d) 2.0 mm.

Those simulation results indicate that both detection limit and accuracy largely depend
on the sheath width. In the case of floating sheath, as electron density lowered sheath
becomes thicker, which leads to a reduction in signal-to-noise ratio since most electromag-
netic waves are already reflected on the open termination of the probe edge at thick sheath
condition. Meanwhile, at high electron density, the sheath becomes thin, which leads to
decreasing accuracy.

2.4. Difference between the MOLE Probe and the PAP

As mentioned in the Introduction section, the principle of the MOLE probe is the
same as the PAP [41,44,45], except for probe configuration: the PAP has a radiating tip
whereas the MOLE probe is tipless, as shown in Figure 1. This difference seems to be trivial,
just either presence of the tip or not, but we found that there is a significant difference in
terms of practical use. In general, the S11 spectrum of the PAP shows multiple resonance
peaks caused by higher resonance modes as in [41,45] whereas the MOLE probe exhibits
just double peaks. In fact, these multiple peaks are already addressed in [44] where the
sensitive PAP was proposed to minimize higher mode peaks. We found, however, that
the sensitive PAP is not effective under different conditions. Figure 5 shows simulated S11
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spectra with various tip lengths at different sheath widths of 0.234 mm and 3.0 mm. As
shown in Figure 5a, multiple peaks caused by higher mode resonances [45] show higher
S11 values compared with the fundamental peak ( fSWR). In practical situations where one
determines the fSWR in a measured S11 spectrum, higher mode peaks would result in a
large measurement discrepancy of measurement or require additional analytic processes.
The higher mode peaks are however suppressed with lessening the tip length and at the
tipless condition, S11 spectrum shows clear double peaks or a single peak, depending on
conditions. Similarly, at the thick sheath condition (Figure 5b), one can find a complicated
S11 spectrum as well as peaks with the probe tip whereas, at the tipless condition, clear
double peaks are observed. The simulation result ensures that the MOLE probe exhibits a
clear and simple S11 spectrum and as a result, easy analysis to infer electron density (ne)
just by using the equation, fSWR = 6349

√
ne. Furthermore, as the MOLE probe has a flat

antenna, it is applicable for plasma monitoring installed on the vacuum chamber wall,
which is the main purpose of the MOLE probe.

Figure 5. S11 spectra with various tip lengths at a sheath width of (a) 0.234 mm and (b) 3.0 mm,
electron density of 1 × 1010 cm−3, and pressure of 100 mTorr.

3. Experimental Demonstration

3.1. Experimental Setup

Figure 6 shows the experimental setup for a demonstration of the MOLE probe. The
probe was made by cutting an RG-401 cable, a common coaxial cable. The diameter of
the core conductor (copper) was 1.63 mm and the inner and outer diameters of the jacket
conductor (copper) were 5.31 and 6.35 mm, respectively. The dielectric material was PTFE,
of which the inner and outer diameters were 1.63 and 5.31 mm, respectively. The cutoff
frequency of the RG-401 cable was 20 GHz, which is much higher than the frequency range
used in this experiment, and the characteristic impedance was 50 Ω.

Inductively coupled plasma was generated by applying rf power from an rf generator
(YSR-06MF, YongSin RF Inc., Hanam-si, Korea) to an in-house one-turn antenna through an
rf matcher (YongSin RF Matcher, YongSin RF Inc., Gyonggi-do, Korea). A ceramic plate was
used to both sustain the vacuum and propagate rf power into the gas inside the chamber.
Argon gas (99.999% purity) was injected through a mass flow controller (MFC, LineTech
Inc., Deajeon, Korea). A rotary pump (DS102, Agilent Inc., Santa Clara, CA, USA) was used
to generate a vacuum in the chamber via pumping port, with a resultant base pressure of
0.6 mTorr.

The MOLE probe was inserted into the chamber via a NW-40 port with distance of
140 mm from the ceramic plate. One end of the probe was located in the center of the
chamber (Figure 6a) and the other end was connected to a commercial SMA connector,
which itself was connected to vector network analyzer 1 (E5071B 300 kHz–8.5 GHz, Agilent
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Inc., Santa Clara, CA, USA)) via SMA cable, as shown in Figure 6. To remove the signal
loss by the SMA cable, calibration was conducted at the end of the cable with a calibration
kit (85033D, Agilent Inc.).

Figure 6. Schematic diagrams of the experimental setup for a demonstration of the MOLE probe
positioned (a) in the center of the chamber and (b) on the chamber wall.

To demonstrate the operation of the MOLE probe, a cutoff probe was inserted into the
chamber via a NW-40 port opposite from the MOLE probe. The cutoff probe was connected
to vector network analyzer 2 (S3601B 100 kHz–8.5 GHz, SALUKI Inc., Taipei, Taiwan) via
two SMA cables. The cutoff probe can precisely measure the electron density by measuring
the cutoff frequency in S21; details can be found elsewhere [9,46–49]. In the next section,
operation of the MOLE probe at the center of the chamber is first demonstrated compared
to the cutoff probe. Operation on the chamber wall is then considered, with the cutoff
probe still located at the center of the chamber.

242



Sensors 2022, 22, 5487

3.2. Experimental Results and Discussion

Figure 7 shows the S11 spectra of the MOLE probe with various rf powers at 5.0 mTorr.
A peak appears near 0.5 GHz with the probe at various rf powers (201–593 W) and pressures
(5.0–18.2 mTorr) depending on the rf power; based on the simulation analysis, this peak is
believed to be the SWR peak, with the other peaks above 1 GHz thought to originate from
the standing wave resonance formed inside the coaxial cable. Since these peaks complicate
the analysis, converted S11 spectra [defined as S11(plasma) − S11(vacuum)] are introduced
in Figure 8a–c. With these, the SWR resonance can be more clearly observed. The SWR
frequency is proportional to the rf power, and as the pressure increases, the Q-factor of the
peak abruptly decreases. As shown in Figure 8d–g, the cutoff frequency ( fcutoff = 8980

√
ne)

in S21, which is marked with an arrow at each rf power condition, is proportional to the rf
power [47–49]. This implies that the electron density is also proportional to the rf power.
Combining the findings of the converted S11 analysis and S21 analysis, the SWR frequency
as well as the signal reduction are proportional to the electron density. Moreover, the
Q-factor of the SWR peak decreases with increasing pressure. These trends are exactly the
same as those in the simulation analysis. The dependence of the SWR frequency as well as
the cutoff frequency on the rf power is further analyzed by considering the wall-positioned
MOLE probe results, as follows.

Figure 7. S11 spectra of the MOLE probe with various rf powers at a pressure of 5.0 mTorr.
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Figure 8. (a–c) Converted S11 spectra [defined as S11(plasma)–S11(vacuum)] of the MOLE probe. (d–f)
S21 spectra of the cutoff probe at various rf powers (201–593 W) and pressures (5.0–18.2 mTorr).

Finally, to demonstrate the operation of the MOLE probe in non-invasively measuring
lateral electron density, the probe was positioned on the chamber wall as shown in Figure 6b.
Here, lateral means the plasma–sheath edge near the chamber wall. Figure 9a,b show the
S11 and converted S11 spectra of the wall-positioned MOLE probe at 5 mTorr. Compared to
Figure 7, the SWR peak as well as the signal reduction in the S11 spectra are unclear since
the electron density near the chamber wall is, in general, lower than that in the center of
the chamber [5]. Although the SWR peak is unclear in S11, there is a distinct SWR peak in
the converted S11 spectra, and this peak is proportional to the rf power. Figure 9c shows
that the cutoff frequency is also proportional to the rf power. Once again, by combining
these two facts, the fSWR from the wall-positioned MOLE probe is found to depend on the
electron density at the center.

Figure 9. (a) S11 spectra and (b) converted S11 spectra [defined as S11(plasma)–S11(vacuum)] of the
MOLE probe. (c) S21 spectra of the cutoff probe with various rf powers (202–590 W) at a pressure of
5 mTorr.
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Figure 10 exhibits estimated electron densities from the MOLE probe at bulk over
densities from the cutoff probe at various pressures RF powers based on the measurement
results of Figures 8 and 9. In terms of the trend, the ne,MOLEprobe measured at the bulk
represents a good linearity with the ne,cutoffprobe, which means that the MOLE probe catches
well the variation of the bulk plasma. For the wall mount MOLE probe, the ne,MOLEprobe
also follows the bulk variation as shown in Figure 10. Hence, through experimental
demonstration with the cutoff probe, we find that the MOLE probe on the wall works well.

Figure 10. Estimated electron density from the MOLE probe (ne,MOLEprobe) at the bulk and on the
wall over densities from the cutoff probe (ne,cutoffprobe) at various pressures.

The MOLE probe however measures the electron density several times lower for the
bulk and 10 times lower for the wall mount than the cutoff probe. This is because of thin
sheath condition and the plasma non-uniformity [17,50]. Based on the simulation result (Fig-
ure 4), at a thin sheath width the fSWR is lower than the ideal one, which means the MOLE
probe estimates lower density. In fact, sheath width in the inductively coupled plasma
source is known as floating sheath, which is five times the Debye length (5 × λDe) [51],
where λDe(= 740

√
Te/ne) is the Debye length in cm and Te and ne are the electron temper-

ature in eV and electron density in cm−3, respectively. Assuming the ne as 2 × 1010 cm−3

based on the cutoff probe and Te as a few eV[5], the estimated sheath width is the order
of 0.1 mm and it surely causes the underestimation of the SWR frequency. Moreover, at
low pressure, the inductively coupled plasma source has a non-uniformity as in [17] where
the measured density near wall is 10 times lower than the bulk due to ambipolar potential.
Hence, with considering the non-uniformity effect, the electron density by the MOLE probe
on the wall is reasonable based on Figure 10.

4. Conclusions

The development of a microwave probe called the measurement of lateral electron
density (MOLE) probe was described in this work with simulation study and experimental
demonstration. Lateral as used here refers to the plasma–sheath edge near the chamber
wall. Results of a 3D E/M wave simulation analysis established that the MOLE probe can
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measure the SWR frequency ( fSWR = 6349
√

ne), with a theoretical measurement discrepancy
up to 36.5% depending on the sheath width; especially, the discrepancy increases as sheath
width decreases. Experimental demonstrations including a cutoff probe for comparison
exhibits that the MOLE probe represents a good linearity with the cutoff probe at bulk
as well as on the chamber wall, which means that MOLE probe can measure the lateral
electron density. In conclusion, the MOLE probe positioned on the chamber wall is believed
to be a useful tool to monitor lateral electron density.
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Abstract: As the conventional voltage and current (VI) probes widely used in plasma diagnostics
have separate voltage and current sensors, crosstalk between the sensors leads to degradation of
measurement linearity, which is related to practical accuracy. Here, we propose a VI probe with
a floating toroidal coil that plays both roles of a voltage and current sensor and is thus free from
crosstalk. The operation principle and optimization conditions of the VI probe are demonstrated
and established via three-dimensional electromagnetic wave simulation. Based on the optimization
results, the proposed VI probe is fabricated and calibrated for the root-mean-square (RMS) voltage
and current with a high-voltage probe and a vector network analyzer. Then, it is evaluated through
a comparison with a commercial VI probe, with the results demonstrating that the fabricated VI
probe achieved a slightly higher linearity than the commercial probe: R2 of 0.9967 and 0.9938 for
RMS voltage and current, respectively. The proposed VI probe is believed to be applicable to plasma
diagnostics as well as process monitoring with higher accuracy.

Keywords: plasma diagnostics; plasma monitoring; voltage and current (VI) probe; floating toroidal
coil; simulation optimization; VI probe calibration

1. Introduction

Plasma, called the fourth state of matter, consists of physically energetic charged
particles (electrons, positive ions, negative ions) and chemically reactive neutral particles
(radicals) [1]. Due to their high physical energy and chemical reactivity, plasma has been
widely used in various fields such as semiconductor fabrication, medical and environmental
industries, aerospace, bio, and nuclear fusion science [2,3]. In particular, in semiconductor
fabrication, plasmas significantly influence the plasma etching [4–7], ashing [8,9], and
deposition [10,11] processes to realize feature sizes on the nanoscale. As feature sizes
continue to shrink towards a few nanometers with improved levels of integration, process
abnormalities such as arcing and leakage that reduce productivity have been regarded as
serious problems [12–14].

To improve process productivity, process monitoring techniques based on plasma di-
agnostic methods have garnered much attention [15] since key process parameters such as
etching and deposition rates are related to the plasma parameters [16–20]. Plasma diagnostic
methods employ an analysis of (i) the current-voltage characteristics of plasma using the Lang-
muir probe [21–23], (ii) the response characteristics of plasma to microwaves using resonators
(microwave probes) [24–32], (iii) the optical emission characteristics of plasma using an optical
emission spectrometer (OES) [33,34], and (iv) the voltage and current (VI) waveforms on a
powered electrode using VI probes with circuit modeling [35–37].
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These diagnostic techniques have been well studied and are commonly used in various
research fields. Some of them, however, especially the Langmuir probe and microwave probes,
are not suitable for plasma process monitoring, since they are invasive and as a result would
distort and be perturbed by the processing. Recently, low-frequency modulation technology
and non-invasive types have been proposed and are still under development [27,31,32,38,39].
Commonly implemented plasma process monitoring tools are the OES and VI probe; they are
non-invasive and easy to install in the process equipment [40–44]. In general, an OES measures
the optical emission from plasma via an optical window and is used for gas composition
analysis and anomalous behavior detection. Despite their convenience, however, OESs
have limitations in the following three aspects: optical window contamination, narrow
spaces of process facilities, and complicated analysis. Process gases such as CF4, C4F8,
CHF3, and SiH4 cause optical window contamination that either degrades the emission
intensity or cuts off some spectral bands [45], issues for which several techniques have
been developed [45–47]. Moreover, some process chambers have no optical window since
it would perturb process uniformity. Finally, the optical spectra of process gases are
highly complicated and pose challenges to analysis since the atomic and molecular spectra
overlap, and in certain cases there are no fundamental spectral data for some gases and
their compounds [48,49].

The VI probe, in general, measures the voltage and current of the electrode (or antenna)
used to generate plasma [35,43,44] and is employed for plasma parameter analysis with
some circuit modeling and sensitive detection of anomalous behaviors, especially arcing.
As VI probes can be conveniently installed between the electrode (or antenna) and an
impedance matcher, they are free from contamination. Nevertheless, since traditional VI
probes have separate voltage and current sensors, crosstalk, which is defined as capacitive
coupling between the sensors, leads to a degradation of measurement linearity, or in other
words, accuracy. To minimize crosstalk, one commonly employed technique is to separate
the voltage and current sensors by inserting a metal shield (called a Faraday shield) between
them. Lafleur et al. [50] invented a coaxial-type VI probe named the Vigilant probe, where
the voltage sensor (called the D-dot antenna) has a conical shape and the current sensor
has an axisymmetric groove. Since the current sensor is embedded into external grounded
metal and is separated from the voltage sensor, crosstalk can be minimized . In another
example, Plasmart Inc. (Daejeon, Korea) [51] developed a printed circuit board (PCB)-type
VI probe with a Faraday shield located between the voltage and current sensors to block
crosstalk through the inside of the PCB. Despite the Faraday shield, however, crosstalk
passing over the PCB still exists. To remove crosstalk completely, Kim et al. [52] developed
a VI probe with double walls designed to prohibit the crosstalk passing over as well as
through the inside of the PCB . However, in a high power environment, crosstalk can
penetrate the Faraday shield, and conventional blocking methods are not effective.

Here, we propose a VI probe with a floating toroidal coil (FTC). Since the FTC plays a
role in both voltage and current sensing, the VI probe is free from crosstalk. Through three-
dimensional (3D) electromagnetic wave simulation, we first demonstrate the operation
principle and establish optimization conditions. Then, based on the optimization results, we
fabricated the VI probe and evaluated it with a comparison to a commercial VI probe. The
results demonstrate that the fabricated VI sensor has a higher linearity than the commercial
probe.

The rest of this paper is organized as follows. The Section 2 provides an explanation
and demonstration of the operation principle of the FTC with 3D electromagnetic wave sim-
ulation. Design optimization procedures through simulation, and the resultant optimum
conditions are also presented. In the Section 3, calibration and evaluation of the fabricated
VI probe are investigated. Then, in the Section 4, we summarize the significant results of
this paper.
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2. Principle, Demonstration, and Design Optimization of the VI Probe

2.1. Principle of a Floating Toroidal Coil as a Voltage and Current Sensor

In this section, the operation principle of the FTC is qualitatively explored. Figure 1a
presents a schematic diagram of the FTC with a cross-sectional view of the signal rod
connected to a radio frequency (RF) generator. When RF power is applied to the signal rod,
RF voltage is created and RF current flows through the signal rod. For easy understanding,
we initially assume two ideal cases: (i) only RF voltage (VRF), and (ii) only RF current
(IRF). For the former case, voltage on the FTC is induced by capacitive coupling between
the FTC and ground through a time-varying electric field, depicted with green arrows in
Figure 1a. Here, capacitive coupling means that the FTC plays a role as a counter-electrode
with respect to the rod like a capacitor. Since the RF wavelength is much longer than the
dimensions of the FTC, the FTC voltage (Vcoil) is uniformly distributed between points
a and b (Figure 1a) at any RF phase, as shown in Figure 1b; the uniform Vcoil, therefore,
sinusoidally oscillates with time. For the latter RF current-only case, a voltage difference
between the FTC ends (a and b, Figure 1a) is induced by inductive coupling between the
FTC and the rod through a time-varying magnetic field. Inductive coupling here follows
Faraday’s law of induction: an electromotive force is induced to disturb the time-varying
magnetic field created by IRF. As shown in Figure 1c, the Vcoil is non-uniformly distributed.
Note that the center of the FTC acts as a ground and the ends show push/pull characteristics
during RF oscillation.

Figure 1. (a) Schematic of a floating toroidal coil (FTC). (b,c) Voltage of the FTC (Vcoil) when only
radio frequency (RF) voltage is applied (b) and when only RF current flows through the rod (c) at
different RF phases (1/4T, 2/4T, and 3/4T), where the T is the period of the RF signal.

Considering a realistic situation, VRF and IRF simultaneously exist. This means that
Vcoil is induced by a combination of both capacitive and inductive coupling effects. Pro-
vided that these effects can be linearly combined (as proved in the next section), the
spatiotemporal behavior of Vcoil becomes the sum of Figure 1b,c. Therefore, the center
Vcoil and the different Vcoil between the ends represent Vcapacitive and Vinductive, respec-
tively. Here, Vcapacitive and Vinductive mean the magnitude of their couplings, as shown in
Figure 1b,c.

Practical use of the FTC to estimate VRF and IRF is as follows. We assume that from
two points a to b the FTC is symmetric in terms of its center, as shown in Figure 1a. Then,
the center Vcoil is the same as Vcapacitive, since Vinductive is zero during RF oscillation at
that position (see Figure 1c). Provided that Vcoil is symmetrically distributed throughout
the FTC, the average value can be the arithmetic mean of the voltages at the ends; hence,
Vcapacitive is defined as

Vcapacitive = Vavg
coil =

Va
coil + Vb

coil
2

, (1)

where Va
coil and Vb

coil are the voltages of the FTC at each end (a and b shown in Figure 1a).
As Vcapacitive results from capacitive coupling, it is noted that the summation of Va

coil and
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Vb
coil can be proportional to VRF and thus a good indicator to measure VRF with a coefficient,

α, as

Va
coil + Vb

coil = αVRF. (2)

With a similar perspective, measuring IRF can be explained as follows. Regarding that
the voltage difference of Vcoil at the ends originates from inductive coupling, Vinductive is
defined as

Vinductive = Va
coil − Vb

coil. (3)

Similar to the above, it is worthwhile to note that here, the subtraction of Vb
coil from

Va
coil can be proportional to IRF and thus is a good indicator to measure IRF with a coefficient,

β, as

Va
coil − Vb

coil = βIRF. (4)

Equations (2) and (4) imply that by measuring Va
coil and Vb

coil, VRF and IRF can be
assessed, provided that calibration factors α and β are known.

2.2. Simulation Demonstration

In this section, we demonstrate the principle introduced in the previous section via 3D
electromagnetic wave simulation, CST Microwave Suite [53]. Figure 2a–c show schematic
diagrams of three simulation cases: (i) capacitive and inductive coupling (with no shields),
(ii) capacitive coupling only (with an inductive coupling shield), and (iii) inductive coupling
only (with a capacitive coupling shield). For these three cases, the common configurations
are the FTC, the coaxial cables, and the rod, as shown in Figure 2d,g. This apparatus is
covered by a rectangular case that is electrically grounded (not depicted in the figure for
clarity). The dimensions are listed in Table 1.

Figure 2. (a–c) Schematic diagrams of the simulation configurations and (d–i) corresponding three-
dimensional images. Capacitive and inductive coupling is present in (a,d,g); only capacitive coupling
is present in (b,e,h); and only inductive coupling is present in (c,f,i). Here, V1 means the voltage
difference between the ends of the floating toroidal coil, and V2 is the voltage difference between the
center of the coil and the grounded case.
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Table 1. Dimensions used in the three-dimensional electromagnetic wave simulation. PEC: perfect
electric conductor.

Coaxial cable Outer diameter of core 6 mm
Conductance of core infinity (PEC)
Outer diameter of dielectric 9 mm
Relative dielectric constant of dielectric 2.1
Outer diameter of shield 19 mm
Conductance of shield infinity (PEC)
Length 10 mm

Rod Diameter 6 mm
Length 80 mm
Conductance infinity (PEC)

Floating toroidal
coil Inner diameter 30 mm

Outer diameter 60 mm
Width 20 mm
Wire diameter 2 mm
Turns 9
Conductance infinity (PEC)

Inductive coupling
shield (ICS) Inner diameter 12 mm

Outer diameter 14 mm
Hole diameter 4 mm
Length 80 mm
Conductance infinity (PEC)

Capacitive coupling
shield (CCS) Inner diameter 12 mm

Outer diameter 14 mm
Length 73 mm
Conductance infinity (PEC)

Rectangular case Volume 100 × 100 × 100 mm3

Thickness 5 mm
Conductance infinity (PEC)

The coaxial cables play a role as input and output ports for voltage and current waves.
Incident waves from the input port are carried via the rod and induce Vcoil on the FTC. In
this simulation, a voltage monitor function, which integrates the electric field along a given
line, is used to calculate the voltage difference. Here, the voltage monitors V1 and V2 shown
in Figure 2g, respectively, mean the voltage difference between the ends of the FTC, that is
Vinductive, and between the center of the FTC and the rectangular case, that is Vcapacitive.

A brief explanation about the role of the inductive coupling shield (ICS) and the
capacitive coupling shield (CCS) is as follows. As shown in Figure 2e,h, since the ICS is
connected to the coaxial cable shields, which are electrically grounded, a closed current
loop from the rod to the ICS forms. Based on Ampere’s law, no net current source exists
outside the ICS, since the current in the rod and the shield have the same magnitude but
the opposite direction. As a result, no magnetic field outside the ICS can exist, meaning
that inductive coupling is blocked. Capacitive coupling in this case exists between the
rod and the FTC through the holes in the ICS, as shown in Figure 2e,h. As for the CCS
shown in Figure 2f,i, this shield is connected to only one of the coaxial cable shields. In
this configuration, no closed current loop can form, meaning that capacitive coupling is
blocked while inductive coupling is not.

Simulation results are summarized as follows. Figure 3a–f show the magnetic field
vectors and magnitude of the electric field on the cross-sectional plane, respectively, at
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the phases where their values are maximum. Since magnetic and electric fields form with
rotational and diverse directions, respectively, different figure plots (vector and contour)
are used for clarity. As for simulation case (i) involving both capacitive and inductive
coupling, a rotating magnetic field by RF current in the rod forms inside the FTC, as
shown in Figure 3a, demonstrating that the inductive coupling is effective. Furthermore,
an electric field strongly forms between the rod and the inner side of the FTC, as shown in
Figure 3d, demonstrating that the capacitive coupling is also effective. Since both couplings
are effective, the voltage monitors V1(= Vinductive) and V2(= Vcapacitive) show a sinusoidal
waveform signal (Figure 3g). For case (ii) with only capacitive coupling, no magnetic
fields are created inside the FTC, since the currents in the rod and in the ICS are opposite
(Figure 3b), as explained in the previous paragraph. As shown in Figure 3e, small electric
fields escape through the holes (see the green area), which render capacitive coupling
effective despite its small magnitude. Furthermore, it is noted that V1 is extremely small
but V2 shows a sinusoidal waveform (Figure 3h), meaning that only capacitive coupling is
present. Combining these results, we note that V2 can be an indicator of inductive coupling,
that is Vinductive. As for case (iii) with only inductive coupling, Figure 3c shows that a
magnetic field is well produced inside the FTC, similar to Figure 3a, while Figure 3f shows
that no electric field forms between the rod and the inner side of the FTC (as electric fields
are blocked inside the CCS). This implies that inductive coupling is effective but capacitive
coupling is blocked by the CCS. Notably, V1 shows a sinusoidal waveform and is much
larger than V2, as shown in Figure 3i. Hence, V1 can be an indicator of Vcapacitive.

Figure 3. Magnetic field vectors �B = �Bx + �By + �Bz (top row), magnitude of electric fields

|E| =
√

E2
x + E2

y + E2
z (middle row), and voltage waveforms of V1 and V2 (bottom row) for (a,d,g)

capacitive and inductive coupling, (b,e,h) capacitive coupling only, and (c,f,i) inductive coupling
only. In the figure, V1 means the voltage difference between the ends of the floating toroidal coil, and
V2 is the voltage difference between the center of the coil and the grounded case.

2.3. Design Optimization through Simulation

We demonstrated the workings of the FTC in the previous section via simulation.
Before fabrication of the proposed sensor for a practical demonstration, it is highly useful to
find the optimum conditions to achieve the highest sensitivity also through computer simu-
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lation rather than practical trials to minimize development costs. For this, the best method
may be to examine all simulation cases for optimization, but this is not recommended due
to the simulation cost. Instead, the following procedure is believed to be reasonable [52].
Assuming there are three parameters a, b, and c for optimization, the first step is to sweep
the a parameter while fixing the other parameters at arbitrary values to find the optimum
condition of a. The second step sweeps the b parameter with the optimized a and finds
the optimum condition of b. The next trial sweeps the c parameter with the optimized a
and b and finds the optimum condition of c. This process represents one sweeping cycle.
By performing several cycles, provided that the optimized conditions of a, b, and c are the
same as those of prior sweeping cycles, the final values are the optimum ones.

Figure 4a shows the simulation configuration of the proposed VI probe and each
component: the FTC, U-cut printed circuit board (PCB), signal output lines, rod, dielectric
holder, case, and coaxial cables, as well as the parameters for optimization: the number
of turns, coil distance, and coil length. The dimensions are listed in Table 2. Here, each
signal output line is connected to the two ends and the center of the FTC. The three
lines terminate at the end of the U-cut PCB. Three voltage monitors calculate the voltage
difference between the case (grounded) and each end of the signal output lines. Based
on Equation (1), the center voltage monitor (VCTR) represents Vcapacitive, and based on
Equation (3), the difference between the end voltage monitors (Vends) is Vinductive. We
introduce the center signal line for an exact measurement of Vcapacitive. Hence, in this
optimization procedure, the optimum condition is defined in terms of the highest signal
amplitude of VCTR and Vend for the fabrication of sensitive VI probe. If their maximum
condition is different, the optimum condition is selected with an alternative way: at first,
analyzing the tendency of VCTR and Vend with optimization parameters and then finding
the condition where either VCTR or Vend is the highest value.

Figure 4. (a) Schematic of the VI probe showing the FTC embedded in the PCB, rod, and coaxial
lines. The parameters for optimization are illustrated in the dashed box. Magnitude of the voltage
difference between the ends of the FTC (Vend) and between the center of the coil and ground (VCTR)
by number of toroidal coil turns (b), coil distance (c), and coil length (d). The yellow bars highlight
the optimum conditions.
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Table 2. Dimensions used in the optimization simulation. PEC: perfect electric conductor.

Coaxial cable Outer diameter of core 30 mm
Conductance of core infinity (PEC)
Outer diameter of dielectric 45 mm
Relative dielectric constant of dielectric 2.1
Outer diameter of shield 55 mm
Conductance of shield infinity (PEC)
Length 15 mm

Rod Diameter 30 mm
Length 120 mm
Conductance infinity (PEC)

Dielectric holder Inner diameter 30 mm
Outer diameter 50
Length 18 mm
Relative dielectric constant 2.1

Floating toroidal
coil Inner diameter 30 mm

Outer diameter 60 mm
Width 20 mm
Wire diameter 2 mm
Turns 9
Conductance infinity (PEC)

Printed circuit
board Board volume 75.8 × 110 × 2.60 mm3

Pattern thickness 0.07 mm
Pattern width 0.2 mm
Pattern conductance 5.96 × 07 S/m (copper)

Rectangular
case Volume 122 × 86× 15 mm3

Thickness 2 mm
Conductance infinity (PEC)

Figure 4b shows the amplitude of the VCTR and Vend waveforms from 40 to 70 turns of
the FTC with a coil distance of 1.0 mm and a coil length of 5.0 mm, which are arbitrarily
selected. As their maximum conditions are different, the optimum condition is selected
with the alternative way. As the number of turns increases, VCTR monotonically increases
since the capacitive coupling area enlarges. On the other hand,Vend is saturated at 60 turns
because the effective inductive coupling area inside the FTC becomes saturated. At 70 turns,
the signal lines connected to the FTC ends are close to each other, as shown in Figure 4a,
while above 70 turns, they are overlapped. Accordingly, the effective number of turns is
saturated, and as a result, the optimum condition is 70 turns.

Figure 4c shows the optimization result for the coil distance at the optimized number of
turns (70) and a coil length of 5.0 mm. Again, as their maximum conditions are different, the
optimum condition is selected with the alternative way. As the coil distance increases, VCTR
gradually increases because the capacitive coupling area is slightly enlarged. Conversely,
Vend decreases, except for at a coil distance of 1.0 mm, which results from the decrease in
the number of turns per unit length. The opposite trends of VCTR and Vend imply that the
optimum condition is from 0.9 to 1.0 mm. Hence, we choose 1.0 mm as the optimum coil
distance since the associated Vend is higher, although the spike of Vend at the 1.0 mm coil
distance is not yet well understood.

In the final procedure in one cycle with two optimum conditions (70 turns and 1.0 mm
coil distance), as shown in Figure 4d, as the coil length increases, VCTR decreases while Vend
abruptly decreases and then gradually rises. In this case, their maximum conditions are the
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same, the optimum condition is selected with the highest values of them. Since the outer
edges of the FTC get farther away from the rod with increasing coil length, the effective
capacitive coupling area decreases, which results in the decrease in VCTR. The abrupt drop
of Vend can be explained with the decrease in the number of turns per unit length since the
outer arc length increases. The increase in coil length also results in an enlarged area inside
the FTC, leading to an enhancement of inductive coupling, which causes the increase in
Vend. Based on this analysis, while reducing the coil length may seem beneficial, doing
so would lead to an overlap of the signal lines at the FTC ends. Hence, the optimum coil
length is 5.0 mm.

It is noted that the initial conditions of 1.0 mm coil distance and 5.0 mm coil length
at the initial optimization procedure (sweeping the number of turns) are the same as the
results from the final optimization procedure. Accordingly, the optimization process is
terminated despite the single cycle, and the final conditions are 70 turns, 1.0 mm coil
distance, and 5.0 mm coil length. More detailed specifications are listed in Table 3.

Table 3. Dimensions of the optimized floating toroidal coil.

Optimized floating toroidal coil Inner diameter 27 mm
Outer diameter 32 mm
Coil length 5.0 mm
Coil distance 1.0 mm
Turns 70
Pattern width 0.2 mm
Pattern height 0.07 mm

3. Experiment Results and Discussion

3.1. Fabrication

The fabricated PCB including the FTC, signal lines, and huge ground pads is shown in
Figure 5. In the device, we removed the center signal line to minimize the number of signal
ports; in fact, Vcapacitive can be estimated by measuring the voltages at the FTC ends based
on Equation (2). It is important for the VI probe to have high sensitivity, so to minimize RF
noise effects, a large grounded pad is attached near the FTC and signal lines. Furthermore,
parallel capacitors are installed as a high frequency pass filter, and the signal lines are
fabricated as microstrip lines with a characteristic impedance of 50 Ω. Each end of the
signal lines is connected with an SMA connector that acts as a signal port.

Figure 5. Photograph of the fabricated FTC embedded in a PCB showing both front and back sides.
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Figure 6 shows the components of the fabricated VI probe: N-type connectors, mounts,
cases (top and bottom), rod, dielectric holder, and printed circuit board. The N-type
connectors coupled with the rod play a role as the input and output ports of the fabricated
VI probe. The assembly procedure is described in Figure 7. As shown in Figures 6 and 7,
the fabricated VI probe is both easy to assemble and robust.

Figure 6. Photographs of the FTC-based VI probe components: N-type connector, mounts, cases, rod,
dielectric holder, and PCB.

Figure 7. Photographs of the probe assembly procedure. (a) The U-cut printed circuit board (PCB)
is inserted in the groove of a dielectric holder. (b) The rod is placed in the hole inside the dielectric
holder. (c) The module is mounted on the bottom case. (d) The module is covered with the top case.
(e) Mount 1 is installed. (f) An N-type connector is installed. (g) Mount 2 and an N-type connector
are installed on the back.

3.2. Calibration

The experimental setup to identify the coefficients α and β from Equations (2) and (4)
is shown in Figure 8. Details of this setup are also described in [26]. For high power
calibration, a cylindrical vacuum chamber with a turbomolecular pump (D-35614 Asslar,
Pfeiffer Vacuum, Inc., Asslar, Germany) and a rotary pump (GHP-800K, KODIVAC Ltd.,
Gyeongsan-si, Korea) are employed as the dummy load in this calibration system. The
pressure of the vacuum chamber, measured by a vacuum gauge (Baraton, MKS Instruments
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Inc., Andover, MA, USA), is maintained below 1 mTorr to suppress vacuum discharge
causing impedance variation during the calibration procedure; here, the chamber pressure
is lower than the minimum measurable range of the vacuum gauge. A cylindrical electrode
with a diameter of 150 mm connected with an RF matcher (PathFinder, Plasmart Inc.,
Daejeon, Korea) is inserted into the vacuum chamber. To minimize impedance variation by
thermal effects, coolant flows through the electrode. The fabricated VI probe is installed
on the input port of the RF matcher with an N-type Tee adaptor. The two signal ports of
the fabricated VI probe are connected to channel 1 and 2 of an oscilloscope (TDS3054B,
Tektronix Inc., Beaverton, OR, USA) through coaxial cables with BNC-SMA adaptors. A
high-voltage probe (P5100, Tektronix Inc., Beaverton, OR, USA) along with the oscilloscope
measures the voltage of the open (left) port of the tee adaptor.

Figure 8. Schematic diagram of the calibration setup for the fabricated FTC-based VI probe. The
fabricated VI probe is installed on the input port of the RF matcher with the N-type Tee adaptor.
The two signal ports of the fabricated VI probe are connected to channel 1 and 2 of an oscilloscope
through coaxial cables with BNC-SMA adaptors.

The calibration procedure is as follows. First, we connect a vector network analyzer
(E5071B, Agilent Inc., Santa Clara, CA, USA) to the input port of the fabricated VI probe
with a coaxial cable with the end calibrated with a kit (SAV20201B, Saluki Technology Inc.,
Taipei, Taiwan) as shown in Figure 8. Then, the RF matcher is manually manipulated to
match the input impedance (Zinput) as 50 Ω while the vector network analyzer measures
the input impedance. Second, provided that the impedance matching is terminated, the
vector network analyzer is replaced with an RF generator (YSR-06MF, Yongshin RF Inc.,
Hanam-si, Korea). While 13.56 MHz power from 50 W to 300 W is applied to the electrode,
the reference voltage (VRF) and current (IRF) are measured by the high-voltage probe and
calculated by IRF = VRF/

∣∣Zinput
∣∣, respectively. Each measurement is carried out 20 times.

Figure 9 shows the root-mean-square (RMS) values of the voltage and current signals
from the fabricated VI probe, Vvoltage,rms and Vcurrent,rms, over the RMS reference voltage
and current, VRF,rms and IRF,rms, respectively. Here, Vvoltage,probe is calculated from the RMS
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value of (Vch1 + Vch2)/2, where Vch1 and Vch2 are the voltage waveforms recorded from
channel 1 and 2 of the oscilloscope, respectively. Similarly, Vcurrent,probe is from the RMS
value of Vch1 − Vch2.

Figure 9. Calibration results of the (a) voltage and (b) current along increasing RF input voltage and
current. To avoid impedance variation by plasma formation during the calibration procedure, the
pressure of the vacuum chamber is maintained below 1 mTorr (lower than the minimum measurable
range of the vacuum gauge).

Since RF power is dissipated as heat by each component, such as the electrode, RF
matcher, etc., the impedance changes, and this affects the accuracy of calibration. To assess
the impedance variance by thermal effects during the calibration procedure, Zinput was
measured again after the procedure. The impedance variance is considered to calculate
IRF,rms as the min-max value, represented in Figure 9b as error bars on the x-axis.

3.3. Comparison with a Commercial VI Probe

For an evaluation of the fabricated VI probe via comparison with a commercial VI
probe, the experimental setup is slightly changed, as shown in Figure 10. A commercial VI
probe (Octive poly, Impedans Ltd., Dublin, Ireland) is installed between the RF generator
and the fabricated VI probe for the comparison. A mass flow controller (MFC, TN280,
SMTEK Co., Ltd., Seongnam-si, Korea) maintains the flow rate of argon gas at 100 sccm
into the vacuum chamber to maintain the chamber pressure at 20 mTorr. The RF generator
applies power to the electrode and argon plasma is generated.

Since the RF matcher maintains the source impedance at 50 Ω while the plasma is
sustained, the relationships of VRF and IRF to the RF power (PRF) are PRF = V2

RF/50 and
PRF = 50I2

RF, respectively. Figure 11a plots the square of the RMS voltage measured by
the fabricated VI probe, the commercial VI probe, and the high-voltage probe with the
oscilloscope over input RF power. As the input RF power increases, all probes show a linear
increase. Among them, the fabricated VI probe shows a higher R2 of 0.9967 for linear fitting
than that of the commercial probe. As shown in Figure 11b, the squares of the RMS currents
by the fabricated and commercial VI probes also show a linear increase. The fabricated VI
probe again shows a higher R2 of 0.9938 for the current compared to the commercial probe.
In summary, the fabricated VI probe demonstrates a good linearity for both voltage and
current, at slightly higher levels than the commercial VI probe.
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Figure 10. Experimental setup for a comparison of the fabricated VI probe with a commercial VI
probe. A commercial VI probe is installed between the RF generator and the fabricated VI probe for
the comparison. The RF generator applies power to the electrode and argon plasma is generated.

Figure 11. Square of the root-mean-square (RMS) (a) voltage and (b) current measured by the three
probes over RF input power at an argon gas injection rate of 100 sccm, pressure of 20 mTorr, and
linearity factors (R-squared values (R2)).

Here, the squares of the RMS currents from the high-voltage measurement with the
oscilloscope is excluded in Figure 11b since it requires the impedance information during
plasma discharge. While the RF power is applied, the impedance cannot be measured
with the vector network analyzer since the internal impedance of the VNA is 50 Ω and the
applied voltage is beyond the measurement limitation of the vector network analyzer.

It should be noted that the voltage level of Vvoltage,rms is much lower than Vcurrent,rms
based on Figure 9. Traditional VI probes show the opposite characteristic, where the
capacitive signal is much larger than the inductive signal as in [52]. This results from the
small area of capacitive coupling; traditional voltage sensors use a large area electrode,
whereas the FTC consists of wire-type electrodes and naturally has a much smaller coupling
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area. Further development of the proposed VI probe is therefore important to enhance
the capacitive coupling, such as by using other dielectric holders with higher dielectric
constants, increasing (decreasing) the radius of the rod (FTC), etc.

The evaluation result for RMS voltage and current does not mean the performance
of the proposed probe is better than the commercial probe. The data acquisitions of ten
times for each RF power condition in the evaluation process is not enough to exactly
compare the proposed VI probe with the commercial probe. Nevertheless, this evaluation
result means the successful operation of the prototype. Furthermore, the proposed probe
is not fully optimized based on various practical tests; the simulation plays a role in
bringing the probe design to near optimized conditions. There are still several practical-test-
based optimizations. Later, practical optimization to enhance its performance and exact
comparison with the commercial ones will be reported.

4. Conclusions

In this paper, we proposed a VI sensor based on a floating toroidal coil. The operation
principle of the FTC was demonstrated and its optimum design was established through 3D
electromagnetic wave simulation. Here, optimization parameters of the FTC on a printed-
circuit board are the number of turns, the coil distance, and the coil length. The resultant
optimum conditions are 70 turns, coil distance of 1.0 mm, and coil length of 5.0 mm.
Based on the optimum conditions, the proposed VI probe with FTC was fabricated and
calibrated based on the high-voltage probe measurement for voltage and the vector network
analyzer measurement for the current. During calibration procedure, impedance change
by plasma formation and thermal expansion of electrode are suppressed by maintaining
pressure of the vacuum chamber below 1 mTorr and flowing coolant through the electrode,
respectively. Then, it was evaluated by comparison with a commercial VI probe. The
results demonstrated that the FTC-based probe achieved a slightly higher linearity than the
commercial one, with an R2 of 0.9967 for RMS voltage and 0.9938 for RMS current.
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Abstract: As the importance of ion-assisted surface processing based on low-temperature plasma
increases, the monitoring of ion energy impinging into wafer surfaces becomes important. Monitoring
methods that are noninvasive, real-time, and comprise ion collision in the sheath have received much
research attention. However, in spite of this fact, most research was performed in invasive, not
real-time, and collisionless ion sheath conditions. In this paper, we develop a noninvasive real-time
IED monitoring system based on an ion trajectory simulation where the Monte Carlo collision method
and an electrical model are adopted to describe collisions in sheaths. We technically, theoretically,
and experimentally investigate the IED measurement with the proposed method, and compared
it with the result of IEDs measured via a quadrupole mass spectrometer under various conditions.
The comparison results show that there was no major change in the IEDs as radio-frequency power
increased or the IED gradually became broad as gas pressure increased, which was in a good
agreement with the results of the mass spectrometer.

Keywords: plasma; ion energy distribution (IED); real time; monitoring; noninvasive

1. Introduction

Plasma processing in modern semiconductor manufacturing has attracted enormous
interest in fabricating fine structures on wafers. For nanoscale electronic devices, con-
ventional plasma technology is challenging to meet the demanded performance for the
device. Therefore, advanced low-temperature plasma technology is required for high-level
processes such as atomic-layer and high-aspect-ratio etching, which may satisfy zero-defect
etching results and deep-and-narrow contact hole profiles [1–7]. To attain high-level pro-
cesses, key process parameters such as etching and deposition rate, which determines the
surface treatment results, were investigated to find their correlations to plasma internal
parameters, namely, electron density, electron temperature, and ion energy [5,6,8–12]. Ion
energy and its bombardment are important parts of physical etching such as sputtering
and improving chemical surface reactions because they directly transfer energy to sur-
faces [13–16]. Ion energy thus needs be carefully optimized and controlled to meet the
desired conditions. However, to monitor and precisely control ion energy distributions
(IEDs) is very difficult; thus, this leads to the process drift or abnormalities causing low-
productivity fabrication [17–19]. Therefore, a reliable method of IED control is needed for
the next-generation process [20].

In academic areas such as universities, invasive diagnostics to measure the IED are retard-
ing field energy analyzers (RFEAs) [21,22] and quadrupole mass spectrometer (QMSs) [23–26].
An RFEA measures ion fluxes overcoming grid potentials that repel ions of lower energy
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than that of their potential. IEDs are inferred by the first derivative of ion fluxes as a
function of the grid potential [22]. A QMS comprises an energy analyzer, a quadrupole
mass filter, and an ion detector, and measures ion fluxes with a specific energy that can
pass through the analyzer. An IED is the measured ion fluxes by sweeping the potential of
the energy analyzer [24]. To measure IEDs, such diagnostics are mounted onto an electrode
surface or inserted into a reactor via a port. However, the semiconductor industry does not
prefer to use such a diagnostic tool for the following several reasons. First, reactors used in
the industry have few view ports because they can be a source of asymmetry in plasma
uniformity. Second, an invasive method such as a QMS can perturb the plasma. To avoid
this perturbation, a QMS can be placed onto the radio-frequency (RF) powered electrode,
but a proper measurement is not allowed due to huge RF voltage interference to the QMS.

To overcome such issues from invasive diagnostics, an alternative is an ion energy
monitoring system that measures and analyzes voltage waveforms on a powered electrode.
Normally, voltage and current (V–I) probes used for arcing signal, particles, and etch end
point detection are used by installing them behind a powered electrode [22,27–34]. The
first attempt of the V–I probe as a diagnostic method is to estimate the plasma density and
total ion current through simple analytical approaches from the measured electrode voltage
and current waveform [34,35]. With continuous development, various plasma parameters,
including an IED, can be obtained through a numerical sheath model that analyzes the
measured voltage signal.

Sobolewski studied V–I waveforms between a powered electrode and impedance
matching network, and developed models to estimate various plasma parameters with
waveforms for a few decades [34–38]. He reported an ion flux and energy monitoring
system with a collisionless sheath model [36,38]. Initially, the proposed technique was
demonstrated with a bare metallic electrode without a wafer. Then, for practical use in
plasma etching, the improved monitoring system with the high-speed data acquisition
method was validated in a wafer-loaded environment in extremely low pressure [37].
However, the collisionless sheath model is not applicable for film deposition processing
where the reactor pressure ranges several hundred mTorr. In this pressure range, the
ion mean free path is shorter than the sheath thickness; as a result, the collision effect is
included in the motion of ions in the sheath.

Recently, Bogdanova et al. have reported the feasibility of a virtual IED sensor based
on the fast calculation of the ion trajectory simulation coupled to the Monte Carlo collision
(MCC) method [39–41]. As the MCC increases the simulation time, to decrease the calcula-
tion time, the authors introduced a simple analytical model of a time-varying linear electric
field and measured sheath voltage waveform that was used in the input data and defined
as the subtraction of the powered-electrode voltage waveform from the plasma potential
waveform. In this work, for rapid calculations, the plasma potential was implemented, and
the following calculation time is investigated and optimized as a function of the number of
injection particles. The sheath voltage waveform, which is a significant parameter to deter-
mine the shape of IEDs, is calculated as the difference between the potentials of the plasma
and the powered electrode. Additionally, the simple analytical model of a time-varying
linear electric field equation was used. Since actual plasma processing chambers do not
allow for any invasive measurement, Bogdanova et al. investigated IEDs with a change in
the plasma potential and the powered electrode voltage type: (i) invasive measurement of
both voltage waveforms, (ii) assumption of plasma potential as sine, and (iii) assumption of
both voltage waveforms as sine. Results show that, as assumptions are added, the accuracy
decreases despite this being a noninvasive method.

In previous works, IED monitoring systems had the limitations of, for example, ne-
glecting collisions, measuring invasively, and assuming the plasma potential to be a sine
wave. To overcome these limitations, we propose a real-time IED monitoring system with
an MCC model and an electrical sheath model. Instead of plasma potential measurement,
the proposed system calculates it through the sheath model with a powered-electrode
voltage waveform. To take into account collisions and give real-time feedback, we used
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the standard null collision method and simplified cross-sectional method for various colli-
sions. We validated the resulting IEDs from our monitoring system by comparing them
to the IEDs obtained with a commercial QMS in argon plasma at various conditions (RF
powers, pressure). The result shows that the IED measured with the proposed monitoring
system was in a good agreement with the QMS results, which shows the possibility of
measuring accurate IEDs according to changes in various discharge conditions. The details
of the methods and experimental setup of our IED monitoring system are described in the
following section. The comparison results are shown and discussed.

2. Experiment

2.1. Vacuum and Plasma Conditions

To validate the concept of the monitoring system, experiments were conducted with an
asymmetric capacitively coupled plasma (CCP) source to which 13.56 MHz RF power was
applied. Figure 1 shows a schematic of the CCP source where the diagnosis and determina-
tion of the plasma parameters such as a voltage waveform and IEDs were performed. The
CCP chamber had a diameter of 200 mm and contained parallel-plate electrodes separated
by 120 mm. The bottom electrode was surrounded by a ceramic ring for electrical insula-
tion from the ground, and connected to a 13.56 MHz RF generator via an L-type matching
network. The top electrode, which had a shower head to uniformly inject gases into the pro-
cessing chamber, was grounded. A QMS (PSM, Hiden Analytic, Warrington, Cheshire, UK)
that could measure IEDs by collecting energetic ions escaping from plasma was mounted
to the chamber sidewall via a port. The vacuum system in this processing chamber con-
sisted of a rotary pump and turbo molecular pump that arweree equipped to produce base
pressure in the order of 10−6 Torr. We injected 100 sccm Ar gas through the shower head,
and a variable-conductance valve between the processing chamber and the turbo molecular
pump controlled the pressure.

Figure 1. Schematic diagram of the experimental setup of the noninvasive IED monitoring system.

Since various internal and external parameters, electrode voltage, and pressure can
affect the profile of IEDs, the experiments were carried out by changing the applied RF
power from 100 to 500 W, and the pressure from 10 to 50 mTorr to validate our noninvasive
IED monitoring system. The ions were accelerated with a time-varying electric field
in the sheath near the powered and grounded electrode, and the chamber wall. IEDs
mostly strongly depend on the electric field in the sheath in several types of acceleration
and collisions.

2.2. Diagnostics

IEDs were measured with a QMS mounted on the processing chamber sidewall for a
comparative study [23,26]. This spectrometer comprised the inline energy analyzer Bessel
box, a triple-filter quadrupole analyzer, and an ion counting detector with a differential
pump housing composed of a rotary pump and turbo molecular pump that maintained the
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base pressure kn the order of 10−7 Torr for ions to transit into the QMS without collisions
to the detector [24]. Ions accelerated in the sheath flowed into the chamber of the QMS
through a 100 μm orifice located at the end of a grounded sampling probe, but since the
commercial sampling probe that contained the orifice could not sample ions in this system,
the sampling probe had to be extended and be exposed to plasma. Ions that flowed into the
chamber of the QMS through the grounded sampling probe were focused by the electrical
lens system to obtain high transmission before reaching the entrance hole of the energy
analyzer that was composed of a cylindrical vessel and two circular plates connected to
the different voltage sources. Sweeping the voltage sources that are fixing the potential
distribution in the analyzer, IEDs could be measured. Ions resolved from the energy
analyzer flowed into the quadrupole analyzer where four parallel rods equidistant from
the central axis were biased with RF and direct current (DC) voltages, with the opposite
rods being at the same potential. Since the RF and DC voltages determine which mass of
ions would pass through the quadrupole analyzer, they were set to measure the energy
distribution of argon ions in these experiments. Filtered ions need to be transformed from
the current into readable signals, which is carried out in the ion detector.

2.3. Validation

To test the validity of our proposed concept, the QMS result and our result were
compared by comparing both IEDs on the grounded electrode (or wall) rather than powered
electrode, because the commercial QMS of which the sampling probe was grounded could
only measure the IED on the grounded electrode. Our IED monitoring system, which can
obtain IEDs on a both powered and grounded electrodes, needs a voltage waveform on a
powered electrode as an input parameter provided by high-voltage probe measurement
with oscilloscopes.

3. Noninvasive Monitoring System

Since the concept of our IED monitoring system is noninvasive, it is combination of
hardware for the measurements of electrode voltage as an input parameter and model-
based software for analyzing voltage measured by the hardware and describing ion motion.
This system was based on a flow chart for input-parameter acquisition, electrical-model
calculation, ion-trajectory simulation, and IED data acquisition as shown in Figure 2.
Since another concept of this system is real-time monitoring, various methods, such as
simplifying the cross-section of ion-neutral collisions, were used for cost calculation. Details
on the hardware, software, and speed-up are outlined later.

3.1. Input Parameter

Since IEDs strongly depend on the sheath voltage waveform, it is important to take
exact waveforms of the sheath voltage, which can be obtained by subtracting the electrode
voltage from the plasma potential. In previous research, the plasma potential was measured
via an RF antenna inserted into plasma. Because this method is not applicable to our
noninvasive one, the powered electrode voltage was measured instead of it [40].

The electrode voltage waveform was measured with a commercial high-voltage probe
(P5100, Tektronix Inc., Beaverton, OR, USA) that was readily available, and mounted
between the electrode and the matching network as shown in Figure 1. The waveform was
digitized with an oscilloscope (TDS3054B, Tektronix Inc., Beaverton, OR, USA) that was
linked to the computer with lab-produced software (MATLAB2018, Natick, MA, USA) via
a general-purpose interface bus (GPIB) cable.
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Figure 2. Flowchart of the simulation algorithm in the noninvasive IED monitoring system.

The analysis of electrode voltage allows for obtaining the plasma potential via electrical
sheath model Metze, Erine, and Oskam (MEO) [42]. The details of this model are described
in Section 3.2.1. Thus, this model was used to obtain the plasma potential without any
invasive diagnostics in our system, which requires the electrode voltage waveform as an
input parameter. The sheath voltage waveform was obtained by subtracting the calculated
plasma potential from the measured electrode voltage.

3.2. Model
3.2.1. Electrical Sheath Model

The model of Metze et al. was applicable to calculating the plasma potential in a
fast feedback concept, although this model becomes more accurate as the applied field ap-
proaches the low-frequency regime where ions and electrons both respond instantaneously
to an imposed time variation of the sheath voltage [42]. In this section, the MEO model
adjusted in our system is explored. A schematic of the equivalent electric circuit model for
the plasma reactor is shown in Figure 3. Here, Vr f is the voltage of the applied RF signal
from the matched RF generator, Vel is the voltage applied on a powered electrode through
a blocking capacitor of which capacitance is represented as CB, and Vp is the plasma po-
tential. The sheath capacitance and conduction current adjacent to the powered electrode
are represented as Csh

el and Iel , respectively, while the corresponding values adjacent to the
grounded wall are Csh

w and Iw. Vsh
el and Vsh

w represent the voltages across the grounded
wall-plasma sheath and the powered electrode-plasma sheath, respectively, but those are
not shown in Figure 3. Since the details of the derivation and analytic expressions for the
sheath capacitance and conduction current were clearly described in [42], they are omitted
in this work.
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Figure 3. Schematic diagram of the equivalent circuit for the RF sheath model.

The purpose of our system was to obtain a time-varying plasma potential from the
powered electrode voltage measured via a voltage probe through this electric circuit. From
this equivalent circuit and the current conservation law, as shown in Figure 3, it can be
expressed as follows:

Csh
w

∂Vp

∂t
+ Iw + Csh

el
∂(Vp − Vel)

∂t
+ Iel = 0. (1)

If the analytic expressions for Csh and I of both sheaths from [42] are used in Equation (1),
time-varying plasma potential Vp can be numerically obtained. To solve this partial dif-
ferential equation, the Runge–Kutta fourth-order method was used. Figure 4 shows the
calculated waveforms for electrode voltage Vel , plasma potential Vp, sheath voltage Vsh

el
adjacent to the powered electrode, and magnified plasma potential in Ar plasma at a
pressure of 20 mTorr and RF power of 300 W. The calculated plasma potential was similar
except for the phase when the electrode voltage was positive. The sheath voltage always
had negative potential with respect to the plasma, which was in a good agreement with
measurements by Bruce [43].measurements by Bruce [43].

Figure 4. Measurements of electrode voltage, sheath voltage adjacent to the powered electrode,
plasma potential, and magnified plasma potential.

Since plasma processing such as surface modification and etching is performed on
a powered electrode, it is greatly meaningful to obtain and analyze the sheath voltage
waveform adjacent to that electrode. Nevertheless, since the QMS can only measure IEDs
at the grounded sheath due to the grounded sampling probe, we obtained the sheath
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voltage waveform adjacent to the grounded electrode for the IED comparison between our
monitoring system and the commercial QMS, as mentioned in Section 2.3.

3.2.2. Ion Trajectory Simulation

In order to obtain the IED on the grounded or powered electrode, the sheath was
simulated on the basis of a simple matrix sheath model, with sheath voltage waveforms
obtained from the measured voltage adjacent to the powered electrode with the MCC
algorithm for ion-neutral collisions [44,45]. From the voltage adjacent to the grounded
electrode, which was equal to the plasma potential, shown in Figure 4, an electron sheath
edge s(t) was calculated as follows:

s(t) =

√
ε0Vp(t)

2en0
, (2)

where ε0 is permittivity in vacuum, Vp(t) is the time-varying plasma potential, e is an
electron charge, and n0 is a constant ion density. If the sheath adjacent to the powered
electrode is considered, Vp(t) should be replaced with the absolute value of the sheath
voltage on the side of powered electrode, which is always negative with respect to the
plasma. Spatially linear electric field E(x,t) in the sheath was derived from Poisson’s
equation as below.

E(x, t) =

{
en0
ε0
(x − s(t)), x < s(t)

0, x ≥ s(t).
(3)

To solve the ion trajectory simulation, boundary conditions such as injected ion veloci-
ties into the sheath and the initial plasma phase for each ion at t = 0 for consideration on
one RF period should be defined. Here, ion incident velocities at the ion sheath edge where
quasineutrality is always satisfied during discharge are given by

uB =

√
eTe

mi
, (4)

where Te is the electron temperature, and mi is ion mass. This velocity is technically termed
as Bohm velocity, and uB is a criterion to keep the quasineutrality of plasma [46]. Because
the motion of ions can vary according to the plasma phase as they pass through the ion
sheath edge, in this simulation, ions were launched from all phases in one RF period.

The model consisted of three coupled modules, namely, the field solver, particle mover,
and MCC model. First, the electric field was calculated by the field solver for two cases: (i) if
ions in the plasma phase, and the electric field being zero; and (ii) if ions in the sheath phase,
and the electric field following the equation specified above. The second is the particle
mover modulus in which the motion of the ions is determined by the force equation with
the electric field calculated in the field solver. Third, in order to take collisions into account,
we used the MCC method from which the probability of the elastic and charge exchange
collisions is calculated. Electron impact collisions such as ionization and dissociation
were assumed to be negligible in this monitoring system. In thermal equilibrium, the
density of electrons satisfies the Boltzmann relation because electrons are highly mobile.
Therefore, electron-neutral collisions can be neglected because the electron density was
small in the sheath, of which the voltage was much higher than the electron temperature.
The distance was calculated from the particle mover in the sheath during the time interval.
A comparison between the probability for each collision and a random number between 0
and 1 determinded whether the electrons collide with neutral gas or not. These steps were
repeated until the ion reached the electrode.
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3.3. Speed Up

One of the key properties of our monitoring system is real-time measurement. The
calculation time of a conventional IED monitoring system is a few minutes, however, which
suggests that it is not likely that the industry would adopt the monitoring system in their
processing. Therefore, the calculation time of our monitoring system had to be shorter to
meet the industrial demand while the data quality should not deteriorate. We introduce
the three methods to reduce the calculation time for one IED. The IED calculation times
were investigated through a simple ion trajectory simulation where arbitrary sinusoidal
sheath voltage waveforms were entered with amplitude of 300 V and pressure of 20 mTorr.

First, the number of calculated particles was optimized to minimize the calculation
time without the loss of information on the IED profiles. As shown in Figure 5, in the
case of an IED with 2 × 103 particles, there was noise that blurred which signals were
reasonable over the entire energy range. On the other hand, the noise was greatly reduced
in the case of 5 × 103 (B) and 8 × 103 (A) particles, especially at the lowest energy and
near 50 eV. Figure 5a shows that the calculation time of 8 × 103 particles was longer than
that of the 5 × 103 particle case, even though the IED profiles were similar to each other,
as seen in Figure 5c. Thus, we used the particle number of 5 × 103 that guaranteed good
IED quality and the shortest calculation time. Second, the cross-section of collisions was
simplified to be constant. The function of fitting curves is well-known for the experimental
cross-sectional data of argon ion-neutral collisions [47]. Conventionally, the fitting function
of the cross-section was calculated as a function of the energy of the ions in the sheath.An
investigation of the calculation time for each code provided by MATLAB confirmed that
the cross-sectional calculation takes a long time. Therefore, the cross-section was simplified
to a constant with the following steps. Before calculating one IED, we (1) acquired the
maximal sheath voltage measured at the target electrode (powered or grounded), and
(2) averaged the cross-section from zero to the maximal sheath voltage. The collision
cross-sections obtained in the following steps were employed for all collisions in the ion
trajectory simulation. Third, we used the well-known null collision method [48] calculates
the number of ions involved in a collision using the maximal probability involved in a
collision at single time step and randomly selects ions from among all ions. Figure 5b
shows the calculated IEDs according to additional speed-up methods such as the constant
cross-section of collisions (C) and null collision (D), including the optimization of calculated
particles (B). The profiles of the IEDs according to the additional methods were almost
the same, but the calculation time was shorter than 10 s, as shown in Figure 5c. However,
since 10 s is also a long time to give fast feedback in current industrial process systems, we
improved this simulation by using the vectorization of the code and loading a time-varying
electron sheath edge from a database instead of calculation; we achieved a calculation time
of a few seconds.

Figure 5. (a) Calculated IEDs according to the number of ions; (b) calculated IEDs; (c) corresponding
calculation times with additional speed-up methods. (A) Nonoptimized particles 8 × 103 without speed-
up methods; (B) optimized particles of 5 × 103 without speed-up methods; (C) constant cross-section
method; (D) null collision method.
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4. Results and Discussion

The accuracy of our noninvasive IED monitoring system was determined by how
the system could produce the IED profile and the IED measured via commercial QMS
depending on the RF powers and pressures. The y-axis unit of the IED in the commercial
system and our system was different before data processing. In the case of our system, the
y axis was the number of ions for that energy; in the case of QMS, it was the number of ions
counted per second. Therefore, since the integration of an IED is a parameter representing
the total number of ions, we normalized the IED to the integration value of each IED for
the comparison.

Figure 6 shows the comparison between the IEDs measured via our noninvasive
monitoring system and the commercial QMS with increasing RF power at a fixed pressure
of 20 mTorr in Ar plasma. Figure 6 shows that the measured IEDs via the commercial
QMS had a single energy peak because, at the frequency of this input RF power higher
than the ion frequency, the ions could respond to a time-averaged sheath potential that
was equal to a time-averaged plasma potential at the grounded electrode. As the input RF
power increased, the energy peak also slightly changed from 12 to 13 eV because it did
not significantly affect the plasma potential, but RF and DC self-bias voltages applied on
the powered electrode increased [49–51]. The IED calculated with our monitoring system
showed similar changes according to the power variation measured via the commercial
QMS, which implies that IEDs of both our and commercial diagnostics were in good
agreement with each other.

Figure 7 plots the IEDs of both diagnostics as a function of pressure ranging from 10 to
50 mTorr at a fixed input RF power of 300 W. The IEDs obtained from the commercial QMS
with increasing pressure had similar trends of a single energy peak, and that changed with
power variation. From the aspect of a single energy peak, there was a slight change because
as chamber pressure changed from 10 to 50 mTorr, the electron temperature barely changed,
which implied that the plasma potential remained almost unchanged. With increasing
pressure, the ion energy distribution caused by the collision is broadened [45,52,53]. Figure 7
shows that the IED measured via the commercial QMS became broader as chamber pressure
increased, which also appeared in the IED calculated with our monitoring system.

Figure 6. Normalized IEDs measured via our noninvasive monitoring system and by a commercial
QMS with an increase in RF power from 100 to 500 W at a fixed pressure of 20 mTorr.

Figure 7. Normalized IEDs measured via our noninvasive monitoring system and by a commercial
QMS with an increase in pressure from 10 to 50 mTorr at a fixed RF power of 300 W.
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Nevertheless, while the amplitude of the peak in the IED measured with the com-
mercial QMS did not change with the change in external conditions, the amplitude of our
system tended to change, which may be attributed to two limitations of our system. First,
the error of the voltage measurement at the powered electrode could have caused the differ-
ence between both spectra in Figures 6 and 7. In the case of our monitoring system, the IED
greatly depended on the sheath voltage at a ground electrode, which was obtained from
the measured voltage applied to the powered electrode through the model. This obtained
sheath voltage was small compared with the measured voltage. and was easily affected by
the noise of the measured voltage. For this reason, the variation in their amplitude may
have been caused as a function of RF input power due to the error of the measured voltage
or the limitation of the measuring equipment. Second, since the electrical sheath model of
our system was mainly used for low-frequency analysis, there was a limit to the application
of the high-frequency regime. The displacement current, defined as ∂

∂t (Csh(t)Vsh(t)), where
Csh(t) and Vsh(t) are time-varying sheath capacitance and voltage, respectively, created
the harmonics of the sheath oscillation, which resulted in the plasma potential oscillation.
The displacement current rarely influences the total discharge current in a low-frequency
regime, and the plasma potential waveform becomes not sinusoidal but highly nonlinear,
as depicted in Figure 4. This potential waveform resulted in a narrow IED, as most ions
were accelerated in the flat potential region. On the other hand, since the displacement
current dominates in a high-frequency regime, the plasma potential became sinusoidal.
However, since the time-varying sheath capacitance is ignored in the MEO model, this
high-frequency effect worked weakly on calculating the waveform of the plasma potential
in our monitoring system. If a model is used that considers the time-varying sheath capaci-
tance, the sheath voltage becomes a more sinusoidal waveform. In other words, the IED
became broader than the IED provided by our monitoring system, and the amplitude of
their peak decreases because ions were energized by sinusoidally oscillating waveform of
the sheath voltage. An improvement in the electrical sheath model is our next challenge for
high accuracy in high-frequency sheaths.

Figure 8 shows the calculation time of one IED as a function of pressure and power.
This monitoring system includes the methods presented in the Section 3.3, and the vector-
ization of the code and loading method from the database of electron sheath edge motion,
taking a calculation time of under 2 s overall RF power and pressure.

Figure 8. Calculation time for one IED with different pressure and RF power levels.

Unfortunately, it was impossible to compare the IEDs of both diagnostics adjacent
to the powered electrode, and the IEDs under the condition that there was a dramatic
change in sheath voltage waveforms because the commercial QMS could measure the
IED adjacent to the grounded electrode due to the grounded sampling probe of the QMS,
while our system had no constraint, whether powered or grounded. It is necessary to
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investigate further whether the IED was measured even under various changes in plasma
conditions. As shown in Figures 6 and 7, the IEDs calculated with our system were higher
than those of the commercial QMS under all conditions. In order to find out the cause of this
difference, it was necessary to measure the voltage waveform at the electrode and compare
the difference with the voltage waveform at the point outside the cell where the probes
were located. However, it was difficult to accurately measure the voltage waveform at the
powered electrode due to plasma perturbation. Accordingly, although this difference was
not clearly identified, it may have been caused by a stray impedance between the electrode
and location of the probe [34]. Additionally, in actual plasma processing, fluorocarbon gas
can produce numerous ion and neutral species in plasma, so improving this monitoring
system that works even in this type of gas is our next work. Nevertheless, the results of this
section show that this monitoring system is capable of noninvasively real-time monitoring
the IED.

5. Conclusions

The invasive diagnostics of IEDs adjacent to a grounded or powered electrode during
plasma processing are difficult for several reasons. Therefore, numerous studies have
been conducted for noninvasive and real-time monitoring systems. Nevertheless, there are
imperfect factors such as collision or noninvasive measurements.

In this paper, a noninvasive and real-time IED monitoring system was proposed and
validated in an asymmetric RF CCP discharge in Ar plasma. Results show that changes in
the IED measured via our system according to the input RF power and pressure variation
were in good agreement with the results from a commercial QMS. This proposed monitoring
system is capable of the noninvasive and real-time monitoring of IEDs in actual processing.
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Abstract: As the analysis of complicated reaction chemistry in bulk plasma has become more im-
portant, especially in plasma processing, quantifying radical density is now in focus. For this work,
appearance potential mass spectrometry (APMS) is widely used; however, the original APMS can
produce large errors depending on the fitting process, as the fitting range is not exactly defined. In
this research, to reduce errors resulting from the fitting process of the original method, a new APMS
approach that eliminates the fitting process is suggested. Comparing the neutral densities in He
plasma between the conventional method and the new method, along with the real neutral density
obtained using the ideal gas equation, confirmed that the proposed quantification approach can
provide more accurate results. This research will contribute to improving the precision of plasma
diagnosis and help elucidate the plasma etching process.

Keywords: plasma; quadrupole mass spectrometer; radical density; quantification

1. Introduction

Low-temperature plasma is generated by an electric field in a space. Energetic
electrons from the electric field hit neutrals, which divides them into reactive neutrals
called radicals and charged particles [1,2]. These particles play individual roles in in-
dustry; charged particles physically affect a surface, while radicals chemically react with
a surface. Such properties have led to the widespread use of plasma in semiconductor
fabrication [3–11], agriculture [12–14], and medical treatment [15–17]. In particular, the
role of plasma in semiconductor processing has gained importance in recent years along
with the rapid growth of semiconductor performance. The current trend, therefore, is to
seek high precision and refinement of the plasma process. However, due to the complexity
of plasmas and inconsistencies in plasma analysis and processing from inaccurate plasma
diagnosis, development remains based on trial and error. As the complexity of the plasma
process increases, the trial-and-error approaches are reaching their limit, which has led to
intense research to achieve more accurate plasma diagnostic methods.

The purpose of plasma diagnostics is typically to obtain particle densities and energy
distributions. In particular, particle quantification has been extensively investigated [18–24].
As a representative example, the Langmuir probe is widely used to measure various
plasma properties, such as electron energy distribution, electron density, plasma potential,
and ion density [25]. Further, microwave probes, such as the cutoff probe, are used for
electron quantification [26]. However, while electron quantification methods are diverse
and accurate, the quantification of neutral species is difficult due to the low accuracy and
high complexity of the current approaches. Since actinometry—a neutral quantification
method used in optical emission spectrometry (OES)—requires a small amount of additional
gas, it is difficult to use in the highly precise and refined semiconductor process [27].
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Alternatively, the quadrupole mass spectrometer (QMS) is another tool that is widely
used to obtain the density of plasma-neutral species [28–30]. A QMS measures the partial
pressure of the neutrals without any extra gas in the chamber, providing an advantage
over OES. Since the 1990s, steady efforts have been made by international standardization
organizations to establish a standardized calibration procedure for QMSs, but as this is still
in the first stage, quantification with a QMS remains difficult, especially in achieving high
accuracy [31].

The main issue with neutral quantification via QMS is that additional neutral products
are generated in the QMS. The QMS consists of three main components: an ionizer, a mass
filter, and a detector. Electrons emitted by a filament in the ionizer are accelerated by the
electric field between the positively biased anode grid and the negatively biased repeller;
therefore, the electron energy is set to the voltage difference between the anode grid and
the repeller. Neutrals are ionized by the accelerated electrons, with two cases of ionization
by electron impact: direct ionization and dissociative ionization. Direct ionization means
that molecules colliding with electrons lose their own electrons without decomposition.
Direct ionization can be expressed as

A + e− → A+ + 2e−,

where A is any neutral atom and e− is an electron. The direct ionization cross-section is zero
below the threshold energy and rises linearly just above the electron energy. The maximum
cross-section is usually reached at 50–100 eV [32]. Otherwise, dissociative ionization means
ionization with the decomposition of molecules, which can be expressed as

AB + e− → A+ + B + 2e−,

where AB is any molecule consisting of A and B atoms. As dissociative ionization can
occur from the ions resulting from the direct ionization of other molecules, crucial errors
can appear in the quantification of neutrals. Therefore, the separation of direct and dis-
sociative ionization is one of the most important challenges to obtaining high precision
neutral densities.

To separate the direct and dissociative ion signals, appearance potential mass spec-
trometry (APMS) is often used. APMS signals from a QMS, which sweeps the electron
energy in the ionizer, are obtained by increasing the electron energy from below the ion-
ization threshold energy to above the threshold energy and linearly fitting the signal to
distinguish the direct and dissociative ionization signals. The energy dependence of the
signals is eliminated by the linear fitting, allowing APMS to be used simply and briefly.
However, the APMS signals curve up near the threshold energy, so no fitting standard has
been confirmed. Therefore, the slope of the linear fitting values is changed with the fitting
standard; consequently, neutral quantification with inaccurate fitting values can lead to
enormous errors. The specifics of this method are described in Section 3.1 of this paper.

In this work, a refined APMS approach without a fitting process is suggested. This
work compares the same neutral density in three different ways, as follows. First, the
neutral density is calculated with the ideal gas equation for use as a reference. Second,
the neutral density is obtained by the original APMS approach from the QMS signals
gathered by sweeping the electron energies and conducting the fitting process. Third, the
neutral density is acquired through the refined approach, which uses the same signals as
the original APMS but with no fitting process.

The rest of this paper is organized as follows. Details of the experimental setup for
APMS are described in Section 2. The specific methods and results for the original APMS
method are given in Section 3.1, and the results of the refined APMS method are discussed
in Section 3.2. Section 4 concludes the work.
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2. Experimental Setup

A schematic outline of the vacuum chamber is shown in Figure 1. Two mass flow
controllers (LineTech Inc., Daejeon, Korea) injected 99.999% purity Ar and He gas at a
maximum flow rate of 50 standard cubic centimeters per minute (sccm). The chamber
was pumped out by a 99-L-per-min (L/min) rotary pump (Varian, Crawley, UK) that
was connected to the center of the chamber body. The base pressure of the chamber was
5.3 Pascal (Pa), which was read by a Baratron gauge (MKS, Andover, MA, USA).

Figure 1. Experimental setup for He density measurement with a quadrupole mass spectrometer.

A QMS (Hiden Analytical, Warrington, UK, PSM) was installed in the chamber via a
150-μm orifice that separated the QMS chamber to create a high-level vacuum to remove
neutral–neutral collisions in the QMS. The base pressure of the QMS chamber was below
1.3 × 10−5 Pa, which was read by a compact cold cathode vacuum gauge (Pfeiffer IKR 251,
Pfeiffer Vacuum, Asslar, Germany). This high vacuum was sustained by a 300 L/s single
turbo molecular pump (Edwards, Burgess Hill, UK) and a 200 L/min rotary pump (WSA,
Gunpo, Korea).

When comparing the APMS approaches, a neutral density reference should first be
obtained. In a vacuum chamber filled with inert gas, such as Ar and He, the density of the
gas can be calculated from the pressure of the chamber using the ideal gas law because of
the non-reaction of inert gas. The ideal gas law is expressed as [33]

n =
P

kT
, (1)

where n is the neutral density in the main chamber, P is the main chamber pressure, k
is the Boltzmann constant, and T is the gas temperature. Here, the gas temperature was
approximated to be room temperature (300 K). In this work, neutral densities for two cases
were calculated. The conditions of the first case were 5 sccm Ar injection, 10.13 Pa main
chamber pressure, and 2.45 ×109 m−3 Ar density. The conditions of the second case were
20 sccm He injection, 31.6 Pa chamber pressure, and 7.64 ×109 m−3 He density. This He
density was used for the theoretical value of the density. The QMS signals used in the
APMS approaches were obtained under the same conditions as above. In other words, the
QMS signals were obtained from two conditions, one with the chamber filled with 20 sccm
He and the other with the chamber filled with 5 sccm Ar. Before the experiments, the QMS
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filament was heated for over 2 h, and the pressure of the chamber was kept at vacuum for
more than 1 day. The QMS signals were obtained over 30 cycles for reproducibility, and the
average values of the signals were used. To calibrate the QMS system, the built-in QMS
calibration software RGAtune was used.

3. Results and Discussion

3.1. Original APMS Approach

The QMS displays signals by detecting the current generated by ions. Therefore, the
expression of the QMS signal from the neutral species is given by [33]

S = βt
(m

e

)
θ
(m

e

)
lcage Ieσnionizer, (2)

where S is the QMS signal intensity, β is the extraction efficiency of the ions from the ionizer,
t is the transmission efficiency of the quadrupole mass filter (which is a function of the
ratio of mass to charge), θ is the detection coefficient of the channeltron detector, lcage is the
ionizer length, Ie is the electron current in the ionizer, σ is the cross-section of ionization,
and nionizer is the density of neutrals in the ionizer. As Equation (2) shows, neutrals can be
detected in the QMS when becoming ions. Figure 2a shows the measured QMS signal of Ar
at 10.13 Pa chamber pressure and He at 31.6 Pa chamber pressure, and Figure 2b shows the
Ar and He direct ionization cross-section [32]. The signals are obtained by sweeping the
electron energy of the ionizer from 10 eV to 40 eV. Referring to the cross-section, Ar becomes
Ar+ after the electron energy exceeds 15.8 eV, and He becomes He+ after the electron energy
exceeds 24.7 eV. Therefore, the signals appear after the electron energies increase above
each threshold energy of neutral ionization. The signal curves up near the threshold energy,
and after that, it linearly increases with electron energy. When the electron energy is higher
than the threshold energy by 5–10 eV, the increase rate of the signal slightly declines. These
signals are used for calculating the density via APMS.

Figure 2. (a) Ar and He signals from the QMS. (b) Ar and He direct ionization cross-section.

The original APMS method is well known for measuring the radical species from
plasma [33]. Singh et al. suggested the radical density quantification of X in plasma using
Equation (2) as shown below [33]

non
X =

(
AX→X+

AAr→Ar+

)(
λAr→Ar+

λX→X+

)[
t(mAr+)θ(mAr+)

t(mX+)θ(mX+)

]
no f f

Ar . (3)

Here, as the purpose of this work was to compare He density, X is He, and A and λ
were the linear fitting slope of the QMS signal and cross-section, as shown in Figure 2. The
superscripts on and off of the density in Equation (3) indicate whether plasma is generated
or not; note these superscripts in Equation (3) are excluded in this article since the QMS
signal measurements were conducted not in a plasma environment but in a vacuum. We
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also note that Singh measured the oxygen atom density generated from plasma, while in
the current work He density is unchanged with the plasma operating condition (on or off ),
so the plasma is not operated and non

X is transformed to no f f
He . In addition, Singh stated

that t(m)θ(m) for singly charged ions can be expressed as being proportional to m−1, but
also that it can change by instrument characteristics. Lee et al. recommended a calculation
method for t(m)θ(m) using a standard gas, namely a gas mixture of various noble gas
species [34]. Following this recommendation, f (m) as a function of t(m)θ(m), is given as

f (m) = 1.05 × 107e−0.028m. (4)

With this, Equation (3) can be rewritten as below,

nHe =

(
AHe→He+

AAr→Ar+

)(
λAr→Ar+

λHe→He+

)[
f (mAr)

f (mHe)

]
nAr. (5)

Here, A and λ, which are suggested by Singh, should be calculated near the threshold
energy. However, since QMS signals are not linear right above the threshold, the linear
fitting results can differ significantly according to their fitting ranges. Figure 3a,b show
different fitting lines with different fitting ranges of Ar and He, respectively. Each fitting
range was determined to be from the threshold energy to some energy higher than the
threshold by an arbitrarily chosen amount. The fitting ranges and resulting slopes obtained
from the Ar and He signals are listed in Table 1. Ranges 1–5 correspond to fitting ranges of
0.3, 0.5, 1, 3, and 5, respectively. In Figure 3, it can readily be seen that the different fitting
ranges cause various slopes of the fitting lines, leading to inaccurate density calculations.
In addition, it should be noted that decisions on which range is the most suitable can also
be altered by the axis scales of the plots, as shown in the insets of Figure 3a,b. This may
possibly generate considerable errors in density quantifications from QMS signals as well.
Table 2 lists the fitting slopes of the cross-section, obtained from only one range since the
cross-sections linearly increase near the threshold energy.

 

Figure 3. Different fitting results with different fitting ranges of the QMS signals for (a) Ar and (b) He.
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Table 1. Linear fitting slope of Ar and He signals from the QMS with different ranges.

Range AAr AHe

Range 1 35,420 12,427
Range 2 52,751 17,423
Range 3 73,067 24,875
Range 4 108,389 33,386
Range 5 113,050 35,307

Table 2. Linear fitting slope of the Ar and He direct ionization cross-section.

Range σAr σHe

Range 1 0.16181 0.01249

By substituting the fitting results in Tables 1 and 2 for A and λ, respectively, in
Equation (5), and the Ar density obtained by the ideal gas law in Section 2 for nAr in
Equation (5), the He densities resulting from the different fitting ranges can be calculated.
Figure 4 plots the calculated He densities from Equation (5). Note that AAr→Ar+ and
AHe→He+ in Equation (5) each had five different values, as listed in Tables 1 and 2, which
resulted in a matrix multiplication of 25 total densities. As shown in Figure 4, He density
increased as the fitting range for He was increased, while for Ar density decreased with an
increase in fitting range. The average of the calculated He densities was 4.53 × 109 m−3,
which is similar to the theoretical He density calculated from the ideal gas law. The He
densities calculated from the same Ar and He ranges (i.e., 1-1, 2-2, 3-3, etc.) were closer to
the average value. This phenomenon occurs because the rates of change of AHe→He+ and
AAr→Ar+ are similar.
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Figure 4. Plot of He densities calculated with each He and Ar fitting range. The horizontal line is the
average value of the density.

3.2. Refined APMS

The He densities from the original APMS approach have a huge deviation, leading to
insufficient precision. Because of the curvature of the signal near the threshold energy, it is
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hard to choose the correct fitting range, and this can cause errors. Therefore, a quantification
method without the fitting process is suggested. Singh et al. [33]. stated that the QMS
signal and direct ionization cross-section can be expressed from the linear fitting slope with
energy dependence as below,

S(E) = A
(

E − EX→X+

i

)
, (6)

σ(E) = λ
(

E − EX→X+

i

)
, (7)

where E is the electron energy and Ei is the direct ionization threshold energy. Therefore, to
remove the fitting process, the refined quantification method neglects the slope through the
fitting and directly uses the signal and cross-section with energy dependence. According to
Equations (6) and (7), A and λ in Equation (5) can be substituted with S and σ. The refined
equation is then expressed as below,

nHe(E) =

(
SHe→He+(E)
SAr→Ar+(E)

)(
σAr→Ar+(E)
σHe→He+(E)

)[
f (mAr)

f (mHe)

]
nAr. (8)

Here, S is the QMS signal and σ is the direct ionization cross-section. The measured
QMS signals are 0.1 eV apart, and both Ar and He signals are calculated at the same energy.
The cross-section is calculated by changing the interval of 1 eV in the low energy region to
an interval of 0.1 eV through data preprocessing. Through the above formula, it is possible
to calculate the density of He according to electron energy. Since the density of He is the
value in the main chamber, there should be no change with electron energy sweeping.

Figure 5 plots the He densities calculated with the refined APMS approach. As for
the calculated densities, the signal appears beyond the electron energy of 24.7 eV (the
threshold energy of He direct ionization) and it can be confirmed that it increases slightly as
the energy increases, eventually saturating at around 27 eV. The initial value, which is the
smallest one, appears to be approximately half of the saturated value. The measured He
density can be obtained by averaging the densities in the region with the smallest change.
Here, even if the result of the initial value with the largest error is included, there is no
significant change in the average value because the region between the lowest point and
the saturation point of He density is local compared to the saturation region. Therefore,
He density from the refined APMS approach is obtained by averaging the entire electron
energy area.
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Figure 5. Plot of He densities obtained through the refined APMS method.
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In Figure 6, the He densities from each quantification method are shown. To check
the maximum error, the maximum deviation was used. Therefore, the lower limits of the
error bars were the minimum values in Figures 4 and 5, while the upper limits were the
maximum values of He density in Figures 4 and 5. The density from the refined APMS
method was 3.83 × 109 m−3, a value that was further from the theoretical He density
from the ideal gas law (7.64 × 109 m−3) compared to the value from the original APMS
method (4.53× 109 m−3). However, the original APMS results have both a larger maximum
(3.25 × 109 m−3) and standard (2.79 × 109 m−3) deviation of He density due to fitting error
compared to the refined APMS results with a smaller maximum (1.93 × 109 m−3) and
standard (4.47 × 108 m−3) deviation. This demonstrates that the refined APMS approach
provides more precise quantification results from QMS measurements than the original
approach. Moreover, the accuracy of the refined APMS method can be further improved by
considering the pressure dependence of f (m). The black and blue circles in Figure 7 are the
f (m) values used at different pressures, where f (mAr) and f (mHe) were taken as averages.
These values seem to be pressure-dependent, so the dashed lines in Figure 7 were obtained
by fitting the circle values. Using the dashed lines, we obtained f (mAr, 76 mTorr) and
f (mHe, 237 mTorr). Then the He density, which was re-calculated with f (mAr, 76 mTorr)
and f (mHe, 237 mTorr), increased compared to before; the refined result, (1.35× 1010 m−3),
was closer to the ideal result than that from the original approach (1.59 ×1010 m−3). This is
illustrated in Figure 6 with the solid plots. Therefore, the possibility of achieving higher
accuracy with the refined APMS method exists.

Figure 6. He densities from each quantification method. The maximum deviation is used.
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4. Conclusions

In this paper, we proposed a refined APMS approach for quantifying radical densities
in plasma. With a simple modification of the original APMS approach, the fitting process
was eliminated, and the He density was obtained over the entire electron energy ranges.
After averaging the He density of each electron energy, the He density was compared to the
density from the ideal gas law. As a result, while the He density from the refined APMS
method, 3.83 × 109 m−3, was further from the density of the ideal gas law, (7.64 ×109 m−3),
than that from the original approach, (4.53× 109 m−3), the deviation of the density from the
refined method was much smaller than that from the original APMS method. Based on this,
the refined APMS approach is believed to be applicable to neutral density quantification
with higher precision. This method has some limitations. To obtain correct signals from
the QMS, the QMS chamber pressure should be below 1.3 × 10−5 Pa, and highly reactive
radicals, such as fluorine and chlorine, should be avoided to prevent chemical reactions
with the filament. Additionally, to use either APMS method, a cross-section is required. If
an algorithm that can be applied to existing equipment is developed in future research,
such as APMS, it is expected to enable more precise and accurate measurement, which
could lead to adoption in various fields that require precise plasma diagnosis, such as the
semiconductor etching process.
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Abstract: The generation of ozone and nitrogen oxides by laser-induced dielectric breakdown (LIDB)
in mixtures of air with noble gases Ar, He, Kr, and Xe is investigated using OES and IR spectroscopy,
mass spectrometry, and absorption spectrophotometry. It is shown that the formation of NO and
NO2 noticeably depends on the type of inert gas; the more complex electronic configuration and the
lower ionization potential of the inert gas led to increased production of NO and NO2. The formation
of ozone occurs mainly due to the photolytic reaction outside the gas discharge zone. Equilibrium
thermodynamic analysis showed that the formation of NO in mixtures of air with inert gases does not
depend on the choice of an inert gas, while the equilibrium concentration of the NO+ ion decreases
with increasing complexity of the electronic configuration of an inert gas.

Keywords: laser-induced dielectric breakdown (LIDB); nitrogen monoxide; nitrogen dioxide; ozone;
emission spectroscopy; inert gases; thermodynamic analysis

1. Introduction

The study of the biological and therapeutic effect of such gas mediators as ozone (O3)
and nitrogen monoxide (NO) is an urgent task; therefore, the issues of personalization
of ozone therapy and control of its effectiveness, studies of the biological activity, and
sanogenetic effects of NO are relevant.

Despite the fact that ozone, an allotropic form of oxygen, has been widely used in
medicine for more than a hundred years, new possibilities for its use are opening up. The
biological effect of ozone includes an immunomodulatory property, an increase in cellular
energy, and an increase in antioxidant protection [1]. The possibilities of using ozone in
dental practice [2], autohemotherapy in the form of an ozonized sorbent [3], and rectal
infusion [4] are widely presented.

Another actively developing direction is the use of nitric oxide in medical practice, for
example, for the treatment of pulmonary diseases. In addition, several effects of singlet
oxygen therapy [5–8] are associated with the presence of NO in the gas flow of the singlet
oxygen generator. Among the functional effects, one can note the activation of blood flow
through small-diameter vessels (capillary bed) [7], the activation of antioxidant expansion
without stimulating free radical oxidation [9,10], the enhancement of energy reduction and
detoxification of cells, the enzymes in them [5,6], etc.

As shown in review [11], it is convenient and economically expedient to synthesize NO
or O3 in situ from air using a plasma process. Barrier discharges are often used to generate
ozone [12–17]. Garamoon et al. [17] studied the formation of ozone in an oxygen–air barrier
discharge and it was found that the concentration of O3 increases by more than three times
when the pressure decreases by two times. It was also found that increasing the length of
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the gas discharge tube, the interelectrode distance, and the applied potential also increases
the ozone yield.

Moreover, ICP plasma and microwave discharges can be used to produce O3. Fuller et al. [18]
determined the conditions for the formation of metastable active O and O2 particles re-
sponsible for ozone generation, and it was shown that their concentrations depend on the
pressure and discharge power, while the amount of dissociated oxygen does not exceed 2%.
Cvelbar et al. [19] studied the emission spectra of an oxygen-containing ICP at pressures
of 10–300 Pa. The emission spectra contains lines of atomic oxygen at 438.8, 615.6, 645.4,
777.2, and 844.6 nm, and molecular bands of metastable O2 (b1Σ+

u ) at 760.5 nm and O2
+

(b4Σ−
g —a4Πu); these particles presumably contributed to the formation of ozone. Pulsed

and stationary microwave discharges were used in [20] to study the formation of nitrogen
oxides; strong NO production and low NO2 production was demonstrated.

An additional important requirement for medical gases is their purity. At the same
time, the gas treated with discharges with metal electrodes can be contaminated with
metal particles resulting from spark erosion of the electrodes or cathode sputtering. These
impurities are characteristic of barrier and spark discharges, while in ICP impurities can
come from the surface of a quartz tube upon contact with the ICP plasma. Therefore, it is
important to look for the type of discharge in which these processes are excluded. One
of the promising discharges capable of generating ozone and NO without contamination
is the optical gas breakdown by a high-power laser, the so-called laser-induced dielectric
breakdown (LIDB).

Stricker [21] studied the characteristics of laser breakdown in pure N2 and O2 in the
pressure range from 1 to 50 atm using a Nd:YAG laser with a wavelength of 1.064 μm
and a pulse duration of 10 ns. The emission spectra revealed the presence of O++ and O+

with lifetimes of 15–20 ns and 2 μs, respectively, while no O or O2 emission was observed.
Svatopluk et al. [22] studied the breakdown of CO-N2-H2O gas mixtures using a near-
IR laser with a power of 85 J and a pulse duration of 450 ps. The various stages of the
discharge were studied using time-resolved OES and gas composition using FTIR and
GC. The presence of N2O, CO2, ethane, acetylene, ethylene, and acetone was detected
in the mixture after its laser irradiation. Gornushkin et al. [23] studied the formation of
ozone and nitrogen oxides during multiple laser breakdown of oxygen–nitrogen mixtures
at atmospheric pressure. About 2000 laser pulses from a Nd:YAG with irradiance of
1010 W cm−2 were fed into the sealed reaction chamber. The chamber with a long capillary
was designed to measure the absorption of O3, NO, and NO2 depending on the number of
laser pulses. The source of light for measuring the absorption was continuous radiation
emitted by the plasma during the first 0.2 μs of its evolution. A kinetic model has been
developed that takes into account the chemical reactions between atmospheric components
and laser breakdown products. In the model, the laser plasma was considered as a source
of nitric oxide and atomic oxygen, the formation rate of which was calculated based on the
measured absorption of NO, NO2, and O3. The calculated NO, NO2, and O3 concentration
profiles were in good agreement with the measured profiles on the time scale of 0–200 s;
the calculated yield of 2 × 1012 ozone molecules was consistent with the model prediction.
This study was important for a general understanding of the chemistry of laser plasmas
and for elucidating the nature of spectral interferences and matrix effects important in
a spectrochemical analysis.

The aim of this work is to study the spectral features of LIDB plasma in a mixture of
air with Ar, He, Kr, and Xe and their influence on the synthesis of NO, NO2, and O3. In
the future, we plan to use this technology for medical purposes. Air is offered as the most
accessible precursor that does not require additional costs from a potential customer (for
example, additional gas cylinders), and also reduces the risks associated with the use of
gas equipment (working with high-pressure oxygen is dangerous). Inert gases that do not
form stable compounds with air components are chosen as electron sources.
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2. Materials and Methods

The experimental setup is shown in Figure 1a. This allows a comparative study of the
plasma generated by LIDB in various gas mixtures using OES, IR, and mass spectrometry.
The plasma is created inside a quartz cylinder 40 mm in diameter, placed in a gas-tight
stainless-steel chamber with quartz windows for input and output of laser radiation and
registration of radiation spectra (Figure 1b). The window for recording IR spectra is made
of zinc selenide (ZnSe). To create plasma, an Nd:YAG laser is used with the parameters
shown in Table 1. Before filling the chamber with gases, it is pumped out by fore vacuum
and turbomolecular pumps (not shown in Figure 1a). The dosing of inert (Ar, He, Ne, and
Kr) and working (air, CO2) gases is controlled by precision gas flow regulators (RRGs).
To study the synthesis of active particles, the UV-Vis, IR, and mass spectrometers were
connected to the setup. A high-sensitivity Nanogate 24/3 camera was used to record the
plasma light. The camera was located at 30 cm from the reactor wall, perpendicular to its
cylindrical axis.

Figure 1. (a) Schematic of experimental setup; (b) LIDB reactor; (c) image of the discharge recorded
by camera Nanogate 24/3; (d) photograph of the discharge.

Table 1. Laser parameters.

Wavelength, μm 1.064

Radiation frequency, Hz 10

Energy per pulse, mJ 820

Pulse duration, ns 15

Area of a focal spot, cm2 10−2

Pulse power, MW 50

Irradiance, GW/cm2 5

Fluence, J/cm2 80

Photon flux density, cm−2 s−1 2.9 × 1028

Electric field strength, MV/cm 1.4

2.1. Emission Spectroscopy

Optical emission spectroscopy (OES) was used to detect reaction products in plasma.
Emission spectra were recorded by an AvaSpec-ULS2048CLEVO-RM-USB3 multichannel
2048-pixel fiber optic spectrometer with ultra-low light scattering. The spectra were recorded
in the range 217.5–710 nm with a resolution of 0.17 nm. The spectrometer was activated by
a TTL pulse coming from the laser. Time-resolved spectra were obtained by shifting the
delay time of the start of recording subsequent measurements by 1 μs, up to 270 μs, when
only noise could be recorded. The signal accumulation time varied from 30 to 60 μs.
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2.2. IR Spectroscopy

The IR spectra of gas mixtures before and after laser irradiation were recorded in
the range 450–7000 cm–1 on a BrukerVertex 80v spectrometer with a DTGS detector with
a resolution of 1 cm–1. For this, we used an IR gas cell with an optical path length of 10 cm
(see Figure 1a) and pressure inside the cell from several tens to several hundreds of Torr.
The windows for recording IR spectra in the IR cell are made of zinc selenide (ZnSe).

2.3. Mass Spectrometry of Gases

Mass spectra of gaseous mixtures before and after laser irradiation were recorded on
an ExtorrXT300(M) SeriesRGA quadrupole mass spectrometer with a resolution of 1 amu.
The residual vacuum in the mass spectrometer chamber was 5 × 10−8 Torr. The working
pressure was varied from 1 × 10−6 to 1 × 10−5 Torr to observe the mass spectra of gas
mixtures with different concentrations of components. The pressure was controlled by
pressure sensors of the mass spectrometer and normalized to the band of the Ar+ carrier
gas, which did not take part in the reaction.

2.4. Spectrophotometry of Gases

The absorption spectra were recorded with an SF-2000 spectrophotometer before and
after laser irradiation at time intervals of 0 and 10 min in the range of 200–1100 nm with
an exposure time of 0.2 s with a resolution of 1 nm. The resulting signal was displayed
after fifteen accumulation cycles. The spectrophotometric analysis was carried out by intro-
ducing 1 atmosphere of a mixture of air and an inert gas in a ratio of 1:1 into a cylindrical
cell-reactor made of fluoroplast with plane-parallel quartz glasses. Before irradiation with
the Nd:YAG laser, the spectrum of each of the mixtures was recorded as a blank experiment.

Ozone concentration was calculated using the Hartley band (200–350 nm) with a max-
imum at λ = 254 nm. The absorption cross section of the remaining components present
in our reaction mixture in this wavelength range was more than two orders of magnitude
lower. The NO2 concentration was calculated in the range of 350–430 nm at the maximum
λ = 400 nm. This region of the spectrum is transparent for ozone. The concentrations were
calculated based on the Bouguer–Lambert–Beer law. The molar extinction coefficients of
3000 M−1·cm−1 for O3 at 254 nm and 157 M−1·cm−1 for NO2 at 400 nm were taken from
the database [24].

2.5. Thermodynamic Analysis of the System Air + Ar (Kr, Xe)

To estimate the possible yield of ozone and nitrogen oxides in the LIDB plasma,
a thermodynamic analysis of gas mixtures was carried out. The calculations were performed
out using open-source software [25], which implies local thermodynamic equilibrium (LTE)
and is based on the Gibbs free energy minimization algorithm. This model assumes the
equation of state for an ideal gas and allows for a small amount of condensed phase
due to its negligible volume compared to gaseous particles. The question of whether
LTE occurs in LIDB plasma is rather controversial. It is generally accepted that LTE is
possible at intermediate and late stages of plasma plume development, somewhere between
1–20 μs, when the characteristic times of the hydrodynamic flow become larger than the
characteristic time for chemical reactions. A more complex set of conditions under which
a plasma can be considered close to LTE is given in [26,27].

3. Results and Discussion

3.1. Emission Spectra of Ar, He, Kr, Xe in LIDB Plasma

The main factors affecting the plasma lifetime are the electron configuration, ionization
potential, and the presence of metastable states of plasma particles. Figure 2 shows the
emission spectra of pure He, Ar, Kr, and Xe. The electronic configuration of He is simple
compared to other inert gases; it has many electronic levels near a very high (24.6 eV)
ionization potential (Table 2) [28]. It was difficult to create a laser breakdown of helium
at atmospheric pressure because of its low density; this was possible only at a pressure of
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2 atm. The existence of helium plasma is largely due to the presence of a metas Table 2
3S1 level with a lifetime of 6 × 105 s (Table 3). In the emission spectrum of He, shown in
Figure 2b, only one line is visible at 587 nm, corresponding to the transition between levels
with energies of ~23 eV and ~21 eV [29].

Figure 2. Emission spectra of LIDB plasma in: (a) Ar; (b) He at 2 atm; (c) Kr; (d) Xe.

Table 2. Electronic configuration, ionization potentials, and characteristics of metastable states of Ar,
He, Kr, and Xe [28].

Inert Gas
Electronic

Configuration
Ionization
Energy, eV

Metastable States

Excitation
Energy, eV

Lifetime, s

Hе 1s2 24.6 19.82 (23S1) 6 × 105

Ar 1s22s22p63s23p6 15.8 11.55 (43P0
2)

11.72
>1.3

-

Kr 1s22s22p63s23p6

3d104s24p6 14.0 9.91
10.5

-
-

Xe 1s22s22p63s23p6

3d104s24p64d105s25p6 12.1 8.32
9.4

-
-

The emission spectra of Ar, Kr, and Xe have many lines in the UV, visible, and IR
regions (Figure 2a,c,d). This is due to their electronic configuration with many electronic
levels (Table 2) distributed between ground state and ionization potential. The intensity
of the lines in the emission spectrum of the argon plasma shows that its lifetime is more
than 100 μs. Most likely, this is due to the presence of long-lived metastable Ar states with
energies of 11.55 and 11.72 eV and a lifetime of more than 1.3 s (Table 2). For He, Kr, and
Xe plasmas, the signal drops to the noise level at times longer than 50 μs.
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Table 3. Comparative intensities of the lines of excited air particles.

Line (Band), nm Transition Air Air/He = 9 Air/Ar = 1 Air/Kr = 1 Air/Xe = 1

N+ (399.5) 1D2-1Po
1 strong strong strong medium weak

N+ (463.0) 3P2-3Po
2 strong strong - - -

N+ (500.5) 3D3-3Fo
4 strong strong strong medium -

N+(568.0) 3D3-3Po
2 medium medium medium medium -

N+ (594.1) 3Do
3-3P2 medium medium medium - -

O (615.8) 5Do
4-5P3 weak weak weak weak -

O+ (407.6) 4F9/2-4Do
7/2 strong strong strong - -

O2+ (334.0) 3S1-3Po
2 medium medium medium - -

Figure 3 shows the emission spectra of pure air, as well as its mixtures with Ar, He, Kr,
and Xe. In the emission spectrum of air (Figure 3a), noticeable lines of a singly-charged
nitrogen ion appear; oxygen is represented by both an atomic line and lines of ions O+ and
O2

+. Most of the spectral features disappear after 40 μs, only weak transitions of atomic
oxygen at 615.8 nm and the O+ ion (640–660 nm) are preserved. After 50 μs, only noise
is observed.

Figure 3. Emission spectra of air and its mixtures with inert gases in LIDB plasma: (a) pure Air;
(b) Air + He; (c) Air + Ar; (d) Air + Kr; (e) Air + Xe.

When analyzing the spectrum of the Air + He mixture (Figure 3b), the overall picture
of the spectrum does not noticeably change, the spectral features of pure air also remain. It
should be noted that the formation of a gas discharge is observed at a ratio of Air/He ≥ 9.
At a higher concentration of He in air, the discharge is not initiated. The line of helium
itself is not observed in the emission spectrum. In this regard, it can be assumed that the
observed plasma is formed by the air components O2 and N2, whose ionization potentials
(Table 2) are 12.2 and 15.6 eV, respectively, and the configuration of electronic levels is
complex [30]. Thus, He does not affect the composition of the reactive components of the
Air + He mixture.

Argon makes it possible to extend the glow time of the discharge of the Air/Ar = 1
mixture up to 80 μs (Figure 4c). The spectrum is rich in lines of atomic and ionized argon.
As well as in the case of pure air, N+ and O+ transitions were recorded. The intensity of the
nitrogen line N+ at 500.5 nm is noticeably higher than in the previous cases. The intensity
of the N+ line at 399.5 nm is lower, and the N+ line at 463.0 nm is not observed. The lines of
ionized oxygen are intensified.
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Figure 4. Mass spectra of mixtures of inert gases and air before and after exposure to LIDB plasma:
(a) Air + He; (b) Air + Ar; (c) Air + Kr; (d) Air + Xe. Black line—before plasma exposure, red
line—after 1 h of plasma treatment, green line—after 2 h of plasma treatment.

For the Air/Kr = 1 mixture (Figure 3d), the plasma lifetime is 50 μs, and the spectrum
pattern noticeably changes. The most intense are the lines of singly-charged krypton at
473.9 nm and 435.5 nm. The lines of air components noticeably decrease, the N+ line at
594.1 nm is absent, and the bands of ionized oxygen O2

+ disappear.
The emission spectrum of the Air/Xe = 1 mixture (Figure 3e) contains mainly xenon

lines. Of the air components, only a weak N+ line at 399.5 nm is observed. The most intense
Xe+ line is observed at 484.3 nm, and the plasma lifetime is 60 μs.

Figure 3b–e shows that only lines of air components are observed in the Air + He
mixture. In Air + Ar and Air + Kr mixtures, both lines of air components and lines of
inert gases appear. In an Air + Xe mixture, the Xe lines are visible, and the lines of the air
components are represented by a weak N+ line.

It can be assumed that the ionization of helium is very difficult due to the high
ionization potential, and the energy is directed to the ionization of air. Xe ionizes more
easily than other inert gases; energy is spent on its ionization and excitation of its metastable
states. Table 3 presents the comparative intensities of the lines of excited air particles in
accordance with the above considerations.

Since the plasma produced by LIDB is close to equilibrium, gas ionization occurs not
only due to electron impact, but also due to the impact of heavy particles. Therefore, the
following reactions can be written:

N2
t→ 2N (1)

O2
t→ 2O (2)

N2
t→ 2N+ + 2e (3)

O2
t→ 2O+ + 2e (4)

O2
t→ 2O2+ + 4e (5)

N t→ N+ + e (6)

O t→ O+ + e (7)
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O t→ O2+ + 2e (8)

e + N2 → 2N+ + 2e (9)

e + O2 → 2O+ + 2e (10)

e + O2 → 2O2+ + 3e (11)

e + N → N+ + 2e (12)

e + O → O+ + 2e (13)

e + O → O2+ + 3e (14)

Figure 4 shows the mass spectra of mixtures of air with inert gases before and after
exposure to LIDB plasma. In all the presented mass spectra, the bands of N2 and O2
included in the air, as well as NO+ and NO2

+ ions corresponding to NO and NO2 molecules,
are identified. The ratio of the relative intensity of the NO+ and NO2

+ fragments in the
mass spectrum of the nitrogen dioxide molecule, according to the reference tables provided
by the suppliers of equipment for mass spectrometry, is 100:37. In the mass spectra obtained
in this work, this ratio fluctuates within 100:(7÷17), from which it follows that both NO2
and NO molecules are formed during the reaction according to the following schemes:

N + O → NO (15)

N + 2O → NO2 (16)

NO + О → NO2 (17)

е + N+ + O → NO (18)

е + N + O+ → NO (19)

2е + N+ + O+ → NO (20)

е + NО + O+ → NO2 (21)

The peak of the NO+ ion in the recorded mass spectra consists of the contribution of
the NO+ ion of the NO molecule present in the air before the plasma-chemical reaction,
the contribution of the NO+ ion of the NO molecule formed during the plasma-chemical
reaction, and the contribution of the NO+ fragment from the NO2 molecule formed during
the plasma-chemical reaction. The relative intensity of the NO+ ion related to the NO
molecule was calculated as the difference between the intensities before and after irradiation
and the contribution of the NO+ fragment from the NO2 molecule to the intensity of
this peak.

The histogram in Figure 5 shows the dependence of the relative intensity of the NO
and NO2 bands after treatment for 1 and 2 h on the composition of the initial mixture. It
can be seen that, depending on the complexity of the electronic configuration of an inert
gas, as well as a decrease in its ionization potential, there is a tendency for an increase in
the NO compound in the reaction products. No pronounced dependence is observed for
the NO2 compound.

Of course, the factors that determine the influence of an inert gas on the chemical
reactions occurring in the LIDB plasma are not limited to the complexity of the electronic
configuration alone. The density of the gas, which increases with increasing atomic mass,
can also have an effect. The processes of Pfennig ionization play a role, which are different
for different inert gases, as well as the size of the atom; for xenon it is maximum, which
means that the cross section of collisions with atoms and electrons is larger than for other
inert gases. However, we can assume that these factors are also determined by the structure
of the atom, and their influence can be considered separately in the appropriate statement
of the problem.
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Figure 5. The dependence of the relative intensity of the NO and NO2 bands after 1 and 2 h of
irradiation of the initial mixture.

Figure 6 shows IR spectra of mixtures of air with Ar, He, Kr, and Xe, which confirm the
formation of NO2. For all mixtures, the spectra after gas discharge treatment contain nitro-
gen dioxide absorption bands in the ranges of 2860–2978 (Figure 6a) and 1564–1650 cm−1

(Figure 6b) [25]. The intensity of the NO2 bands in the spectra increases depending on
the complexity of the electronic configuration of the inert gas, which agrees with the mass
spectrometry data. The lowest intensity of the NO2 band is recorded in the Air + 0.1He
mixture, the highest in Air + Xe.

 
Figure 6. IR spectra of air mixtures with Ar, He, Kr, and Xe. (a) nitrogen dioxide absorption bands in
the ranges of 2860–2978 cm−1; (b) nitrogen dioxide absorption bands in the ranges of 1564–1650 cm−1.

It can be seen that, despite the fact that the lines of excited air components are not
resolved in the emission spectrum of the Air + Xe mixture due to their low intensity, as well
as the insufficient resolution of the spectrometer, the reaction with formation of NO and
NO2 proceed. We can assume a change in the mechanism of formation of these compounds
depending on the gas mixture. The atomic (15)–(17) and ionic (18)–(21) mechanisms of NO

297



Sensors 2023, 23, 932

and NO2 formation in pure air, air + Ar, and air + Kr change to the molecular mechanism
(22), (23) in air + Xe:

N2 + 2О2 → 2NO2 (22)

N2 + О2 → 2NO (23)

Figure 7 shows the concentrations of O3 and NO2 as a function of time during LIDB
plasma treatment of mixtures of air with argon, xenon, and krypton. In the case of the
Air + Xe mixture, there is a jump in the concentrations of O3 and NO2 up to the values
(3.0 ± 0.2) × 10−4 and (2.8 ± 0.2 × 10−2 vol.%, respectively, in the first ten minutes of
irradiation. Further growth of concentrations slows down and by 2 h of irradiation their
values are (3.6 ± 0.1) × 10−4 vol.% for ozone and (3.1 ± 0.2) × 10−2 vol.% for NO2.

Figure 7. Dependence of O3 (a) and NO2 (b) concentrations on plasma treatment time of air mixtures
with Ar, He, Kr and Xe.

A similar situation is observed for the Air + Kr mixture, a sharp increase in the
concentrations of O3 and NO2 within 10 min to the values (3.0 ± 0.2) × 10−4 vol.% (O3)
and (2.8 ± 0.2) × 10−2 vol.% (NO2). However, after two hours of irradiation, the Air + Kr
mixture produces lower amounts of ozone and nitrogen dioxide, (3.4 ± 0.2) × 10−4 and
(2.9 ± 0.2) × 10−2 vol.%, respectively. A tendency to an even lower yield of O3 and NO2
manifests itself when passing from krypton to argon, where the ozone concentration in the
Air + Ar mixture after two hours of irradiation is (2.2 ± 0.3) × 10−4 vol.%, and the nitric
oxide concentration (2.6 ± 0.2) × 10−2 vol.%.

Possible mechanisms of NO2 formation were discussed above. The formation of
ozone, according to [23], cannot occur in the gas discharge zone, since, due to instability,
the O3 molecule immediately reacts with N. The most likely mechanism for its formation
is the photolysis reaction occurring in the volume of the LIDB reactor according to the
following scheme:

hν + O2 + O → O3 (24)

3.2. Thermodynamics

Considering that the LIDB plasma at atmospheric pressure is close to equilibrium,
thermodynamic analysis can be used to consider plasma-chemical reactions. Figure 8
shows the thermodynamically equilibrium composition of air, as well as its mixtures with
Ar, He, Kr and Xe. Analyzing the dependences obtained, it can be seen that in pure air, the
formation of O+ and N+ ions begins at temperatures above 6000 K. Their presence is seen
in the emission spectrum (Figure 3a). For Air + Ar and Air + Kr mixtures, the formation of
O+ and N+ ions also begins from a temperature above 6000 K, but at the same time, the
Kr+ ion in the Air + Kr mixture is formed at T = 5400 K, while the Ar+ ion, in the Air + Ar
mixture, at T = 6000 K. For the Air + Xe mixture, the formation temperature of the Xe+ ion
decreases to 4500 K, while the formation of O+ and N+ ions also starts from a temperature
above 6000 K.
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Figure 8. The equilibrium composition of: (a) air (N:O:Ar = 78:21:1) and its mixtures;
(b) N:O:Ar = 39:11:50; (c) N:O:Kr = 39:11:50; (d) N:O:Xe = 39:11:50. P = 1 bar.

However, while in the emission spectra of Air + Ar and Air + Kr mixtures, one can
see O+ and N+ ions together with Ar+ and Kr+ ions, in the emission spectrum of Air + Xe
mixtures, no O+ and N+ ions are observed. Thus, depending on the complexity of the
electronic configuration of the inert gas, the temperature of the gas in the plasma decreases
and in the plasma of the Air + Xe mixture its value is in the range of 4500–6000 K.

It can be seen that the main compounds formed in this system are NO and NO+. The
equilibrium concentration of NO in pure air and in mixtures of air with inert gases is at the
same level and does not depend on the choice of inert gas. On the contrary, the equilibrium
concentration of the NO+ ion in pure air is maximum and decreases in mixtures of air
with inert gases. Moreover, the concentration of NO+ is the lower, the more complex the
electronic configuration of the inert gas.

4. Conclusions

It was shown that the addition of He to air does not fundamentally change the spectral
pattern of air. In contrast, the addition of Ar suppresses the N+ band at 463.0 nm, while
the other bands of nitrogen ions slightly decrease. The addition of Kr leads to even greater
suppression of the line intensities of nitrogen ions, as well as oxygen ions. It should be
noted that when He, Ar, and Kr are added, the atomic oxygen line retains a low intensity.
The addition of Xe results in complete suppression of the air component bands.

The formation of molecules in LIDB plasma can be summarized as follows.

1. The formation of NO and NO2 in LIDB plasma noticeably depends on the type of
inert gas.

2. An increase in the concentration of NO and NO2 is affected by the complication of the
electronic configuration of an inert gas, as well as a decrease in its ionization potential.

3. The complication of the electronic configuration of an inert gas, as well as a decrease
in its ionization potential, leads to the suppression of the lines of nitrogen and oxy-
gen ions. Thus, it can be assumed that the main mechanism affecting the chemical
transformations in these mixtures and in particular, the formation of NO and NO2
is atomic.

4. The formation of ozone occurs outside the gas discharge zone by the photolytic reaction.
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5. Using the method of thermodynamic analysis, it has been established that the equilib-
rium concentration of NO in in 1:1 mixtures of air with inert gases does not depend on
the choice of an inert gas. On the contrary, the equilibrium concentration of the NO+

ion decreases as the electronic configuration of the inert gas becomes more complex.

In the future, it is planned to use this method on real systems, for example, for the treat-
ment of abiogenic media obtained after irradiation with gas mixtures (for example, saline)
with a further transition to blood treatment in order to increase its antioxidant potential.
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Abstract: As low-temperature plasma plays an important role in semiconductor manufacturing,
plasma diagnostics have been widely employed to understand changes in plasma according to
external control parameters, which has led to the achievement of appropriate plasma conditions
normally termed the process window. During plasma etching, shifts in the plasma conditions both
within and outside the process window can be observed; in this work, we utilized various plasma
diagnostic tools to investigate the causes of these shifts. Cutoff and emissive probes were used
to measure the electron density and plasma potential as indicators of the ion density and energy,
respectively, that represent the ion energy flux. Quadrupole mass spectrometry was also used to show
real-time changes in plasma chemistry during the etching process, which were in good agreement
with the etching trend monitored via in situ ellipsometry. The results show that an increase in the
ion energy flux and a decrease in the fluorocarbon radical flux alongside an increase in the input
power result in the breaking of the process window, findings that are supported by the reported SiO2

etch model. By extending the SiO2 etch model with rigorous diagnostic measurements (or numerous
diagnostic methods), more intricate plasma processing conditions can be characterized, which will
be beneficial in applications and industries where different input powers and gas flows can make
notable differences to the results.

Keywords: low-temperature plasma; plasma diagnostics; plasma etching; plasma process modeling

1. Introduction

Plasma is defined as a quasi-neutral gas of charged and neutral particles that exhibits
collective behavior [1,2]. The characteristic features that make plasma distinct from other
discharge phenomena are utilized in many industrial and research fields in terms of, for in-
stance, controlling the dynamics of the component particles for individual applications [1].
With an enormous range of electron densities and temperatures, which are the most repre-
sentative parameters, plasma has characteristic physical and chemical properties depending
on the electron density and temperature regimes, resulting in a diverse categorization of
plasma including material processing plasma and fusion plasma [2].

With the rapid growth of the semiconductor industry in the 20th century, material pro-
cessing has grown into one of the biggest sub-fields of low-temperature plasma, designated
as such by its electron temperature regime [3,4]. The essential processes in semiconductor
manufacturing, such as etching [5–9], deposition [10–12], cleaning [13,14], etc., widely em-
ploy low-temperature plasma, allowing plasma to play a large role in the microelectronics
industry [3,15–17]. Further development of electronic devices, however, requires more
advanced plasma techniques to meet market demands, thereby increasing the processing
complexity and difficulty. In this circumstance, plasma diagnostics can provide qualitative
and quantitative information on plasma parameters for an understanding of the physical
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and chemical phenomena in the plasma processes, giving rise to the development of plasma
technology [18–23].

Obtaining internal plasma parameters via plasma diagnostics can significantly help
plasma processing engineers to establish the process window, which can be defined as
the condition of the processing equipment or plasma itself that has to be met to realize
the purpose of the process. For instance, SiO2 etching with fluorocarbon (FC) plasma
requires that plasma ions be sufficiently strong; otherwise, the FC plasma would form
thick FC films on the SiO2 instead of etching it [24,25]. Another example can be found in
a special plasma process called atomic layer deposition (ALD), where a specific temper-
ature window is necessary to realize atomic-scale deposition without defect-producing
chemical reactions such as condensation or desorption at temperatures below or above
the window, respectively [26]. Similarly, atomic layer etching (ALE), the counterpart of
ALD, also has a characteristic process window with respect to the appropriate ion energy
range that achieves atomic-scale removal without defect-producing physical reactions
such as insufficient removal or sputtering at ion energies below or above the window,
respectively [27,28].

There are numerous reports on the demonstration of plasma diagnostics via various
methods to achieve the process window [21,23,29–34]. Compared to continuous plasma
processes where a single plasma is maintained throughout the processing time, certain
plasma processes such as ALE, where two or more kinds of plasma are alternated step
by step, may especially benefit from plasma diagnostics. One previous report covers
a comprehensive investigation into the discharge physics of ALE plasma, from several
fundamental plasma parameters such as electron density and temperature to discharge
instability and recovery periods during the ALE process [35].

In this work, a process window shift in SiO2 etching with FC plasma from a variety
of input power is investigated via plasma diagnostics, the tools of which are carefully
considered for their appropriateness to the polymeric conditions of FC plasma. Based
on a previous report [36] that a steady state of etching conditions is determined by the
balance between FC film deposition and SiO2–FC film removal rates, which are reflected
by FC radical and ion energy fluxes, respectively, FC radical density is considered to be the
parameter indicating the FC radical flux is this work. The SiO2 etch model is expressed as
follows [36]:

dxtotal
dt

=
d
(

xFC + xSiO2

)
dt

= DRFC − ERFC − ERSiO2 , (1)

where xtotal , xFC and xSiO2 stand for the thickness of the total (FC film + SiO2), FC film, and
SiO2, while DRFC, ERFC and ERSiO2 stand for the deposition rate of FC films, etch rate of
FC films, and etch rates of SiO2, respectively.

This parameter is diagnosed in real time through quadrupole mass spectrometry
with a comparison to etching results also obtained in real time via in situ ellipsometry.
Meanwhile, the ion energy flux is estimated from the electron density measured by a cutoff
probe, and the plasma potential is found with an emissive probe. These multiple diagnostic
results support the understanding of the process window shift occurring from power
variation, providing a guideline for external parameter controls for improved processing
results. Details of the SiO2 etching process, as well as the experimental setup and methods
for plasma diagnostics, are described below, followed by a discussion on the processing
results based on the plasma diagnostics.

2. Experiment

2.1. Plasma Etching

In this work, SiO2 (iNexus, Inc., Seongnam-si, Korea) etching is conducted not in a
continuous manner but rather via ALE. Continuous SiO2 etching with FC plasma, which
normally employs capacitively coupled plasma sources to achieve high-energy ion bom-
bardment for high etch rates, benefits from the synergetic effect of the simultaneous re-
actions of reactive FC radicals and high-energy bombarding ions on the material surface.
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On the other hand, in ALE, the reactions of the radicals and ions are separated to obtain
atomic-precision etch control [27,28,37]. A comparison between continuous etching and
ALE is illustrated in Figure 1. In continuous SiO2 etching, both etch gases (e.g., a mixture
of Ar and C4F8) and radio-frequency (RF) power are employed simultaneously to maintain
the processing plasma throughout the etch process.

Figure 1. Comparison between continuous etching and ALE.

Alternatively, the ALE process is divided into two steps: Surface modification and
removal, as labelled A and B in Figure 1, respectively. In the surface modification step (A),
C4F8 is injected into a continuous Ar plasma and then dissociates into diverse FC radicals
such as C2F4 and CF2 [38,39], allowing an FC film to grow until the C4F8 injection is cut
off. The following removal step (B) begins with the C4F8 cutoff as the Ar ion bombardment
physically sputters the deposited FC film. This sputtering continues until both the FC film
and SiO2–FC mixed layer are totally removed and the underlying SiO2 is exposed. This
can only be achieved with well-controlled ion energies that are higher than the sputtering
threshold energies of the FC films and the mixed layer but lower than that of SiO2, a
criterion typically called the ion energy window. Satisfying the ion energy window in the
removal step of ALE leads to self-limiting etching, meaning that the etching spontaneously
stops with the exposure of the new SiO2 surface (as illustrated in Figure 1), which is the
most fundamental characteristic of the ALE process.

An inductively coupled plasma source is employed in the present work, and the
plasma chamber has a cylindrical geometry with a diameter of 330 mm and a height of
250 mm. The substrate on which the SiO2 samples are processed is separated from the
ceramic plate by 100 mm. An ellipsometer is mounted to the chamber that allows in situ
monitoring of sample thicknesses during the entire etch process. Further details of this
ALE chamber setup are described in our previous report [36].

The sequence of the etch process of the present work is illustrated in the lower panel
of Figure 1. C4F8 is injected in a pulsed manner into continuous Ar plasma for surface
modification, followed by the C4F8 cutoff that leads to a removal of the modified surface by
the Ar ion bombardment. RF power with a frequency of 13.56 MHz is applied, and 44 sccm
of Ar is injected into the chamber, resulting in a pressure of 1906 Pa. The flow rate of C4F8
is 2 sccm, which barely changes the chamber pressure.

Figure 2a,b plots the results of plasma etching based on the ALE recipe described above
at an RF power of 100 and 300 W, respectively. The surface modification and removal steps
are clearly separated in Figure 2a, where the thickness increases with the C4F8 injection
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and then decreases and saturates after the C4F8 cutoff. Since the FC film deposition during
each modification step and the self-limiting etch trend during each removal step are well
produced, the ALE condition of Figure 2a is considered to be in the ALE window.

Figure 2. Thickness change in SiO2 during one cycle of ALE at (a) 100 W and (b) 300 W.

On the other hand, increasing the RF power from 100 W to 300 W results in significantly
different trends, as shown in Figure 2b. Here, C4F8 injection into the continuous Ar plasma
actually leads to continuous SiO2 etching with FC plasma rather than the FC film deposition
(surface modification) of ALE. This reflects that an increase in RF power shifts the processing
condition out of the ALE window, and thus plasma diagnostics should follow to determine
the causes of this process window shift.

2.2. Plasma Diagnostics

It is important to determine appropriate diagnostic parameters to rigorously inves-
tigate plasma processing. In the present work, the target parameters are chosen based
on the SiO2 FC plasma etch model, explaining that a change in the material thickness is
determined by the balance between its increasing and decreasing rates [36]; for an FC
film, the increase rate corresponds to the FC film deposition rate and the decrease rate
corresponds to the sum between its physical sputtering and chemical etch rates with SiO2.
Whereas, for SiO2, its increase rate is assumed to be zero since there is no SiO2 source
during the etching, and the decrease rate is set to be the same as the chemical etch rate of
the FC film. The dominant parameters related to the deposition and removal rates of the
FC film are the FC radical flux and ion energy flux, respectively, which can be described
with the specific internal plasma parameters of FC radical density, electron density, and
plasma potential. Below, diagnostic data acquisition and processing methods, as well as
the geometry of the diagnostic tools, are described in detail.

2.2.1. Electron Density Measurement

Since electron density is one of the most fundamental plasma parameters, there have
been numerous studies on the development of electron density diagnostics. Langmuir
proposed a historic plasma diagnostic tool, eponymously named the Langmuir probe, that
provided not only fundamental parameters such as electron density and temperature but
also electron energy distribution functions [40]. This probe has contributed enormously
to a deeper understanding of plasma dynamics and characteristics, and to date, still
plays a crucial role in plasma research areas including plasma physics [18,41]. However,
Langmuir probe diagnostics significantly deteriorate in the harsh environments of plasma
in material processing such as etching and deposition and the use of various processing
gas mixtures; severe polymer deposition on the probe tip interrupts the probe operation,
and the complexity of processing gas mixtures gives rise to considerable theoretical errors
during data processing [2].

Microwave plasma diagnostics have emerged as an excellent alternative to the Lang-
muir probe, especially for processing plasma [42]. The most noticeable feature of microwave
diagnostics is that they are barely perturbed by contamination from polymer deposition in
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processing plasma, as well as by RF noises to which most electrical diagnostic tools such as
the Langmuir probe are vulnerable [22]. Among various types of microwave diagnostic
tools developed over the years, the cutoff probe was chosen for the present work due to its
simplicity in manufacturing and utilization [43–45].

The physics of the cutoff probe measurement is the cut-off phenomenon in plasma [2,46].
Plasma has a characteristic electron oscillation frequency, normally termed plasma frequency,
which is expressed in terms of electron density as follows:

fplasma =
1

2π

√
nee2

ε0me
, (2)

where ne is the electron density, e is the elemental charge, ε0 is the vacuum permittivity, and
me is the electron mass. The higher the electron density, the higher the plasma frequency,
enabling the plasma to act similarly to a metal. When an electromagnetic (EM) wave meets
plasma, if the wave frequency is higher than the plasma frequency, then the wave will
pass through the plasma as if it is a dielectric medium, but if the wave frequency is lower
than the plasma frequency, it will not pass through since the plasma, in this case, acts as a
conductive medium. This shows that finding the cutoff frequency of plasma will provide
its electron density.

The geometry of the cutoff probe used in this work is illustrated in Figure 3a. Except
for the vacuum components, a cutoff probe typically consists of two coaxial cables and
a signal generator. The two cables play the roles of radiating and detecting antennas.
In this work, the antennas are made by stripping one end of two sub-miniature version
A (SMA) cables that have no connector by approximately 10 mm and separating them
by approximately 3 mm to allow the plasma to fill the space between the antennas. A
vector network analyzer (S33601B, SALUKI TECHNOLOGY, Taipei, Taiwan) is used as a
microwave signal generator with frequencies ranging from hundreds of kHz to 8.5 GHz.

Figure 3. (a) Schematic of the cutoff probe measurement system and (b) characteristic S21 spectrum
of the cutoff probe.

With such a cutoff probe measurement system, one can obtain the S21 spectrum that
shows the cutoff frequency, the typical form of which is plotted in Figure 3b. The sharp
increase and decrease in S21 before the cutoff frequency have been reported to originate
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from the resonance between the sheath capacitances and plasma inductance. The electron
density can then be calculated from the obtained S21 spectrum using Equation (2) [47].

2.2.2. Plasma Potential Measurement

Plasma potential is also one of the most fundamental plasma parameters. Although the
plasma potential can theoretically be measured with the Langmuir probe, its use is limited
in processing plasma diagnostics due to probe tip contamination, as explained above. As an
alternative, an emissive probe was chosen in the present work. The working principle of the
emissive probe is similar to that of the Langmuir probe, but the critical difference between
them is that the probe tip of the emissive probe emits thermionic electrons by Ohmic
heating, as its name implies. Probe tip heating impedes polymer deposition, allowing the
emissive probe to endure the processing plasma environment.

The physics of the emissive probe is briefly described as follows [2,48,49]. A W wire
immersed in plasma without being electrically connected to its surroundings other than
the plasma has a floating potential since the sheath between the W wire and plasma is
effectively filled with positive charges that keep the flux of positive ions from the plasma
to the W wire equal to that of electrons from the plasma to the wire. As illustrated in
Figure 4a, a floating DC power supply connected to the W wire produces a conduction
current that gives rise to Ohmic heating in the W wire, leading to thermionic electron
emission. The positive and negative potential of the W wire is measured with digital
multimeters (101, FLUKE, Washington, DC, USA) to estimate the probe potential at the
center where the Ohmic heating is the strongest. Figure 4b shows an example of the
emissive probe data of the change in the floating potential of the W wire as a function of
the applied DC voltage, or heating voltage. When the heating voltage is significantly low,
thermionic emission barely occurs, and the probe potential remains unchanged (see region
(i) in Figure 4b). As the heating voltage increases, thermionic electrons start to affect the
floating sheath potential, leading to an increase in the probe potential (regime (ii)). When
the heating voltage is sufficiently high, the emission current becomes balanced with the
plasma electron current and the probe potential levels off at the plasma potential (regime
(iii)). In short, with a sufficiently high heating voltage, the plasma potential can be obtained
by simply measuring the average of the positive and negative potential of the thermionic
electron-emitting W wire.

2.2.3. FC Radical Density Qualitative Measurement

FC radical densities such as CF2 and CF3 are measured with a quadrupole mass
spectrometer (QMS) (PSM, Hiden Analytic, Warrington, PA, USA). Intensively developed
over decades, QMSs have been widely used for gas-phase species diagnostics in plasma [50].
A QMS, also known as a residual gas analyzer, measures the partial pressures of each gas-
phase species in a vacuum [51]. It is normally equipped in the main chamber via an orifice
with a diameter on the micrometer scale, which allows the QMS chamber to maintain a
higher vacuum level than that of the main chamber so that particles transiting in the QMS
arrive at the detector with no collision.

The typical components of a QMS are an ionizer, a mass filter, and a detector [50]. In
QMSs, gas-phase neutral species should be ionized before entering the mass filter, which
is a quadrupole with two pairs of electrodes biased with opposite RF and DC voltages.
The applied RF and DC voltages determine which mass will pass through the quadrupole
filter. The detector then reads the current of the filtered charged particles with a specific
mass, the intensity of which implies the amount of the species with that specific mass in
the main chamber. The operation parameters of the QMS in this work are as follows: 70 eV
ionization energy, 100 μA emission current, and 1900 V detector multiplying voltage.

Since QMSs only offer the intensities of the detected signals in arbitrary units, plasma
diagnostics with QMSs require thorough modeling to obtain quantitative densities of gas-
phase species. Nevertheless, they are still powerful in process monitoring since qualitative
changes in signals are sufficient to monitor changes in processing plasma with the variation
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of external parameters such as power or pressure. Another strength of QMS diagnostics is
that they are able to monitor plasma processing in real time. Plasma diagnostics inserting
probes into the plasma, such as the cutoff and emissive probes, have a limitation for the in
situ monitoring of material processing due to the shadowing of the plasma on materials
induced by the probe insertion. In situ monitoring plays a particularly essential role in
processes where the plasma dynamically changes with time such as in ALE.

Figure 4. (a) Schematic of the emissive probe measurement system and (b) characteristic potential vs.
heating voltage plot of the emissive probe.

3. Results and Discussion

Figure 5 plots the diagnostic results of the cutoff probe and emissive probe, showing
changes in the electron density and plasma potential of Ar and Ar/C4F8 plasma with
increasing RF power. Remembering that the ALE modification step changes from FC film
deposition to continuous SiO2 etching as the RF power increases from 100 W to 300 W
in the modification step (see Figure 2), the diagnostic results here show that the electron
density increases from 1.6 × 109 cm−3 to 3.71 × 1010 cm−3, approximately 20 times, while
the plasma potential decreases from 30 V to 10 V, by two-thirds, which implies that for the
ion energy flux, the particle’s number of ions significantly increases with slightly decreased
energies. This trend of the changes in electron density and plasma potential is also found
in Ar plasma in the removal step of the ALE process. The electron density increases
from 1.48 × 1010 cm−3 to 1.492 × 1011 cm−3, approximately 10 times, while the plasma
potential decreases from 15 V to 11 V, by one-third. According to the SiO2 etch model
introduced above, an increase in ion energy flux leads to a higher decrease rate of material
thickness [36]. It is thus possible that the different ALE results at the 100 W and 300 W
levels of RF power stem from an increase in the ion energy flux in both Ar and Ar/C4F8
plasma, which is found via electron density and plasma potential, but only if the FC radical
densities remain unchanged with the RF power increase. Therefore, FC radical diagnostic
results should follow to evaluate the change in FC film deposition rates for a more rigorous
model interpretation.
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Figure 5. Changes in electron density and plasma potential with an increase in RF power from 100 W
to 300 W in Ar and Ar/C4F8 plasma.

Figure 6 plots the results of FC radical density measurements using a QMS during
one cycle of ALE at different RF powers of 100 W and 300 W. It is shown that during
C4F8 injection, all of the polymeric radical species’ densities, except F, decrease with the
increase in RF power, likely indicating that the FC film deposition rate is lower at 300 W
than 100 W. Here, the increase in ion energy flux with increasing RF power elucidates the
processing regime transition from FC film deposition to continuous etching during the
surface modification step.

After the C4F8 cutoff, the FC radical densities instantaneously decrease regardless of
RF power, as shown in Figure 6a–d. However, it is noticeable that the FC radical densities
at 300 W do not fully return to the level before C4F8 injection but stop at an intermediate
level and then slowly decrease. This may be attributed to the FC radicals absorbed into
the chamber wall in the modification step being physically sputtered by ions bombarding
the wall. Note that even at 300 W RF power, it is possible for FC films to form on the wall
since there is no chemical etching between SiO2 and FC films, leading to a lower thickness
decrease rate in the SiO2 etch model, unlike in the SiO2 surface where continuous etching
occurs instead of FC film deposition in the modification step. Although the FC films on
the wall that act as an FC radical source in the removal step also exist under the RF 100 W
condition, the ion energy flux at 100 W may not be sufficient to induce an observable
generation of FC radicals from the wall compared to that of the gas phase in the plasma
(see Figure 5), leading to the full decrease in the FC radical densities after the C4F8 cutoff
(note that the ion flux at 300 W is almost 10 times higher than that at 100 W).

We stress that the FC radical supply from the wall is considered to result in a significant
difference in the thickness trends between 100 W and 300 W in the removal step shown in
Figure 2; the thickness eventually saturates at 100 W, while it continuously decreases at
300 W. An increase in ion energy flux with increasing RF power leads the ion sputtering
of FC films on the wall to no longer be negligible, driving it to act as an undesirable
etchant source. Meanwhile, the effects of ion sputtering of the FC film deposited on the
wall at 100 W give rise to infinitesimal drifts in the etched amount per cycle (EPC) as the
ALE process proceeds (see Figure 2a). The increase in the EPC cycle by cycle may be led
by an increase in the undesirable FC radical flux from the wall that accumulates cycle by
cycle. This result implies that chamber wall conditioning needs to be carefully considered at
certain processing conditions; more rigorous investigations into this issue will be conducted
in future work.
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Figure 6. FC radical densities measured using a QMS during one cycle of ALE at 100 W and 300 W of
(a) CF, (b) CF2, (c) CF3, (d) C2F4, and (e) F.

Synthesizing these multiple plasma diagnostic results, we summarize that the process
window shift with increasing RF power is caused by an increase in the electron density,
a decrease in plasma potential, and a decrease in polymeric radical densities during the
ALE process. The consistency between the changes in the process trend and the plasma
parameters is in good agreement with the previously reported SiO2 etch model [36], and
additional analysis considering the FC radical induced by ion sputtering of the deposited
FC films on the wall well explains the continuous etching after the C4F8 cutoff at 300 W.
Accordingly, the multiple plasma diagnostic methods in the present work are expected to
be beneficial to establishing finely tuned ALE windows in the future.

4. Conclusions

As plasma processing has become widely employed in material processing, plasma
diagnostic techniques play a bigger role in understanding and manipulating processing
plasma for better outcomes. In the present work, the process window shift, where an
increase in RF power pushes the processing condition out of the window, was investigated
via multiple plasma diagnostic methods. Based on the previously reported SiO2 etch
model, target species for the diagnostics of electron density, plasma potential, and FC
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radical densities were chosen. The obtained diagnostic results were able to sufficiently
explain the process window shift, and in addition, were in good agreement with the etch
model prediction.

It is worth mentioning that the utilization of multiple diagnostic tools to monitor
the same plasma makes it easier to interpret the results of plasma processes, as shown in
this work. Ultimately, for some complex plasma processes, such as ALE where plasma
dynamically changes during the process, in situ plasma diagnostic methods are expected
to offer more informative diagnostic results, allowing more precise and appropriate pro-
cess controls.
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Abstract: Relevant uncertainties of theoretical atomic data are vital to determining the accuracy of
plasma diagnostics in a number of areas, including, in particular, the astrophysical study. We present
a new calculation of the uncertainties on the present theoretical ion-impact charge exchange atomic
data and X-ray spectra, based on a set of comparisons with the existing laboratory data obtained
in historical merged-beam, cold-target recoil-ion momentum spectroscopy, and electron beam ion
traps experiments. The average systematic uncertainties are found to be 35–88% on the total cross
sections, and 57–75% on the characteristic line ratios. The model deviation increases as the collision
energy decreases. The errors on total cross sections further induce a significant uncertainty to the
calculation of ionization balance for low-temperature collisional plasmas. Substantial improvements
of the atomic database and dedicated laboratory measurements are needed to obtain the current
models, ready for the X-ray spectra from the next X-ray spectroscopic mission.

Keywords: charge exchange; X-ray astrophysics; atomic data; plasma diagnostics

1. Introduction

Charge exchange plasma can be found in a broad range of astrophysical environments,
including, in particular, the interfaces where the solar wind ions interact with neutrals in
comets and planetary atmospheres [1–4], but potentially also in supernova remnants [5,6],
star-forming galaxies [7,8], active galactic nuclei [9], and clusters of galaxies [10,11]. The
modeling of the X-ray spectrum of charge exchange has become possible recently thanks to
the efforts of Smith et al. [12] and Gu et al. [13]. These models are crucial to interpreting the
observations, as well as to understanding the physical sources that power the plasma.

There is an increasing demand from the astronomical community that the plasma
model should provide an estimate of the systematic uncertainties for the atomic data used.
This is triggered by the accumulating evidence that the uncertainties from the atomic
data, which are not accounted for at present, are as significant as the typical errors from
instrumental calibration (see [14] for a recent example). So far, there is no systematic
estimate of the uncertainties of the existing charge exchange models, making it difficult to
assess the accuracy of the scientific results obtained with these models.

Most of the charge exchange reaction rates in existing models are obtained in theoreti-
cal calculations, with only a few laboratory benchmarks performed by several groups with
various experimental methods (see, e.g., cross-beam/merged-beam neutral setups: [15–17];
tokamak and laser-produced plasmas: [18–20]; cold-target recoil-ion momentum spec-
troscopy (COLTRIM): [21–25]; electron beam ion trap (EBIT): [26–32]). A recent comparison
using the data from the EBIT measurements [33] showed that the model and the labora-
tory spectra differ significantly in both line energies and strengths, for the L-shell charge
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exchange between nickel ions and neutral particles. Another recent example is that the
COLTRIMS measurement by Xu et al. [34] showed that the model calculations might dif-
fer from the measurements by 20–50% for the state-selective cross sections of Ne8+ and
Ne9+ charge exchange. In this work, we compile a sample of existing laboratory mea-
surements on charge exchange total cross sections, and state-selective cross sections, as
well as characteristic X-ray line ratios, and put forward a systematic assessment of the
model accuracy.

This paper is arranged as follows. In Section 2, we describe the sample and the results
of the benchmark, and in Section 3, we discuss the potential improvement with future EBIT
and COLTRIMS measurements. The benchmark is directly applied to the charge exchange
model and atomic data [13] in the SPEX [35] software. Throughout the paper, the errors are
given at a 68% confidence level.

2. Methods and Results

2.1. Total Cross Sections

First, we compare the SPEX calculations with existing laboratory results for a number
of ions on their total cross sections for atomic hydrogen targets. The SPEX atomic data
do not constitute one uniform set of theoretical calculations, but a mixture of three dif-
ferent types of approaches: (1) the rates derived with the empirical scaling reported in
Gu et al. [13] (G16 hereafter), which was based on a numerical approximation to a collection
of historical theoretical and experimental rates; (2) the multi-channel Landau-Zener method
(hereafter MCLZ) reported in Mullen et al. [36]. The atomic data generated by MCLZ are
also publicly available in the Kronos database (https://www.physast.uga.edu/research/
stancil-group/atomic-molecular-databases/kronos, accessed on 1 December 2021); and
(3) the recommended values (hereafter RCMD), based on dedicated calculations, includ-
ing, in most cases, the quantum-mechanical and classical molecular-orbital close-coupling
methods, and the atomic-orbital close-coupling method. The G16 approach can calculate,
for any ions with a given atomic number and charge, the MCLZ data covering most of the
H- and He- like ions with atomic number up to 30, and the RCMD rates are available for a
small set of key ions, e.g., O VII [37], N VII [38], and C VI [39].

All the three datasets are tested when the corresponding theoretical cross sections
(σtheo) and experimental cross sections (σexp, see Table 1) are available. Examples are shown
in Figure 1 for the C VI and O VII data. For C VI, the three calculations converge at the
energy range from ∼100 eV/amu to 4 × 104 eV/amu, while the MCLZ data do not cover
higher energies, and the G16 and RCMD data miss the low energy part. For O VII, the
difference between the three calculations becomes more significant than in the case of C VI.
The cross section derivatives shown in Figure 1 indicate that the differences in the shapes
of the three theoretical calculations become, in general, larger at lower collision energies.

In Figure 2, we plot the distributions of the absolute errors σexp − σtheo of the the-
oretical models. The standard deviations of the absolute errors are 1.4 ×10−15 cm−2,
2.0 ×10−15 cm−2, and 1.3 ×10−15 cm−2, for the G16, MCLZ, and RCMD calculations, re-
spectively. As shown in Figure 2b, the absolute errors of G16 become more scattered, and
on average larger, at lower collision velocities. The standard deviations of the error distribu-
tions are 1.8 ×10−15 cm−2 for v < 600 km s−1, and 0.9 ×10−15 cm−2 for v ≥ 600 km s−1.

We also summarize the relative deviations (σexp − σtheo) / σtheo of the three calculations
in Figure 2. The average absolute values of the fractional deviations are 55%, 88%, and
35% for the G16, MCLZ, and RCMD datasets. Similar to G16, the MCLZ calculation also
has larger relative errors for low-velocity collisions, while the RCMD calculation shows
fairly constant deviations for the velocity range considered. For high-energy collisions of
v > 3000 km s−1, the three methods show reasonable agreement with the laboratory results
within uncertainties <50%.
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Figure 1. Total cross sections as a function of collision velocity and the cross section derivatives with
respect to the velocity for C6+ (a,b) and O7+ (c,d) ions interacting with hydrogen atoms, resulting in C
VI and O VIII ions. The data points are experimental results from Goffe et al. [40], Phaneuf et al. [41],
Panov et al. [42], and Meyer et al. [43]. Approximate errors of 15% [43] are shown, except for the low
energy (<500 km s−1) data of C VI, for which the actual errors were reported in the original paper.
The solid lines are the model values from the calculations with the G16 (black), MCLZ (red), and
RCMD (blue) methods. The abbreviations are explained in the text.
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Figure 2. Distributions of the absolute (upper) and relative (lower) deviations of the theoretical
cross sections from the experimental results obtained with the measurements summarized in Table 1.
(a) Diagrams of the absolute errors for the G16 (black), MCLZ (red), and RCMD (blue) theories.
(b) Diagrams of the absolute errors for G16 for low-collision velocities (black) and high velocities
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triangles) calculations. (d) The average deviations in absolute values for the three methods in each
velocity interval.
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Table 1. Experimental cross section data.

Reference Type a Ion Theory Data

Shah et al. [44] total Liq+ (q = 1–3) G16
Seim et al. [45] total Liq+ (q = 2–3), Nq+ (q = 2–5), Neq+ (q = 3–5) G16
Goffe et al. [40] total Bq+ (q = 1–5), Cq+ (q = 1–4) G16
Goffe et al. [40] total Cq+ (q = 5, 6), N7+ G16, MCLZ, RCMD
McCullough et al. [46] total B2+, C+, N+, Mg2+ G16
Crandall et al. [47] total Bq+ (q = 2–5), Cq+ (q = 3, 4), Nq+ (q = 3, 4), Oq+ (q = 5, 6) G16
Gardner et al. [48] total Bq+ (q = 2–4), Cq+ (q = 2–4), Nq+ (q = 2–5), Oq+ (q = 2–5) G16
Phaneuf et al. [49] total Cq+ (q = 1–4), Nq+ (q = 1–5), Oq+ (q = 1–5), Siq+ (q = 2–7) G16
Nutt et al. [50] total C2+ G16
Phaneuf et al. [41] total Cq+ (q = 3, 4), Oq+ (q = 2–6) G16
Phaneuf et al. [41] total Cq+ (q = 5, 6) G16, MCLZ, RCMD
Sant’Anna et al. [51] total C3+ G16
Ciric et al. [52] total,nl Cq+ (q = 3, 4), N5+, O6+ G16
McCullough et al. [53] total,nl C3+ G16
Panov et al. [42] total C4+, N5+, O6+, Ne8+ G16
Panov et al. [42] total Cq+ (q = 5, 6), Nq+ (q = 6, 7), Oq+ (q = 7, 8), Neq+ (q = 9, 10) G16, MCLZ, RCMD
Dijkkamp et al. [54] total,nl Cq+ (q = 3, 4), N5+, O6+ G16
Fritsch & Lin [55] total,nl C4+ G16
Hoekstra et al. [56] total,nl C4+ G16
Stebbings et al. [57] total N+, O+ G16
Fite et al. [58] total O+ G16
Meyer et al. [43] total Bq+ (q = 2–5), Cq+ (q = 3, 4), Nq+ (q = 3, 4) G16
Meyer et al. [43] total Oq+ (q = 3–6), Siq+ (q = 4–9), Feq+ (q = 4–15) G16
Meyer et al. [43] total Oq+ (q = 7, 8) G16, MCLZ, RCMD
Havener et al. [59] total O5+ G16
Huber [60] total Neq+ (q = 2–4), Arq+ (q = 2–4, 6) G16
Kim et al. [61] total Siq+ (q = 2–7) G16
Beijers et al. [62] nl O3+ G16
Rejoub et al. [63] total Ne3+ G16
Havener et al. [64] total Ne4+ G16
Bruhns et al. [65] total Si3+ G16
Havener et al. [66] total C3+ G16
Mroczkowski et al. [67] total Ne2+ G16
Pieksma & Havener [68] total B4+ G16
Folkerts et al. [69] total N4+ G16

a: total = total cross section, nl = nl-resolved cross section.

The laboratory results should have their own uncertainties; however, these values
are available for only a part of the measurements. Here, we provide a rough estimate of
the combined measurement uncertainty. The mean systematic uncertainties on the cross
sections measured in, e.g., Meyer et al. [43], Draganić et al. [70], Cabrera-Trujillo et al. [71],
are approximately 15% for the energy range considered. Assuming that this value can
be applied to the other laboratory results, the measurement uncertainties are about 1%
for the sample used in testing the G16 calculation, and ∼4% for the MCLZ and RCMD
results. These relatively minor uncertainties can be accepted as the errors of the theoretical
deviations obtained above (e.g., 55%, 88%, and 35% for the G16, MCLZ, and RCMD
approaches).

The total charge exchange cross section is needed not only for calculating the charge
exchange emission, but also to derive the ionization concentration for general cosmic
plasmas in collisional ionization or photoionization equilibrium. The uncertainties in
the theoretical calculation would introduce systematic uncertainties to the charge state
distribution for the low-temperature plasmas where ions and neutral atoms coexist. As
shown in Figure 3, we present two test cases on the concentration calculations of N and O
ions in collisional ionization equilibrium (CIE). Here, we assume uncertainties of 50% on
the charge exchange recombination rates. The induced errors on the charge distributions
of N I and O I would become 10% and 60% at an equilibrium temperature of 1.2 eV. The
difference between N I and O I errors reflects the different relative contribution of charge
exchange to the total recombination in the concentration calculation. This result suggests
that the charge exchange atomic data are vital to the modeling accuracy of lowly ionized
species for collisional plasmas. It is expected that similar uncertainties would also apply to
photoionization modeling, which includes the charge exchange component in the same way.
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Figure 3. Charge state distributions of N (left) and O (right) as a function of equilibrium temperature
for the CIE plasma, calculated with SPEX version 3.06.01. The dashed lines show the calculations
when the charge exchange recombination rates are changed by 50%, while the other ionization and
recombination data are kept intact.

2.2. Cross Sections for the Peak nl Shells

Next, we examine the state-resolved cross sections. The selective population of high-
n levels of the recombining ions is known to be a characteristic property of the charge
exchange reaction. The distribution functions on the quantum numbers n and l are key to
the calculation of the spectrum, though the present theory still cannot fully reproduce the
nl distributions measured in the laboratory [27,33,72].

As shown in Figure 4, we compare the laboratory measurements of four reactions with
theoretical calculations, using the G16 method. G16 is the only calculation available in SPEX
for the ions tested. It defines empirically n of the most populated levels as functions of the
collision velocity, charge, and ionization potential. For the four test cases, G16 successfully
predicts the peak n: n = 3 for C IV and O III, n = 4 for N V and O VI. The cross sections of
the peak n levels, however, show deviations from the G16 values at the low energies. For C
IV and O III, the measured values for v = 100 km s−1 are higher by a factor of ∼2.5 than
the theoretical ones. This is probably because the G16 method underestimates the total
cross sections at low energies, as already shown in Figure 2. For v > 500 km s−1, the G16
calculations become consistent, with the measurements within 40% for the peak n.

To assess the l-distribution function, in Figure 4, we also compare the cross sections of
the np subshells. The l-distribution defined in G16 is a smooth function that switches as a
function of velocity between the different empirical l distributions introduced in Janev &
Winter [73] (see also Equations (4)–(8) and Appendix B in [13]). The G16 cross sections on
the np shells are lower, by a factor of 2–5, than the experimental values for v < 500 km s−1.
The deviations again become much smaller at higher velocities. To summarize above,
the G16 method could reproduce the nl-resolved cross sections for the test cases with
an accuracy of ∼40% for v > 500 km s−1, while for the low-velocity collision, the G16
cross sections, as well as the line intensities calculated based on the atomic data, are much
less reliable.
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2.3. Line Ratios

The large ratios between 1s − np (n > 2) and 1s − 2p lines are often used as char-
acteristic diagnostics of the highly charged charge exchange plasma [10,11]. It is known
that the line ratios would decrease with increasing collision velocity, because a high-speed
collision might yield captures on high angular momentum states, producing more 1s − 2p
transitions through cascade. So, the line ratios can often be utilized as a probe of collision
velocity [27,74]. The accuracy of the velocity measurement is therefore determined by the
quality of the atomic data.

In Figure 5, we plot the comparison of the line ratio calculations and experiments for
C VI and O VIII. The experimental data are taken from the beam-gas measurements by
Andrianarijaona et al. [75] for C VI and Seely et al. [76] for O VIII. A caveat of the comparison
is that these experiments used the Kr atom as a target, while the original theoretical
calculations are based on capture from H atom. As reported in Leung & Kirchner [77],
the line ratios from Kr and H collisions are somewhat different, in particular for the low-
energy regime, even though the ionization potentials of Kr and H atoms are nearly the
same. To compensate this discrepancy, we calculate the H-to-Kr scalings as a function
of velocities on both C VI and O VIII line ratios, using the theoretical results reported in
Leung & Kirchner [77] (in their Figures 3 and 6), and apply the scalings to the G16, MCLZ,
and RCMD line ratios. The scaled line ratios should represent a better approximation to
the collisions with the Kr target.
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Figure 5. Comparison of experimental and theoretical line ratios for the C6+ (left) and O8+ (right)
reactions. The experimental data from Andrianarijaona et al. [75] and Seely et al. [76] are plotted
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curves. The dashed curves show the calculations of C6+ and O8+ collisions with H atoms, and the
solid lines show the collisions with Kr atoms obtained using the scaling of Leung & Kirchner [77].

As shown in Figure 5, the experiments and calculations yield the same peak n, n = 4
for C VI and n = 5 for O VIII, though the line ratios still differ at several velocities. One
of the main discrepancies occurs between the scaled G16/MCLZ and the lab data for the
C VI Lyβ/Lyα line ratio, where the two theoretical values exceed the measured one by
about 70% at v = 1000 km s−1. The RCMD calculation shows better agreement with the lab
values on this line ratio.

A more extensive comparison can be seen in Table 2. It is a compilation of several
laboratory efforts, including the recent electron beam ion trap devices with X-ray spectral
analysis carried out at both low and high resolutions. The EBIT devices simulate charge
exchange reactions only at low collision energies. The average relative discrepancies
(experiment-theory/theory) of the line ratios are 0.63, 0.77, and 0.54 for the G16, MCLZ,
and RCMD calculations, respectively. For the peak n shell, the average discrepancies are
0.61, 0.81, and 0.56 for the three models. These differences are significantly larger than
those on the modeling of collisional ionization equilibrium plasmas (∼10–40%, [14,78,79]),
suggesting that the state-of-the-art charge exchange spectral models, even with dedicated
theoretical calculations, are still less reliable than those for the CIE plasma.

Table 2. Experimental and theoretical Line ratios.

Ion v (km s−1) Ratio Experiment G16 MCLZ RCMD Reference a

N VII 794 Lyβ/Lyα 0.76 0.12 0.13 0.10 1
(Lyγ + Lyδ)/Lyα 0.62 0.18 0.20 0.29

O VII 724 Lyβ/Lyα 0.19 0.07 0.09 0.07
(Lyγ + Lyδ)/Lyα 0.24 0.11 0.47 0.07

O VIII 774 Lyβ/Lyα 0.13 0.11 0.10 0.11
(Lyγ + Lyδ)/Lyα 0.17 0.15 0.18 0.14

Ne IX 743 Lyβ/Lyα 0.04 0.04 0.12 −
(Lyγ + Lyδ)/Lyα 0.05 0.05 0.18 −

Ne X 783 Lyβ/Lyα 0.12 0.08 0.08 0.08
(Lyγ + Lyδ)/Lyα 0.11 0.06 0.08 0.04

O VIII 293 Lyβ/Lyα 0.169 ± 0.044 0.244 b 0.254 0.149 2
Lyγ/Lyα 0.032 ± 0.008 0.053 0.068 0.035
Lyδ/Lyα 0.071 ± 0.014 0.177 0.201 0.057
Lyε/Lyα 0.0065 ± 0.003 0.054 0.0061 0.027

O VIII 414 Lyβ/Lyα 0.165 ± 0.030 0.192 0.202 0.149
Lyγ/Lyα 0.039 ± 0.012 0.038 0.053 0.030
Lyδ/Lyα 0.103 ± 0.02 0.125 0.138 0.057
Lyε/Lyα 0.005 ± 0.0076 0.031 0.0024 0.019

O VIII 586 Lyβ/Lyα 0.154 ± 0.006 0.115 0.123 0.132
Lyγ/Lyα 0.035 ± 0.008 0.024 0.038 0.030
Lyδ/Lyα 0.104 ± 0.015 0.066 0.068 0.064
Lyε/Lyα 0.0048 ± 0.0061 0.015 0.00086 0.014
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Table 2. Cont.

Ion v (km s−1) Ratio Experiment G16 MCLZ RCMD Reference a

O VIII 1256 Lyβ/Lyα 0.121 ± 0.027 0.122 0.135 0.108
Lyγ/Lyα 0.022 ± 0.004 0.035 0.044 0.020
Lyδ/Lyα 0.037 ± 0.011 0.055 0.071 0.050
Lyε/Lyα 0.0048 ± 0.0028 0.023 0.00045 0.0090

C VI 477 Lyβ/Lyα 0.169 ± 0.023 0.208 b 0.226 0.177 3
Lyγ/Lyα 0.240 ± 0.012 0.198 0.199 0.152

Lyδ/Lyα 0.022 ± 0.020 0.0062 2.8
× 10−6 0.0061

C VI 924 Lyβ/Lyα 0.157 ± 0.012 0.214 0.213 0.173
Lyγ/Lyα 0.173 ± 0.023 0.115 0.132 0.142

Lyδ/Lyα 0.024 ± 0.009 0.014 2.7
× 10−6 0.0091

C VI 1262 Lyβ/Lyα 0.128 ± 0.009 0.222 0.231 0.157
Lyγ/Lyα 0.113 ± 0.012 0.112 0.144 0.114

Lyδ/Lyα 0.021 ± 0.008 0.035 2.2
× 10−6 0.015

C VI 2185 Lyβ/Lyα 0.109 ± 0.019 0.154 0.182 0.114
Lyγ/Lyα 0.043 ± 0.011 0.091 0.125 0.080

Lyδ/Lyα 0.011 ± 0.006 0.015 6.7
× 10−7 0.015

C VI 3466 Lyβ/Lyα 0.130 ± 0.021 0.141 0.178 0.108
Lyγ/Lyα 0.024 ± 0.018 0.061 0.080 0.048

Lyδ/Lyα 0.0076 ± 0.004 0.007 5.0
× 10−7 0.012

O VII low Hehigh/Heα 0.167 0.168 0.152 0.058 4
Ne IX low Hehigh/Heα 0.162 0.161 0.133 −

Ar
XVII low Hehigh/Heα 0.191 0.133 − −

Fe
XXV low Hehigh/Heα 0.267 0.156 0.079 −

O VIII low Lyhigh/Lyα 1.006 0.786 0.887 0.366
Ne X low Lyhigh/Lyα 1.207 0.690 0.865 0.210

Mg XII low Lyβ/Lyα 0.227 ± 0.040 0.179 0.205 − 5
Mg XII low Lyγ/Lyα 0.133 ± 0.022 0.070 0.083 −
Mg XII low Lyδ/Lyα 0.044 ± 0.015 0.038 0.046 −
Mg XII low Lyε/Lyα 0.095 ± 0.015 0.028 0.030 −
Mg XII low Lyζ/Lyα 0.030 ± 0.018 0.221 0.120 −
Mg XII low Lyη/Lyα 0.080 ± 0.014 0.091 0.287 −
S XVI low Lyβ/Lyα 0.203 ± 0.070 0.153 0.171 − 5
S XVI low Lyγ/Lyα 0.082 ± 0.016 0.055 0.064 −
S XVI low Lyδ/Lyα 0.053 ± 0.011 0.028 0.033 −
S XVI low Lyε/Lyα 0.053 ± 0.008 0.017 0.020 −
S XVI low Lyζ/Lyα 0.016 ± 0.005 0.012 0.014 −
S XVI low Lyη/Lyα 0.029 ± 0.008 0.024 0.014 −
S XVI low Lyθ/Lyα 0.111 ± 0.019 0.149 0.101 −
S XVI low Lyι/Lyα 0.165 ± 0.024 0.058 0.165 −

a: references 1 = Greenwood et al. [72]; 2 = Seely et al. [76]: 3 = Andrianarijaona et al. [75]; 4 = Wargelin et al. [80];
5 = Betancourt-Martinez [81]. b: H-to-Kr scaling has been applied to the theoretical line ratios for O VIII and C VI;
see text for details.

3. Discussion and Ending Remarks

Based on a large sample of laboratory measurements, we have systematically com-
pared the commonly used charge exchange atomic data to the experimental results. The
G16, MCLZ, and RCMD calculations utilized in the SPEX code do not fully reproduce the
measurements, with notable, and likely velocity-dependent discrepancies in both total
cross sections, state-resolved cross sections, and line ratios in the X-ray spectra. While the
ease of the use of the present CX model is beneficial for the X-ray astronomical commu-
nity, it should be used with caution, in particular for non-charge-exchange experts. The
unresolvable disagreements call for advanced theoretical calculations for especially the
low collision energy regime, in combination with more laboratory measurements with, in
particular, EBIT and COLTRIMS facilities.

The previous EBIT experiments have provided relevant benchmarks to the predicted
cross sections for electron capture into specific principal quantum number states n. How-
ever, a comparison with the angular-momentum l-resolved cross sections is challenging,
as they depend on the collision energy; and the EBIT measurements are limited to low
collision energies (<10 eV/u) [27]. Besides, the charge exchange process not only produces
X-ray lines, but also generates lines in the ultraviolet and optical band as the Rydberg levels
populated by charge exchange relax through radiative cascades to the ground state of the
ion. Thus, the simultaneous measurements of EUV and optical charge exchange cascade
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photons at the EBIT would be of interest, and they could provide additional information on
the population of nl-states for plasma modeling [29]. Furthermore, possible multi-electron
capture contributions from the molecular targets used in the EBIT measurements can also
be avoided by using an atomic hydrogen target, where only single-electron capture can
occur [82]. Atomic hydrogen is of particular interest as it is also the most abundant neutral
element in the universe, and it makes a comparison between laboratory measurements and
astrophysical observations more reliable.

Besides EBIT, the COLTRIMS and beam-gas experiments have been providing reliable
measurements on velocity-dependent total and state-resolved cross sections. The improve-
ment in the momentum measurement technique allows nl selectivity, and for a few cases, it
might even be able to resolve the spin state. The state-of-the-art measurement accuracy is
about 11% for both the total and nl-resolved cross sections [83].

A systematic measurement of the cosmic abundant ions with the COLTRIMS facilities,
in combination with simultaneous EBIT X-ray spectroscopy, is desirable for the astronomical
community. A consistent and continuous effort will be needed to ensure that the charge
exchange atomic data will be ready for the high-resolution X-ray spectra taken with next-
generation missions, XRISM (launch due in 2023, [84]) and Athena (early 2030s, [85]).

Assessing uncertainties carried out by the theoretical atomic data is also vital to
the success of the upcoming missions. The atomic physics and plasma code community
has already begun this work, with a persistent effort on the evaluation of the errors on
electron impact excitation and transition probability data [14,86–90], as well as errors
on photon impact data and modeling [91]. One implication from the aforementioned
works, including the present work on the charge exchange modeling, is that the classical
assumption of constant model uncertainty (e.g., 20% on line emissivity) is no longer valid,
since the uncertainties are proven to vary significantly with the underlying model and its
key parameters.
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