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A Parameterized Modeling Method for Magnetic Circuits of
Adjustable Permanent Magnet Couplers
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Abstract: The contactless transmission between the conductor rotor and the permanent magnet
(PM) rotor of an adjustable permanent magnet coupler (APMC) provides the device with significant
tolerance for alignment errors, making the performance estimation complicated and inaccurate. The
first proposal of an edge coefficient in this paper helps to describe the edge effect with better accuracy.
Accurate equivalent magnetic circuit (EMC) models of the APMC are established for each region.
Models of magnetic flux, magnetic resistance, and eddy current density are established by defining
the equivalent dimensional parameters of the eddy current circuit. Furthermore, the concept of
magnetic inductance is proposed for the first time, parameterizing eddy currents that are difficult
to describe with physical models and achieving the modeling of the dynamic eddy current circuit.
The magnetic resistance is subdivided into two parts corresponding to the output and slip according
to the power relationship. Furthermore, eddy current loss and dynamic torque models are further
derived. The method proposed in this paper enables the APMC to be modeled and calculated in a
completely new way. The correctness and accuracy of the model have been fully demonstrated using
finite element simulation and an experimental prototype. In addition, the limitations of the proposed
method and the reasons are fully discussed and investigated.

Keywords: adjustable permanent magnet coupler; equivalent magnetic circuit; electromagnetic field
analytical modeling; parametric expression of eddy current circuit; performance estimation; finite
element analysis; prototype verification

MSC: 00A06

1. Introduction

1.1. Types of Adjustable Permanent Magnet Couplers

APMCs have played an irreplaceable role in reducing the vibration and friction losses
in various fields of transmission systems due to their advantages of no mechanical con-
nection, low maintenance costs, and strong environmental adaptability. However, the
hysteresis in air gap adjustment makes it difficult to accurately estimate and fully utilize
their performance, and disadvantages such as the losses caused by eddy current heating
have become the main factors hindering the development of APMCs toward higher power
levels [1]. Therefore, it is necessary to conduct satisfactory performance estimations to
improve their overall behavior.

APMCs can be roughly divided into axial and radial types, as shown in Figure 1,
according to the excitation directions of the PMs [2]. From the perspective of practical
applications, an axial configuration is selected in this paper due to the smaller axial space
required between the motor and the load and higher axial alignment tolerance, and the
difficulty of aligning the PM rotor and conductor can be reduced. Axially magnetized PMs
are arranged alternately on the back-iron and connected to the load. Each pair of magnetic
poles produces the same electromagnetic characteristics and mechanical performance. The

Mathematics 2023, 11, 4793. https://doi.org/10.3390/math11234793 https://www.mdpi.com/journal/mathematics1
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primary side is connected to the prime mover using a copper back-iron structure with
high conductivity and permeability [3]. It is evident that this connection mode enables
absolute mechanical isolation between the prime mover and the load. Once the load is
exceeded during operation, the active and passive shafts will automatically decouple,
which can be restored after relieving the load, without any damage to the device. Therefore,
based on its self-protection mechanism, the APMC is particularly suitable for transmission
linkages in high-pressure systems, absolutely sealed systems (e.g., hazardous, corrosive,
high cleanliness, etc.), and high-vacuum systems. Electromagnetic torque is generated
by the interaction between the reaction field of the induced current and the permanent
magnetic field, which are excited by the copper and PMs, respectively [4].

 
(a) (b) 

Figure 1. Two types of APMC: (a) excitation in axial direction; (b) excitation in radial direction.

1.2. Methodologies in Adjustable Permanent Magnet Coupler Modeling

APMCs can be studied numerically or analytically. The numerical methods discretize
the continuous model and mainly include the finite element method (FEM), finite difference
method, and boundary element method. Currently, the FEM is widely used in the research
on APMCs [5,6]. It can be found that the FEM can simulate the actual working conditions
and thus obtain extremely accurate analysis results. However, this method requires precise
meshing, involves massive computational efforts, and imposes harsh requirements in terms
of the computer hardware. It is not suitable for the initial design processes, which require
frequent parameter modifications. Instead, it is mostly used as a verification tool [7–10].

Compared to numerical methods, the analytical methods are more flexible and con-
venient to modify parameters and involve smaller computational efforts, which are more
suitable for the initial design of the device. The analytical methods commonly applied for
the performance calculations of APMCs include the layer model method and the EMC
method [11]. The former divides the research object into different regions based on the
consistency of the material properties and establishes corresponding governing equations.
These governing equations typically consist of Poisson’s equation, Laplace’s equation, and
diffusion equations [12]. These partial differential equations are solved using the separation
of variables method, and the unknown constants in the general solution are determined
according to the boundary conditions. The layer model method has been a focus of research
for many scholars both domestically and internationally, playing an important role in
the analytical modeling and analysis of magnetic fields, eddy current fields, and torque
performance of APMC [13–15]. However, the two-dimensional (2D) model often requires
three-dimensional (3D) correction. Although the accuracy of the 3D layer model method is
significantly improved, the parameters of the model are complicated, which increases the
difficulty of the solution process [16–18].

In the past decade, EMCs have been widely used in the analytical modeling of APMCs.
This method regards PMs as the magnetic sources, calculates the magnetic resistance in
each magnetic circuit branch, establishes the EMC of the whole device, and calculates
the magnetic flux in a static state, just like solving the circuit current [19]. Through this
operation, abstract and complex magnetic field calculation problems are transformed into
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concrete circuit analysis problems. Currently, EMCs have been applied in the analysis
and design of electromagnetic devices such as transformers, switched reluctance motors,
induction motors, and wire-wound synchronous motors [20–22]. Compared to the layer
model method, this method has clear physical meanings and simple calculations, making
it more suitable for the magnetic circuit design of APMCs. Nevertheless, EMCs can
only provide results under static conditions (i.e., the conductor rotor is assumed to be
purely resistive). Therefore, the inductive properties of the conductor rotor may not be
considered [23].

1.3. Summary

The main objective of this paper is to explore an EMC model that parameterizes
the eddy current circuit. Different from the existing research methods, the resistance
and inductance characteristics of the conductor, as well as the eddy currents and their
magnetic flux, are effectively parameterized in the EMC model. A new EMC model is
established to flexibly consider the magnetic resistance of the PM–back-iron at different
positions and its influence on magnetic flux. The magnetic resistance of the adjacent PMs,
PM–back-iron, and air gap–copper are also considered, while the magnetic flux of each
branching magnetic circuit is calculated. The comprehensive modeling of these magnetic
resistances and magnetic fluxes significantly improves the computational accuracy of the
model. Additionally, the concept of the edge coefficient is proposed to reduce the edge
effects near the inner and outer radii of the sector-shaped PMs. Furthermore, the concept of
magnetic inductance is proposed for the first time, making eddy currents that are difficult
to describe using physical models parameterized and modeling the dynamic eddy current
circuit. The magnetic resistance is subdivided into two parts corresponding to the output
and slip according to the power relationship, and the eddy current loss and the dynamic
torque models are further derived. The method utilizes the electromagnetic coupling
regularities followed by the device to achieve the parameter solutions, representing a bold
attempt and innovation in this field. The strong comparative results involving analysis,
finite element analysis, and experiments have demonstrated the feasibility and superiority
of the proposed method.

2. Theories and Methods

2.1. Assumptions and Definition

The specifications of the APMC studied in this paper are summarized in Table 1. It is
noteworthy that the sector-shaped PMs configured in the APMC have no centrifugal force
and they are mechanically protected by the frame.

Table 1. The specifications of APMC.

Parameter Value Unit

PM remanence BPM 1.25 T
PM inner radius rPM1 105 mm
PM outer radius rPM2 135 mm

Copper inner radius rcop1 90 mm
Copper outer radius rcop2 150 mm
Copper conductivity σcop 58 MS
Number of pole pairs p 9 /

Back-iron thickness of copper hcopb 20 mm
Back-iron thickness of PMs hPMb 20 mm

Copper thickness hcop 10 mm
PM thickness hPM 30 mm

The goal of this paper is to minimize the reliance on natural material properties to
reduce the impact of model assumptions on the performance estimation and improve the
accuracy of analytical modeling. The essence of modeling the dynamic process of the

3
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APMC is to solve the eddy current problem in moving conductors. To mathematically
describe the strong coupling process between the dynamic eddy current field, induced
magnetic field, and rotating magnetic field, the following appropriate assumptions should
be made:

1. The relative velocity between the conductor rotor and the PM rotor is vre;
2. Each layer is homogeneous with uniform material properties, and the air regions

outside the two back-iron layers are not considered;
3. The thickness of the rotor back-iron is sufficient to prevent magnetic saturation;
4. The eddy current effect of the PMs is not considered.

2.2. Geometries and Topologies

The geometrical parameters and a cross-section schematic of the APMC extending
along the circumference are shown in Figure 2. The structural parameters h, r, and n in
Figure 2 denote thickness, radius, and rotational speed, respectively. The subscripts cop,
PM, air, copb, PMb, cop1, cop2, PM1, and PM2 represent the copper plate, PM, air gap,
copper plate back-iron, PM back-iron, copper plate inner side, copper plate outer side, PM
inner side, and PM outer side, respectively. Moreover, αPM is the angle of the PMs in the
circumferential direction, N and S are the north and south poles of the PMs, and θPM is the
angle of the 1/2 pole pitch.

  

(a) (b) 

Figure 2. Geometrical parameters and cross-section schematic of APMC: (a) axial topology of APMC;
(b) circumferential distribution of PMs.

2.3. Programming of Magnetic Flux Paths

The 2D finite element qualitative simulation results for the APMC are presented in
Figure 3 to intuitively visualize the magnetic flux distribution and rationally plan the
magnetic circuit. As shown in Figure 3, the APMC exhibits a typical axisymmetric structure,
so only the magnetic flux paths under the pair of poles need to be planned: the main
magnetic circuit (solid green line) passes through the copper rotor back-iron, copper rotor,
air gap, PM rotor, and PM back-iron, forming a closed loop. The magnetic flux paths
consisting of the adjacent PMs, PM, and its back-iron and the copper rotor and its back-iron
are all leakage magnetic flux paths (dashed blue line). In particular, the induced eddy
current within the copper rotor is indicated in Figure 3 with red dots and cross symbols.
The magnetic flux paths generated by the eddy current effect are represented by the long
dashed red line, which passes through the conductor region and forms a closed magnetic
circuit within the air gap and back-iron. The magnitude of the eddy current reaction varies
with slip. In the case of high slip, the proportion of magnetic flux generated by the eddy
currents is significant to the total leakage magnetic flux [4,24].

4
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Figure 3. Planning of magnetic flux paths.

The sector-shaped PMs can not only provide a larger magnetic flux cross-sectional
area SPM but also ensure that the pole-arc coefficients at different radii are the same, thus
eliminating numerous approximations and greatly improving the accuracy of the model.
They can also be equivalent to other shapes of PMs with the same area and thickness, such
as circular or rectangular PMs [2].

αPM =
πα

p
= αθPM (1)

SPM =
αPM

2
(r2

PM2 − r2
PM1) (2)

2.4. Equivalent Magnetic Circuit Method

The EMC can consider material properties such as iron saturation, remanence, and
coercivity, as well as the complex geometry of the device. However, this method can only
be derived under a steady state. Under dynamic conditions, the varying eddy current
inside the conductor rotor excites alternating magnetic fields, causing inductive properties
to be manifested, rather than purely resistive ones. Thus, a method based on sinusoidal
steady-state circuits is no longer applicable.

2.4.1. Novel Equivalent Magnetic Circuit Model

Based on the symmetrical structure of the APMC and the magnetic circuit analysis,
an initial EMC model for a half-pole pair shown in Figure 4 is established, where the
red dashed line represents the branch magnetic circuit of the eddy current effect. The
expressions for PM magnetic flux ΦPM and magnetic resistance RPM can be derived. The
eddy current circuit contains two parts of magnetic resistance corresponding to the output
power (defined as Rout) and slip power (defined as Rslip), as well as the magnetic inductance
ML corresponding to the changing magnetic field.

ΦPM = BPMSPM (3)

RPM =
hPM

μ0μrSPM
(4)

where BPM, μ0, and μr are the residual magnetic flux density, vacuum permeability, and
relative permeability of the PMs, respectively.

In Ref. [24], the magnetic resistance is neglected by assuming an infinite magnetic
permeability for the PM back-iron. Although this assumption simplifies the analysis of the
moving eddy current problem, it overlooks the influence of the back-iron magnetic flux on
the device performance, thereby reducing the accuracy of the model [25].
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Figure 4. Initial EMC model.

The arrangement characteristics of axially magnetized PMs are fully considered in
this paper, and the back-iron magnetic resistance corresponding to the PMs and the air gap
are set, respectively. Based on the power relationships of the APMC in the eddy current
path, the magnetic resistance is divided into two parts, corresponding to the output power
and slip power [26]. Furthermore, by reasonably transforming the EMC shown in Figure 4,
a more analytically favorable Figure 5 is obtained. In Figure 5, the red dashed box still
represents the eddy current effect.

 
Figure 5. Simplified EMC model.

The EMC model established at the average radius treats the axial magnetic flux of
APMC as a linear actuator, neglecting the curvature effect and the edge effect [23]. The
curvature effect primarily manifests in the leakage flux between the adjacent PMs. In
previous studies, researchers attempted to calculate the magnetic flux at each radius using
modulation functions and then superimpose it in the radial direction. However, there are
two drawbacks to employing modulation functions, which can be referred to in Ref. [27].
To avoid repetition, the calculation details will not be reiterated here.

The edge effect will appear near the inner and outer radii of the sector-shaped PMs,
resulting in a reduction in the no-load magnetic flux, which is manifested as a saddle-shape
defect in the magnetic density waveform at the inner and outer radii [27]. In this paper, the
concept of an edge coefficient β is proposed to reduce the influence of the edge effect on
the model accuracy, and a strict definition of β is required to avoid distorted magnetic flux
paths caused by an excessive air gap length in the non-magnetic regions, which leads to
prolonged magnetic circuits and a weakened effective magnetic flux.

β = 1 +

(
rcop2 − rcop1

)− (rPM2 − rPM1)

4
(5)

Rac =
hac

μ0β2SPM
(6)

where Rac and hac are the magnetic resistance and thickness of the air gap–copper plate,
respectively.

6
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Based on the 2D finite element qualitative simulation results of the APMC as shown in
Figure 3, the leakage magnetic flux paths and the integral paths are investigated. Figure 6
depicts the leakage magnetic flux between the adjacent PM surfaces and the leakage
magnetic flux between the PM surface and its back-iron, respectively. It can be observed
that the integral path of the leakage magnetic flux between the adjacent PM surfaces
includes a straight segment and two arc segments within the air gap. The integral path
of each leakage magnetic flux between the PM surface and its back-iron consists of a
straight line segment and an arc segment in the air gap [28]. The magnetic resistance Radj
between the adjacent PMs and the magnetic resistance RPMb between the PM surface and
its back-iron are given in (7) and (8), where rav is the average radius of the PMs.

1
Radj

=
μ0(rPM2 − rPM1)

π
ln
(

θPM + αPM
θPM − αPM

)
(7)

1
RPMb

=
2μ0(rPM2 − rPM1)

π
ln
(

1 +
πravαPM

2(πhair + hPM)

)
(8)

 
Figure 6. Magnetic flux paths of leakage flux.

Due to the tight connection between the PMs and the back-iron, the magnetic flux
density distribution of the latter is significantly uneven. To effectively distinguish the mag-
netic flux in different areas, the magnetic resistance of the back-iron is equated to a series
connection of three parts, as shown in Figure 6. Consequently, the total magnetic resistance
and source flux of the parallel magnetic circuit in Figure 6 can be obtained smoothly.

Rb−sum = Rb−air + 2Rb−PM (9)

Rb−air =
rav(θPM − αPM)

μ0μb−airhPMb(rPM2 − rPM1)
(10)

Rb−PM =
αPMθPMrav

μ0μb−PM(αPMθPMrav/2 + hPMb)(rPM2 − rPM1)
(11)

Rpar =
2RadjRPMb(4RPM + Rb−sum)

2RadjRPMb + (4RPM + Rb−sum)
(

2RPMb + Radj

) (12)

Φes =
2ΦPMRac

4RPM + Rb−sum
(13)

In (9)~(13), the magnetic resistances Rb-sum, Rb-air, Rb-PM, and Rpar associated with
the PMs correspond to the total back-iron, air gap–back-iron, PM–back-iron, and parallel
magnetic resistance, respectively. Φes is the source magnetic flux of the PMs.
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2.4.2. Eddy Current Circuit Modeling

According to Ampere’s law, the magnetic flux Φcop, magnetic flux density Bcop, and
average eddy current density Jcop within the copper can be expressed as follows [29].

Φcop =
2RparCavSPMΦes

CavSPM
(

Rpar + 4Rac
)
+ μ0μrSavRparσcophcopαPMrav

(14)

In Equation (14), σcop, s, and ncop are the conductivity, slip, and rotational speed of the
copper rotor, respectively. Cav and Sav correspond to the perimeter and area at the average
radius of the sector-shaped PM.

Bcop =
2Φcop

SPM
(15)

Jcop =
2σcopvreΦcop

SPM
(16)

Sav =
αPMr2

av
2

(17)

Cav = π(rPM2 + rPM1) (18)

vre =
Cavsncop

60
(19)

According to the previous analysis, it is known that there is a correspondence between
the eddy current circuit and the PMs. Using the concept of the edge coefficient proposed in
this paper to define the equivalent size of the eddy current circuit (equivalent area Seddy in
Equation (20) and equivalent length Leddy in Equation (21) of the eddy current path), the
eddy current, which is difficult to describe using a physical model, are expressed para-
metrically, so that the eddy current circuit can be modeled and calculated in a completely
new way.

Seddy = β2SPM (20)

Leddy = β2LPM (21)

Ieddy =
JcophcopαPMrav

2
(22)

Φeddy =
μ0μrSeddy Ieddy

Leddy
(23)

The 3D finite element simulation results of the magnetic flux and corresponding eddy
current density on the surface of the copper rotor at a slip speed of 100 rpm are shown
in Figure 7.

It can be seen from the results that the eddy currents distributed along the radial
direction in the copper plate excite the magnetic field and form a closed loop with the
PMs in the main magnetic circuit to generate the output torque. The magnetic flux varies
periodically with the arrangement of PMs, and the number of eddy current circuits is also
the same as the number of PMs. The eddy currents distributed along the circumference,
although they excite the magnetic field, do not contribute to the output torque but generate
heat, corresponding to the eddy current losses.

8
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Figure 7. FEM results of magnetic flux and eddy current on the surface of copper rotor.

The relative velocity vre can be expressed more intuitively as Equation (24). By apply-
ing Equations (16) and (20)–(24), the relationship between the magnetic fluxes Φeddy and
Φcop can be obtained in Equation (25). Obviously, the magnetic flux Φeddy under steady-state
conditions is also a function of the rotational speed difference (ncop-nPM), which is of great
significance for solving the dynamic output torque.

vre =
30
(
ncop − nPM

)
πrav

(24)

Φeddy =
30μ0μrhcopαPMσcop

(
ncop − nPM

)
πLPM

Φcop (25)

The magnetic resistance Rslip is established using the eddy current Ieddy and the mag-
netic flux Φeddy of the eddy current circuit based on Kirchhoff’s law, and the magnetic
resistance Rout is further obtained according to the power relationship.

Rslip =
s
(

2ΦcopRac − Ieddy

)
Φeddy

(26)

Rout =
1 − s

s
Rslip (27)

In fact, the existing research results are unable to describe the eddy currents accurately,
which is a core factor limiting the modeling accuracy of the APMC. This paper attempts
to model the eddy current circuit and parameterize the magnetic flux paths from the
perspective of an EMC. According to Faraday’s law of electromagnetic induction, eddy
currents are excited on the conductor when they cut through the rotating magnetic field of
the PM rotor. The changing magnetic field will generate an induced electromotive force to
resist the variation in the closed loop, causing the inductive characteristics of the conductor.
The inductive characteristics are an inherent property of the closed circuit and should not
be ignored.

This paper combines both field and circuit theories to develop a quantity that can
describe the inductive characteristics, called the magnetic inductance ML. Equation (25)
reflects the relationship between Φeddy and Φcop under steady-state conditions, while they
will be redistributed into Φeddy

′ and Φcop
′ due to the presence of ML under dynamic

conditions. Ohm’s law of magnetic circuits is introduced into Figure 5 and Equation (28)
is given. The differential dΦeddy

′/dt in Equation (28) can be converted into the differential
of the rotational speed difference over time according to Equation (25). Moreover, this
conversion can enable a measurable dynamic torque to be obtained.

4Rac
Φcop

′

2
=
(

Rslip + Rout

)
Φeddy

′ + ML
dΦeddy

′

dt
(28)

9
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The physical rules do not depend on the choice of measurement units, and the appli-
cation of dimensional analysis allows for the exploration of this invariance, so as to deeply
reflect the intrinsic relationships among physical quantities. Via dimensional analysis of
Equation (28), the expression of ML is reversely derived: ML can be equivalent to the ratio
of time t to inductance L.

Ref. [30] takes square inductors as an example to establish the closed form expression of
inductance. The difference from other modeling methods is that the inductance calculation
is based on the average segment interactions, rather than summing the individual segment
interactions one by one. Hence, the total inductance consists of self-inductance and mutual
inductance, including all negative and positive interactions between all segments. It should
be noted that there are just the geometry parameters but no unphysical fitting factors in
the model.

There is a lack of modeling for magnetic induction in existing EMCs. Therefore, the
idea of modeling square inductors in Ref. [30] is extended to model the magnetic inductance
of the APMC eddy current circuit shown in Figure 8a. The eddy current path is modeled
as the n-turn polygonal symmetric spiral shape shown in Figure 8b. Considering the
convenience of modeling, a single-turn eddy current is divided into eight segments at the
average radius in Figure 8b. Of course, any position and any number of segments can
be applied.

  

(a) (b) 

Figure 8. Eddy current path and octagonal spiral model of APMC: (a) eddy current path based on
COMSOL; (b) octagonal spiral model.

At the average radius, the length of the octagonal spiral is Cav, and then the self-
inductance of the straight segment shown in Equation (7) of Ref. [30] can be obtained.
Equation (29) is defined as the total square inductor length in Equations (8) and (9) in
Ref. [30], since 45◦-inclined segments can be decomposed into their vertical and horizontal
contributing components. Therefore, the total inductance L of an octagonal spiral with a
length of Cav is Equation (30). The relationship between time and relative velocity shown
in Equation (31) can be obtained according to Equation (28). Based on the above analysis,
the expression of ML shown in Equation (32) can be obtained from Equations (30) and (31).

lseg = 4 ×
(

Cav

8
+

Cav

8
sin 45◦ + Cav

8
cos 45◦

)
= 1.21Cav (29)

L = μ0Cav
2π

(
ln Cav

hcop+ravαPM/2 − 0.9
)
− 0.47 μ0

2π lseg

= μ0Cav
2π

(
ln Cav

hcop+ravαPM/2 − 0.5687
) (30)

t =
ravvre

ncop − nPM
=

30
π

(31)

ML =
60

μ0Cav

(
ln Cav

hcop+ravαPM/2 − 0.5687
) (32)

10
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The parallel magnetic resistance of the two branches in Figure 5 is defined as R//
in Equation (33). The redistributed magnetic fluxes Φeddy

′ and Φcop
′ can be solved by

constructing the magnetic circuit Equation (34) and associating it with Equation (28).

R// = (4RPM + Rb−sum)//
(

2RPMb//Radj

)
(33)

(
Φes − Φeddy

′ − Φcop
′
)

R// = 4Rac
Φcop

′

2
(34)

2.4.3. Calculation of Eddy Current Losses and Torque

It can be observed from Equation (28) that the magnetic inductance and magnetic
resistance of a conductor represent two different energy exchange modes. The magnetic
field generated by the induced current serves as the carrier of energy, making the magnetic
inductance an energy storage element. The conductor plate, on the other hand, is a metal
with a certain conductivity, resulting in heat generation and power losses, making the
magnetic resistance an energy dissipation element. The eddy current loss Peddy and output
torque T can be further obtained by applying the above model, which does not ignore the
contribution of the eddy currents in the back-iron. The detailed derivation process has been
provided in Appendix A.

Peddy =
2pσcopv2

rehcop

(
Φeddy

′ + Φcop
′/2

)2

SPM
(35)

T =
2pσcopvreravhcop

(
Φeddy

′ + Φcop
′/2

)2

SPM
(36)

3. Verification and Discussion for Proposed Model

3.1. Description of 3D Finite Element Model

A 3D finite element model based on Table 1 is conducted to verify the accuracy of
the EMC model, and the meshes are divided according to the materials of each part of
the APMC and their influence on the magnetic field. Figure 9 shows the division of
969,944 elements using a fixed calculation method, which allows for the simulation of the
magnetic field and output torque separately, collecting more actual results that are difficult
to acquire experimentally.

 
Figure 9. Mesh partition model based on FEM.

3.2. Parameter Sensitivity Analysis

In this section, the structural parameters of the APMC in Table 1 are used as bench-
marks to investigate the effects of the conductor plate thickness, air gap thickness, and
number of pole pairs on the device performance. The parameter sensitivity analysis on the
one hand verifies the effectiveness and accuracy of the proposed method by establishing a
3D finite element model and an experimental prototype. On the other hand, it provides a
research basis and reference data for optimizing the design.

11
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3.2.1. Torque–Slip Speed Characteristics Related to Conductor Plate Thickness

The conductor plate serves as a carrier for eddy currents, which directly influence the
eddy currents and torque. In practice, it is impossible to make the conductor plate infinitely
large considering the material costs and device volume. Therefore, the thickness of the
conductor plate becomes one of the important constraints in optimization tasks.

Figure 10 makes an arithmetic progression with 2 mm to 16 mm as the interval and
2 mm as the common difference to study the torque variation under different conductor
plate thicknesses. In general, the torque increases significantly when increasing the slip
speed and conductor plate thickness. At low slip, the effective magnetic field in the air
gap mainly comes from the permanent magnetic field of the PMs, and the increase in the
conductor plate thickness leads to an increase in the leakage magnetic flux, which reduces
the effective magnetic field in the air gap. As the slip increases gradually, the induced
magnetic field excited by eddy currents and the effective magnetic field in the air gap
increase with the increase in the conductor plate thickness, manifested as the increase
in torque. However, when the conductor plate thickness increases to a certain value,
the growth rate of torque decreases at the same slip speed. Therefore, the relationship
between the conductor plate thickness and the device volume cost should be considered
comprehensively in the design and optimization of the APMC, so as to obtain the optimal
matching scheme.

Figure 10. Torque–slip speed characteristics related to conductor plate thickness.

3.2.2. Torque–Slip Speed Characteristics Related to Air Gap Thickness

As mentioned above, the APMC realizes torque regulation by changing the thickness
of the air gap between the conductor and PMs, which in turn regulates the output speed of
the device, i.e., it is used as a governor. Figure 11 shows the analytical and finite element
calculation results of the torque and errors at different slip speeds with air gap thicknesses
of 1 mm, 3 mm, and 5 mm, respectively. It can be seen that the error between the analytical
and finite element results is larger when the air gap thickness is 1 mm at low slip speeds.
The reason is that when the air gap thickness and slip speed are both very small, the main
magnetic circuit will experience relatively severe distortion, which makes the difference
between the two calculation results larger. Therefore, in order to ensure a stable output
performance in practical applications, the air gap thickness is generally controlled to be
around 3 mm without being too small.

12
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Figure 11. Torque–slip speed characteristics related to air gap thickness.

3.2.3. Eddy Current Loss–Slip Speed Characteristics Related to Air Gap Thickness

The results of the analytical and finite element calculations of the eddy current losses
under different air gap thicknesses and the error between the two methods corresponding
to Figure 11 are shown in Figure 12. The error is larger for an air gap thickness of 5 mm
at low slip speed. The reason for this situation is that the eddy current mainly generates
losses in the form of heat. When the air gap thickness is relatively large, the magnetic
resistance of the air gap and the energy consumption increase, which ultimately leads to
the deviation of the calculation results. Other than that, the errors of the analytical and
finite element calculation results fluctuate within an acceptable small range, proving that
the model proposed in this paper can calculate the eddy current losses accurately.

Figure 12. Eddy current loss–slip speed characteristics related to air gap thickness.

3.2.4. Torque–Slip Speed Characteristics Related to the Number of Pole Pairs

The establishment of the initial magnetic field and the generation of eddy currents in
the APMC all originate from the PMs. The number of pole pairs of the PMs determines the
distribution and periodicity of the magnetic field in the air gap and the eddy currents in
the conductor plate, which plays a decisive role in the output performance: it is then one
of the most important design parameters of the device. The output torque characteristic
curves for the number of pole pairs vary from 6 to 11 and are given in Figure 13. It can
be seen that the output torque increases with an increase in the number of pole pairs, but
the growth rate decreases. In other words, there must be a critical pole pair value so that
the torque no longer increases with the number of pole pairs. In addition, PMs cannot be
used in large quantities due to their expensive prices in practical engineering applications.
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Therefore, it is particularly important to balance the relationship between the number of
PMs and output performance in the optimization of APMCs.

Figure 13. Torque–slip speed characteristics related to number of pole pairs.

3.2.5. Dynamic Torque Characteristics

The dynamic torque characteristics of the APMC at an air gap thickness of 2 mm and
different slip speeds are shown in Figure 14. The startup process of the APMC is essentially
the establishment and action process of the magnetic field. At the initial stage, there are no
eddy currents inside the copper rotor. The increasing slip speed causes the eddy currents to
gradually increase, and the output torque also increases accordingly. However, the torque
will not reach its maximum immediately due to the magnetic resistance of the copper rotor.
Ultimately, the output torque will achieve dynamic stability.

Figure 14. Dynamic torque characteristics.

3.3. Experimental Prototype Validation

The experimental prototype was manufactured based on the structural parameters
shown in Table 1 to verify the accuracy of torque, and an experimental platform as shown
in Figure 15 was built. The platform consists of a drag motor, an APMC prototype, and a
generator. To measure the output torque of the drag motor and the rotational speed of the
load, a torque–speed sensor is installed between the APMC and the load generator. The
speed of the drag motor is measured using an encoder mounted on it. The measurement
data collected by the torque–speed sensor and the encoder can be uploaded to a computer
for storage.

14
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Figure 15. The experimental platform of APMC.

The measured torque characteristic curves of the prototype at the air gap thicknesses
of 2 mm and 4 mm and their error curves with analytical and finite element methods are
given in Figure 16. According to the experimental results, it can be concluded that: (1) The
increase in the air gap thickness significantly reduces the output torque at the same slip
speed. (2) The error rate of the two methods is within 18%; although they are relatively
accurate, there is still great room for improvement. (3) The 3D FEM is more consistent with
the actual test results with an error rate of 5–8%. Therefore, in the absence of a measured
prototype, the results of the 3D FEM can serve as a verification benchmark, which provides
convenience for the optimization of the device. (4) The possible sources of the errors are
mainly the influence of the conductor plate temperature rise on the characteristics of the
APMC and the deviation generated by the sensor data.

Figure 16. Torque-slip speed characteristics related to air gap thickness.

4. Conclusions and Future Highlights

A novel parameterized EMC modeling method for an APMC is proposed in this paper.
According to the electromagnetic coupling characteristics of the APMC, the resistance and
inductance characteristics of the conductor eddy current loop are introduced into the EMC
model as a branch circuit. The analytical method based on the EMC makes the performance
prediction for the APMC simple and practical. The concept of the edge coefficient effectively
reduces the edge effect near the inner and outer radii of the sector-shaped PMs without 3D
correction. The magnetic flux, magnetic resistance, and eddy current density of each branch
magnetic circuit are established under steady-state conditions. The concept of magnetic
inductance is first proposed to parameterize eddy currents that are difficult to accurately
describe using physical models. On this basis, Ohm’s law of a dynamic eddy current
circuit is established to obtain the dynamic eddy current model. In addition, the magnetic
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resistance is subdivided into two parts corresponding to the output and slip according to
the power relationship, from which the eddy current loss and dynamic torque models are
further derived. The method proposed in this paper is verified by comparing the analytical
prediction with the finite element calculation. It can achieve satisfactory results within a
reasonable range of slip speed and structural parameters. The method proposed in this
paper is suitable for different PM geometries, thus providing a theoretical basis for the
design and optimization of the APMC. Compared with existing analytical methods, the
EMC is easy to program and implement, and the calculation process is short, making it
very suitable for the initial design stage of devices. The processing technology regarding
the eddy current branch also provides a feasible method for effectively evaluating the EMC
modeling, including the induced eddy current problem of the moving conductors.

The method proposed in this paper is a bold attempt and breakthrough of an EMC
for an APMC. The parameter sensitivity analysis verifies the validity and accuracy of
the method in terms of the conductor plate thickness, air gap thickness, and number of
pole pairs. The 3D finite element simulation model and experimental prototype further
demonstrate the reliability of the analytical method in modeling the APMC. However,
concerns are expressed about the shortcomings of its generalization capability, which will
be the motivation of and main work for further exploration in the future.
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Appendix A

The dynamic transition process is the intermediate process of the speed changing from
one equilibrium state to another, so it can be regarded as the instantaneous steady-state
value at each moment. Therefore, Φeddy and Φcop in Equation (25) can also be perceived
as the steady-state value at each moment of the dynamic process. According to the above
description, (A1) and (A2) can be obtained.

Φeddy
′ =

30μ0μrhcopαPMσcop
(
ncop − nPM

)
πLPM

Φcop
′ (A1)

dΦeddy
′

dt
=

30μ0μrhcopαPMσcopΦcop
′

πLPM

d
(
ncop − nPM

)
dt

(A2)

By substituting (A1) and (A2) into Equation (28), (A3) is derived.

2RacΦcop
′ =

30μ0μrhcopαPMσcopΦcop
′

πLPM

[(
Rslip + Rout

)(
ncop − nPM

)
+ ML

d
(
ncop − nPM

)
dt

]
(A3)

The above relationships are substituted into Equation (34) to realize the analytical
expressions for eddy and cop. Then, (A4)–(A10) can be smoothly deduced.

2RacΦcop
′ =

[
Φes −

(
Φeddy

′ + Φcop
′
)]

R// (A4)

Φeddy
′ + Φcop

′ =
30μ0μrhcopαPMσcop

(
ncop − nPM

)
+ πLPM

πLPM
Φcop

′ (A5)
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Φes −
(

Φeddy
′ + Φcop

′
)
=

30μ0μrhcopαPMσcopΦcop
′

πLPM R//

[(
Rslip + Rout

)(
ncop − nPM

)
+ ML

d(ncop−nPM)
dt

] (A6)

Φes =
Φcop

′

πLPMR//

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

30μ0μrhcopαPMσcop×[(
ncop − nPM

)
+

(Rslip+Rout)(ncop−nPM)+ML
d(ncop−nPM)

dt
R//

]

+πLPM

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(A7)

L1 =
1

πLPMR//

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

30μ0μrhcopαPMσcop×[(
ncop − nPM

)
+

(Rslip+Rout)(ncop−nPM)+ML
d(ncop−nPM)

dt
R//

]

+πLPM

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(A8)

Φcop
′ = Φes

L1
(A9)

Φeddy
′ =

30μ0μrhcopαPMσcop
(
ncop − nPM

)
πLPM

Φes

L1
(A10)

At this point, Φeddy
′ and Φcop

′ have been expressed as intermediate variables for
solving the torque. Substituting (A9) and (A10) into Equations (35) and (36), respectively,
can further determine the eddy current loss and torque of the APMC. It can be found that
the output torque is a quantity related to the change in speed over time, i.e., acceleration,
which is in line with objective facts and laws.
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Abstract: In this study, the analytical design and electromagnetic performance comparison of a
squirrel-cage induction motor (SCIM) and a wound-field flux switching motor (WFFSM) for high-
speed brushless industrial motor drives is undertaken for the first time. The study uses analytical
sizing techniques and finite element analysis (FEA) to model and predict the performance of both
motors at a 7.5 kW output power. This study includes detailed equations and algorithms for sizing
and modeling of both types of motors, as well as performance calculations that aid in motor selection,
design optimization, and system integration. The main findings show that the SCIM has superior
torque performance for starting and overload conditions, while the WFFSM offers advantages in
power factor, efficiency over a wide operating range, and potential for higher peak power output.
To this end, the WFFSM is capable of high-speed and high-efficiency operation while the SCIM
is suitable for applications requiring variable speed operation. The validation study shows good
agreement between analytical and FEA calculations for both motors. The results provide insights into
the design and performance characteristics of both motors, enabling researchers to explore innovative
approaches for improving their efficiency, reliability, and overall performance.

Keywords: analytical design; brushless; finite element analysis (FEA); modeling; sizing; squirrel-cage
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1. Introduction

Electric motors play a critical role in global energy conservation efforts, accounting for
about half of all electrical energy consumed globally [1]. In recent years, there has been
increasing interest in high-speed motors with low or no permanent magnet (PM) materials
due to issues such as high cost, uncontrollable flux, and limited operating temperature
associated with PM machines. Some examples of non-PM motors are squirrel-cage induc-
tion motors (SCIMs) and switched reluctance motors (SRMs). SCIMs have been widely
used historically due to their robustness, low cost, manufacturing simplicity, and easy
adaptation to high-speed operation [2,3]. In contrast, a relatively new class of machines
belonging to the flux modulation family has recently emerged, such as the wound-field flux
switching motor (WFFSM), which is characterized by features such as high torque density,
robust rotor structure, and high-speed operation [4].

SCIMs consist of short-circuit copper or aluminum rotor bars that fit into rotor slots,
requiring less conductor material due to the absence of brushes, commutators, and sliprings
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compared with slip-ring induction motors (SRIMs). As a result, SCIMs have higher effi-
ciency than SRIMs. SCIMs are commonly used in various industrial applications, such as
centrifugal pumps, industrial drives (e.g., running conveyor belts), large blowers and fans,
machine tools, lathes, and other turning equipment [1]. Despite the advantages offered by
SCIMs, they suffer some drawbacks such as high starting current and low efficiency under
partial loads [2,5]. Similarly, although WFFSMs offer some attractive features as mentioned
earlier, they are nonetheless prone to low power factor due to high leakage flux and high
torque ripple due to the double-salient structure [6,7].

Therefore, the aim of this study is to compare SCIMs and WFFSMs, which, as magnet-
less and brushless motors, both offer low-cost and robust designs for high-speed industrial
motor drives. While some studies have presented comparisons of WFFSMs to other ma-
chines, mainly in terms of wind generator and electric traction applications, there is little
research on comparing SCIMs and WFFSMs to the family of three-phase low-power in-
dustrial motors. For example, WFFSMs have been compared to ferrite PM flux switching
machines (PMFSMs) as wind generators [8] and switched reluctance machines (SRMs) as
electric vehicle motors [9], with the ferrite PMFSM exhibiting higher torque density and
efficiency and SRM displaying lower torque capability, saturation withstand capability and
higher torque ripple, compared with WFFSM, respectively. On the other hand, SCIMs have
been compared to other motors, such as line-start permanent magnet synchronous motors
(LSPMSMs) [10], synchronous reluctance motors (SynRMs) [11], and SRMs [12], with the
SCIM found to operate at a lower efficiency than all three motors.

To this end, the current study compares SCIMs and WFFSMs by using analytical sizing
techniques to model, evaluate, and compare their electromagnetic performance based on
the finite-element analysis (FEA) method. While both SCIMs and WFFSMs have distinct
pros and cons, there has been limited research comparing their sizing, modeling, and per-
formance specifically for high-speed industrial drive applications in the lower power range.
SCIMs are commonly used in industry, but they face efficiency challenges at partial loads.
WFFSMs show potential but need further evaluation across operating regimes. This study
aims to provide a detailed comparison between SCIMs and WFFSMs based on analytical
and FEA techniques. The results can guide design trade-offs and technology selection
decisions for various industrial end-uses. This study considers the high-speed operating
regimes of both machines at 7.5 kW output power, representing typical operating require-
ments. The analysis provides insights into the electromagnetic performance differences
between the two machines. The rest of the paper is organized as follows: Section 2 presents
the semi-analytical design and performance modeling techniques of the proposed SCIM
and WFFSM. Section 3 reports the FEA no-load and on-load electromagnetic performance
comparison, while Section 4 presents and discusses the electromagnetic performance com-
parison in terms of analytic and FEA calculations. The concluding remarks are provided
in Section 5.

2. Sizing-Design Algorithms and Analytical Performance Calculations for SCIM
and WF-FSM

SCIMs and WFFSMs represent very different motor technologies in terms of their
operating principles. Their analytical designs are based on sizing equations that give the
machine’s outer diameter as a function of design specifications such as the leakage factor
(ke) and aspect ratio (kL). Performance-related values, such as efficiency (η), power factor
(cosφ), maximum airgap flux density (Bgmax), and stator electrical loading (As), are then
imposed based on the machine type.

2.1. Design Process of SCIM

The operating principle of SCIM is based on the interaction between the rotating
mutual airgap magnetic field and the rotor currents. As a varying magnetic field is required
to produce the rotor current, there is a torque-proportional speed difference, commonly
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known as slip, between the airgap field and the rotor. The design steps for SCIM are shown
in Figure 1.

 

Figure 1. Flowchart for SCIM semi-analytical design process.

As shown in Figure 1, the design process for SCIMs begins with establishing the
design specifications in I, while the assigned values of flux densities and current densities
are calculated in II. The stator bore diameter (Dis), stack length, stator slots, stator outer di-
ameter, and stator and rotor slot dimensions are then determined in III, with all dimensions
adjusted to standardized values. Electric and magnetic loadings are verified in IV. In V,
the design process loops back to I and the tooth flux density is adjusted until the magnetic
saturation coefficient (1 + Kst) of the stator and rotor teeth are equal to prescribed values.
Once this loop is completed, stages VI to IX are processed by computing the magnetization
current in VI, equivalent circuit parameters in VII, losses, rated slip (Sn), and efficiency in
VIII, and then determining the power factor, locked rotor current and torque, breakdown
torque, and temperature rise in IX. In step X, all performance metrics are checked, initiating
a potential process reset in I if any metrics are found unsatisfactory. During this reset,
geometrical data are refined via parametric analysis. These new optimal values are then
implemented, allowing the process to progress until reaching step X once again. The
iterative cycle continues until the point when performance criteria are met satisfactorily,
signifying the termination of the process.
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2.1.1. Design Sizing for SCIM

The stator bore diameter of the SCIM is given as [13]:

Dis(SCIM) =
3

√
2p2

1Sgap

πλ f C0
, (1)

where p1, Sgap, λ, f, and C0 represent pole pairs, apparent airgap power, aspect ratio, supply
frequency, and Esson’s constant (which is 147 × 103 J/m3), respectively.

The pole pitch, τ(SCIM), stack length, Lst(SCIM), and slot pitch, τs(SCIM), for dimension-
ing the SCIM are derived as follows:

τ(SCIM) =
πDis(SCIM)

2p1
, Lst(SCIM) = λτ(SCIM), τs(SCIM) =

τ(SCIM)

3q
. (2)

The aspect ratio, pole pitch, stator slots per pole, are respectively represented as λ,
τ(SCIM), and q, while the stator outer diameter, Dos(SCIM), airgap length, and rotor outer
diameter are approximated as follows:

Dos(SCIM) =
Dis(SCIM)

0.62
, (3)

g(SCIM) =
(

0.1 + 0.012 × 3
√

Pn

)
, (4)

Dor(SCIM) = Dis(SCIM) − g(SCIM). (5)

The rated power is denoted as Pn. The determination of the number of turns per phase,
W1, depends on the airgap flux density, Bg(SCIM), and is evaluated as follows:

W1 =
0.22VSCIM

Kw1 f αiτ(SCIM)Lst(SCIM)Bg(SCIM)
, (6)

where VSCIM, Kw1, and αi, represent supply voltage, stator winding factor, and pole span-
ning coefficient, respectively. The number of conductors per slot, nc(SCIM), is given as:

nc(SCIM) =
a1W1

p1q
. (7)

The number of current paths in parallel is denoted as a1. It should be emphasized that
an even number of slots is required in a double-layer winding since there are two separate
coils per slot. The rated current, Iin, and wire gauge diameter, dco, are defined as follows:

Iin =
Pn

η cos(φ)
√

3VSCIM
, (8)

dco =

√
2Iin

πap J(SCIM)
, (9)

where ap, J(SCIM), and η represent conductors in parallel, current density, and efficiency,
respectively.

Assuming all the airgap flux passes through the stator teeth, the useful slot area, Asu,
and stator tooth width, bts, are respectively given as:

Asu =
πd2

coapnc(SCIM)

4K f ill
, (10)

bts =
Bg(SCIM)τ(SCIM)

0.96Bts
. (11)
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The fill factor and stator tooth flux density are represented by Kfill and Bts, respectively.
For stator slot sizing, the lower width, bs1, higher width, bs2, and slot height, hs, are given as:

bs1 =
π
(

Din(SCIM) + 2hos + 2hw

)
Ns

− bts, (12)

bs2 =

√
4Asutan

π

Ns
+ b2

s1, (13)

hs2 =
2Asu

bs1 + bs2
. (14)

The lower slot height, wedge height, slot effective area, and number of stator slots are
denoted as hos, hW, Asu, and Ns, respectively. If stator and rotor teeth produce the same
effects, the teeth saturation factor (1 + Kst) is calculated as follows:

1 + Kst =
1 + Fmts + Fmtr

Fmg
, (15)

where Fmts, Fmtr, and Fmg represent stator tooth, rotor tooth, and airgap MMFs, respectively.
The end-ring current, Ier, and magnetization current, Iμ, are respectively calculated as:

Ier =
Ib

2sin
(

πp1
Nr

) , (16)

Iμ =
πp1

(
F
2

)
3
√

2W1Kw1
, (17)

where Ib, Nr, and F are the rotor bar current, number of rotor slots, and the magnetization
MMF, respectively.

For the rotor slot sizing, the rotor slot pitch, τr, and tooth width, btr, are respectively
calculated as:

τr =
π
(

Din(SCIM) − 2g(SCIM)

)
Nr

, (18)

btr =
τrBg(SCIM)

0.96Btr
. (19)

The rotor tooth flux density is represented as Btr. The rotor slot geometry is obtained
by using the slot area, Ab, equation given as follows:

Ab =
π

8

(
d2

1 + d2
2

)
+

(d1 + d2)hr

2
. (20)

The diameters d1 and d2 are obtained simultaneously from

d1 =
π(Dre − 2hor)− Nrbtr

π + Nr
and d1 − d2 = 2hrtan

π

Nr
. (21)

The outer diameter of the rotor, rotor slot height, height of rotor back core, and lower
height of the rotor slot are denoted as Dor(SCIM), hr, hcr, and hor, respectively. The maximum
diameter of the shaft, Dshaft, is obtained as follows:

(
Dsha f t

)
max

≤ Dis(SCIM) − 2g(SCIM) − 2
(

hor +
d1 + d2

2
+ hr + hcr

)
. (22)
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The selection of the shaft diameter is determined by the rated torque, taking into ac-
count mechanical design considerations and previous knowledge. It is crucial to emphasize
that these parameters will be recalculated if they do not meet the design objectives.

2.1.2. Performance Calculations for SCIM

The equivalent circuit and phasor diagrams of the SCIM, which are vital tools for
understanding its performance behavior, are presented in Figure 2.

IsRs

Rc

Im

I0

Xm

Is Rs

VSCIM
Ic

Xs

I0

VSCIM

Ic

Is

Im

Figure 2. Model representation of SCIM: (a) per phase equivalent circuit and (b) phasor diagram.

The equivalent circuit in Figure 2a, simplifies the SCIM’s electrical representation,
enabling analysis of current flow, voltage drop, and power transfer. On the other hand,
the phasor diagram of Figure 2b graphically depicts the motor’s voltages and currents,
facilitating visualization of phase relationships. In Figure 2, Rs, Xs, Xm, Rc, R′

r, Rr, X′
r, Xr,

K, and R′
L represent stator resistance, stator inductive reactance, magnetizing reactance,

core loss component, rotor resistance referred to stator, rotor resistance, rotor inductive
reactance referred to stator, transformation ratio, and load resistance referred to the stator,
respectively. These parameters aid in the calculation of performance characteristics such as
power factor, rated slip, rated torque, efficiency, and magnetization behavior of the motor.
The phase parameters of stator and rotor are respectively given as:

Rs =
ρcoLcW1

Acoa1
, (23)

Xs =
2μ0ω1LW2

1 (λs + λds + λec)

p1q
, (24)
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Rr =
4m(W1Kw1)

2Rbe
Nr

, (25)

Xr =
4m(W1Kw1)

2Xbe
Nr

, (26)

while the magnetizing reactance is computed as:

Xm =

√(
VSCIM

Iμ

)2
− R2

s − XsL. (27)

The coil length, copper resistivity, permeability of free space, magnetic wire cross
section, slot differential and end ring connection coefficients, equivalent rotor bar resistance
and reactance, and phase rotor resistance are denoted as Lc, ρco, μo, Aco, λs, λds, λec, Rbe,
and Xbe, respectively.

The rated slip sn, starting current Istr, and starting torque Tstr of the motor are respec-
tively defined as:

sn =
PAl

Pn + PAl + Pmv + Pstray
, (28)

Istr =
VSCIM − E′

r
jXs

=
VSCIM√

Rs + Rs=1
r

2
+ (Xs + Xs=1

r )
2

, (29)

Tstr =
3p1Rs=1

r I2
str

ωn
, (30)

where PAl, Pmv, and Pstray represent rotor cage losses, mechanical/ventilation losses, and
stray losses, respectively.

The power factor of the electrical motor is computed as:

PF =
Pin

3Vrms Irms
= cos(θv − θi), (31)

where Pin is the input power of the motor, Irms and Vrms are the root mean square (RMS)
values of both the current (IS) and voltage (VSCIM), while θv and θi are the phase of voltage
and current, respectively.

On the other hand, the rated shaft torque, Tn, and torque ripple, TR, are respectively
computed as follows:

Tn =
Pn

2π f
p1

(1 − sn)
, (32)

TR =
Tmax − Tmin

Tavg
, (33)

where T(max) is the maximum torque, T(min) is the minimum torque, and Tavg is the average
torque.

While the motion equation is given as:

Tn − TL = J
dωr

dt
, (34)

where TL is the load torque and J is the inertia constant.
Based on the classical equation, efficiency of the electrical machine is defined as:

η =
Pout

Pin
=

Pout

Pout + Ploss
, (35)
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with the Pout and total loss (Ploss) calculated as

Pout = 3I2
r Rr

(
1 − s

s

)
− Pmv − Pstray, (36)

Ploss = Pcu + PAl + Piron + Pmv + Pstray, (37)

where Pcu is the stator winding losses and Piron is the core loss.
The core loss is computed based on the formula proposed by [13] as:

Piron = 7.16
(

f
50

)1.3
Gts + 5.12

(
f

50

)1.3
Gyl + 31.03 × 10−7

[(
Nr

f
Pn

)2
Gts +

(
Ns

f
Pn

)2
Gtr

]
, (38)

where Gts, Gyl, and Gtr stand for stator tooth, yoke, and rotor tooth masses, respectively.
The other loss components are defined as:

Pcu = 3Rs I2
in, PAl = 3Rr I2

in, Pmv = 0.01Pn, Pstray = 0.01Pn. (39)

In the study, Pmv represents mechanical losses that are assumed to be 1% of the
nominal power Pn. This value is chosen based on standards referenced in [13], which
suggest using 0.01 Pn. Pstray represents stray load losses, which account for additional
losses due to harmonic fields and leakage fluxes not accounted for in the analytical model.
Based on [13], we conservatively assume these to be 1% of Pn. The reason for choosing
these specific values is the challenge of accurately measuring losses in high-efficiency
machines. Even small measurement errors can cause significant uncertainty in calculated
loss percentages. Given the four-pole design of our SCIM, the 1% contributions for both
Pmv and Pstray follow recommended practice to ensure the overall losses and efficiency are
within acceptable bounds.

The calculations in this section provide valuable insights into the performance of
SCIM, enabling informed decisions for motor selection, design optimization, and system
integration. Furthermore, a comprehensive understanding of the performance characteris-
tics empowers researchers to explore innovative approaches and strategies for improving
the efficiency, reliability, and overall performance of SCIMs.

2.2. Design Process of WFFSM

WFFSM is a double-salient pole motor with a robust rotor and yields sinusoidal flux
linkages. The operating theory of the WFFSM, whereby the flux generated in the stator
by the field coils is switched between adjacent armature coils and then linked through the
rotor, is clearly elucidated in ref. [14].

2.2.1. Design Sizing for WFFSM

Figure 3 shows the flowchart for setting up the design process of the WFFSM. The
design process starts at I with a selection of appropriate topology of the machine (slots/pole
combination) which normally should consider the rotor mechanical phase and phase
number of the proposed motor. Thereafter, the complete specification of the technical data,
such as rated torque, power factor, target efficiency, and supply voltage, is made in II. In III,
the machine is then sized based on the generic torque per rotor volume (TRV) equation as
follows [15]:

Dout = 3

√
4TePs

π2PrkekLΛ3
0 AΣBgηcs

, (40)

where Dout is the stator outer diameter, Te is electromagnetic torque, Λ0 is the split ratio,
Ps is the number of slots for the phase windings, Pr is the number of rotor slots, ke is a
factor that accounts for leakage, As is the electrical loading of the phase windings, Bg is the
peak airgap flux density, η is the efficiency, kL is the aspect ratio, cs is the stator tooth arc
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factor, and A− is the summation of the preselected electrical loading for both the phase and
field windings.

 

Figure 3. Flowchart for WFFSM semi-analytical design process.

Thereafter, parameters such as outer and inner diameter of stator and rotor and stack
length are obtained. In IV, the stator and rotor dimensions such as stator pole width (bps),
stator yoke height (hys), rotor pole width (bpr), and rotor yoke height (hyr) are scaled to the
same value as follows:

bps = hys = bpr = hyr =
πDin(WFFSM)

Ps
, (41)

where Din(WFFSM) is the stator inner diameter and Ps is the stator slot number.
If the design topology is not satisfied in VII, parametric analysis will be carried out in

VIII to fine tune the stator and rotor dimensions. These new optimal values are subsequently
integrated into the 2D FEM modeling phase of step VI and the iterative cycle continues
until the design topology is achieved.

2.2.2. Performance Calculations for WFFSM

The performance characteristics of a WFFSM are crucial for optimizing its design
and understanding its capabilities. By analyzing parameters such as power, electromotive
force (EMF), current, torque, efficiency, and core loss, engineers gain valuable insights into
the machine’s performance, aiding in the selection of optimal designs. In this section, we
establish and relate these performance characteristics with those of the SCIM. Additionally,
the equivalent circuit and phasor diagram of the WFFSM are presented in Figure 4 to
provide model representation of the motor.
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Field 
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Ls
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IaZs

IaRa

jXsIa
Ea

Ia

Figure 4. Model representation of WFFSM: (a) per phase equivalent circuit and (b) phasor diagram.

The equivalent circuit and phasor diagram in Figure 4 provide valuable insights into
the motor behavior of the WFFSM. These representations promote the analysis of the flow
of current, voltage distribution, and power transfer within the motor. By examining the
equivalent circuit and phasor diagram, a deeper understanding of the interplay between
the field winding, armature winding, and the magnetic field is achieved, providing a
foundation for studying the motor’s performance characteristics and optimizing its design.
In Figure 4, Vs, Ia, Ra, Ls, Xs, Za, Ea, Rf, If, ∅, and δ represent phase voltage, armature
current, armature resistance, WFFSM inductance, reactance, impedance, back-EMF, field
resistance, field current, phasor angle, and load angle, respectively.

Assuming that sinusoidal armature current is injected into phase winding of the
WFFSM in phase with back-EMF to produce unidirectional power, the input power, consid-
ering negligible resistance, is expressed as follows:

Pin =
1
T

∫ T

0
ea(t)·ia(t)dt, (42)

where ea(t) = Emsin
( 2π

T t
)

and ia(t) = Imsin
( 2π

T t
)
, m is the phase number, and Em and Im

are the magnitude of sinusoidal phase back-EMF and current, respectively. Also, ea(t) can
be calculated as:

ea(t) =
dψm

dt
= nph

dφm

dθ

dθ

dt
= nph

dφm

dθ
ωr = ωri f

dMf a

dθ
, (43)

where ψm, nph, θ, φm, ωr, if, and Mfa are total flux linkage, winding turns per phase, rotor
position, flux per turn, rotor electrical angle velocity, field current, and mutual inductance
between the field and armature windings, respectively.

The peak and field currents for the WFFSM can be calculated as:

Im =
2Pin

3EmPF
, (44)

i f =
J f αS f

Nf
, (45)

where PF, Jf, α, Sf, and Nf are power factor, current density, slot filling factor, slot area, and
number of turns of the field windings, respectively. Moreover, by applying the co-energy
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concept to the basic geometry of WFFSM, it has been shown in [16] that the electromagnetic
torque (Te) is given as:

Te = iai f
dMf a

dθ
. (46)

The importance of Equation (46) is that, as in the DC machine, torque can be indepen-
dently controlled using either the armature or field currents.

Since the WFFSM is doubly excited, unlike the SCIM, the following equation is de-
vised based on Figure 4 to numerically approximate the rated field current from the
back-EMF (Em):

Ea =
Vs − IaRa

1 − j
. (47)

The phase resistance (Ra) and the field winding (Rf) resistance are evaluated using
cross-sections of the slot phase winding information as in [15]:

Ra =
2ZaN2

phρcuLst

Aph
, (48)

R f =
2Zf N2

f ρcuLst

A f
, (49)

where Nph and Nf are the turns number per coil for the phase and field windings, ρcu is the
resistivity of copper at room temperature, Aph and Af are the area per coil for the phase and
field windings, and Za and Zf are the number of coils for the armature and field windings.
The phase and field winding copper losses at rated conditions are calculated respectively as:

Pcu = 3I2
a Ra, (50)

Pf = I2
f R f . (51)

The core losses are approximated from the sum of the hysteresis and eddy cur-
rent losses and calculated by means of the modified Steinmetz empirical equation given
in [15] as:

Pcore = CmBσ
gmax f β

e G, (52)

where Cm, G, β, σ, and Bgmax represent the material coefficient, the mass of the correspond-
ing iron part, the exponent of the machine’s electrical frequency, the exponent of the peak
airgap flux density, and the maximum flux density of the airgap, respectively.

The output power is evaluated as:

Pout =
2πns

60
Tavg. (53)

The output power as a function of the load-angle (δ) is given as:

Pout =
3VsEa

Xs
sin δ, (54)

where ns is the motor speed in rpm and Tavg is the average torque.
The power factor and efficiency are calculated as the same equations of (31) and (35),

respectively. Lastly, the torque per volume (Td) and torque per mass (Tm) of the motors can
be determined using:

Td =
4Tavg

πD2
outLst

, (55)

Tm =
Tavg

mass
. (56)
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In summary, this section outlines the sizing, design algorithms, and analytical per-
formance calculations for both the SCIM and WFFSM. The step-by-step design processes
are presented for each machine, highlighting key equations for determining dimensions,
winding parameters, and performance metrics.

For the SCIM, the design process focuses on establishing specifications, calculating
flux densities and current densities, determining stator and rotor dimensions, verifying
loadings, and iteratively adjusting parameters until performance criteria are met. Critical
sizing equations defines the stator bore diameter, stack length, slot pitch, and outer diam-
eter. Performance calculations enable analysis of the equivalent circuit, losses, rated slip,
efficiency, and other characteristics.

The design process for the WFFSM begins with selecting an appropriate slots/pole
combination and specifying technical data such as rated torque and power factor. The
machine is then sized based on the torque per rotor volume equation. Stator and rotor
dimensions are scaled and parametric analysis fine-tunes the geometry. Back EMF, torque,
power, losses, and other performance metrics are analytically derived.

In summary, the theoretical design algorithms and performance calculations provide
valuable insights into the electrical and mechanical characteristics of the SCIM and WFFSM.
The next section focuses on FEA modeling of both machines. By combining theoretical
foundations with computational simulations, more accurate and efficient models can be
developed to conclusively compare the two motors. This will elucidate their strengths and
weaknesses, guiding future optimization for high-speed brushless industrial AC motors.

3. FEA Design and Modeling

The selected SCIM is a three-phase four-pole motor with 48 stator slots and 44 rotor
bars. Figure 5 is the preliminary design of the SCIM in FEA software, as well as the stator
and rotor slot dimensions. The specifications and sizing parameters, which are based on
equations in Section 2.1.1., are presented in Table 1.
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Figure 5. SCIM cross-sectional and slot parameters: (a) FEA model, (b) stator slot, and (c) rotor slot.
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Table 1. Specifications and calculated parameters of the SCIM.

Description Parameter Value

Rated speed (rpm) ωs 1450
Number of poles P1 4

Number of stator slots Ns 36
Split ratio KD 0.62

Stack length (mm) Lst(SCIM) 154
Stator outer diameter (mm) Dos(SCIM) 210.8
Stator inner diameter (mm) Dis(SCIM) 130.7

Stator slot height (mm) hs0 0.8
Number of turns per phase W1 48

Number of rotor slots Nr 30
Airgap length (mm) g(SCIM) 0.33

Rotor outer diameter (mm) Dor(SCIM) 130.37
Rotor slot height (mm) hr0 0.5

For the WFFSM, a 24-stator slot 10-rotor pole design is selected. In the preliminary
design, the split ratio, Λ0, is maintained, same as for the SCIM. For fair comparison, other
parameters of the WFFSM that are kept similar to those of the SCIM are output power
(7.5 kW), supply frequency (50 Hz), number of phases (3), fill factor (0.45), target power
factor (0.83), and target efficiency (0.895 p.u.). Also, the core material used in both SCIM
and WFFSM is M400-50A. The FEA model and slot dimensions of the WFFSM are shown
in Figure 6. The design parameters of the WFFSM evinced from Section 2.2.1 are presented
in Table 2.
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Dri

hys

Dsi
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Dro

 

Figure 6. WFFSM cross-sectional and parameters: (a) FEA model and (b) cross-sectional design.

Table 2. Design parameters of the WF-FSM model.

Description Parameter Values

Rated speed (rpm) ωr 1500
Stack length (mm) Lst 107

Aspect ratio KL 0.7
Split ratio Λ0 0.6

Number of stator slots Ps 24
Stator outer diameter (mm) Dout 254
Stator inner diameter (mm) Din 152

Stator tooth arc factor Cs 0.25
Number of rotor slots Pr 10
Airgap length (mm) g 0.5

Rotor outer diameter (mm) Dor 151.5
Slot filling factor af 0.45

Area of field coils (mm2) Sf 124
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Based on Tables 1 and 2, it can be observed that both SCIM and WFFSM have different
stator outer diameters of 210.8 mm and 254 mm, respectively. These variations can be
attributed to their structural differences and operating principles. The WFFSM incorporates
a wound-field configuration, which requires additional space for the field winding and
magnetic components, leading to a larger outer diameter. Meanwhile, the SCIM utilizes
squirrel-cage windings for its magnetic-field generation, resulting in a comparatively
smaller outer diameter.

The back-EMF of the WFFSM, as evaluated using the technique proposed in Equation (46),
is 371.8 V. The field current, when varied from 0 to 4.55 A, yields the no-load characteristic
curve shown in Figure 7. For rated conditions, the field current value was later extrapolated
to 7.25 A to achieve the target output power.

|E
m
| (

V)

If (A)

If a

 
Figure 7. The relationship between no-load voltage and field current.

The calculated flux density maps for the SCIM and WFFSM are compared under rated
conditions in a static 2D-FEA transient simulation, as shown in Figure 8. The flux density
plots of the WFFSM and SCIM show distinct differences in airgap flux density. The WFFSM
exhibits a higher peak value of 2.5 T compared with the SCIM’s peak value of 2.1 T. These
variations stem from the different design and operational principles of the machines, with
the WFFSM’s flux modulating configuration contributing to its higher airgap flux density,
with potential to enhance torque production and overall machine performance.
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(a) 

(b) 

Figure 8. Static 2D-FEA flux density plots: (a) SCIM (rotor position of 255.15◦) and (b) WFFSM (rotor
position of 315.64◦).

4. Results and Discussion

This section is used to present results on the electromagnetic evaluation and perfor-
mance comparison of the SCIM and WFFSM under transient steady-state and dynamic
on-load conditions. The motor inertia and damping constants are set the same during the
simulation of both motors to accurately predict their response under varying load inputs.
The highlight of incorporating the motor inertia is to determine how quickly the sampled
motors will respond to changes in the load torque, as well as the ability to maintain stable
speed under different loads. Damping, on the other hand, is a measure of the motors’ resis-
tance to oscillation or vibration. For this study, the motors’ inertia and damping constant
are both set at 0.0901 kg·m2 and 0.00932 Nm·s/rad, respectively.

4.1. Steady-State Transient Motor Characteristics

Figures 9–11 show the respective transient steady-state FEA results of supply currents,
mechanical speeds, and electromagnetic torque profiles for both motors at the rated condi-
tion. These figures provide valuable insights into the transient steady-state behavior and
motor characteristics for comparative performance analysis.
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Figure 9. Transient phase current results at rated condition: (a) SCIM and (b) WFFSM.

Figure 10. Transient speed results at rated condition: (a) SCIM and (b) WFFSM.

Figure 11. Transient torque results at rated condition: (a) SCIM and (b) WFFSM.

The discrepancy in the starting behavior of the two motors in Figure 9 is primarily
due to their different starting mechanisms. In the SCIM, the rotor consists of conductive
bars that are short-circuited at each end by two end rings. During startup, as the rotor
is at rest, there is no induced voltage in the rotor bars. Consequently, the rotor current
is limited only by the resistance of the bars, which is relatively low. This results in a
high initial surge in current, observed as approximately 6.2 times its full load current in
Figure 9a. On the other hand, the WFFSM has its windings connected to an external circuit,
which limits the current flow to the winding. This results in a lower starting current, as
seen in Figure 9b. While the high starting current of the SCIM offers benefits in certain
applications, it comes with potential drawbacks, such as increased electrical stress on the
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motor and power supply system. Additionally, over time, it may lead to reduced efficiency
and increased energy costs.

Meanwhile, in Figure 10a, it is observed that the SCIM reaches steady-state time faster
compared with the WFFSM in Figure 10b. The speed plot of the SCIM accelerates before
meeting the steady-state position at 0.8 s, as indicated in the zoomed plot of Figure 10a,
while the WFFSM takes longer to reach its steady-state phase, attaining this at 4 s, which is
evident in the zoomed plot of Figure 10b. Under the same inertia, the WFFSM, acting as a
synchronous motor, requires more time to synchronize its speed with the frequency of the
power supply, resulting in a slower acceleration. On the other hand, the SCIM does not
require synchronized field winding excitation when starting up. It can draw high starting
current and get up to speed quickly. The SCIM also slips and has a lower synchronous
speed compared with the WFFSM operating at the supply frequency. This allows it to
accelerate to the working speed more quickly. Lastly, the SCIM has a wider stable operating
range and no issues with pull-out during transient conditions, but the WFFSM needs to
avoid loss of synchronism during acceleration.

It is important to highlight that, while the high starting current of the SCIM may have
its drawbacks, it also results in a higher starting torque, as evident in Figure 11a. This
characteristic can be advantageous in applications where quick starts or overcoming high
inertia loads are necessary. However, the WFFSM delivers approximately 15.47% more
average torque than the SCIM, albeit exhibiting higher torque ripple. This higher torque
ripple may introduce mechanical vibrations and other undesirable effects that should be
addressed, possibly through future optimization studies to optimize torque performance.

In general, the selection of the appropriate motor type should carefully consider
the specific application requirements, balancing the advantages of higher starting torque
and quicker starts with potential drawbacks, such as torque ripple. By doing so, the
optimal motor can be chosen to meet the specific needs while ensuring efficient and
effective performance.

4.2. Dynamic On-Load Transient Motor Characteristics

In this section, SCIM and WFFSM are analyzed using transient FEA with the same
inertia and damping constant. We then increase the load torque to investigate the dynamic
performance of both motors in terms of mechanical speed, developed torque, power factor,
output power, and efficiency. Our results show that the SCIM and WFFSM exhibit different
behaviors under dynamic load conditions.

For the SCIM, the speed of the rotor decreases as the load torque increases, as shown
in Figure 12, which is characteristic of the negative slope of its speed-torque curve. In
contrast, the WFFSM maintains a constant and higher speed throughout, as is characteristic
for synchronous motors, which means that the speed of the rotor is determined by the
frequency of the AC voltage applied to the phase winding, making it more suitable for
applications requiring constant speed.

With an increase in load torque, the developed torque of both the SCIM and WFFSM
increases, as shown in Figure 13. For the SCIM, it is because, as the load torque increases,
it causes the rotor to slow down slightly; this increases the slip between the rotor speed
and the synchronous speed. A higher slip results in increased induced rotor currents, viz.
higher rotor torque and overall developed torque. On the other hand, the developed torque
of the WFFSM increases with load, which is consistent with the theory in Equation (46).
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Figure 12. Speed comparison of SCIM and WFFSM at different load levels.

Figure 13. Developed torque comparison of SCIM and WFFSM at different load levels.

The power factor of both motors varies with the load torque, as shown in Figure 14.
The power factor of the WFFSM is higher than the SCIM across the load regime. For the
SCIM, it appears to increase initially but peaks at rated load torque and then begins to
reduce at load torque above 1.1 p.u. For the WFFSM, the power factor is fairly constant
throughout the load regime. This is perhaps due to good balance between both MMFs of
the excitation of the field and of armature windings to produce the given reference torque
of the WFFSM in this study [17]. The reduction in the power factor for the SCIM at higher
loads is due to the increased reactive power demand.
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Figure 14. Power factor comparison of SCIM and WFFSM at different load levels.

As shown in Figure 15, the efficiency of the SCIM and WFFSM are varied, with
increasing load torque accordingly. For the SCIM, it is observed that the efficiency peaks
at 0.75 p.u. of the load torque and then begins to decrease due to the increased losses
associated with increased slip viz. reduced speed of the rotor. The efficiency is fairly
constant throughout the load regime for the WFFSM and higher throughout compared
with the SCIM. This is because DC excitation losses in the field winding are very low since
they do not vary significantly with load, unlike the SCIM. Moreover, it is already noticed
that the WFFSM operates at near unity power factor, which translates to minimal reactive
power, thus lower ohmic losses. Comparing the dynamic performance of both machines
so far, it is found that the WFFSM presents a higher but constant speed, slightly higher
developed torque, higher efficiency and power factor, and thus higher output power, as
shown in Figure 16. Also, based on overload capability studies, the service factor of the
SCIM is lower than that of the WFFSM [18].

 

Figure 15. Efficiency comparison of SCIM and WFFSM at different load levels.
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Figure 16. Output power comparison of SCIM and WFFSM at different load levels.

To present a summary of the dynamic performance of both motors, the motor perfor-
mance characteristics curves are generated and presented, as shown in Figures 17 and 18,
for the SCIM and WFFSM, respectively. The starting torque capability of the SCIM is clearly
elucidated in Figure 17 compared with the WFFSM, which displays no starting torque in
Figure 18. It is observed that the starting torque of the SCIM is about three times (142 Nm)
its rated torque, while the pull-out torque occurs at four times (200 Nm), as indicated in
Figure 17. The high starting torque of the SCIM allows for direct on-line starting of loads,
while the large pull-out torque is an indication of wide stable operating range.

Figure 17. SCIM power/torque-speed characteristic curves.
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Figure 18. WFFSM power/torque-speed characteristic curves.

On the other hand, Figure 18 shows the power/torque-speed characteristic curves
of the WFFSM based on Equation (54). Since the WFFSM is not self-starting, it requires
variable frequency drives or other external means for starting. The load angle of the WFFSM
at the rated power is 11.5◦, which is an indication of a narrow stability range, but it can
potentially achieve a higher peak power output considering that the maximum power
(where the pull-out torque occurs) is seen to be more than five times (42 kW) the nominal
power of the motor.

Overall, the use of field and armature coils allows for precise control of the magnetic
field and torque production in WFFSMs, making them suitable for applications where
precise control of torque and speed are required. In contrast, the SCIM has a less precise
control of torque and speed due to the inherent slip between the rotor and the stator
magnetic field. Additionally, WFFSMs can operate at higher speeds without the risk of
overheating or damaging the motor compared with the SCIM due to the absence of slip
between the rotor and the stator magnetic field, as well as the presence of a robust rotor.
This makes the WFFSM suitable for applications where high speeds are required, such as
in high-speed machinery; whereas, with a higher starting and pull-out torque, the SCIM is
suitable for applications requiring variable speed operation.

4.3. Validation and Cost Analysis Studies

Table 3 presents a summary of the comparative cost analysis and electromagnetic
performance of both motors based on rated analytical and steady-state FEA results. The
WFFSM has a higher average torque but higher torque ripple than the SCIM, an indication of
its flux modulating operation and double-salient topology, respectively [19]. It is observed
that the WFFSM has a higher torque-to-mass ratio (1.57 Nm/kg) compared with the SCIM
(1.34 Nm/kg), although the torque ripple is ~40% lower in the latter. The output power of
the WFFSM is slightly higher than that of the SCIM, although it does not translate to higher
torque density (Td) as indicated, since both machines are yet to be optimized. Moreover,
the WFFSM, as a stator-mounted double-excited motor with both its field and armature
windings co-located on the stator, has a characteristic high split ratio [20].
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Table 3. Comparison of SCIM and WFFSM at rated condition.

Performance Quantity
SCIM WFFSM

Analytical Results FEA Results Analytical Results FEA Results

Tavg (Nm) 49.39 48.47 47.75 49.22

TR (%) - 2.58 - 3.60

Pout (kW) 7.50 7.45 7.50 7.73

Slip (%) 3.10 2.93 - -

Pcu (W) 181.23 176.38 135.45 107.39

Pcore (W) 119.41 104.23 - 191.18

η (%) 89.50 93.48 89.50 96.28

PF 0.8300 0.8767 0.8300 0.9954

Tm (Nm/Kg) 1.34 - 1.57 -

Td (kNm/m3) 9.17 9.15 8.81 9.08

Cost (€) 53.50 - 65.45 -

Unlike the WFFSM, the SCIM exploits its squirrel-cage rotor windings to create a rotor
magnetic field that interacts with the stator magnetic field to produce torque. Therefore,
the copper losses of the WFFSM are observed to be significantly lower than the SCIM,
because copper is used for the field windings in the former compared with the latter, whose
short-circuited rotor bars are designed using aluminum. Furthermore, the presence of slip
in the SCIM results in reduced copper losses. However, the core losses of the WFFSM are
higher than the SCIM due to the high number of poles for the WFFSM, which translates to
higher electrical frequencies viz. higher core losses [21,22]. Notwithstanding, the efficiency
of the WFFSM is seen to be higher than that of the SCIM because of its zero slip, which
means that the rotor speed is always synchronous with the stator field, hence with higher
output power and efficiency.

In addition, the power factor of the WFFSM is observed to be significantly higher
than the SCIM due to reduced reactive power demand. As already indicated, the field
and armature windings in WFFSMs are separately excited, making it possible for the field
current to be controlled to optimize the power factor. In SCIMs, the magnetizing current is
part of the stator current, which reduces the power factor.

The cost analysis is also presented in Table 3, showing the material costs of the WFFSM
to be 27% higher than the SCIM. Since the WFFSM is not optimized, this cost differential
is expected to be reduced with improved performance benefits. Furthermore, the SCIM
rotor bars are designed using aluminum, which costs half the price of copper, as shown in
Table 4. But, as already indicated, the higher torque-to-mass ratio of the WFFSM partially
offsets the cost differences in applications where torque output is critical.

Table 4. Material cost of SCIM and WFFSM.

Motor Parts
SCIM WFFSM

Mass (Kg) Cost (€/Kg) Mass (Kg) Cost (€/Kg)

Stator 17.60 1 17.30 1

Rotor 15.20 1 8.36 1

Copper coils 2.45 7 5.68 7

Aluminum bars 1.01 3.5 - -

In summary, the results in Table 3 validate the sizing and analytical modeling tech-
niques developed in this study, with good agreement between the analytical and FEA
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calculations for both motors, which successfully achieve the prescribed design targets with
only marginal differences. The comparative performance tradeoffs between the SCIM and
WFFSM highlight that electrical machine design inherently requires balancing strengths
and weaknesses based on the intended application. This interim study shows that the
SCIM provides lower material cost, torque ripple, and core losses compared with higher
torque-per-mass ratio, efficiency, and power factor recorded in the WFFSM. While this
initial comparative study reveals distinct performance advantages of both the SCIM and the
WFFSM, more extensive and robust multi-objective optimization is required before defini-
tive conclusions can be made regarding the ideal machine design for a given application
based on factors such as cost, efficiency, power density, and power quality.

5. Conclusions

In this paper, we present the design process and analytical performance calculations
for two different types of brushless motors: SCIM and WFFSM. The design process for both
motors involves determining the design specifications, calculating the flux densities and
current densities, sizing the stator and rotor components, verifying electric and magnetic
loadings, and computing various performance metrics such as torque, efficiency, and power
factor. A comparative analysis of the performance of both motors under transient FEA
steady-state and dynamic on-load conditions is then undertaken after the initial sizing
study. The study reveals key differences between the SCIM and WFFSM.

The transient analysis shows the SCIM reaches steady state in 0.8 s, while the WFFSM
takes 4 s to synchronize and stabilize. The SCIM exhibits a starting torque of 142 Nm, close
to three times its 48.5 Nm rated torque. In contrast, the WFFSM has no inherent starting
torque but can rise to four times the nominal torque to potentially achieve a higher peak
power output.

The SCIM’s simple squirrel-cage design enables quick starts but requires slip for
induction torque production. At a nominal rated load, the SCIM operates with a 5% steady-
state slip. In comparison, the WFFSM achieves synchronous speed but needs external
methods for starting. The WFFSM also demonstrates superior efficiency across the load
range due to stable and higher operating speed, exceeding 96% at below (0.75 p.u.) and
above (1.5 p.u.) rated load.

With a higher torque-to-mass ratio of 1.57 Nm/kg versus 1.34 Nm/kg for the SCIM,
the WFFSM provides superior power density, offsetting its 27% higher material costs. For
budget-driven applications, comprehensive cost analysis beyond initial material costs,
evaluating maintenance, operational expenses, and motor lifecycle costs is imperative.

In conclusion, the SCIM and WFFSM offer complementary strengths and weaknesses.
The selection of the appropriate motor type should carefully consider the specific applica-
tion requirements, balancing the advantages of each motor type with potential drawbacks.
Therefore, this initial comparative study of the SCIM and WFFSM reveals distinct ad-
vantages and tradeoffs for each machine type to inform more extensive multi-objective
optimization and design decisions.
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Abstract: In this paper, we present an electric field analysis for the optimal structural design of
lightning rods for high performance with a charge transfer system (CTS). In the case of a conventional
rod that is produced with an empirical design and structure without quantitative data because the
design is structurally very simple, only the materials and radius of curvature of the lightning rod to
concentrate the electric field at the tip part of the rod are considered. Recently, the development of
new types of lightning rods, such as early streamer emission (ESE) and charge transfer system (CTS),
has been introduced through simulation analysis and experiments, but detailed specifications and
information about the optimal design and structure have not been fully reported. In this paper, we
performed an electric field analysis of the structures and materials for the optimal structural design of
lightning rods with a function of CTS through computer software analysis with consideration for the
radius of curvature, the size of corona ring, and optimal position (X-axis and Y-axis) of the floating
electrode. For optimal structural design of lightning rods based on electric field analysis, we used
a source of lightning voltage with 1.2/50 μs based on a double exponential equation. The results
revealed that the electric field on the relaxation part decreases as the radius of curvature and corona
ring increases. For the radius of curvature, the electric field first decreases and then increases with
increasing radius of curvature and reaches a minimum at 7 mm and a maximum above 8 mm. For the
case of the corona ring, the electric field decreases with increasing corona ring, and the optimal size of
the corona ring was selected as 4 mm; the size of the 4 mm corona ring uniformly formed the electric
field both at the tip part of the ground current collector and the corona ring. For the electric field
concentration part, we found that the optimal X-axis position of the floating electrode and the Y-axis
position between the ionizer conductor and floating electrode are 7 mm and 0.1 mm, respectively.
These simulation results in this paper are expected to provide useful information for the design of
optimized CTS-type lightning rods.

Keywords: lightning rod protection; charge transfer system (CTS); electric field analysis; numerical
analysis; optimal design; finite element method; corona discharge; air insulation

MSC: 65K10

1. Introduction

Direct or indirect lightning strikes cause power outages, forest fires, and other damages
to various electronic systems as well as infrastructure, with associated costs of billions
of euros each year [1,2]. Despite technological advances, lightning protection rods still
rely on the nearly 300-year-old basic concept of the lightning rod as invented by Benjamin
Franklin [3].

The purpose of a lightning rod is to induce lightning strikes at a particular point with
a very sharp tip and low-impedance paths for concentrating the local electric field from
direct or indirect lightning strikes. In the case of conventional Franklin lightning rods, the
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structure and design are very simple; in other words, only the materials, radius of curvature,
installation position, height and quantity needed to induce a high local electric field at
the tip part of the Franklin rod after lightning strikes need to be considered. However,
recently the structure and design of lightning rods have been advanced and diversified, and
various types of lightning rods have been developed and introduced, such as early streamer
emission (ESE) and charge transfer system (CTS), to effectively protect facilities from
indirect or direct lightning strikes [4–6]. In other words, to ensure optimal performance,
quantitative analysis of the structures and materials of various types of lightning rods is
required. However, studies do not report detailed specifications and information on the
structures and materials utilized.

For this reason, a lot of work has recently been devoted to improving lightning rods
based on the results of simulation analysis and experimentation methods that quantitatively
optimize the performance of lightning rods. Dong-Jin Kim et al. [7] suggested the HEC
(Hybrid ESE Conductor) method, which mixes a horizontal conductor and an ESE lightning
rod. Their results revealed that the starting point of a corona discharge current is low, and
HEC is efficient for lightning protection compared with other methods based on experiment
and simulation analysis. Vernon Cooray and Marley Becerra et al. [8,9] investigated the
early streamer emission-enhanced ionizing air terminal and multi-points discharge system
and conceptual future methods of lightning protection; the ESE lightning rod proposed
in NF C 17-102 was compared to the conventional Franklin rods proposed in IEC 62305
using simulation analysis under laboratory conditions. Myung-Ki Baek et al. [10] presented
a numerical analysis method and experimental results for the discharge characteristic
associated with the presence of a floating conductor with consideration of space charge
on the surface of the floating electrode. The results revealed that the floating conductor
can generate more electrons than other discharge systems without the floating electrode
and that the corona discharge can be controlled using a floating conductor. Bok-hee Lee
et al. [11,12] have introduced simulation analysis and experimentation for the validation of
the CTS-type lightning rods. They introduced a new type of CTS lightning rod consisting of
a floating electrode, 250 brushes, and a cylindrical conducting body. Their results obtained
by experiment and simulation analysis showed the CTS-type lightning rods significantly
decreased electric field intensification, which reduced the probability of direct lightning
strikes. Thomas Produit et al. [13] suggested a new approach for diverting lightning strikes:
the laser lightning rod. For experiment and validation of the laser’s ability to initiate
upward discharge from the tip of a lightning rod, the laser experiment at Säntis Tower was
conducted. The results revealed that lasers would allow the protection of industrial sites,
including chemical and nuclear power plants, and that creating protected corridors along
runways would reduce breaks in airport operations during thunderstorms. However, in
the aforementioned studies, a lot of them have only focused on the technology as well as
the modification of the structure and shape. In other words, the detailed specifications and
information about the optimal design and structure of lightning rods for high performance
were not fully reported quantitatively.

From this perspective, the scientific aim of our research work is to investigate the
electric potential and electric field distribution for the optimal design of lightning rods that
have a charge transfer system (CTS) using a finite element method (FEM). In CTS-type
lightning rods, the most important factors for optimal design are divided into two parts:
the electric field concentration part and the electric field relaxation part. The optimal design
of CTS-type lightning rods in two parts could be to create a non-uniform electric field with
a large electric field enhancement, which can delay the upward streamer by generating a
corona discharge in the air insulation system [14,15].

In this paper, there are two important parts needed to obtain an optimal design of
CTS-type lightning rods. For the electric field relaxation part, we considered the variables
of radius of curvature and corona ring size. To maximize the electric field concentration
between the ionizer conductor and floating electrode, the positions of the X-axis and Y-axis
were varied.
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In this paper, Section 1 describes the introduction of the research work, Section 2
presents a model for electric field analysis and a detailed description of the analysis ap-
proach, Section 3 describes the results and discussion, and Section 4 presents the final
conclusions and future directions of the research in this field. These simulation results are
expected to offer useful information for optimizing the design of CTS-type lightning rods
as well as lightning rods of other types.

2. Modeling for Electric Field Analysis

The optimized design for CTS-type lightning rods has focused on electric field distribu-
tion under lightning impulse voltage using an FEA software package. The basic equations
used to calculate the electric field are Maxwell’s equations [16], as follows:

div D = ρcharge density (1)

D = εE (2)

E = ∇V (3)

The general expression of Poisson’s equation for electric field analysis from the above
three Equations (1)–(3) is as follows [17]:

div εr·(−∇E) = ρspace charge (4)

where εr is the relative permittivity of each material and E is the electric field. In this paper,
space charge ρ is negligible such that ρ = 0, i.e.,

Calculation of current density depending on time variation can be expressed as a
current continuity equation, and the relationship between current density and bulk charge
density satisfies the current continuity equation, as follows:

∇·J = δρcharge density

δt
(5)

by substituting Formula (4) into Equation (5), the relationship between current density and
field strength can be established.

∇·
(

J + ε
δE
δt

)
= 0, (6)

if the current density conforms to Ohm’s Law:

J = σE (7)

where J is the current density, and it can be calculated following Equation (6) from Equations
(5)–(7) using Ohm’s law as follows:

∇·(σE) = ∇·J = 0 (8)

where σ is the electrical conductivity of each material, and the electric field is determined
by the conductivity from Equation (8).

By substituting Equation (8) into Equation (5), the current continuity equation can be
expressed as Equations (9) and (10) as follows:

∇·(σE) +
δρ

δt
= 0 (9)

∇·
(

σE +
δE
δt

)
= 0 (10)

Since the electric field is the result of the spatial differentiation of the electric potential,
it can be expressed as follows:

∇·(−σ∇V) = 0 (11)
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Table 1 describes the significance of various abbreviations and acronyms used through-
out the paper.

Table 1. Abbreviations and acronyms used in this paper.

Symbol Meaning

D Electric flux density
V Electric potential
εr Relative permittivity
ρ Charge density
J Current density
σ Electric conductivity

Figure 1 shows computer-aided numerical model geometry in COMSOL Multiphysics.
In order to perform the electric field analysis of the CTS-type lightning rod under lightning
impulse voltage, it is necessary to understand the structure of the model and the type
of materials. The CTS-type lightning rod consists of not only copper and aluminum
conductors but also ionizer conductors and insulating support structures such as epoxy
resin, as shown in Figure 1. Equations (5), (8) and (11) are applied to all areas of the
simulation model as shown in Figure 1. In addition, the zero charge node adds the
condition that there is zero charge on the boundary n·D = 0. This is the default boundary
condition for exterior boundaries. At interior boundaries, it means that no displacement
field can penetrate the boundary and that the electric potential is discontinuous across the
boundary. The boundary condition for V in Figure 1 is applied to the ground and CTS-type
lightning rod as V = 0, while the electric potential considers that the potential voltage is
300 kV (standard lightning impulse voltage is applied until 1.2 μs. The air space between
the tip part of the ground current collector and the opposite conductor is 300 mm.

Figure 1. Computer-aided design representation of the numerical model geometry.
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The following Table 2 describes the name and function of the main components used
throughout the paper [18,19].

Table 2. Name and function of the main components of a CTS-type lightning rod.

Name Material
Functions of the Main

Component
Relative

Permittivity (εr)
Conductivity (S/m)

1 Tip part of the ground
current collector Copper Electric field relaxation part 1 1.6 × 107

2 Insulation support Epoxy resin Insulation support for fixing a
floating electrode 4.2 3.8 × 1015

3 Floating electrode Aluminum
Electric field concentration

between the ionizer conductor
and floating electrode

1 3.5 × 107

4 Ionizer conductor Copper
Electric field concentration

between the ionizer conductor
and floating electrode

1 1.6 × 107

5 Air insulation Air - 1 2.6 × 10−17

Figure 2 shows the main two parts of this simulation: one part is electric field relax-
ation, and another part is electric field concentration. The main concept of the CTS lightning
rod is to form a non-uniform electric field with a large electric field enhancement at the
point of the electric field concentration part to delay the upward streamer. However, the tip
part of the ground current collector suppresses the upward streamer through electric field
relaxation.

Figure 2. Main measuring points (E1, E2: part for electric field relaxation; E3, E4: part for electric field
concentration)

3. Results and Discussion

3.1. Electric Field Relaxation Part

Figure 3 shows the results of the electric field distribution (contour) and electric
potential (solid line) depending on the radius of curvature of the tip part of the grounding
current collector in air insulation under 300 kV impulse voltage. The E1 is a maximum
electric field at the tip part of the grounding current collector, ratedec. is the decrease rate
(%) of the electric field compared with the reference model (2 mm). To reduce the electric
field on the relaxation part, the radius of curvature was changed from 2 mm to 8 mm.
The electric field decreases with increasing radius of curvature and reaches a minimum
at 7 mm (E1: 4.88 kV/mm, ratedec.: −23%), and then the electric field shows an increasing
trend at 8 mm (5.21 kV/mm, ratedec.: −17%), as shown in Figure 4. The electric potential
also widens the contour gap with increasing radius of curvature; the electric potential
distribution at 8 mm curvature radius is formed in the vicinity of the tip part of the ground
current collector as dense contour lines.
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2 mm (reference model) 4 mm 

 
6 mm 

 
8 mm 

  6.31 kV/mm 5.25 kV/mm 4.91 kV/mm 5.21 kV/mm 
 - −17% −22% −17% 

Figure 3. Electric field (contour) and electric potential distribution (solid line) based on the radius of
curvature [mm] under lightning impulse voltage.

 
Figure 4. Electric field level based on the radius of curvature.

The reason for the increased electric field at 8 mm radius of curvature is that the
tip part of the grounding current collector formed a complete spherical shape at 8 mm
radius of curvature, and the electric field was concentrated in the vicinity of the sphere
tip part. From the above results, we selected the optimal curvature radius as 7 mm in this
simulation model.

Figure 5 shows the electric field and electric potential distribution depending on the
size of the corona ring. To reduce the electric field concentration, the size of the corona
ring was changed from 2 mm to 15 mm. Electric field and electric potential were measured
at three points (E1, E2 and E3) to select the optimal design criteria. The E1ratedec. And
E3ratedec. In Figure 5 are the electric field decrease rates at points E1 and E3, respectively,
compared to the model without the corona ring.
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4 mm 
 

6 mm 
 

8 mm 
 

10 mm 
  3.47 kV/mm 2.61 kV/mm 1.89 kV/mm 1.37 kV/mm 

 −28% −46% −61% −71% 
  3.90 kV/mm 3.12 kV/mm 2.56 kV/mm 2.18 kV/mm 
  2.43 kV/mm 1.99 kV/mm 1.51 kV/mm 1.10 kV/mm 

 −8.1% −24% −42% −58% 

Figure 5. Electric field (contour) and electric potential distribution (solid line) depending on the size
of the corona ring [mm] under lightning impulse voltage.

The results revealed that the electric field at both the tip part of the ground current
collector and the corona ring part decreases with increasing the size of the corona ring. In
other words, it is found that the corona ring with a large radius of curvature has a definite
effect on the electric field relaxation of the tip part compared with the model without a
corona ring. However, in order to design a CTS-type lightning rod, the following two
points should be considered.

(1) There should be uniform electric field formation in both the corona ring (E2) and
the tip part of the grounding current collector (E1).

(2) There should be no reduction in the electric field of the ionizer conductor (E3) due
to the increase in the corona ring size.

As shown in Figure 6, the electric field of the E1 part is relaxed, and the electric field of
the E3 part is also relaxed at the same time as the size of the corona ring increases.

Figure 6. Electric field level depending on the size of the corona ring compared with that without a
corona ring.
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Firstly, the difference between E1 and E2 was calculated and compared according to
the corona ring size to select the corona ring size where the electric field difference between
the corona ring part and the tip part of the grounding current collector was the minimum.
The minimum difference between E1 and E2 depending on corona ring size was 4 mm,
as shown in Figure 6. On the other hand, as the corona ring size increases, it might be
possible that the electric field concentration occurs at the corona ring part, and it could be
the starting point of early corona discharge inception under a high electric field.

Secondly, the electric field of E3 is higher than that of others at the 3 mm corona ring,
compared to the 3 mm corona ring, the size with the lowest E3ratedec. were 2 mm and 4 mm.
From the above results, we selected an optimal design that satisfies two conditions; the
most reasonable design was the 4 mm corona ring.

3.2. Local Electric Field Concentration Part

Figure 7 shows the locations of the variable Y-axis and X-axis for simulation. In this
Section 3.2, we have focused on electric field concentration, which is different from the
results of Section 3.1’s electric field relaxation. The reference X-axis and Y-axis are 3 mm
and 6 mm, respectively. In the case of the Y-axis, the simulation analysis was conducted
by changing from 0.05 mm to 5 mm based on the reference model. The X-axis was also
changed from 4 mm to 9 mm. The results revealed that the electric field increases with a
decreasing air space by adjusting the Y-axis position of the floating electrode, as shown
in Figure 8. The electric field strength at 0.1 mm of air space was higher than that of the
other results for air space (mm). In other words, when the air space is above 1 mm, the
electric field decreases by 30% compared to the 0.1 mm air space. The discussion on electric
field distribution according to variable air space has been discussed by introducing the
electron mean free path (MFP) theory in our previous research work [19]. If the air space is
too far, the generated free electron could not excite another free electron for the electron
avalanche between the ionizer conductor and grounding current collector. In other words,
the first free electron cannot play a role as the seed of the secondary and tertiary electron
avalanches [20]. In contrast, if the floating electrode is located near the ionizer conductor,
the positive and negative charges are equally induced on the ionizer conductor and the
floating electrode, and then the local electric field strength near them increases. This electric
field concentration can cause the ionization process of the surrounding air insulation, and
the corona discharge could have a different starting point at the electric field concentration
part than at other parts [21].

Figure 7. Locations of X-axis and Y-axis for simulation analysis.
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Figure 8. Electric field results according to different Y-axis distances.

For the results of the variable X-axis as shown in Figure 9, element design was per-
formed to increase the maximum electric field value by adjusting the X-axis position of
the floating electrode. As a result, it is found that the high electric field distribution is
formed at positions where the ionizer conductor and the floating electrode tip part coincide
with each other. In addition, the distance of the electric potential line was densely formed
at 7 mm on the X-axis model. In the case of a 7 mm X-axis, the maximum electric field
value was 4.72 kV/mm, and the electric field value gradually decreased when moved away
by ±1 mm from the 7 mm X-axis. In our work, it is possible to reduce the electric field
strength of the tip part of the grounding current collector by introducing the optimum
design of curvature radius and corona ring. By introducing the optimal distance of X-axis
and Y-axis, a high local electric field can be formed between the ionizer conductor and the
floating electrode.

 

Figure 9. Electric field results according to different X-axis distances.

From the above results, if the maximum electric field distribution is formed at the
electric field concentration part rather than the tip part of the ground current collector, the
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concentration part could be causing the very first ionization and the starting point of early
corona discharge inception under a high electric field as a possibility.

However, further experimental research is needed for validation of the above simula-
tion research on the optimal design of CTS-type lightning rods in terms of electric potential
and electric field distribution. Also, consideration of the temperature parameter is needed.
The characteristics of conductivity materials are dependent on temperature variation by
concentrated local electric field distribution.

4. Conclusions

Some researchers have focused more on the performance improvement of lightning
rods according to modifications of the structure and shape than the optimal design and
performance improvement based on quantitative data. For the aforementioned reason, it
is not possible to obtain a detailed rationale for the location and size of each component.
This research work has focused on the optimal design of CTS-type lightning rods for high
performance. To investigate the optimal structure design, the following four factors are
considered:

(1) Radius of curvature (electric field relaxation)
(2) Corona ring size (electric field relaxation)
(3) The position of the floating electrode in the direction of the X-axis (electric field

concentration)
(4) The position of the floating electrode in the direction of the Y-axis (electric field

concentration)

The results for electric field relaxation revealed that the electric field decreases with
increasing radius of curvature and reaches a minimum at 7 mm, with an increasing trend
above 8 mm. In addition, electric potential distribution also widens the contour gap with
increasing radius of curvature at 7 mm. From the above results, we selected an optimized
radius of curvature of 7 mm.

For the optimized size of the corona ring, the electric field of both parts (the tip part of
the ground current collector and the corona ring part) decreases with increasing the size of
the corona ring. We found that the optimized size of the corona ring was 4 mm due to the
following two factors:

(1) Uniform electric field formation, both at the corona ring and tip part of the grounding
current collector.

(2) The reduction in the electric field of the ionizer conductor due to the increase in corona
ring size.

The optimized position of the floating electrode in the direction of the X-axis and
Y-axis was 7 mm and 0.1 mm, respectively. If it is possible to locate the floating electrode
near the ionizer conductor, the positive and negative charges are equally induced on the
ionizer conductor and a floating electrode, and then the local electric field strength near
them increases. In addition, this electric field concentration can cause the ionization of the
surrounding air insulation, and the corona discharge could have a different starting point
at the electric field concentration part than other parts.

For further work, experiments on the optimized design of a CTS-type lightning rod
under standard lightning impulse voltage should be performed while considering neigh-
boring grounded objects. Besides, a comparison with experimental and simulation results
should be performed. For further computational work, some parameters such as electron
mobility, positive and negative ion mobility under high electric field distribution, tempera-
ture, and melting of the electrode as a result of a local heat source from a lightning strike
should be considered. A comparison between a conventional lighting rod and a CTS-type
lightning rod should be performed to verify the performance of the CTS-type lightning rod.

Author Contributions: K.-H.J., contributed to conceptualization, methodology, analysis, and writ-
ing. S.-W.S., contributed to validation, formal analysis, data curation, and visualization. D.-J.K.,

52



Mathematics 2023, 11, 1668

contributed to reviewing and editing. All authors have read and agreed to the published version of
the manuscript.

Funding: This study was supported by the Korea Institute of Energy Technology Evaluation and
Planning (KETEP), and we were granted financial resources from the Ministry of Trade, Industry and
Energy (MOTIE) (20212020800090, Development and Demonstration of Energy-Efficiency Enhanced
Technology for Temperature-Controlled Transportation and Logistics Center).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Lightning Costs and Losses from Attributed Sources, Lightning Costs and Losses from Attributed Sources—National Lightning
Safety Institute. 2020. Available online: https://lightningelectricity.com/ (accessed on 22 March 2020).

2. Facts + Statistics: Lightning. 2022. Available online: https://www.iii.org/fact-statistic/facts-statistics-lightning (accessed on 22
March 2020).

3. History.com Editors. Benjamin Franklin. A&E Television Networks, 2022 (Last Updated). Available online: https://www.history.
com/topics/american-revolution/benjamin-franklin (accessed on 22 March 2022).

4. Kim, H.-G.; Lee, K.-S. The Change of Lightning Air Terminal and Trend of the World. In Proceedings of the International
Symposium on High Voltage Engineering, Hannover, Germany, 22–26 August 2011.

5. Cooray, V. The Similarity of the Action of Franklin and ESE Lightning Rods under Natural Conditions. Atmosphere 2018, 9, 225.
[CrossRef]

6. Cooray, V. Non-Conventional Lightning Protection System. In Proceedings of the 30th International Conference on Lightning
Protection (ICLP), Cagliari, Italy, 13–17 September 2010.

7. Kim, D.-J. A Study on the HEC (Hybrid ESE Conductor) Method for Lightning Protection of Buildings. Trans. Korean Inst. Electr.
Eng. 2008, 57, 2.

8. Mladen, B. Early Streamer Emission Vs Conventional Lightning Protection Systems. B&H Electr. Eng. 2019, 13, 24–34.
9. Becerra, M.; Cooray, V. The Early Streamer Emission Principle Does Not Work Under Natural Lightning. In Proceedings of the

International Symposium on Lightning Protection, Foz do Iguaçu, Brazil, 26–30 November 2007.
10. Baek, M.K.; Chung, Y.K.; Park, I.H. Experiment and Analysis for Effect of Floating Conductor on Electric Discharge Characteristic.

IEEE Trans. Magn. 2013, 49, 5. [CrossRef]
11. Lee, B.-H. Effect of the Corona Shield of the OMNI Bipolar Conventional Air Terminals. In Proceedings of the 2016 International

Conference on ElectroMagnetic Interference & Compatibility (INCEMIC), Bengaluru, India, 8–9 December 2016.
12. Lee, B.-H. Analysis and Test on Electric Field Concentration Effect of Bipolar Conventional Air Terminal. In Proceedings of the

International Conference on Lightning Protection (ICLP), Shanghai, China, 11–18 October 2014.
13. Produit, T. The Laser Lightning Rod Project. Eur. Phys. J. Appl. Phys. 2020, 92, 30501. [CrossRef]
14. Jang, K.-H. Corona Discharge Behaviors with Presence of Floating Electrode in Air Insulation using Numerical Model Analysis. J.

Mater. Sci. Manuf. Res. 2023, 4, 1–4. [CrossRef]
15. Jang, K.-H. Numerical Simulation Analysis on Non-Conventional Lightning Protection System. In Proceedings of the IEEE 4th

Eurasia Conference on IOT, Communication and Engineering (ECICE), Yunlin, Taiwan, 28–30 October 2022.
16. Jackson, J.D. Classical Electrodynamics, 3rd ed.; Wiley: New York, NY, USA, 1999.
17. Benguesmia, H.; M’ziou, N. Simulation of the Potential and Electric Field Distribution on High Voltage Insulator using the Finite

Element Method. Diagnostyka 2018, 19, 2. [CrossRef]
18. Shi, Y.; Xie, G.; Wang, Q. Simulation Analysis and Calculation of Electric Field Distribution Characteristics of UHV Wall Bushing.

In Proceedings of the 4th International Conference on Electrical Engineering and Green Energy CEEGE, Munich, Germany, 10–13
June 2021.

19. Liao, L.; Xue, T.; Xiong, J.; Lu, B. Research on the Influence of the Relative Permittivity of the Reinforced Insulation of the Cable
Intermediate Joint on the Electric Field Intensity. J. Phys. Conf. Ser. 2021, 1815, 012037. [CrossRef]

20. Jang, K.-H.; Seo, S.-W.; Kim, D.-J. Electric Field Analysis on the Corona Discharge Phenomenon according to the Variable Air
Space between the Ionizer and Ground Current Collector. Appl. Syst. Innov. 2023, 6, 10. [CrossRef]

21. Lee, J.-H. Local Electric Field Analysis for Evaluation of Charge Transfer System Using Sequential Subwindow Technique. IEEE
Trans. Magn. 2004, 40, 2. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

53



Citation: Paramonov, A.;

Oshurbekov, S.; Kazakbaev, V.;

Prakht, V.; Dmitrievskii, V.

Investigation of the Effect of the

Voltage Drop and Cable Length on

the Success of Starting the Line-Start

Permanent Magnet Motor in the

Drive of a Centrifugal Pump Unit.

Mathematics 2023, 11, 646. https://

doi.org/10.3390/math11030646

Academic Editors: Udochukwu

B. Akuru, Ogbonnaya I. Okoro and

Yacine Amara

Received: 21 December 2022

Revised: 22 January 2023

Accepted: 24 January 2023

Published: 27 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Investigation of the Effect of the Voltage Drop and Cable
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Abstract: The use of Line-Start Permanent Magnet Synchronous Motors (LSPMSM) improves the
efficiency of conventional direct-on-line electric motor-driven fluid machinery such as pumps and
fans. Such motors have increased efficiency compared to induction motors and do not have an
excitation winding compared to classical synchronous motors with an excitation winding. However,
LSPMSMs have difficulty in starting mechanisms with a high moment of inertia. This problem can
be exacerbated by a reduced supply network voltage and a voltage drop on the cable. This article
investigates the transients during the startup of an industrial centrifugal pump with a line-start
permanent magnet synchronous motor. The simulation results showed that when the voltage on the
motor terminals is reduced by 10%, the synchronization is delayed. The use of the cable also leads to
a reduction in the voltage at the motor terminals in a steady state, but the time synchronization delay
is more significant than that with a corresponding reduction in the supply voltage. The considered
simulation example shows that the line-start permanent magnet synchronous motor has no problems
with starting the pumping unit, even with a reduced supply voltage. The conclusions of this paper
support a wider use of energy-efficient electric motors and can be used when selecting an electric
motor to drive a centrifugal pump.

Keywords: line-start permanent magnet synchronous motor; centrifugal pumps; electric motors;
energy efficiency class; energy saving; motor starting

MSC: 00A06

1. Introduction

At present, most typical industrial mechanisms (pumps, fans, blowers, compressors, etc.)
of medium and small power with a direct start from the mains are driven by induction
motors (IMs) [1–4]. IMs are reliable and affordable [5], but their significant drawback is their
relatively low efficiency. For this reason, they usually have a relatively low energy efficiency
class, not exceeding IE3, in accordance with the IEC 60034-30-2 standard “Rotating electric
machines—Part 30-2: efficiency class of variable speed AC motors (IE code)” [6]. Rising
prices for electricity [7], the tightening of the requirements of the European regulator for
the energy efficiency of electric motors used in enterprises [8] and requirements to reduce
CO2 consumption [9] force enterprises to use more efficient motors. However, improving
the efficiency of induction motors leads to a significant increase in the cost and dimensions
of the machine [1].

Linear start permanent magnet motors (LSPMSMs) can be a more energy-efficient
alternative in direct-on-line start applications compared to induction motors. LSPMSMs
have a stator design similar to IMs, a squirrel cage and permanent magnets on the rotor.
LSPMSMs are already commercially available as general-purpose motors [10–12] and as
part of a compressor drive [13]. Due to their principle of operation, such motors can have an
IE4 energy efficiency class and higher, without going beyond the dimensions of induction
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motors with the IE3 efficiency class [14] and a constant operating speed, which may be
necessary in some applications, such as weaving machines. The use of such motors is
limited by their high cost and the technological dependence of their manufacture on the
availability of rare earth magnets (China is the main supplier of rare earth magnets).

In addition to this, the LSPMSM has limits on the moment of inertia of the loading
mechanism. This is due to the fact that, when starting, the motor works in an asynchronous
mode. In this case, the positive torque is characterized as the asynchronous torque of the
short-circuited winding, and the magnets create an oscillating torque. If the moment of
inertia is large enough, the speed fluctuations are flattened, and, like an induction motor,
the LSPMSM does not reach synchronous speed and has a slip at the steady state.

As the inertia decreases, the fluctuations of the speed caused by the fluctuations of
the torque increase. The synchronization process is observed when the speed fluctuations
are sufficient to achieve synchronous speed. As a rule, in this case, the speed exceeds
the synchronous speed, after which calming down follows, i.e., the speed stabilizes and
becomes equal to the synchronous speed. The critical moment of inertia of the loading
mechanism (the value of the maximum moment of inertia of the loading mechanism
with which the LSPMSM synchronization is successful) is indicated in the catalogs of
commercially produced LSPMSMs [10–12]. Figure 1 compares the IM and LSPMSM designs.
In addition to the use of more energy-efficient motors, an increase in the efficiency of
pump units can be achieved through the use of frequency converters [15,16], but such an
improvement in efficiency requires a significant increase in capital costs.

  
(a) (b) 

Figure 1. Sketches of electric motors. (a) Induction motor (IM); (b) Line-start permanent magnet
synchronous motor (LSPMSM).

In energy-saving drives, it is also possible to use a converter-fed PMSM without
starting winding [17]. However, the use of a frequency converter leads to a significant
increase in the cost of the drive. This increase is especially significant for low-power
general-purpose drives, for which the cost of the converter can be several times higher than
the cost of the motor.

The starting processes of LSPMSM in the drives of a piston pump [18] and a centrifugal
fan [19] were studied. In [18], simulation in Matlab Simulink is given, based on the results
from which the data of the torque and current of the LSPMSM were obtained during the
start-up and operation in a steady state. In [19], dynamic processes in LSPMSM under fan
load were studied. It was found that the start of the fan with a direct start from the network
can be implemented by regulating the air flow by throttling. However, there is a lack of
research into the process of starting LSPMSM as part of a centrifugal pump. Compared to
centrifugal fans, in which the working fluid is a gas, in pumping systems, it is a liquid. A
distinctive feature of the liquid is its high density and, hence, a significant kinetic energy
accumulated in the pipes.

Typically, the LSPMSM start-up process is investigated at the rated value and frequency
of the sinusoidal voltage, without taking into account the voltage drop and the drop in
the cable in particular. There are also studies that study the start of LSPMSM [20] and the
operation of LSPMSM with distorted voltage [21,22], studies that study the start of IM with
reduced voltage [23–25] and studies that take into account the effect of the cable [23–25].
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However, studies on the assessment of the effect of a decrease in the mains voltage and the
effect of a cable on the start of an LSPMSM are not presented in the literature.

The starting current of LSPMSMs is five to seven times greater than the rated one,
which can cause an additional voltage drop both on the cable and on the internal impedance
of the supply transformer. In addition, in the asynchronous mode, the frequency of
the electromotive force (EMF) generated by the LSPMSM magnets does not match the
frequency of the mains voltage, that is, the action of magnets is equivalent to the action
of a closed-circuit generator on the resistance of the winding and the resistance of the
network supplying the motor (total impedance of the cable, transformer and other network
elements). Thus, magnets not only create an oscillatory torque. Therefore, with an increase
in resistance due to the cable, the power of the “generator” and the braking torque increase,
which additionally complicates synchronization. As a result, synchronization may not
occur, the motor speed will fluctuate at speeds below the synchronous speed and the
motor current will pulsate and reach the starting level. Such conditions during prolonged
operation lead to the failure of the LSPMSM.

This article, which fills in the gaps noted above in previous studies, is devoted to
assessing the success of the synchronization of an LSPMSM as a part of a centrifugal pump
unit, taking into account the reduced supply voltage and the influence of the cable. The
success of the synchronization is determined using a lumped parameter model, due to the
simplicity of the model and the fewer computational efforts required. The parameters for
such a model can be determined as a result of the motor’s tests or by calculation, if the
details of the motor design are known. To obtain the results of this study, the processes of
starting a four-pole LSPMSM in centrifugal pump units of capacities of 0.55 kW and 3 kW
are considered. Motors of two power ratings are considered to compare the effect of the
cable on the starting process of motors of different powers.

The choice of such a range of rated power of motors for research is due to the fact
that, at present, only low-power LSPMSMs are available on the general-purpose motor
market [12], which is associated with their increased cost compared to that of IM. Another
reason is that, with an increase in the power rating, the available energy efficiency class of
mass-produced IMs increases [26]. Additionally, for medium and high powers, it becomes
more feasible to use a variable frequency drive.

2. Problem Statement

Figure 2 shows the layout of the pump unit under consideration. The LSPMSM is
powered by the three-phase 400 V, 50 Hz voltage via the cable.

Figure 2. Diagram of the pump unit under consideration. Here, iabc and uabc are the mains phase
currents and mains voltage; ω is the mechanical angular frequency; T is the shaft torque; q is the
pump volume flow rate.

The IEC 60038 standard [27] regulates the tolerance to ±10% of the rated phase-to-
neutral voltage and additionally allows for a 4% voltage drop due to the connecting cable
and ancillary equipment in a steady state. Based on this, the motor start is simulated at a
reduced voltage equal to 90% of the rated value. The motor shaft is connected directly to
the shaft of a centrifugal pump “Wilo-VeroLine-IPL 65/130” [28], which pumps liquid from
one reservoir (tank) to another. The fluid flow enters through a pipe and is regulated by a
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valve. The model was developed in Matlab Simulink. This scheme is typical for separately
operating horizontal pumps.

The following assumptions were made to model the system under consideration:

• The fluid is incompressible;
• Only one pump unit operates in the pipeline;
• All hydraulic resistances (such as couplings, filters, etc.), except for the valve resistance,

are reduced to one hydraulic diameter and to one pipeline;
• There are no leaks in the hydraulic system.

3. Hydraulic System Model

Similarity laws are used to calculate the pressure drop at different angular speeds. The
volume flow is calculated using the following formula [29]:

q = qref·(ω/ωref); (1)

where qref is the volume flow rate of the pump at the rated speed according to the catalog
data; ω—the angular frequency of the rotation of the pump shaft; ωref—the rated angular
frequency of the rotation of the pump shaft.

The differential pressure is calculated using the following formula:

p = pref·ρ/ρref·(ω/ωref)
2; (2)

where pref is the differential pressure at the rated speed and the rated density, according to
the catalog; ρ is the density of the pumped liquid; ρref is the rated density of the pumped
liquid.

The mechanical power consumed by the pump is determined according to the follow-
ing equation:

N = Nref· ρ/ρref·(ω/ωref)
3; (3)

where Nref is the mechanical power at the rated speed of the pump. The mechanical torque
of the pump is:

T = N/ω. (4)

The inertia of the fluid results in a pressure drop due to the change in the volume flow
rate of the fluid. This pressure drop Δp is determined by the following equation [30]:

Δp = ρ·L/A · dq/dt, (5)

where L is the length of the pipeline; A is the cross-sectional area of the pipe; t is the time
variable. The initial condition for the volume flow rate of the fluid is q = 0.

Regulation by means of a valve allows for changing the characteristics of the hydraulic
system by means of changing the degree of the valve opening. This method of regulation
allows for reducing the hydraulic power during the motor start-up and makes it possible
to adjust the operating point of the system throughout the entire life of the pump unit.
However, this control method creates additional hydraulic losses [31].

The simulation in this study is carried out in order to determine the conditions under
which the LSPMSM successfully enters into synchronism. For this reason, it is especially im-
portant to carefully simulate physical processes, including gas flows, occurring at rotation
speeds close to the synchronous one.

At sub-synchronous speeds, the phase shift between the motor current and voltage
changes slowly, and the LSPMSM alternates between the motor and generator modes until
synchronism is achieved. Therefore, for such an analysis, it is sufficient to use a quasi-static
model (quasi-stationary), i.e., a model in which, although the hydrodynamic quantities
in the elements of a liquid pipeline are assumed to be non-stationary, the relationships
connecting them do not contain time derivatives and do not depend on the previous state.
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4. LSPMSM Model

When modeling the LSPMSM, it is assumed that:

• The magnetic fields generated by the stator and rotor windings have a sinusoidal
spatial distribution;

• The magnetic permeability of the steel is constant;
• The stator and rotor windings are symmetrical;
• Each winding is powered by a separate source;
• The mains voltage phasor is constant throughout the entire starting process, and an

increase in the motor current does not cause a decrease in its amplitude;
• Magnetic core losses are not taken into account.

The system of ordinary differential LSPMSM equations to be solved is represented as:

dλsd/dt − Zp · λsq · dϕ/dt + Rs · Isd = Usd;
dλsq/dt + Zp·λsd·dϕ/dt + Rs · Isq = Usq;

dλ’rd/dt + r’d · I’rd = 0;
dλ’rq/dt + r’q · I’rq = 0;
I’rd = (λ’rd − λsd)/Lσd;

I’rq = (λ’rq − [λsq − λ’0])/Lσq;
Isd = λsd/Lsd − I’rd;

Isq = (λsq − λ’0)/Lsq − I’rq;
T = 3/2· Zp · (λsd · Isq − λsq · Isd);

J · d2ϕ /dt2 = T − Tload.

(6)

where Usd and Usq are the stator voltages along the d and q axes; Isd, Isq, I’rd and I’rq are the
stator and rotor currents; Lsd, Lsq, Lrd and Lrq are the stator and rotor total inductances; Lσd
and Lσq are the rotor leakage inductances; λsd, λsq, λ’rd and λ’rq are the stator and rotor
flux linkages; λ’0 is the permanent magnet flux linkage; ωr is the rotor electrical angular
frequency; Rs is the stator resistance; Zp is the number of motor pole pairs; r’rd and r’rq are
the rotor resistances; ϕ is the mechanical rotational angle equal to the integral of the motor
speed ω; T is the motor torque; Tload is the loading torque; J is the total moment of inertia.

All initial conditions are equal to zero, except for the stator flux along the q-axis
λsq.0 = λ’0. Figure 3 shows the implementation of equation system (6) in Simulink.

  
(a) (b) 

  
(c) (d) 

Figure 3. Simulink model of the LSPMSM motor in the d-q axes: (a) General view of the model; (b)
Calculation of stator currents; (c) Calculation of rotor currents; (d) Torque calculation.
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5. Model of the Pump Unit in Matlab Simulink and Parameters of the 0.55 kW Pump Unit

To simulate a pump unit, the Sim-scape/Fluids/Hydraulics library was used in
the Matlab Simulink environment, designed to simulate the movement of an ideal fluid.
Figure 4 shows a block diagram of the model under study in the Matlab Simulink envi-
ronment. The model uses the following fluid dynamics modeling blocks: Centrifugal
Pump [29], Hydraulic Pipeline [32], Fluid Inertia [30], Variable Area Hydraulic Orifice [33]
and Tank [34].

 

Figure 4. Implementation of the model of the pump unit with the LSPMSM drive in the
Matlab Simulink.

The LSPMSM, fed directly from the mains (“Discrete 3-phase Source”), is mechan-
ically connected directly to the shaft of a centrifugal pump (“Centrifugal Pump”). The
pump moves the working fluid from one reservoir to another (“Constant Head Tank” and
“Constant Head Tank”) through a pipe (“Hydraulic Pipeline”). The fluid flow is controlled
by a valve (“Variable Area Hydraulic Orifice”). Fluid inertia in the pipe is pointed out
with a separate element (“Fluid Inertia”). The load torque is measured between the motor
shaft and the pump shaft (“Ideal Torque Sensor”) and enters to the input of the motor unit.
The motor speed is transmitted to the input (“Ideal Angular Velocity Source”), after which
it is connected to the pump shaft. The fluid parameters are set in the block (“Hydraulic
Fluid”), and the solver parameters are set in the block (“Solver Configuration”). The pa-
rameterization of the model blocks is carried out in such a way that the pump in a steady
state operates within the limits of the operating curve given in the catalog. The LSPMSM
parameters (rated power 550 W, rated speed 1500 rpm) given in Table 1 were taken as
motor parameters.
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Table 1. 0.55 kW LSPMSM parameters.

Parameter Value

Rated power Prate, kW 0.55
Rated line-to-line voltage Urate, V 380

RMS rated stator current, A 1.11
Rated power factor 0.85

Rated frequency f, Hz 50
Pole pair number Zp 2

Stator phase resistance Rs, Ohm 15.3
Total direct inductance Ld, H 0.26

Total quadrature inductance Lq, H 0.15
Leakage direct inductance Lσd, H 0.038

Leakage quadrature inductance Lσq, H 0.051
Rotor direct resistance r’d, Ohm 9.24

Rotor quadrature resistance r’q, Ohm 10.1
Permanent magnet flux linkage λ’0, Wb 0.76

Motor inertia moment Jm, kg·m2 0.003
Pump impeller inertia moment Ji, kg·m2 0.00022

The model uses the parameters of a centrifugal pump with a steel impeller “Wilo-
VeroLine-IPL 65/130”. The catalog does not specify the moment of inertia, so the moment
of inertia of the impeller was assumed to be a tenth of the moment of inertia of the motor,
Ji = 0.1·Jm, as proposed for pump drives with an induction motor [35]. Given that the
moment of inertia of an M3BP80MA4 induction motor with a rated power of 0.55 kW and
a rated speed of 1406 rpm is Jm = 0.0022 kg·m2 [26], the moment of inertia of the pump
impeller is:

Ji = 0.1·Jm = 0.1·0.0022 = 0.00022 kg·m2. (7)

Table 2 shows the catalog characteristics of the pump. These characteristics correspond
to a rotational speed of 1450 rpm.

Table 2. 0.55 kW pump characteristics.

Flow Q, m3/h Pressure P, Pa Braking power Nm, W

4.77 54,229 239.15
10.00 53,304 300.71
19.97 52,259 418.44
29.82 44,691 502.98
39.73 31,490 545.82
48.42 16,106 545.82

Figure 5 shows the curves of the pump head-flow characteristics corresponding to
speeds of 1450 and 1500 rpm, as well as the characteristics of the hydraulic load with the
valve open.

For the 0.55 kW pump unit, a pipe with a length of 94.5 m and a cross-sectional area
of 0.0137 m2 was chosen. The calculation of the characteristics of the pump for rotation
speeds other than the rated one is carried out using the laws of similarity (1)–(3).
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Figure 5. Pump head-flow curves taken at 1450 and 1500 rpm, as well as the system response with
the valve open.

6. The Model of the Cable

For modeling, a copper cable with lengths of l = 0, 100, 300 and 500 m and a cross
section of 1.5 mm2 was adopted. ρrcu = 0.0225 Ohm·mm2/m is the specific resistance of
copper; λlcu = 0.08 mOhm/m is the specific reactance at 50 Hz of the cable, according to [36].
Below is a calculation of the impedance components of a cable that is 100 m long:

Rc100 = ρrcu · l/Sc = 1.5 Ohm; (8)

Xc100 = λlcu · l = 0.008 Ohm; (9)

Assuming that the inductive reactance was calculated for 50 Hz, the cable inductance is:

Lc = Xc100/(2π·f ) = 2.55·10−5 H; (10)

Figure 6 shows the block diagram of the cable model in the Matlab Simulink environment.

Figure 6. The block diagram of the cable model.

7. Simulation Results for the 0.55 kW Pump Unit

Figures 7–12 show the results of the simulation of the electric drive of the centrifugal
pump at a rated voltage of 400 V and at a voltage reduced by 10% (360 V), as well as start-up
graphs for different cable lengths and the reduced voltage.
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(a) (b) 

Figure 7. Motor current simulation results (envelopes of its amplitude). (a) Start with the rated and
reduced voltages; (b) with the reduced voltage and different cable length.

   
(a) (b) 

Figure 8. Electromagnetic torque simulation results. (a) Start with the rated and reduced voltages;
(b) Start with the reduced voltage and different cable length.

 
(a) (b) 

Figure 9. Motor speed simulation results. (a) Start with the rated and reduced voltages; (b) Start with
the reduced voltage and different cable length.
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(a) (b) 

Figure 10. Pump differential pressure simulation results. (a) Start with the rated and reduced voltages;
(b) with the reduced voltage and different cable length.

 
(a) (b) 

Figure 11. Pump flow simulation results. (a) Start with the rated and reduced voltages; (b) Start with
the reduced voltage and different cable length.

 
(a) (b) 

Figure 12. Pump mechanical power simulation results. (a) Start with the rated and reduced voltages;
(b) Start with the reduced voltage and different cable length.

Figures 7–12 show the instantaneous rms values of the current, the electromagnetic
torque, the motor speed, the pressure, the volume flow rate and the mechanical power at
the rated voltage, at a 10% reduced voltage and at a 10% reduced voltage when powered
through a cable of various lengths. It can be seen from the graphs that synchronization
occurs in all considered cases. Figure 9 shows that, in all the cases considered, the first
achievement of the synchronous speed occurs within the time τsynch1, no more than
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0.2 s, which is followed by relaxation to the synchronous speed. The characteristic time
dependences of the volume flow rate on time, shown in Figure 11, are approximately
τhydr = 2 s, i.e., much larger than τsynch1. The dependences of the flow rate on the time in
the considered cases are close to each other, since, after the synchronous speed is reached,
the speed fluctuations are not large, the motor rotates at an almost synchronous speed and
damped speed fluctuations have practically no effect on the flow due to hydraulic inertia.
The mechanical power increases as the volumetric flow rate of the fluid increases, as can be
seen in Figure 12, i.e., synchronization occurs in “soft” conditions.

As seen in Figure 7, during the starting process, the current reaches a value seven
times higher than the rated one. Despite this, there are no torque surges (Figure 8). On the
contrary, as the volume flow increases, the torque gradually increases, making damped
oscillations, which ensures a high mechanical reliability. This behaviour of the torque
is explained by a soft start and the rather small moments of inertia of the rotor and
the impeller.

In some applications, such as blowers, the moment of inertia is much greater. At
the same time, to facilitate starting the motor, the number of turns of the stator winding
is reduced, which is equivalent to raising the voltage. Figure 7a shows that the current
at the start at the reduced voltage is less than that at the rated one, which leads to the
losses reduction in the winding and the increase in efficiency. So, due to the facilitated
starting conditions, it is possible to recommend the manufacture of LSPMSMs for pumping
applications in order to produce LSPMSMs with an increased number of turns, which is
equivalent to a decrease in the supply voltage and therefore to increased efficiency.

The decrease in the current (and, therefore, the voltage) on the motor terminals in a
steady state due to the presence of the cable is so small that it is not noticeable in Figure 7b.
At the same time, the presence of a cable leads to a significant delay in synchronization.
Thus, the effect of the cable on delaying synchronization does not come down to an
equivalent decrease in the voltage/current on the motor, which is additionally explained
by the generation of power by the motor into the grid at a frequency different from the
frequency of the grid.

8. Parameters of the 3 kW Pump Unit

The parameters of the experimental four-pole 3 kW synchronous motor with the
starting winding and permanent magnets were taken for the calculation. Table 3 shows
the motor parameters. The centrifugal pump “Wilo-VeroLine-IPL 100/175-3/4 28” was
chosen for modeling. Table 4 shows the pump characteristics. The pipe length l is 450 m.
Its diameter D is 0.168 m.

Table 3. 3 kW LSPMSM parameters.

Parameter Value

Rated power Prate, kW 3
Rated line-to-line voltage Urate, V 380

RMS rated stator current, A 5.84
Rated power factor 0.82

Rated frequency f, Hz 50
Pole pair number Zp 2

Stator phase resistance Rs, Ohm 1.281
Total direct inductance Ld, H 0.110

Total quadrature inductance Lq, H 0.0567
Leakage direct inductance Lσd, H 0.0186

Leakage quadrature inductance Lσq, H 0.0108
Rotor direct resistance r’d, Ohm 2.943

Rotor quadrature resistance r’q, Ohm 2.426
Permanent magnet flux linkage λ’0, Wb 0.6095

Motor inertia moment Jm, kg·m2 0.010
Pump impeller inertia moment Ji, kg·m2 0.0011
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Table 4. 3 kW pump characteristics.

Flow Q, m3/h Pressure P, Pa Power Nm, W

20.67 92,337 1613.5
40.00 91,669 1968.5
79.51 84,825 2475.3

118.96 70,390 2819.2
158.92 49,404 3011.0
188.19 30,138 3052.1

Figure 13 shows the curves of the pressure-flow characteristics of the pump, taken at
1450 and 1500 rpm, as well as the system characteristic with an open valve.

 
Figure 13. Pump head-flow curves taken at 1450 and 1500 rpm, as well as the system response with
the valve open.

A voltage drop on the cable is defined as a decrease in the voltage on the motor. It is
possible to estimate the rms value of the voltage drop on the cable in the rated mode by the
rated current and power factor [37]:

u = b· I · (ρrcu · L/S · cosϕ+ λ · sinϕ); (11)

where u is the voltage drop on the cable; b is the coefficient (1 if the circuit is three-phase
and 2 if the circuit is single-phase); I is the rms value of the current; cosϕ is the motor
power factor. The relative voltage drop on the cable is determined as follows:

Δu = 100 u/U0; (12)

where U0 is the phase voltage. The dependence of the relative voltage drop on the cable
on its length is given in Table 5. In accordance with [37], since the voltage drop with cable
lengths of 300, 500 and 700 m exceeds 4%, such cable lengths cannot be used.

Table 5. Relative cable voltage drop versus cable length.

lc, m Δu, %

0 0
100 3.12
300 9.37
500 15.61
700 21.85
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9. Simulation Results for the 3 kW Pump Unit

Figures 14–20 show the results of the simulation of the pump electric drive at the rated
voltage and at the voltage reduced by 10%, as well as the start-up graphs at different cable
lengths and at the reduced voltage.

 
(a) (b) 

Figure 14. Motor current simulation results (envelopes of its amplitude): (a) Start with the rated and
reduced voltages; (b) Start with the reduced voltage and different cable length.

(a) (b) 

Figure 15. Electromagnetic torque simulation results: (a) Start with the rated and reduced voltages;
(b) Start with the reduced voltage and different cable length.

 
(a) (b) 

Figure 16. Motor speed simulation results: (a) Start with the rated and reduced voltages; (b) Start
with the reduced voltage and different cable length.
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(a) (b) 

Figure 17. Pump differential pressure simulation results: (a) Start with the rated and reduced voltages;
(b) Start with the reduced voltage and different cable length.

 
(a) (b) 

Figure 18. Pump flow simulation results: (a) Start with the rated and reduced voltages; (b) Start with
the reduced voltage and different cable length.

Figure 19. Rms value of the voltage drop on the cable.
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(a) (b) 

Figure 20. Pump mechanical power simulation results: (a) Start with the rated and reduced voltages;
(b) Start with the reduced voltage and different cable length.

The results of this simulation are mainly similar to those for the 0.55 kW LSPMSM.
The characteristic time of the hydrodynamic process in the pipe and in the pump is much
greater than that of the mechanical and electric process in the motor. The impeller inertia is
much less than that of the rotor. These result in a “soft start”. Thus, there are no torque
surges exceeding the torque rated value.

Figures 14–20 present the simulation results at the reduced voltage and at cable lengths
of 0, 100, 300, 500 and 700 m. The standard [37] allows for a voltage drop on the cable
of not more than 4%, which is satisfied only in the cases of the cable lengths of 0 and
100 m. The rest simulations are carried out to demonstrate the behavior long cables. The
synchronization problems are observed only with the cable length of 700 m, which is much
more than the allowed length. Namely, the synchronization occurs due to a “soft start”.
However, in increasing the mechanical power, the synchronization cannot be sustained at
some point.

10. Conclusions

This paper analyzes the effect of the reduced voltage and an increase in the cable
length on the success of starting LSPMSM in the drive of centrifugal pump units with a
power of 0.55 kW and 3 kW.

A feature of the pumps, in comparison, for example, with fans with large centrifugal
masses, is that the moment of inertia of the pump impeller is several times less than the
moment of inertia of the rotor itself, which makes it possible to hope that there will be no
problem of unsuccessful starts of the LSPMSM in the pump drive.

The simulation examples show that, for pump drives of the considered type and
power rating, the stable synchronization occurs at the rated voltage, at the voltage of 90%
of the rated one and, additionally, with the supply via the cable, except for the cases in
which the voltage drop in the cable significantly exceeds the level of 4% recommended in
IEC 60364-5-52.

The characteristic time of the hydrodynamic process in the pipe and in the pump
is much greater than that of the mechanical and electrical process in the motor. The
impeller inertia is much less than that of the rotor. These result in a “soft start”. Therefore,
there are no torque surges exceeding the torque rated value, which prolongs the system
lifetime. Additionally, due to a “soft start”, it is expected that the number of turns of the
stator winding to ensure the successful synchronization can be greater than that in other
applications, which can decrease the current and increase the LSPMSM efficiency in the
pump applications.
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Glossary

List of Abbreviations

EMF Electromotive force
IM Induction motor
LSPMSM Linear start permanent magnet motor
List of Mathematical Symbols

A Cross-sectional area of the pipe, m2

iabc Mains phase currents, A
Isd, Isq Stator currents, A
I’rd, I’rq Rotor currents, A
f Mains voltage frequency, Hz
J Total moment of inertia, kg · m2

Ji Moment of inertia of the impeller, kg · m2

l Cable length, m
L Length of the pipeline, m
Lsd, Lsq Stator total inductances, H
Lc Cable length, m
Lσd, Lσq Rotor leakage inductances, H
N Mechanical power consumed by the pump, W
Nref Mechanical power at the rated speed of the pump, W
p Differential pump pressure, Pa
pref Differential pressure at the rated speed and the rated density, Pa
q Flow volume, m3/s
qref Volume flow rate of the pump at the rated speed according to the

catalog data, m3/s
Rc100 Resistance of a cable 100 m long, Ohm
Rs Stator resistance, Ohm
t Time variable
T Motor shaft torque, N · m
Tpump Mechanical torque of the pump, N · m
uabc Mains phase voltage, V
Usd, Usq Stator voltages along d and q axes, V
Xc100 Reactance of a cable that is 100 m long, Ohm
Zp Number of motor poles
Δp Pressure drop due to fluid inertia, Pa
λlcu Specific cable reactance, mOhm/m
λ’rd, λ’rq Rotor flux linkages, Wb
λsd, λsq Stator flux linkages, Wb
λ’0 Permanent magnet flux linkage, Wb

69



Mathematics 2023, 11, 646

ρ Density of the pumped liquid, m3/s
ρrcu Specific resistance of copper, Ohm·mm2/m
ρref Rated density of the pumped liquid, m3/s
τsynch1 Motor synchronization time, s
τhydr Hydraulic system transient time, s
ϕ Mechanical rotational angle, rad
ω Angular frequency of the rotation of the pump shaft, rad/s
ωref Rated angular frequency of the rotation of the pump shaft, rad/s
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Abstract: Brushless synchronous homopolar machines (SHM) have long been used as highly reliable
motors and generators with an excitation winding on the stator. However, a significant disadvantage
that limits their use in traction applications is the reduced specific torque due to the incomplete use
of the rotor surface. One possible way to improve the torque density of SHMs is to add inexpensive
ferrite magnets in the rotor slots. This paper presents the results of optimizing the performances of an
SHM with ferrite magnets for a subway train, considering the timing diagram of train movement. A
comparison of its characteristics with an SHM without permanent magnets is also presented. When
using the SHM with ferrite magnets, a significant reduction in the dimensions and weight of the
motor, as well as power loss, is shown.

Keywords: ferrite magnets; synchronous homopolar motor; electrically excited synchronous motor;
Nelder–Mead method; optimal design of electric machines; subway train; constant power speed
range; traction drive

MSC: 00A06

1. Introduction

Interior rare-earth permanent magnet synchronous motors (PMSM) are a popular
choice in electric vehicle drives of various power ratings. As they have no excitation
winding and, consequently, excitation loss, these motors have high power density and
efficiency [1,2]. However, their drawbacks are: (1) Rare-earth magnets required in the
PMSMs production are expensive and their cost can vary by several times in a year or
two because of a limited number of manufacturers; it also makes it inevitable to rely
on a limited number of magnet suppliers in the world market [3–5]; (2) The rare-earth
elements extraction is not environmentally friendly [6]; (3) Strong magnetic field and
high temperature in PMSMs with high power density can result in rare-earth magnets
demagnetization; (4) If a wide constant power speed region is required, achieving high
efficiency at speeds close to maximum is not so easy because of increased winding losses
in field weakening mode [7–9]; (5) In addition, in electric drives such as drives of subway
and railway trains, a large value of uncontrolled electromotive force (EMF) in the windings
during rotation of the PMSM creates a fire hazard in the event of an emergency short circuit.
Since trains have high inertia and cannot stop quickly in the event of an emergency short
circuit, the use of PMSM in this application should be avoided.

Wound rotor synchronous motors (WRSM) have no disadvantages such as this and
are used in traction applications by BMW (BMW iX3 crossover) and Renault (Renault Zoe
supermini electric car, Fluence sedan, Megane E-TECH small family car) (BMW [10,11],
Renault [12]). WRSMs have no magnets. Excitation current as well as demagnetizing part
of stator current can be reduced at high speed, which makes it possible to achieve high
efficiency throughout a wide constant power speed region [13,14]. However, slip rings in
the WRSM design limit the motor speed and reduce its reliability [14].
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Homopolar machines (SHM) combine the advantages of PMSMs and WRSMs: they
have no slip rings such as PMSMs. Similar to WRSMs, they have no magnets and can have
a wide constant power speed range due to controlling the excitation current. An additional
advantage of SHM over WRSMs is that the number of the excitation coils does not depend
on the number of poles, while it grows with the number of poles in WRSMs, reducing
excitation magnetomotive force (MMF).

In the SHM design considered in this paper, there is only one excitation coil. This
results in a decrease in the mass and the loss in excitation winding in SHMs compared
with those of WRSMs. Also, since there are no losses in the SHM rotor, no rotor cooling
is required. There are many applications of SHMs as high-reliable generators: in passen-
ger railway cars, in ships and aircraft [15,16], in welding units [17], and as automotive
generators [18].

Applications of SHMs as a traction motor of a mining truck are discussed in [7,19–23].
In [19], the computation method of the traction SHM, based on the set of 2D magnetostatic
was described and verified in the experiment in [19]. The control strategy for traction
SHMs was described in [20]. The examples of the optimization of the SHM for traction
applications based on Nelder–Mead algorithm and the model described in [19] are provided
in [21]. Paper [7] provide a comparison of the SHM and PMSM characteristics in the mining
truck application.

However, as shown in [23], traction SHMs have the following disadvantages compared
to WRSMs: (1) The mass and dimensions of SHMs are greater than those of WRSMs, since
each rotor tooth covers approximately one pole pitch, and about half of the pole pitches of
the SHMs is not used; (2) SHMs require a higher inverter power rating than WRSMs.

There are multi-pole SHMs with an excitation winding on the stator and rare-earth
magnets in the rotor slots [24–26]. Such SHMs with rare-earth magnets in the rotor slots
are superior to SHMs without permanent magnets due to the better use of the rotor surface,
and their weight and dimensions are close to conventional PMSM. The main advantage of
SHMs with rare earth magnets, compared to conventional PMSM in traction drives with a
wide constant power speed range (CPSR): the inverter utilization is higher, and the cost
and rated power of the inverter are lower, since due to the excitation winding, it is possible
to set the optimal excitation flux in a wide range of speeds. Thus, the excitation winding
current is an additional control signal that expands the opportunities for optimizing the
operation of the SHM with magnets. The main disadvantage of the SHM with rare earth
magnets, which limits their use, is the high cost of rare earth magnets and raw material
dependence on a limited number of suppliers of rare earth elements. In addition, the depth
of the rotor slots of the SHM with rare earth magnets is much smaller than that of the
SHM without magnets, which worsens the saliency of the rotor of the SHM with rare earth
magnets. Therefore, although the use of rare earth magnets creates a significant additional
torque, the main torque generated by the interaction of the field of the excitation winding
modulated by rotor stacks and the field of the stator winding is reduced.

Further improvement of the characteristics of SHMs with magnets is possible by
using inexpensive ferrite magnets in their design. Ferrite magnets are much cheaper than
rare-earth ones and produced in many countries throughout the world [5].

An SHM with ferrite magnets is presented in [15,27] as an undercar generator for
railway passenger cars. It is shown that the use of SHMs with ferrite magnets has the
following main advantages compared to SHMs without magnets: (1) The reduction of the
weight and dimensions of the machine; (2) Power loss reduction. However, the review
of the literature shows that traction SHMs with ferrite magnets in the rotor slots have
not been studied in detail. This article presents a novel design of the traction SHM with
ferrite magnets. An example of the optimal design of the SHM with ferrite magnets for the
subway train is provided. A comparison between the SHM with ferrite magnets and the
SHM without magnets in the target application is also presented. The characteristics of the
SHM without magnets for comparison are adopted from our previous study [28].
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This study provides the optimization of the SHM with ferrite magnets for subway
trains by means of the Nelder–Mead method and the mathematical model described in [19].
The Nelder–Mead method is a one-criterion, unconstrained, local optimum search method.
The optimization is based on several criteria such as the minimization of losses, and the
armature winding current. The merits of these criteria are chosen and taken into account
at building up the cost function. Using the Nelder–Mead method significantly reduces
computational efforts compared with multicriteria or global search methods [29–33].

2. Main Design Parameters of the SHM

Figure 1 illustrates the design of the traction motor in question. Its specifications are
shown in Table 1. Two stator lamination stacks with 60 teeth and a nonmagnetic supporting
core are installed in the housing made of ferromagnetic non-laminated structural steel.
Common 8-pole 3-phase armature winding is installed between the teeth of the stator stacks.
The rotor stacks are installed opposite the stator stacks, on the shaft using an intermediate
sleeve made of ferromagnetic non-laminated structural steel.

  
(a) (b) 

Figure 1. SHM feature representation: (a) 1/4 cross-section and stator armature winding layout;
(b) 3D cutout view. A 1/2 stator cutout is shown. The rotor is shown without cutout. The stator
winding is not shown to avoid cluttering up the figure.

Table 1. Technical specifications of the SHM.

Parameter Value

Rated power, kW 370
Peak torque, N·m 1240

CPSR (motor mode), rpm 1427–4280
CPSR (braking mode), rpm 2854–4280

Phase number 3
Pole number 8

Number of pairs of stator and rotor stacks 2
Stator slot number 60
Rotor slot number 4

A supporting core fixes an excitation winding between the stator and rotor stack
pairs. The rotor stacks are rotated with respect to each other by 180 electrical degrees
(45 mechanical degrees).

As can be seen in Figure 2, the power supply circuit for the SHM consists of an ordinary
three phase invertor to supply the multiphase armature winding and a chopper to supply
the excitation winding.
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Figure 2. Diagram of a three-phase inverter with a DC breaker for the excitation winding, where
‘1,2,3’ are numbers of the phases of the SHM armature winding.

3. Representation of the Train Flow Pattern in the Motor Optimization Routine

There are following stages in the motion of the subway train between stations from
one station to another, as shown in Figure 3 [34]:

1. It accelerates with the constant torque T0 = 1240 N·m, achieving speed nm = 1427 rpm;
2. Continues acceleration with the constant mechanical power until the maximum speed

nmax = 4280 rpm is achieved;
3. Then it sustains the constant speed or decelerates slowly;
4. Brakes with the constant power to the speed ng = 2854 rpm;
5. Braking with the constant torque T0 to the stop.

Figure 3. Sketch of the speed (blue) and torque (red) profiles in time of the traction motor of the
subway train.

The required torque dependence on the rotational speed is shown in Figure 4. To
depict this dependence in the motor and generator modes, there are two abscissa axes. The
first abscissa axis directed to the right is for the motor mode, and the second one directed
to the left is for the generator mode. Let’s list the specific modes used in the optimization
procedure, in order of increasing torque:

1. Driving mode at the maximum speed nmax;
2. Braking mode at the maximum speed nmax;
3. Braking mode joining the constant power and constant torque modes;
4. Zero speed mode with the maximum torque T0;
5. Driving mode joining constant torque and constant power at the speed nm = 1427 rpm.
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Figure 4. Demanded speed-torque curve of the subway traction drive.

According to the technical assignment for the motor, the braking mode torque is equal
to the motor torque, and ng is twice as large as nm. So, maximum (constant) power in the
generator mode is twice as large as in motor mode.

DC catenary voltage is VDC rated = 750 V. Supercapacitors are installed in the train
invertor. They charge at braking up to the voltage VDC max = 1050 V. The energy used in
supercapacitors is used for the acceleration in the next cycle. Also, during the braking,
supercapacitors provide a DC voltage higher than VDC rated, which facilitates implementing
brake modes.

4. Average Electrical Loss Calculation

The average of electrical loss over the cycle, that is over the trip from station to station,
is estimated with the following assumptions:

• The subway stations are close to each other. The cruising time is excluded from the
average loss calculation routine;

• The train accelerates and decelerates only due to the torque produced by the motor.
Slopes, windage friction, the friction in the gearbox, etc., are neglected;

• Linear dependence of the losses on speed is assumed at each stage of the cycle.

The average electrical losses <Ploss el> can be calculated as the weighted average of
electrical losses Ploss el_i in the operating points of the cycle:

< Ploss_el > ≈ ∑
i=1,2,3,4,5

wiPloss_el_i (1)

where wi is a normalized weight coefficient defined by the cycle parameters as follows:

wi =
Wi

5
∑

i=1
Wi

, (2)

W1 =
nmax(nmax − nm)

nm
; W2 =

nmax(nmax − ng)

ng
; W3 = nmax; W4 = (ng + nm); W5 = nmax (3)

The detailed derivation of (1) is given in [28]. The average of any other value can
be found in this way if a linear approximation of its dependance on stages of the cycle
is assumed.

5. Voltage Limit

The maximum allowed line-to-line voltage in i-th operation point Vi is approximately
equal to the DC voltage but not exactly. Due to voltage drop in the switches, Vi is slightly
higher in the generator modes and slightly lower in the other modes than DC voltage. Let’s
introduce the ratio of Vi and DC voltage in catenary ki = Vi/VDC rated. It is assumed that in
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modes 1,2,4,5, the DC voltage in modes is equal to that in a catenary, and ki is close to 1. In
generator mode 2, k2 can be chosen greater than in motor modes 1,4,5. With some margin,
the following values are chosen k2 = 0.99; k1 = k4 = k5 = 0.97.

On braking, supercapacitors charge, and DC voltage increases up to VDC max. It is
claimed in [28] that DC voltage VDC 3 in the operation point 3 can be calculated knowing
the ratio ng/nmax and assuming that the charging goes with constant efficiency:

VDC 3 =

√
V2

DC rated + (V2
DC max − V2

DC rated)(1 −
n2

g

n2
max

) = 929 V (4)

Since VDC 3/VDC rated = 1.24, k3 = 1.1 is chosen with a good margin.
The parameters of the operating points including wi, calculated according to (2) and

ki are summarized in Table 2.

Table 2. Operating points of the traction motor considered during the optimization.

Operating Point, i Operating Point Name Speed, rpm Torque, N·m wi ki

1 Driving mode; maximum speed 4380 413.4 0.363 0.97
2 Braking mode; maximum speed 4380 826.9 0.091 0.99

3 Braking mode; changing from constant
power to constant torque operation 2854 1240 0.182 1.1

4 Zero speed 0 1240 0.182 0.97

5 Driving mode; changing from maximum
torque to constant power operation modes 1427 1240 0.182 0.97

6. Objectives and Parameters of the Optimization

To use Nelder–Mead method, the cost function is constructed from four targets:

1. Minimization of the estimated average losses < Ploss el > obtained as the weighted
average (1);

2. Minimization of the maximum armature winding current max (Iarm i) among 5 consid-
ered operating points;

3. Minimization of the maximum symmetrized torque ripple max (TRsymi) among 5
considered operating points;

4. Minimization of the maximum nonsymmetrized torque ripple max (TRi) among 5
considered operating points.

A nonsymmetrized torque ripple is produced by a single pair of the stator and rotor
stacks. A symmetrized torque ripple is produced by all pairs of the stator and rotor stacks
that is by the SHM as a whole. The paper [19] describes the terms TR and TRsym in detail.

F = < Ploss_el_i > max(Iarm i)
0.7max(TRsymi)

0.025max(TRi)
0.01, (5)

In developing an SHM the discrete nature of some parameters such as the number
of turns Nsec in the section of armature winding and discrete values of the rectangular
wire width and height standardized in [35] must be taken into account. In this study, the
discreteness of these values are neglected, and they can have any positive real value. It
provides a more objective picture by excluding random factors arising because of a variety
of technical assignments for developing an SHM: in one design the optimal real values
of these parameters can be closer or further than in another design. In particular, the
number of turns in the armature winding Nsec is selected so as to maximum value Vi/ki
over 5 operation points to be equal VDC rated = max(Vi/ki) [23]. Number of parallel branches
is assumed to be equal to 4.

Magnet Y30H-2 has a residual flux density of 3.95–4.15 kG and a coercive force of
3.9–4.2 kOe under rated conditions. As the temperature increases, the coercive force of
ferrite magnets increases [36].
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The Nelder–Mead method being unconstrained optimization method requirean s only
initial design to be given. The parameters fixed during the optimization and varied ones
are given in Tables 3 and 4. They uniquely specify the SHM design and electromagnetic
processes in the considered operating points together with the following relations:

• The cross-sections of the stator housing and the rotor sleeve have equal areas, for the
same excitation flux is conducted through them;

• The shaft is made of nonmagnetic material;
• The following relationship between stator slot depth hp and width b on one hand and

the height wy and wx width of the rectangular wire is assumed (see Figure 5b):

bp = wx + ax; hp = 2·(wy + Δw)·Nsec + ay, (6)

Table 3. Motor parameters unchanged during optimization.

Parameter Value

Machine length excluding winding end parts L, mm 260
Stator housing radius, mm 267

Axial clearance between excitation winding and rotor, Δa, mm 29
Radial clearance between field winding and rotor Δr, mm 22

Shaft radius Rshaft, mm 40
Stator lamination yoke hs yoke, mm 21
Rotor lamination yoke hr yoke, mm 17
Stator wedge thickness, ε2, mm 2

Stator unfilled area thickness, ε1, mm 3

Table 4. Variable motor parameters.

Parameter Initial Design Optimized Design

Housing thickness h, mm 23.4 15.6
Total stator stacks length Lstator, mm 200 219.6

Stator slot depth, hp, mm 34 35.9
Stator slot width, bp, mm 7.7 9.0

Air gap width δ, mm 1 4.4
Rotor slot thickness, α1 0.4·tz * 0.423·tz *
Rotor slot thickness, α2 0.7·tz * 0.664·tz *

Current angles at operating points
1,2,3,4 electrical radians 0.638; 0.941; 0.409; 0.311 0.943; 0.921; 0.404; 0.118

Current ratio ** 10.96 10.55
Notes: * the rotor tooth pitch tz = 360◦/4 = 90 mechanical degrees; ** the current ratio is the ratio of the current in
the armature winding layer to the current in the excitation winding.

The space taken by the slot and layer insulations is taken into account through the
constant ax = 1.51 mm, ay = 1.8 mm, Δw = 0.31 mm.

• DC losses in the excitation colis are calculated assuming the net copper fill factor of
0.8. Eddy current losses in the excitation winding are neglected.

• Only the current angles in modes 1,2,3,4 varied during the optimization.
• The following assumption is made to reduce the number of variable parameters during

optimization. The current angle in operating point 5 is equal to that in operating point
4. The ratio of currents in the excitation winding section and the armature winding
layer is constant among all modes. Additionally, the ratio of the rotor slot widths
α2/α1 (see Figure 5c) is constant during the optimization.
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(a) (b) 

  
(c) (d) 

Figure 5. SHM parameters. (a) Stator; (b) Armature winding; (c) Rotor; (d) Axial plane.

Figure 5 shows sketches explaining the parameters listed in Tables 3 and 4.
Since the principle of operation of SHM is the interaction of the excitation flux and the

current of the armature winding, the width of the air gap does not directly affect the torque
as long as both the excitation flux and the armature current vector are fixed. However,
too small an air gap increases the leakage flux induced by armature winding and flowing
through the rotor teeth, which contributes to the reactive power and saturation of the
machine. An increase in the air gap results in an increase in the excitation current required
to generate the same excitation flux. Therefore, a too large or small air gap is not optimal.
During optimization, the optimal gap width was found.

7. Optimization Results

Figure 6 shows that during optimization, the cost function decreased and became
almost constant in the end. Figures 7 and 8 show some optimization targets can increase,
and less valuable ones can increase as a compromise to allow the cost function to decrease.
Figure 7 shows the change in the electrical losses and current magnitude during the
optimization stage. Figure 8 depicts the simultaneous change of the symmetrized and
nonsymmetrized torque ripple.

A comparison of Figures 9 and 10. shows that as a result of optimization, the perma-
nent magnet area between the teeth has increased significantly, and the rotor teeth have
changed shape and become thinner. As the comparison of the flux density plots for points
with the maximum torque (Figures 9c–e and 10c–e) shows, after optimization, the area of
regions with a flux density value of more than 2 T is significantly reduced. A comparison
of Figure 11a,b shows that as a result of the optimization, the maximum demagnetizing
force has been reduced from 3 kOe to about 2.5 kOe. So, no check of the demagnetization
is needed in this optimization. Table 5 shows the characteristics of the SHM with ferrite
magnets before and after optimization.
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Figure 6. Variation of the cost function value during optimization.

  
(a) (b) 

Figure 7. History of change of the target performances. (a) Average electrical loss; (b) Upper limit of
the motor current.
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(a) (b) 

Figure 8. History of change of the target performances. (a) Symmetrized torque ripple; (b) Nonsym-
metrized torque ripple.

  
(a) (b) (c) 

  

 

(d) (e)  

Figure 9. The cross-section of the initial design of the motor and the plot of flux density magnitude;
white areas are the extreme saturation areas (>2 T). (a) Operating point 1; (b) Operating point 2;
(c) Operating point 3; (d) Operating point 4; (e) Operating point 5.
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(a) (b) (c) 

 

 

(d) (e)  

Figure 10. The cross-section of the optimized design of the motor and the plot of flux density
magnitude; white areas are the extreme saturation areas (>2 T). (a) Operating point 1; (b) Operating
point 2; (c) Operating point 3; (d) Operating point 4; (e) Operating point 5.

  
(a) (b) 

Figure 11. Demagnetizing force (kOe) in the area of the permanent magnet at operating point 4.
(a) Before optimization; (b) After optimization.
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Table 5. Optimization results.

Parameter Initial Design Optimized Design

Operating Point, i 1 2 3 4 5 1 2 3 4 5

Rotational speed n, rpm 4280 4280 2854 0 1427 4280 4280 2854 0 1427
Amplitude of the armature phase

current Iarm, A 330 651 676 686 694 370 541 541 529 531

Efficiency, % 93.2 94.0 95.4 0 95.2 95.0 95.7 96.5 0 95.7
Output mechanical power Pmech, kW 185.3 −370.6 −370.6 0 185.3 185.3 −370.6 −370.6 0 185.3

Torque, N·m 413.4 −826.9 −1240 1240 1240 413.4 −826.9 −1240 1240 1240
Input electrical power, kW 198.8 −348.5 −353.6 5.4 194.6 195.0 −354.8 −357.7 5.6 193.6

Mechanical loss, kW * 3.55 3.55 1.06 0 0.14 3.55 3.55 1.06 0 0.14
Armature DC copper loss, kW 0.97 3.76 4.05 4.18 4.27 2.20 4.71 4.71 4.49 4.53

Armature eddy-current
copper loss, kW 1.57 5.99 4.91 0 1.30 1.11 2.70 1.99 0 0.55

Stator lamination loss, kW 5.86 5.90 4.72 0 2.01 2.26 3.56 3.81 0 1.90
Rotor lamination loss, kW 1.31 1.70 1.00 0 0.26 0.04 0.09 0.07 0 0.02
Excitation copper loss, kW 0.28 1.19 1.29 1.27 1.28 0.55 1.21 1.21 1.13 1.14

Total loss, kW 13.54 22.09 17.03 5.45 9.26 9.72 15.81 12.85 5.62 8.27
Average losses according

to formula (1) 12.70 9.84

Number of turns in
armature winding 4.52 6.58

Power factor 0.969 −0.878 −0.999 1.0 0.994 0.949 −0.989 −0.963 1.0 0.906
Line-to-line voltage amplitude

Varm, V 728 716 626 7 334 640 758 797 10 467

Nonsymmetrized torque ripple, % 61.2 46.9 33.0 32.9 32.8 16.3 15.4 13.5 13.6 13.6
Symmetrized torque ripple, % 10.73 11.10 7.68 7.55 7.54 2.50 2.50 2.42 2.61 2.61

Magnetic flux density in the housing
and the sleeve, T 0.62 0.99 1.17 1.20 1.20 0.30 0.71 1.04 1.15 1.15

Note: * The mechanical losses are assumed to be proportional to the speed with a maximum value of 3.55 kW
at nmax.

The following conclusions can be made from Table 5 on the optimization results:

1. The optimization significantly reduced losses at all operating points, except for oper-
ating point 4 at zero speed with maximum torque; it also significantly reduced the
average losses and maximum current of the armature winding;

2. Average losses according to (1) were reduced by 100% (12.7 − 9.84)/12.7 = 22.5%;
3. The maximum current magnitude before optimization was 694 A at operation point 5

at the speed nm, joining the motor modes with the constant power and the constant
torque. After optimization, the maximum current magnitude becomes at the operation
point 3 at the speed ng, joining the generator modes with the constant power and the
constant torque. Thus, the maximum inverter current magnitude was reduced by
(694 − 541)/ 694 = 22%;

4. In the initial design, the line-to-line voltage limit is reached at operating point 1 in
motor mode. In the optimized design, it is reached at operating point 2 in generator
mode. Both operating points are at the maximum rotational speed;

5. Before optimization, the maximum torque ripple occurs at operating point 2 at maxi-
mum speed in generator mode. After optimization, it occurs at operating point 4 at
zero speed at maximum torque. Thus, after optimization, the maximum torque ripple
was reduced by (11.1 − 2.61)/11.1 = 76.5%, which is because of a significant increase
in the airgap;

6. Since the exact magnetic properties of the structural non-laminated steel are unknown,
the drop in MMF in the non-laminated parts of the magnetic circuit can only be
estimated approximately. For the error of such an estimate not to strongly affect
the results of the evaluation of the characteristics of the machine, the flux density in
these parts made of structural steel must be small. It can be seen that for the initial
design, the maximum flux density is 1.2 T, which is less significant than the acceptable
values of the magnetic flux density in laminated cores of 1.8 T and more, and for the
optimized design, this value is further reduced by 100% (1.2 − 1.15)/1.2 = 4.2%. So,
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no restriction on the magnetic flux density in non-laminated parts was needed in
the optimization.

7. As shown in Figure 11, in the initial design, during optimization, and in the optimized
design, the demagnetizing field does not exceed 3.2 kOe, while the coercive force of
the Y30H-2 magnet is about 4 kOe [36]. As a result of optimization, the demagnetizing
field even weakened. Thus, there is no risk of demagnetization of ferrite magnets in
all operating points, due to the well-chosen parameters of the initial design.

8. Comparison of SHM with Ferrite Magnets and SHM without Magnets

This section discusses the comparison between the SHM with ferrite magnets, which
characteristics are presented in this article, and the SHM without magnets, which charac-
teristics were calculated in our previous study [28]. To avoid repetition in this article, in
Table 6 we present only the final optimized characteristics of the SHM without magnets.
Details of the SHM design without magnets and its optimization can be found in [28].
Table 6 shows a comparison of the performances of the optimized SHM designs with ferrite
magnets and without magnets. The dimensions, masses, and costs of active materials for
the SHMs with and without ferrite magnets are compared in Table 7.

Table 6. Comparison of SHM with ferrite magnets and SHM without magnets.

Parameter SHM without Magnets SHM with Ferrite Magnets

Operating Point, i 1 2 3 4 5 1 2 3 4 5

Rotational speed n, rpm 4280 4280 2854 0 1427 4280 4280 2854 0 1427
Amplitude of the armature

phase current Iarm, A 311 541 547 542 545 370 541 541 529 531

Efficiency, % 94.8 95.0 95.6 0 94.2 95.0 95.7 96.5 0 95.7
Output mechanical power

Pmech, kW 185.3 −370.6 −370.6 0 185.3 185.3 −370.6 −370.6 0 185.3

Torque, N·m 413.4 −826.9 −1240 1240 1240 413.4 −826.9 −1240 1240 1240
Input electrical power, kW 195.4 −352.2 −354.4 8.9 196.8 195.0 −354.8 −357.7 5.6 193.6

Mechanical loss, kW 3.55 3.55 1.06 0 0.14 3.55 3.55 1.06 0 0.14
Armature DC

copper loss, kW 2.48 7.53 7.67 7.55 7.62 2.20 4.71 4.71 4.49 4.53
Armature eddy-current

copper loss, kW 0.59 2.25 2.16 0 0.60 1.11 2.70 1.99 0 0.55

Stator lamination loss, kW 2.87 3.39 3.64 0 1.65 2.26 3.56 3.81 0 1.90
Rotor lamination loss, kW 0.19 0.30 0.22 0 0.06 0.04 0.09 0.07 0 0.02
Excitation copper loss, kW 0.46 1.41 1.44 1.40 1.40 0.55 1.21 1.21 1.13 1.14

Total loss, kW 10.14 18.43 16.19 8.95 11.47 9.72 15.81 12.85 5.62 8.27
Average losses according to

formula (1) 12.02 9.84

Number of turns in
armature winding 6.68 6.58

Power factor 0.994 −1.0 −0.927 1.0 0.905 0.949 −0.989 −0.963 1.0 0.906
Line-to-line voltage
amplitude Varm, V 718 755 825 16 468 640 758 797 10 467

Nonsymmetrized torque
ripple, % 33.9 25.9 18.8 19.0 19.0 16.3 15.4 13.5 13.6 13.6

Symmetrized torque
ripple, % 7.21 5.47 3.77 3.91 3.91 2.50 2.50 2.42 2.61 2.61
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Table 7. Comparison of masses, costs, and dimensions of parts of the SHM without magnets and
with ferrite magnets.

Parameter SHM without Magnets SHM with Ferrite Magnets

Stator lamination mass, kg 103.9 106.6
Rotor lamination mass, kg 53.5 54.5
Armature copper mass, kg 36.0 53.1
Excitation copper mass, kg 17.4 13.9

Magnets mass, kg - 31.2
Weight of the rotor sleeve and motor housing without

bearing shields, kg 195.1 103.8

The total mass of the active materials, rotor sleeve, and
motor housing, kg 405.9 363.1

Stator lamination cost, USD 103.9 106.6
Rotor lamination cost, USD 53.5 54.5
Armature copper cost, USD 252 371.7
Excitation copper cost, USD 121.8 97.3

Magnets cost, USD - 576.0
Rotor sleeve and motor housing cost, USD 195.1 103.8

The total cost of the active materials (electrical steel,
copper, permanent magnets) and structural steel of the

rotor sleeve and motor housing, USD *
762.3 1309.9

Total length of the stator lamination, mm 228 219.6
Total length of the machine excluding the winding end

parts (including spaces for the excitation coils), mm 302.5 260

Stator lamination outer diameter, mm 534 534
Air gap, mm 3.0 4.4

* Note: the following material costs are assumed: copper is 7 USD/kg; laminated electrical steel is 1 USD/kg;
non-laminated structural steel for the housing and rotor sleeve is 1 USD/kg; Y30H-2 grade ferrite magnet is
18.46 USD/kg [28,37].

Comparing the characteristics of the SHMs without permanent magnets and with
ferrite magnets, shown in Tables 6 and 7, the following findings can be reported:

1. Average losses according to (1) for the SHM with ferrite magnets are less than for the
SHM without ferrite magnets by 100% (12.02 − 9.84)/12.02 = 18.1%;

2. The maximum current for the SHM with ferrite magnets is slightly less than for the
SHM without ferrite magnets, by 100% (457 − 451)/457 = 1.3%;

3. The maximum output torque ripple of the SHM with ferrite magnets is less than that
of the SHM without ferrite magnets by 100% (3.91 − 2.61)/3.91 = 33.2% due to the
increased air gap;

4. The total length excluding the armature winding end parts, including the width of
the field winding, for the SHM with ferrite magnets is less than for the SHM without
ferrite magnets, by 100% (302.5 − 260)/302.5 = 14%;

5. The weight of the rotor sleeve and housing of the SHM with ferrite magnets is two
times less than that of the SHM without magnets. This is so, firstly, because the ferrite
magnets contribute to the excitation field, and therefore the field of the excitation
winding can be reduced. Secondly, the magnetic fluxes created by the ferrite magnets
and the excitation winding have opposite directions in the non-laminated parts (the
rotor sleeve and housing). Therefore, the saturation of the non-laminated parts is
reduced, and the housing of the SHM with ferrites becomes thinner than the SHM
case without magnets.

6. The total mass of active materials including the rotor sleeve and the motor housing
for the SHM with ferrite magnets is 100% (405.9 − 363.1)/363.1 = 10.5% less than the
mass of the SHM without magnets;

7. The total cost of the active materials (electrical steel, copper, permanent magnets)
and structural steel of the rotor sleeve and motor housing for the SHM with ferrite
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magnets is 1309.9/762.3 = 1.7 times more than that of the SHM without magnets,
primarily due to the addition of the cost of ferrite magnets.

9. Conclusions

The optimization procedure based on the single-objective Nelder–Mead algorithm and
its results for a synchronous homopolar motor (SHM) with ferrite magnets with a power of
370 kW for driving subway train, taking into account the subway train moving trajectory,
namely acceleration and braking stages is described in the article. For one function call,
only 5 operating points are to be computed, which makes computational efforts tolerable
for computer-aided optimization.

The cost function is constituted from the following optimization objectives: decreasing
the average operational cycle, decreasing the upper limit of armature current, and the
reduction of the torque ripple. As a result of optimization, the following characteristics of
the traction SHM have been improved. Power loss is reduced by 22.5%. The upper limit
current of the solid-state inverter is reduced by 22%. The motor torque ripple is reduced
by 76.5%.

Based on the optimization results, the obtained characteristics of the SHM with ferrite
magnets are compared with the characteristics of the SHM without permanent magnets,
optimized by the same method. The comparison of the characteristics of the SHMs with
ferrite magnets and without magnets shows that the SHM with ferrite magnets has sig-
nificant advantages: power loss is reduced by 18.1%, inverter current is reduced by 1.3%,
torque ripple is reduced by 33.2%, the total mass of the active materials, rotor sleeve and
motor housing is reduced by 10.5%, the overall machine length is reduced by 14%. The
advantage of the SHM without magnets is that the cost is 1.7 times less, since it does not
use ferrite magnets.

In future work, the comparison between the SHM with ferrite magnets and other types
of electrical machines for subway drives and other applications will be carried out.
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Abstract: In this paper, a mathematical simulation model of an electric vehicle traction battery has
been developed, in which the battery was studied during the dynamic modes of its charge and
discharge for heavy electric vehicles in various driving conditions—the conditions of the urban cycle
and movement outside the city. The state of a lithium-ion battery is modeled based on operational
factors, including changes in battery temperature. The simulation results will be useful for the imple-
mentation of real-time systems that take into account the processes of changing the characteristics of
traction batteries. The developed mathematical model can be used in battery management systems to
monitor the state of charge and battery degradation using the assessment of the state of charge (SOC)
and the state of health (SOH). This is especially important when designing and operating a smart
battery management system (BMS) in virtually any application of lithium-ion batteries, providing
information on how long the device will run before it needs to be charged (SOC value) and when
the battery should be replaced due to loss of battery capacity (SOH value). Based on the battery
equivalent circuit and the system of equations, a simulation model was created to calculate the
electrical and thermal characteristics. The equivalent circuit includes active and reactive elements,
each of which imitates the physicochemical parameter of the battery under study or the structural
element of the electrochemical battery. The input signals of the mathematical model are the current
and ambient temperatures obtained during the tests of the electric vehicle, and the output signals are
voltage, electrolyte temperature and degree of charge. The resulting equations make it possible to
assign values of internal resistance to a certain temperature value and a certain value of the degree of
charge. As a result of simulation modeling, the dependence of battery heating at various ambient
temperatures was determined.

Keywords: mathematical model; simulation model; lithium-ion battery; electric car

MSC: 65C20

1. Introduction

In recent years, electric energy storage systems have been considered a key element
in the technological development of vehicles and renewable energy. Currently, lithium-
ion batteries are the de facto standard in the field of power supplies for electric vehicles,
uninterruptible power systems, mobile devices and gadgets [1]. Another example of the use
of lithium-ion batteries is storage for renewable energy sources (mainly solar panels and
wind turbines). For example, in 2011, China installed a storage device based on lithium-ion
batteries with a total capacity of 36 MWh, capable of supplying 6 MW of electrical power to
the grid for 6 h [2]. An example from the opposite end of the scale is lithium-ion batteries
for implantable pacemakers, the load current of which is on the order of 10 μA [3]. The
capacity of a single commercially produced lithium-ion cell has long crossed the mark
of 500 Ah [4].
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The use of lithium-ion batteries requires compliance with the parameters of the dis-
charge and charge of the battery; otherwise, irreversible degradation of capacity, failure
and even fire due to self-heating may occur. Therefore, lithium-ion batteries are always
used together with a monitoring and control system—SKU or BMS (battery management
system) [5]. The battery management system performs protective functions by monitoring
temperature, charge/discharge current and voltage, thus preventing over-discharging,
overcharging and overheating. The BMS also monitors the state of the battery by evaluating
the degree of charge (state of charge, SOC) and the state of fitness (state of health, SOH).
An intelligent battery management system (BMS) is essential in virtually any application of
lithium-ion batteries.

A battery is a complex physical-chemical, electrochemical and electrical object, the
simulation of which can be carried out at different depth levels and by different meth-
ods. Its application on heavy-duty electric vehicles is poorly understood. In modeling
batteries, two areas should be distinguished: representation of current parameters during
the charge/discharge cycle and simulation of the parameters of the functional state of
the battery for a long time of operation. The latest versions of MatLab-Simulink have a
built-in model with degradation of accumulator parameters, but it is rather complicated.
In particular, when simulating the operation of more than one battery, the duration of the
count increases significantly [6]. The issues of battery life and battery degradation come
to the fore both for developers of battery management systems and for researchers who
operate electric vehicles every day. In Appendix A, we provide a description of the block
diagram of our mathematical model in Matlab, as well as the initial data that we used in
the model.

2. System-Level Description of the Electric Vehicle Battery

From a schematic point of view, the battery appears to be a two-terminal battery. In
this paper, we will use its description in the form of a black box, as a system with one
input (current in the circuit I(t)) and voltage at the battery terminals U(t). Open-circuit
voltage UOCV(t) (OCV) is voltage at the battery terminals UT in the absence of current
selection I = 0. The most important parameter is the battery capacity. Qmax is defined
as the maximum amount of electrical energy (in Ah) that the battery delivers to the load
from the moment of full charge to the state of discharge, without leading to premature
degradation of the battery. As mentioned earlier, the main function of an intelligent BMS is
the estimation of SOC and SOH.

Battery state of charge (SOC) is an indicator characterizing the degree of battery
charge: 100%—full charge, 0%—full discharge. Equivalent depth of discharge (DoD) is
DOD = 100% − SOC. Usually, SOC is measured as a percentage, but in this paper we will

assume that SOC ∈ [0, 1]. Formally, SOC is expressed as SOC = Q
Qmax

, where Q =
t∫

0
I(t) · dt

is the current charge in the battery [7]. Thus, the current strength I is the current strength
in the conductor, equal to the ratio of the charge Q that passed through the cross-section of
the conductor to the time interval t during which the current I = q

t flowed.
The battery state of health (SOH) is a qualitative indicator that characterizes the

current degree of battery capacity degradation. The result of the SOH rating is not a
numerical value but the answer to the question: “Does the battery need to be replaced
now?” Currently, there is no standard that regulates which battery parameters should be
used to calculate SOH. Different BMS manufacturers use different indicators for this—for
example, comparing the original and actual battery capacity or internal resistance [8].

2.1. Types of Models for Determining the State of Charge of a Battery

Determination of the SOC is the task of observing the latent states of the system from
a given process model and a measured output response from the input. Models intended
for use in battery management systems to determine SOC can be classified into two large
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groups [9]: empirical models that replicate battery behavior from a “black box” position
and physical models that simulate the internal electrochemical processes in the battery.

2.2. Empirical Battery Models

The class of empirical models includes a number of different approaches; common
features are a significant simplified modeling of physical processes in a battery. Empirical
models are the standard for implementing BMS since, on the one hand, they have sufficient
simplicity for implementation, and, on the other hand, they have acceptable accuracy for
estimating SOC [10]. A quantitative comparison of 28 different empirical models is given
in [11]. The main type of empirical model is substitution schemes. The initial prerequisite
for empirical modeling is the observation that the dynamics of the battery can be divided
into two parts [12]:

− Slow dynamics associated with the charge and discharge of the battery;
− Fast dynamics associated with the internal impedance of the battery—the active

resistance of the electrolyte and electrodes—and also with electrochemical capacities.

The units in a typical time scale are tens of hours for slow dynamics (from full charge to
discharge) and tens of minutes for fast dynamics (dispersion of charge carriers in parasitic
capacitances and transition of the battery to a steady state). The processes of aging and
degradation of the capacitance are modeled as nonstationarity of the system parameters.

In this paper, we will focus on building a battery model under dynamic charge
and discharge conditions for electric vehicles in urban traffic and then modeling its state
depending on operational factors, including changes in battery temperature. The simulation
results will be suitable for real-time implementation in battery management systems to
monitor the state of the battery using the assessment of the degree of charge (state of charge,
SOC) and the state of fitness (state of health, SOH), which is especially important when
designing and operating an intelligent BMS in virtually any application of lithium-ion
batteries, providing information on how long the device will run before needing to be
recharged (SOC value) and when the battery should be replaced due to loss of capacity
(SOH value).

3. Obtaining the Initial Data for the Mathematical Model

In the course of experimental studies, to determine the depth of discharge of the
battery, six races were made along predetermined routes. Each race assumed different road
conditions and traffic intensity as well as vehicle loading.

The route includes both urban and suburban traffic modes. The maximum speed
is 65 km/h; the electric car makes three stops for loading and unloading. During the
experiment, 2 rides without load (10,000 kg) and 2 rides with partial load (16,000 kg) were
carried out.

Measurements of electrical characteristics were carried out using CAN technology. At
the same time, the following indicators were measured and recorded:

− The degree of charge of the battery;
− Torques of asynchronous electric motors;
− Battery voltage;
− Frequency of rotation of electric motors;
− Temperature of electric motors and inverters.

The electric car has on board equipment that fixes the following specifications:

− Ibat—battery current;
− Pbat—battery power;
− Ubat—battery voltage;
− Efficiency is the efficiency of the system;
− Wbat is the energy given off by the battery;
− SOC is the degree of charge.
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Characteristics are obtained using CAN bus communication technology and are
recorded throughout the entire cycle.

The experiment was based on two routes that differ in traffic intensity and the amount
of cycling of the lithium-ion battery.

On the first route, the electric car at the same time moved partially loaded, and the
mass was 16,000 kg. Figure 1 shows a graph of the speed of an electric vehicle along route 1.

у

Figure 1. Dependence of speed on time on the first route.

Figure 2 shows the characteristics of the traction electric drive system of an electric
vehicle when driving along the first route.

The average battery current in the cycle was 140 A (0.7 C). The degree of charge
decreased from 85 to 72 percent.

On the second route, the electric car moved partially loaded, and the mass was
16,000 kg. Figure 3 shows a graph of the speed of the electric vehicle along the second route.

Figure 4 shows the characteristics of the electric vehicle traction drive system. The
average battery current in the cycle was 120 A (0.6 C). The degree of charge decreased from
72 to 54 percent. Table 1 shows the cycle parameters and energy characteristics. Unlike the
abstract driving cycles often used in EV motion and performance simulations, these routes
were derived from actual EV motion. This allows one to compare the real characteristics of
the movement of the electric vehicles.

Table 1. Control cycle parameters and test results electric vehicle.

Route Distance, km Average Speed, km/h
Energy in the Cycle,

kW
Recovery Energy,

kWh

Energy
Consumption,

kW·h/km

First route 12.95 34.85 13.9 3.11 1.11

Second route 16.1 27.66 22.44 2.94 1.38
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Figure 2. Energy characteristics of the electric vehicle of the first route: (a) Ibat is the battery current;
(b) Ubat is the battery voltage; (c) SOC is the degree of charge; (d) Pbat is the battery power; (e) Wbat is
the energy given off by the battery; (f) efficiency is the efficiency of the system.

Figure 3. The graph of the change in the speed of an electric vehicle depending on the time along the
second route.
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Figure 4. Energy characteristics of the electric vehicle of the second route: (a) Ibat is the battery current;
(b) Ubat is the battery voltage; (c) SOC is the degree of charge; (d) Pbat is the battery power; (e) Wbat is
the energy given off by the battery; (f) efficiency is the efficiency of the system.

As a result of the tests, it was determined that the electric vehicle is capable of moving
along the two routes under consideration with a fully charged battery, with a partial load.
The depth of discharge was 20%.

4. Simulation of the Processes Occurring in the Battery during the Charge/
Discharge Modes

For mathematical modeling of the processes of charge, discharge and charge transfer
in the battery, a model of a separate battery was used, which reflects the following processes
of energy conversion in the battery:

1. Processes of charge and discharge;
2. Processes of charge transfer between batteries in the battery;
3. Charge, discharge and charge transfer control processes.

When constructing equations relating the parameters of the mathematical model, the
authors proposed an equivalent electrical circuit (Figure 5), which connects active and
reactive elements, each of which imitates the physicochemical parameters of the battery
under study or a structural element of an electrochemical battery [13].

The circuit is a series connection of an EMF source Em and four active resistances
R1, R2, Rp, R0. To take into account the inertia of the discharge/charge process parallel
to the resistor R1 included the electrical capacitance R1 required to simulate transient
processes when the load is turned on and off.

The characteristics of the battery for the purposes of this study are according to the
manufacturer’s specification. The main characteristics of a single battery are:

1. The chemical composition of the cathode material of the NMC battery (lithium-nickel-
manganese-cobalt-oxide battery (LiNixMnyCozO2, NMC)—an alloy of nickel oxide,
manganese, cobalt, and lithium;

2. Cell nominal voltage—3.8 V;
3. Lower voltage level 2.4 V;
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4. The upper limit (depending on the charging or discharging process) of the battery
open-circuit voltage is 4.2 V, at a temperature of 25 ◦C [14].

Figure 5. Equivalent electrical circuit of the model of the electrochemical cell of the battery.

Below is the system of Equation (1) for the equivalent circuit of the battery shown in
Figure 5. The mathematical model in this case is used to simulate the parameters of the
battery, including the main branch, parasitic branch, capacity and electrolyte temperature:

Em = Em0 − KE(273 + θ) · (1 − SOC)
R1 = −R10 ln(DOC)
C1 = τ1

R1

R2 = R20
e(A21 ·(1−SOC))

1+e(A22
Im
I∗ )

Ip = VpnGp0e

⎛
⎝ Vpn

(Vρs+1)
Vρ0

+Aρ(1− θ
θρ f

)

⎞
⎠

Qe(t) = Qe_init +
t∫

0
−Im(τ)dr

C(I, θ) =
KcC0∗Kt

1+(Kc−1)( I
I∗ )

δ

SOC = 1 − Qe
C(0,θ)

DOC = 1 − Qe
C(Iavg ,θ)

Iavg = Im
(τ1s+1)

θ(t) = θe_init +
t∫

0

(
Ps− θ−θα

Rθ

)
Cθ

dτ

Ps =
V2

R1
R1

+ I2R0 + I2R2

R0 = R00[1 + A0(1 − SOC)]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(1)

The equivalent circuit depends on the battery current and nonlinear circuit elements.
The above system of battery equations describes the components within the battery cell
block. The system does not model the internal chemical processes of lithium-ion batteries
directly—the equivalent circuit empirically approximately describes the processes occurring
inside [15,16].

The equivalent circuit consists of two main parts: the main branch (elements R1C1, R0),
which approximately describes the dynamics of the battery under most conditions, and the
parasitic branch Rp, which describes the behavior of the battery at the end of the charge.
The following is a detailed description of each of the circuit branches.
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For the main branch, Equation (2) describes the internal electromotive force (EMF) or
no-load voltage Em of one battery pack [17]. It is assumed that the value Em will be constant
when the battery is fully charged. Voltage Em depends on temperature and battery state of
charge (SOC) and is defined as follows:

Em = Em0 − KE(273 + θ) · (1 − SOC) (2)

where Em0 is the no-load voltage at full charge, V; KE is the temperature coefficient, V/◦C;
θ is the electrolyte temperature, ◦C; SOC is the state of charge of the battery, p.u.

R1 = −R10 ln(DOC) (3)

Equation (3) describes the change in resistance with charge depth. The resistance
increases exponentially as the battery starts to exhaust itself during discharge [18].

The main resistance of the main branch is R1, where R10 is constant, Ohm and DOC is
the battery charge depth, r.u.

Equation (4) describes the transient process if the battery current has changed.
Capacity of the main branch C1:

C1 =
τ1

R1
(4)

where τ1 = time constant of the main branch, s.
Resistance R2 is determined by the formula

R2 = R20
e(A21·(1−SOC))

1 + e(A22
Im
I∗ )

(5)

where R20 is resistance under normal conditions, Ohm; A21, A22 are constants, r.u.; Im is
the current of the main branch, A; I∗ is the current rated current of the battery, A.

The resistance across the terminals of one battery cell can be expressed as

R0 = R00[1 + A0(1 − SOC)] (6)

where R00 is resistance R0 with a completely infected battery (SOC = 1); A0 is a constant
determined by the accumulator parameters [19].

It is assumed that the resistance is constant at different temperatures and depends on
the degree of charge [20].

The parasitic branch in the battery equivalent circuit consists of three components:
a diode, resistance Rp of the parasitic branch, and a constant voltage source [21]. If the
voltage across the diode exceeds the forward voltage Vpn, then the diode behaves as a
linear resistor with a low resistance Rp. If the voltage across the diode is less than the
forward voltage, then the diode behaves as a linear resistor with a low turn-off Gp. A
constant voltage source maintains a constant voltage Vp0 at its output terminals regardless
of the current flowing through the source. The output voltage is determined by the battery
constant voltage parameter and can be any real value [22].

The value of the discharge current in the parasitic branch Ip is expressed by the dependence

Ip = VpnGp0e

⎛
⎝ Vpn

(τps+1)
Vρ0

+Aρ(1− θ
θρ f

)

⎞
⎠

(7)

where Vpn is voltage on the parasitic branch, V; Gp0 is a constant determined by the
accumulator parameters, s; τp is the time constant of the parasitic branch, s; Vρ0 is constant,
V; Ap is constant, r.u.; θ is the electrolyte temperature, ◦C; θf is the freezing temperature of
the electrolyte, ◦C.
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Equation (7) describes parasitic current losses that occur during battery charging [22].
The current depends on the temperature of the electrolyte and the voltage of the parasitic
branch. The current Ip is small under most conditions, with the exception of charging at
high SOC [23]. It should be noted that the constant Gp0, as a rule, takes values greater than
1 s; the value of Gp0 is very small, on the order of 1012 s.

Equation (5) tracks the amount of charge drawn from the battery. It is determined by
integrating the current flowing in the main branch in both directions, i.e., during battery
charging and discharging [24]. Battery level Qe

Qe(t) = Qe_init −
t∫

0

Im(t)dt (8)

where Qe_init is the initial value of the charge, A s; Im is the current in the main branch, A; t
is the integration time variable, s.

Equation (9) describes the state of the battery capacity C based on the values of the
discharge current and electrolyte temperature [25]:

C(I, θ) =
KcC0∗Kt

1 + (Kc − 1)
(

I
I∗
)δ

(9)

where Kc is a constant; C0* is battery capacity without load at 0 ◦C, A s; Kt is the temperature
coefficient; θ is the electrolyte temperature in ◦C; I is the discharge current in amperes; I* is
the current rated current of the battery, A; δ is a constant determined by the accumulator
parameters, r.u.

However, the dependence of capacitance on current is determined only during the
discharge. During charging, the discharge current is set to zero in Equation (5) to calculate
the total capacity [26].

Equations (10) and (11) describe the state of charge of the SOC and the depth of
charge of the DOC of the battery. SOC determines the amount of remaining battery charge,
and DOC determines the useful fraction of the remaining charge, taking into account the
average discharge current. Large discharge currents cause a premature decrease in battery
charge; thus, the DOC parameter is always less than or equal to the SOC parameter [27]:

SOC = 1 − Qe

C(0, θ)
(10)

DOC = 1 − Qe

C(Iavg, θ)
(11)

where Qe is the battery charge, A s; C is the battery capacity, A s; θ is the electrolyte
temperature, ◦C; Iavg is the current average discharge current, A.

The current average discharge current Iavg is determined by the formula

Iavg =
Im

(τ1s + 1)
(12)

where Iavg is the current average discharge current, A; Im is the current of the main branch,
A; τ1 is the time constant of the main branch, s.

The change in temperature of the electrolyte in the battery θ is due to resistive losses
Ps, taking into account the ambient temperature θa.
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The thermal model consists of a first-order differential equation, with parameters for
thermal resistance and capacitance:

θ(t) = θe_init +

t∫
0

(
Ps − θ−θα

Rθ

)
Cθ

dτ (13)

where θa is the ambient air temperature, ◦C; θinit is the initial temperature of the battery
(assumed to be equal to the ambient air temperature), ◦C; Cθ is the thermal capacity, J/◦C;
τ is the integration time variable, s; Rθ is the thermal resistance, ◦C/W; t is the simulation
time, s; Ps is the power loss at active resistances R from R0 and R2, W.

Ps =
V2

R1

R1
+ I2R0 + I2R2 (14)

The power loss Ps is the heat loss power with which the battery heating can be
calculated. On the basis of the described mathematical equations, a mathematical model
will be further formed, which allows taking into account the processes occurring in the
battery and taking into account the current profile [28].

The simulation and solution were obtained using the Matlab program (Appendix A).
In the section Appendix A.1, we provide a description of the block diagram of the math-
ematical model in Matlab, the data that we used in the model, the basic equations of the
blocks and the implementation of the thermal model in the Matlab program.

In the section Appendix A.2, we provide a logic diagram for switching motion cycles,
as well as a charge cycle.

5. Discussion

One of the main criteria for optimizing battery life is temperature. As mentioned
earlier, battery operation at low temperatures leads to a sharp decrease in the number of
cycles. At positive temperatures, the recommended operating range is 10–35 ◦C. During
the operating mode, the walls of the battery are heated. To determine the temperature after
the operation cycle, it is necessary to carry out mathematical modeling. The current profile
during a driving cycle on route 1 is reduced to one battery by dividing the total current by
the number of cells connected in parallel (Figure 6).

Figure 6. Cont.
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Figure 6. Time waveforms of the main characteristics of the battery in cycles at an ambient tempera-
ture of 15 ◦C: (a) battery discharge/charge current; (b) voltage of battery; (c) battery charge degree;
(d) battery temperature.

The results of modeling the main characteristics of the battery at an ambient tempera-
ture of 15 ◦C are shown in Figure 6.

The maximum heating of the battery was 25 ◦C after a driving cycle on routes 1 and 2.
The difference between the initial temperature and the temperature at the end of the cycle
was 50 ◦C. The degree of charge decreased from 100% to 60%. The battery voltage dropped
to 3.6 V.

Similar studies were carried out for 25 and 35 degrees, respectively, as the most typical
operating temperatures for traction batteries. The results are shown in Figures 7 and 8.

As can be seen from the graph, the heating for the cycle was 29.2 ◦C, and the difference
between the initial temperature and the temperature at the end of the cycle was 4.2 ◦C. This
is due to the decrease in internal resistance as the temperature of the battery rises. Another
calculation was made at an ambient temperature of 35 ◦C. This temperature range is critical
for the battery; the resource under such conditions is significantly reduced. At an initial
temperature of 40 ◦C, the heating per cycle was 39 ◦C, and the difference between the initial
temperature of the cell and the temperature at the end of the cycle was 4 ◦C (Figure 9).

Figure 7. Cont.
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Figure 7. Graphs of the main characteristics of the battery in cycles at an ambient temperature
of 25 ◦C: (a) battery discharge/charge current; (b) voltage of battery; (c) battery charge degree;
(d) battery temperature.

Figure 8. Graphs of the main characteristics of the battery in cycles at an ambient temperature
of 35 ◦C: (a) battery discharge/charge current; (b) voltage of battery; (c) battery charge degree;
(d) battery temperature.
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Figure 9. Battery heating at different ambient temperatures.

The results obtained show the heating of the battery in the absence of air conditioning
in the cooling system. Figure 9 shows the temperature difference achieved by the battery
when alternating routes 1 and 2.

6. Conclusions

Based on the battery equivalent circuit and the system of equations, a simulation
model was created to calculate the electrical and thermal characteristics. The equivalent
circuit includes active and reactive elements, each of which imitates the physicochemical
parameter of the battery under study or the structural element of the electrochemical battery.

The input signals of the mathematical model are the current and ambient temperatures
obtained during the tests of the electric vehicle, and the output signals are the voltage,
electrolyte temperature and degree of charge. The resulting equations make it possible to
assign values of internal resistance to a certain temperature value and a certain value of the
degree of charge.

As a result of simulation modeling, the heating of the battery was determined at
various values of the ambient temperature. It was found that at an ambient temperature of
20 ◦C, the heating at the end of the cycle was 25 ◦C; at 30 ◦C, the same parameter took on a
value of 4.2 ◦C; and at 35 ◦C was 4 ◦C.

The absence of a forced cooling system in the model makes it possible to determine
the degree of heating not only of the outer walls of the accumulator, but also inside the cell.
When the charge/discharge cycle is continuous, the temperature of the element does not
fall to its original state but, on the contrary, continues to increase. When determining battery
life, a temperature range of more than 45 ◦C is not calculated, as battery life is significantly
reduced. As a result of simulation modeling, a tool was obtained for calculating battery
heating under various environmental conditions. During operation, the maximum heating
will not exceed 50 ◦C, which allows us to conclude that the range recommended for battery
operation will be provided.

The simulation results will be useful to researchers and developers of autonomous
power sources for electric vehicles and other devices for the implementation of real-time
systems that take into account the processes of changing the characteristics of traction
batteries. The developed mathematical model can be used in battery management systems
to monitor the state of charge and battery degradation using the assessment of the state of
charge (SOC) and the state of health (SOH). This is especially important when designing and
operating a smart battery management system (BMS) in virtually any lithium-ion battery
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application, providing information about how long the device will run before it needs to be
charged (SOC value) and when the battery should be replaced due to loss of battery capacity
(SOH value). Based on the equivalent circuit of the battery and the system of equations, a
simulation model was created to calculate the electrical and thermal characteristics.
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Appendix A Modeling Blocks and Data Used in the Matlab Program

Appendix A.1 Block Diagram of the Mathematical Model of the Battery

In this section, we provide a description of the block diagram of the mathematical
model in Matlab, the data that we used in the model, the basic equations of the blocks, and
the implementation of the thermal model in the Matlab program.

The mathematical model of processes in the battery was developed in Matlab
(Figure A1). The capacitance model calculates the state of charge (SOC) and depth of
charge of the battery, the voltage model calculates the resistance as a function of the
state of charge and the depth of charge, and the thermal model calculates the internal
temperature [29].

The input signals of the mathematical model are current and ambient temperature,
and the output signals are voltage, electrolyte temperature and degree of charge [30].

Figure A1. Block diagram of the mathematical model in Matlab.

The description of the blocks of the mathematical model of the battery is presented below.
Em_Table—EMF source, its input and output parameters:

inputs
T = {293.15,’K’} % T:right
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end
outputs
C = {31,’A*hr’} %C:left
SOC = {1,’1’} %SOC:left
end
Basic Block Equations:

equations
% Charge deficit calculation, preventing SOC > 1
If Qe < 0 && i > 0 Qe.der == 0;
else Qe.der == -i;
end
% Perform the capacity table lookup C == tablelookup(Temp_Table,C_Table,T,...
interpolation = linear,extrapolation = nearest)
% SOC Equation SOC == 1–Qe/C;
% Electrical equation by table lookup v == tablelookup(SOC_Table,Temp_Table,Em_Table,SOC
interpolation = linear,extrapolation = nearest)
end
Block C1—equivalent capacitance of the RC circuit, input and output parameters:

inputs
T = {293.15,’K’}; %T:left SOC = {1,’1’}; %SOC:left
end
parameters (Size = variable) C_Table = {ones(5,3),’F’}
% Matrix of capacitance values, C(SOC,T) SOC_Table = {[0;0.1;0.5;0.9;1],’1 ‘} % State

of charge (SOC) breakpoints Temp_Table = {[273.15 293.15 313.15],’K’} % Temperature
(T) breakpoints

end
Block equations:

equations let
% Perform the table lookup C =
tablelookup(SOC_Table,Temp_Table,C_Table,SOC,T,...
interpolation = linear,extrapolation = nearest)
in
% Electrical equation i == C * v.der; end end
Block R1—equivalent resistance of the RC circuit, input and output parameters:

inputs
T = {293.15,’K’}; %T:left SOC = {1,’1’}; %SOC:left
end
outputs pow = {0,’W’}; %POW:right
end
Block Equations:

let
% Perform the table lookup
R = tablelookup(SOC_Table,Temp_Table,R_Table,SOC,T, . . .
interpolation = linear,extrapolation = nearest)
in
% Electrical Equations
v == i*R; pow == v*i;
end
end
Block R0 is equivalent internal resistance; input and output parameters are similar to

block R1.
The resulting equations allow for assigning internal resistance values to a certain

temperature value and a certain value of the degree of charge (Table A1).
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Table A1. Parameters of a typical lithium-ion battery based on NMC technology.

Cell Temperature 0 ◦C 30 ◦C 45 ◦C State of Charge
(SZ), %Available battery capacity 18.008 17.625 17.639

Battery voltage at
different states of charge

2.52 2.73 2.54 0

2.63 2.82 2.45 10

2.87 3.12 3.21 25

3.39 3.51 3.54 50

3.71 3.9 3.91 75

4 4 4 90

4.1 4.2 4.31 100

Figure A2 shows a graph of the open-circuit voltage versus the battery state of charge.

Figure A2. Battery open-circuit voltage (OCV).

In order to apply the TAB current obtained during the operation of the electric vehicle
to the input, it is necessary to form data tables in which the values of the currents in the
cycle will be indicated, depending on the time. In addition, a full cycle of movement along
the route provides for one stop after passing the halfway point.

The thermal model block represents a thermal model that contains a heat source, a
temperature sensor and a battery mass; see Figure A3.

Figure A3. Thermal model in the MATLAB program.

The description of the blocks is given for the thermal model below:
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inputs
S = { 0, ‘K’ }; %S:bottom
end nodes
A = foundation.thermal.thermal; %A:bottom B = foundation.thermal.thermal; %B:top
end
variables (Access = private) Q = { 0, ‘J/s’ }; T = { 0, ‘K’ };
end branches
Q : BQ -> AQ;
end equations
T == BT–AT;
T == S;
end
end
The thermal model allows for calculating the heating of the battery, the air intake for

cooling of which is carried out directly from the environment. The ambient temperature
corresponds to the temperature of the interaction of the battery walls with the air of the
cooling system. When using an air conditioner in the cooling system, the temperature
of the blown air will correspond to the temperature of the conditioned air. In this case,
the airflow rate must be selected in accordance with the power and operating mode of
the compressor. In this work, the flow rate was not taken into account; this allows one
to more accurately determine the temperature inside the cell, because there is no forced
heat extraction. Based on the obtained mathematical model, data on the heat release of the
battery cell in the motion cycle are calculated [31].

Appendix A.2 Modeling Blocks of the Charge/Discharge Modes of an Electric Vehicle Battery

We provide a logic diagram for switching motion cycles, as well as a charge cycle.
To simulate the load cycle of the battery, it is necessary to set the alternation of several
charge/discharge modes in accordance with the routes of the electric vehicle. The alter-
nation of cycles is necessary to determine the time intervals during which it is necessary
to charge the battery. With the help of the alternation of motion cycles, the heating and
the depth of discharge of the battery are determined [32]. When the set depth of discharge
is reached, the battery is charged with the rated current. These algorithms will allow
simulating the movement of an electric vehicle, taking into account a fast charge at the final
stops, as well as choosing the best option for installing charging stations along the route
to improve the battery resource [33]. The logic diagram for switching between cycles is
shown in Figure A4.

Figure A4. Logic diagram for switching motion cycles, as well as the charge cycle.

The logical scheme presents two main cycles, according to which the calculation of
battery modes is performed. The current profiles correspond to the first and second routes.
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The formation of time intervals can be done using the “clock” block, but if the cycles
alternate one after the other, a timer must be used. The timer consists of an integrator block
whose step is one second (Figure A5).

Figure A5. Forming a timer in Matlab.

The block also contains a counter reset, the input of which accepts a logical zero and a
logical one, in the case of setting the reset of the counter for the time interval for which the
battery is discharged. The exit from the time setting block is compared with the required
end time of the first cycle (end of the first and second route).

In the logic diagram, the battery charge current and the duration of its operation can be
configured. In the real tests, the charge was formed after two complete cycles of movement.

References

1. Waldmann, T.; Kasper, M.; Fleischhammer, M.; Wohlfahrt-Mehrens, M. Temperature dependent aging mechanisms in Lithium—
Ion batteries—A Post—Mortem study. J. Power Sources 2014, 363, 129–135. [CrossRef]

2. Isametova, M.E.; Nussipali, R.; Martyushev, N.V.; Malozyomov, B.V.; Efremenkov, E.A.; Isametov, A. Mathematical Modeling of
the Reliability of Polymer Composite Materials. Mathematics 2022, 10, 3978. [CrossRef]

3. Xia, B.; Wang, S.; Tian, Y.; Sun, W.; Xu, Z.; Zheng, W. Experimental research on the linixcoymnzo2 lithium-ion battery characteris-
tics for model modification of SOC estimation. Inf. Technol. J. 2014, 13, 2395–2403. [CrossRef]

4. Shchurov, N.I.; Myatezh, S.V.; Malozyomov, B.V.; Shtang, A.A.; Martyushev, N.V.; Klyuev, R.V.; Dedov, S.I. Determination of
Inactive Powers in a Single-Phase AC Network. Energies 2021, 14, 4814. [CrossRef]

5. Li, X.; Jiang, J.; Zhang, C.; Wang, L.Y.; Zheng, L. Robustness of SOC estimation algorithms for EV lithium-ion batteries against
modeling errors and measurement noise. Math. Probl. Eng. 2015, 2015, 719490. [CrossRef]

6. Tian, Y.; Xia, B.; Wang, M.; Sun, W.; Xu, Z. Comparison study on two model-based adaptive algorithms for SOC estimation of
lithium-ion batteries in electric vehicles. Energies 2014, 7, 8446–8464. [CrossRef]

7. Tseng, K.-H.; Liang, J.-W.; Chang, W.; Huang, S.-C. Regression models using fully discharged voltage and internal resistance for
state of health estimation of lithium-ion batteries. Energies 2015, 8, 2889–2907. [CrossRef]

8. Shchurov, N.I.; Dedov, S.I.; Malozyomov, B.V.; Shtang, A.A.; Martyushev, N.V.; Klyuev, R.V.; Andriashin, S.N. Degradation of
Lithium-Ion Batteries in an Electric Transport Complex. Energies 2021, 14, 8072. [CrossRef]

9. Hafsaoui, J.; Sellier, F. Electrochemical model and its parameters identification tool for the follow up of batteries aging. World
Electric. Veh. J. 2010, 4, 386–395. [CrossRef]

10. Prada, E.; Di Domenico, D.; Creff, Y.; Sauvant-Moynot, V. Towards advanced BMS algorithms development for (p)hev and EV by
use of a physics-based model of Li-Ion Battery Systems. World Electric. Veh. J. 2013, 6, 807–818. [CrossRef]

11. Varini, M.; Campana, P.E.; Lindbergh, G. A semi-empirical, electrochemistry-based model for Li-ion battery performance
prediction over lifetime. J. Energy Storage 2019, 25, 100819. [CrossRef]

12. Ashwin, T.R.; McGordon, A.; Jennings, P.A. Electrochemical modeling of li-ion battery pack with constant voltage cycling.
J. Power Sources 2017, 341, 327–339. [CrossRef]

13. Somakettarin, N.; Pichetjamroen, A. A study on modeling of effective series resistance for lithium-ion batteries under life cycle
consideration. IOP Conf. Ser. Earth Environ. Sci. 2019, 322, 012008. [CrossRef]

14. Kuo, T.J.; Lee, K.Y.; Chiang, M.H. Development of a neural network model for SOH of LiFePO4 batteries under different aging
conditions. IOP Conf. Ser. Mater. Sci. Eng. 2019, 486, 012083. [CrossRef]

15. Davydenko, L.; Davydenko, N.; Bosak, A.; Bosak, A.; Deja, A.; Dzhuguryan, T. Smart Sustainable Freight Transport for a City
Multi-Floor Manufacturing Cluster: A Framework of the Energy Efficiency Monitoring of Electric Vehicle Fleet Charging. Energies
2022, 15, 3780. [CrossRef]

16. Mamun, K.A.; Islam, F.R.; Haque, R.; Chand, A.A.; Prasad, K.A.; Goundar, K.K.; Prakash, K.; Maharaj, S. Systematic Modeling and
Analysis of On-Board Vehicle Integrated Novel Hybrid Renewable Energy System with Storage for Electric Vehicles. Sustainability
2022, 14, 2538. [CrossRef]

17. Chao, P.-P.; Zhang, R.-Y.; Wang, Y.-D.; Tang, H.; Dai, H.-L. Warning model of new energy vehicle under improving time-to-rollover
with neural network. Meas. Control. 2022, 55, 1004–1015. [CrossRef]

18. Pusztai, Z.; K’orös, P.; Szauter, F.; Friedler, F. Vehicle Model-Based Driving Strategy Optimization for Lightweight Vehicle. Energies
2022, 15, 3631. [CrossRef]

106



Mathematics 2023, 11, 536

19. Mariani, V.; Rizzo, G.; Tiano, F.; Glielmo, L. A model predictive control scheme for regenerative braking in vehicles with
hybridized architectures via aftermarket kits. Control Eng. Pract. 2022, 123, 105142. [CrossRef]

20. Hensher, D.A.; Wei, E.; Liu, W. Battery electric vehicles in cities: Measurement of some impacts on traffic and government revenue
recovery. J. Transp. Geogr. 2021, 94, 103121. [CrossRef]

21. Li, S.; Yu, B.; Feng, X. Research on braking energy recovery strategy of electric vehicle based on ECE regulation and I curve. Sci.
Prog. 2020, 103, 0036850419877762. [CrossRef] [PubMed]

22. Laadjal, K.; Cardoso, A.J.M. Estimation of Lithium-Ion Batteries State-Condition in Electric Vehicle Applications: Issues and State
of the Art. Electronics 2021, 10, 1588. [CrossRef]

23. Arango, I.; Lopez, C.; Ceren, A. Improving the Autonomy of a Mid-Drive Motor Electric Bicycle Based on System Efficiency Maps
and Its Performance. World Electric. Veh. J. 2021, 12, 59. [CrossRef]

24. Mei, J.; Zuo, Y.; Lee, C.H.; Wang, X.; Kirtley, J.L. Stochastic optimization of multi-energy system operation considering hydrogen-
based vehicle applications. Adv. Appl. Energy 2021, 2, 100031. [CrossRef]

25. Wu, X. Research and Implementation of Electric Vehicle Braking Energy Recovery System Based on Computer. J. Phys. Conf. Ser.
2021, 1744, 022080. [CrossRef]

26. Istomin, S. Development of a system for electric power consumption control by electric rolling stock on traction tracks of
locomotive depots. IOP Conf. Ser. Mater. Sci. Eng. 2020, 918, 012157. [CrossRef]

27. Domanov, K.; Shatohin, A.; Nezevak, V.; Cheremisin, V. Improving the technology of operating electric locomotives using electric
power storage device. E3S Web Conf. 2019, 110, 01033. [CrossRef]

28. Debelov, V.V.; Endachev, D.V.; Yakunov, D.M.; Deev, O.M. Charging balance management technology for low-voltage battery in
the car control unit with combined power system. IOP Conf. Ser. Mater. Sci. Eng. 2019, 534, 012029. [CrossRef]

29. Widmer, F.; Ritter, A.; Duhr, P.; Onder, C.H. Battery lifetime extension through optimal design and control of traction and heating
systems in hybrid drivetrains. ETransportation 2022, 14, 100196. [CrossRef]

30. Liu, X.; Zhao, M.; Wei, Z.; Lu, M. The energy management and economic optimization scheduling of microgrid based on Colored
Petri net and Quantum-PSO algorithm. Sustain. Energy Technol. Assess. 2022, 53, 102670. [CrossRef]

31. Tormos, B.; Pla, B.; Bares, P.; Pinto, D. Energy Management of Hybrid Electric Urban Bus by Off-Line Dynamic Programming
Optimization and One-Step Look-Ahead Rollout. Appl. Sci. 2022, 12, 4474. [CrossRef]

32. Zhou, J.; Feng, C.; Su, Q.; Jiang, S.; Fan, Z.; Ruan, J.; Sun, S.; Hu, L. The Multi-Objective Optimization of Powertrain Design and
Energy Management Strategy for Fuel Cell–Battery Electric Vehicle. Sustainability 2022, 14, 6320. [CrossRef]

33. Martyushev, N.V.; Malozyomov, B.V.; Khalikov, I.H.; Kukartsev, V.A.; Kukartsev, V.V.; Tynchenko, V.S.; Tynchenko, Y.A.; Qi, M.
Review of Methods for Improving the Energy Efficiency of Electrified Ground Transport by Optimizing Battery Consumption.
Energies 2023, 16, 729. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

107



Citation: Mazloumi, A.; Poolad, A.;

Mokhtari, M.S.; Altman, M.B.;

Abdelaziz, A.Y.; Elsisi, M. Optimal

Sizing of a Photovoltaic Pumping

System Integrated with Water

Storage Tank Considering

Cost/Reliability Assessment Using

Enhanced Artificial Rabbits

Optimization: A Case Study.

Mathematics 2023, 11, 463.

https://doi.org/10.3390/

math11020463

Academic Editors: Udochukwu B.

Akuru, Ogbonnaya I. Okoro and

Yacine Amara

Received: 12 November 2022

Revised: 9 January 2023

Accepted: 11 January 2023

Published: 15 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Optimal Sizing of a Photovoltaic Pumping System Integrated
with Water Storage Tank Considering Cost/Reliability
Assessment Using Enhanced Artificial Rabbits Optimization:
A Case Study

Abdolhamid Mazloumi 1, Alireza Poolad 2, Mohammad Sadegh Mokhtari 3, Morteza Babaee Altman 4, Almoataz

Y. Abdelaziz 5 and Mahmoud Elsisi 6,7,*

1 Department of Electrical Engineering, Gorgan Branch, Islamic Azad University, Gorgan 4917954834, Iran
2 Department of Electrical Engineering, Bushehr Branch, Islamic Azad University, Bushehr 7515895496, Iran
3 Department of Computer Science, University of Antwerp, 2000 Antwerp, Belgium
4 Department of Energy Engineering, Amirkabir University of Technology (Tehran Polytechnic),

Tehran 1591634311, Iran
5 Faculty of Engineering and Technology, Future University in Egypt, Cairo 11835, Egypt
6 Department of Electrical Engineering, National Kaohsiung University of Science and Technology,

Kaohsiung 807618, Taiwan
7 Department of Electrical Engineering, Faculty of Engineering at Shoubra, Benha University,

Cairo 11629, Egypt
* Correspondence: mahmoudelsisi@nkust.edu.tw

Abstract: In this paper, optimal sizing of a photovoltaic (PV) pumping system with a water storage
tank (WST) is developed to meet the water demand to minimize the life cycle cost (LCC) and satisfy the
probability of interrupted water (pIW) constraint considering real region data. The component sizing,
including the PV resources and the WST, is determined optimally based on LCC and pIW using a new
meta-heuristic method named enhanced artificial rabbits optimization (EARO) via a nonlinear inertia
weight reduction strategy to overcome the premature convergence of its conventional algorithm. The
WST is sized optimally regarding the lack of irradiation and inaccessibility of the pumping system
so that it is able to improve the water supply reliability. The LCC for water extraction heights of
5 and 10 m is obtained at 0.2955 M$ and 0.2993 M$, respectively, and the pIW in these two scenarios
is calculated as zero, which means the complete and reliable supply of the water demand of the
customers using the proposed methodology based on the EARO. Also, the results demonstrated the
superior performance of EARO in comparison with artificial rabbits optimization (ARO) and particle
swarm optimization (PSO); these methods have supplied customers’ water demands with higher
costs and lower reliability than the proposed EARO method. Also, during the sensitivity analysis, the
results showed that changes in the irradiance and height of the water extraction have a considerable
effect on the cost and ability to meet customer demand.

Keywords: photovoltaic pumping system; optimal sizing; cost/reliability assessment; probability of
interrupted water; enhanced artificial rabbits optimization

MSC: 49K10; 68T20

1. Introduction

Today, the use of clean energy resources as distributed generation generators is of
great interest [1]. One of the most common renewable resources is photovoltaic (PV) energy,
which has been widely used in various energy production applications [2]. One of its
applications is in water-pumping systems to extract customers’ drinking water and also
in the agricultural industry for irrigation [3], in such a way that the electricity required by
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electrical motor pumps is supplied by PV arrays. The water pumps generally depend on
electricity or diesel generators to provide electricity. The pumped water is stored in the
tanks for use by customers during the day, at night, or in the absence of radiation. The
tank operates as a storage system, and the battery is generally not used to store PV power;
however, it can be used reliably for specific needs. The use of diesel has a high fuel cost and
also increases environmental pollution. PV water pump systems are not environmentally
friendly and have low maintenance costs. Optimal design and optimal sizing of a water-
pumping system are desirable features. To supply water to customers based on a system
to minimize the cost, the size of the components must be determined optimally [4,5]. In
recent years, many studies have been performed on the use of new energy sources and
their optimization based on intelligent optimization methods [6–9]. The main reason for
the acceptance of new energy sources is the available energy of this type of resource. On
the other hand, the use of these resources is very useful for feeding electric pumps in
places far from electricity networks. Studies have been conducted in the field of designing
PV water-pumping systems to supply the water demand of customers. In the economic
index, the cost of energy production of the system is considered, which is related to the
cost of purchasing, maintaining, and replacing the cost of components. In the technical
index, the water supply is also incorporated. In [10], a design method is presented for the
sizing of photovoltaic panels to feed the pumping system in Spain. In [11], an optimization
method is used for determining the size of PV resources for Turkish weather conditions,
and the optimal size of PV energy components and the optimal electrical structure of the
system components are identified. In [12], the sizing of a PV water-pumping system using
a storage tank is performed with reference to the loss of energy probability and considering
lifetime cost for Algeria. In [13], the load loss probability method is applied to optimize
the size of PV water-pumping systems. In [14], the sizing of a PV water pump system
with daily radiation profiles is presented, and the results show that the proposed method
reduces the capital cost and removes battery storage dependency. In [15], a method is
proposed for sizing a PV water-pumping system based on optimal control with the aim
of daily pumped water maximization by optimizing motor efficiency. In [16], the sizing
of a PV water-pumping system integrated with a battery storage system is presented,
considering net present cost minimization and satisfying constraints regarding shortage of
power supply probability. In [17], a framework for sizing a PV water-pumping system with
battery storage is proposed to minimize the cost of energy considering the loss of power
probability. In [18], the optimal size of a reliable PV water-pumping system integrated with
a diesel generator is presented to minimize the cost of energy. In [19], the effectiveness of a
PV water-pumping system integrated with battery storage is presented with peak-shaving
minimization. In [20], an algorithm is proposed for sizing a photovoltaic water-pumping
system with a diesel generator to minimize the LCC. In [21], the sizing of a photovoltaic
pumping system with battery storage and diesel backup is developed to minimize the cost
of energy. In [22], the net present cost is minimized in designing a photovoltaic water-
pumping system integrated with battery storage. In [23], PV and wind arrays are applied
to supply a water-pumping system with electricity. The goal of system sizing is considered
to determine the size of the system components to minimize the costs of the system and
satisfy the LPSP. In [24], PV resources and storage systems are applied to meet the demand
of an electric water-pumping system for power. Excess photovoltaic energy that is not
consumed by the electric pump is stored in a battery.

Due to the lack of grid power in remote areas, PV water-pumping systems are one of
the most cost-effective methods to supply the drinking water of customers. Using a PV
water-pumping system has become popular due to the importance of available electricity
and rising diesel costs. In these systems, the amount of extracted water depends on the
available PV radiation and sizing the system optimally. The literature review found that in
the sizing studies of PV water-pumping systems, battery storage or fuel cells are applied to
compensate for the shortage of power due to oscillation of the irradiance and especially the
lack of radiation at night, while the use of these storage devices increases the system cost
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significantly. Moreover, the literature review found that using optimization methods with
high convergence rates and accuracy helped to identify the components’ sizing optimally
and reduce the water extraction costs. Given that the optimization methods work well in
some optimization problems but may not be suited for implementation in other problems’
solutions, today there is still a need to use more powerful optimization methods [25,26]. A
summary of the literature review is presented in Table 1.

Table 1. Summary of literature review.

Ref. Configuration Objective Function Reliability Enhanced Optimizer

[11] PV+MP+WST+Battery Energy efficiency   
[12] PV+MP+WST LCC   
[13] PV+MP+Battery Net present cost �  
[14] PV+MP+Battery Environmental impacts   
[15] PV+MP System efficiency  �
[16] PV+MP+Battery Net present cost �  
[17] PV+MP+Battery Levelized Cost of Energy �  
[18] PV+MP+Diesel Cost of Energy   
[19] PV+MP+Battery Peak shaving   
[20] PV+MP+Diesel LCC �  
[21] PV+MP+Battery+Diesel Cost of Energy   
[22] PV+MP+Battery Net present cost �  
[23] PV+WT+Battery Cost of Energy �  

* MP: Motor pump, WT: Wind turbine,  refers to not included and �refers to included.

In this paper, the sizing of a PV water-pumping system with a water storage tank (WST)
is performed to minimize the life cycle cost (LCC) and satisfying a reliability constraint
regarding the probability of interrupted water (pIW) for remote area application considering
real regional data. Decision variables include the number of PV arrays and WSTs, and these
variables are determined using an enhanced artificial rabbits optimization (EARO) method.
The PV arrays are used to supply the electrical energy needed by the motor pump. The
required electrical power of the motor pump is optimized. The conventional ARO [27]
is enhanced with a nonlinear inertia weight reduction strategy [28] to remove premature
convergence and enhance the ARO by preventing local optimum trapping. The capability of
EARO to solve the problem is compared with those of traditional ARO and PSO. The impact
of several important factors on the system design has also been investigated. Highlights of
the research are as follows:

• Sizing of a photovoltaic water-pumping system for the Gorgan region in Iran;
• Sizing framework considering reliability/cost assessment;
• Using a new enhanced artificial rabbits optimization (EARO) method with a nonlinear

inertia weight reduction strategy;
• Considerable effect of changes in irradiance and water extraction height of the system sizing;
• Superior performance of EARO compared with conventional ARO and PSO.

The PV water pump system is mathematically modeled in Section 2. Section 3 describes
the method of determining the system size considering economic and technical indices. In
Section 4, the EARO method and its processes for solving the problem are demonstrated.
Section 5 presents the simulation results of sizing the PV pumping system and the sensitivity
analysis results, and finally, Section 6 concludes the research findings.

2. Modeling of PV Pumping System

Electrical water pumps for drinking applications represent an important field of
reliable PV systems. As shown in Figure 1, these systems typically include a PV generator,
a water tank, and a DC pump.
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Figure 1. Schematic of the PV water-pumping system.

In the studied system, a water storage tank (WST) is used instead of a battery bank.
In systems involving batteries, a lack of power for the electric pump is counteracted by
discharging the battery, while in a PV pump system equipped with a WST, the tank plays
the role of a battery through the management of water consumption. The operation of the
proposed system is as follows:

• If the amount of pumped water is more than the required water at that hour, the excess
water is saved in the WST, and the new state is determined when the tank is full. In
this case, the amount of remaining water is not stored.

• If the amount of water demanded per hour is less than the amount of pumped water,
the WST is applied to fully satisfy the water demand. The new charge status of the
WST is determined. If the WST is depleted, the shortage is expressed as the probability
of interrupted water.

2.1. PV Model

The PV module and array power based on solar radiation and temperature is com-
puted by [7,11]:

pPV(t) = PPV,Rated × ηMPPT × αPV(t)
αPV,Re f

× (1 + μ × (ξc(t)− ξre f )) (1)

ξc(t) = ξa(t) + (
χ − 20

800
)× αPV(t) (2)

PPV(t) = NPV × pPV(t) (3)

where, pPV(t) is the PV module-generated power at time t, PPV,Rated is the nominal power of
the PV module, ηMPPT is the efficiency of the PV maximum power point tracking (98.83%),
αPV(t) and αPV,Re f are the instantaneous irradiance at time t and solar radiation in standard
condition (1000 W/m2), respectively, μ is the temperature coefficient of the PV system
(−3.7 × 10−3 (1/◦C)), ξre f indicates the temperature of the module at time t (◦C), ξre f refers
to the reference temperature of the PV system, χ is the nominal operating cell temperature
(◦C), NPV refers to the PV module number, and PPV(t) is the power of the PV array.

MPPT of PV System

In this study, the maximum power point tracking (MPPT) of the PV system is based on
a meta-heuristic algorithm to maximize the output power of the PV system and maximize
PPV (d) by optimizing the duty cycle (d) of the DC/DC converter. The duty cycle range of

111



Mathematics 2023, 11, 463

the converter is dmin < d < dmax, where dmin and dmax respectively represent the minimum
and maximum values of the duty cycle, i.e., 0 and 1. The EARO method is used as a
direct control method to optimally adjust the duty cycle of the DC/DC converter of the PV
system and reduce the steady-state fluctuations of the system. First, the EARO algorithm
information is entered, including the number of the population (here 10) and the maximum
iterations (here 100), and the minimum and maximum duty cycle intervals are also applied.
For each population, the duty cycle algorithm is randomly selected in its allowed range by
the EARO method, and voltage, current, and, as a result, PV power are calculated for it.
The member of the population corresponding to the previously obtained best photovoltaic
power is selected as the best result of the algorithm. Then, the population set of the
algorithm is updated. For the updated population (selection of new cycles), the objective
function, i.e., photovoltaic power, is calculated. The best member of the population with the
maximum previously obtained power is selected as the representative of the population. If
the solution is better compared to the previous value, it will be replaced. If the convergence
condition is estimated, which is to achieve the maximum power and execute the maximum
iterations of the EARO algorithm, by determining the optimal duty cycle, the algorithm is
stopped; otherwise, the above steps are repeated until the optimal work cycle is determined.
In this study, the tracking efficiency of the photovoltaic system is 98.83%.

2.2. Pump Model

The below model is considered for the water flow Q against the input power P of
pumping system and the height h [10–12]:

P(Q, h) = α(h)× Q3 + β(h)× Q2 + Ω(h)× Q + φ(h) (4)

where the coefficients depend on the water height and are defined as follows [12]:

α(h) = α0 + α1 × h + α2 × h2 + α3 × h3 (5)

β(h) = β0 + β1 × h + β2 × h2 + β3 × h3 (6)

Ω(h) = Ω0 + Ω1 × h + Ω2 × h2 + Ω3 × h3 (7)

φ(h) = φ0 + φ1 × h + φ2 × h2 + φ3 × h3 (8)

The Q corresponding to the P is determined by Equation (9), with γ > P(Q). In the
iteration k, Q can be presented as [12]:

Qk = Qk−1 − 
(Qk−1)


′(Qk−1)
(9)

where

(Qk−1) = α × Q3

k−1 + β × Q2
k−1 + δ × Qk−1 + γ − P(Qk−1) (10)

where 
′(Qk−1) is derived from 
(Qk−1).

2.3. WST Model

The size of the WST is found to meet the water requirement for a period when there is
no energy source; this period is called system adequacy. Depending on the production of
the PV array and the total load demand, the water charge state (WCHS) can be computed
as follows [7,11]:

• Charge of WST

WCHS(t) = WCHS(t − 1) + (PPV(t)− PWD(t)/ηInv)× Δt × ηWTS (11)

• Discharge of WST
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WCHS(t) = WCHS(t − 1)− (PWD(t)/ηInv − PPV(t))× Δt (12)

where WCHS(t) and WCHS(t − 1) refer to the charge condition of the WST (Wh) at time
t and (t − 1), respectively; PPV(t) refers to the power generated using the PV array (W);
PWD(t) refers to the hydraulic demand at t (W); and ηWTS is the tank efficiency in the charge
state (equal to 1). Also, WCHS(t) = NWTS × VOLWTS is considered for water storage
demanded, in which NWTS is the WST number, and VOLWTS shows the WST volume (m3).
Each WST can transmit 1 m3 to customers in one hour. The charge state of the WST is
limited by

0 ≤ WCHS(t) ≤ WCHSmax (13)

3. Sizing Methodology

For determination of the optimal component size, the system is optimized to meet the
water demand and evaluated with economic and technological indices. In this study, the
proposed approach to system evaluation is based on the two concepts of project lifetime cost
for economic evaluation (LCC) and a reliability index called the probability of interrupted
water (pIW). Combining the system with the lowest LCC and the best pIW is the optimal
combination and provides the desired reliability.

Currently, excessive consumption of non-renewable energies such as coal, gas, and
oil for the traditional production of electrical energy has caused serious environmental
threats, including climate change and increased air pollution. For this reason, adopting
an approach towards using energy sources that are compatible with the environment’s
health is necessary. After that, it is necessary to pay attention to the environmental costs
of electricity production, which can have destructive effects on natural resources. In the
energy sector, external costs that are imposed on society and the environment cause water
and air pollution, reduction of freshwater resources, etc. By employing new and renewable
energies, we can help reduce these costs. Among the mentioned renewable energies, solar
energy can be mentioned as an endless source of energy that solves many problems in the
field of energy and environment. A circular economy is a closed-loop system in which
a product is not thrown away after use. Thus, there will be no waste at the end of the
production cycle, making it more efficient in the long run. By implementing circular
economy models, it is possible to significantly reduce the amount of production waste
and increase economic growth by creating new industries around better management of
production waste. In this research, instead of using energy sources based on fossil fuels
with waste, photovoltaic renewable energy sources have been used to supply the required
power of the water pump system to minimize the environmental effects and waste resulting
from it, reduce the cost of the energy project over its lifetime, and reduce CO2 emissions by
using a circular economy.

3.1. Objective Function

LCC includes the costs of components such as PV arrays, motor pump sets, tanks,
and inverters. According to the system under study, the cost of LCC is expressed as the
investment cost (Ccap), the maintenance cost (CO&M), and the cost of interrupted water
(CWRW). It should be noted that the LCC only considers the costs incurred during the
project’s lifetime, and the impact of end-of-life system components’ value (considering
circular economy) has not been considered. Therefore, LCC is defined as follows [1,5,10–12]:

Minimize LCC = Ccap + CO&M + CIW + CWRW (14)

• Initial Investment Cost

The component capital cost includes the cost of components, the cost of construction,
and the cost of installation of the components. The construction and installation costs are
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considered equal to 40% of the PV array cost and equal to 20% of the cost of the motor
pump set. The capital cost (Ccap) is expressed as follows:

Ccap = NPV .CUnit,PV + NWST .CUnit,WST

+Npump.CUnit,pump + NInv.CInv
(15)

where NPV and CUnit,PV refer to the PV number and the PV unit cost, respectively. NWST
and CUnit,WST are the tank number and the tank unit cost, respectively. Npump and CUnit,pump
are the pump motor number and the unit cost, respectively, and NInv and CInv are the
inverter number and unit cost, respectively.

• Operation and Maintenance Cost

The cost of operation and maintenance (CO&M) is defined by [11–13]

CO&M =

⎧⎨
⎩ C(O&M)1

×
[

1+τ1
ψ−τ1

]
×
[
1 − 1+τ1

1−ψ

]κ
, f or ψ �= τ1

C(O&M)1
× κ, f or ψ = τ1

(16)

where τ1 is the inflation rate, ψ refers to the annual interest rate, and κ indicates the system
lifetime. C(O&M)0 indicates CO&M in the first year, which can be defined in terms of ∂ as
part of the capital cost (Ccap). C(O&M)1 is computed as follows:

C(O&M)1
= ∂ × Ccap (17)

- Cost of Water Reliability Weakness

The water reliability weakness of customers is equal to the amount of water not
supplied by the system multiplied by the cost per liter of water, which is defined as follows:

CWRW =
T

∑
t=1

(PWD(t)× pIW × CIW) (18)

where pIW is the probability of interrupted water, and CIW is the cost of not supplying each
liter of water demanded by customers in terms of U.S. dollars.

3.2. Reliability Constraint

The pIW index is a technical index for finding the size of PV water-pumping system
components for a system equipped with a water tank. When the pumped water amount is
more than the amount of water consumed by the customers, the excess water is saved in
the WST, and the amount of water stored in hour t is obtained from Equation (11). In case
that the amount of water required by the customers is more than the amount of pumped
water, the water shortage of the customers will be compensated by the discharge of the
WST, in which case the amount of water in the tank at hour t is defined by Equation (12).
However, if the amount of water in the reservoir is not able to fully meet the water demand
of the customers, then the amount of interrupted water per hour (IW (t)) is defined as
follows [5,7,9]:

IW(t) = PWD(t)× Δt − (PPV(t)× Δt + WCHS(t − 1)) (19)

pIW =

T
∑

t=1
IW(t)

T
∑

t=1
PWD(t)

(20)

where the value of pIW is between 0 and 1. A value of 0 means that all the water customers
demand has been supplied, and a value of 1 means that the total water demand has not
been supplied.
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3.3. Proposed Optimizer (EARO)

The sizing of the PV pump system with the aim of minimizing LCC and pIW satis-
faction using enhanced artificial rabbits optimization (EARO) is presented. The optimiza-
tion variables include the PV array number and the WST number determined using the
EARO method.

3.3.1. Inspiration

The ARO algorithm is modeled based on the survival strategies of rabbits in the
wild [27]. The ARO algorithm uses strategies of foraging and hiding and reduces their
energy to exchange among these strategies to solve an optimization problem.

3.3.2. Searching for Shortcut Food (Exploration)

Rabbits tend to look for food far away, so they are not interested in looking for food in
nearby places; in other words, they are not satisfied with the grass in their area and search
far away, which is called detour foraging. In the ARO algorithm, each rabbit has a number
d of hiding places in its own area. Rabbits randomly consider the position of other rabbits
to search for food. In this way, rabbits may gather around a food source to obtain enough
food while searching for food. So, detour foraging means that each searcher is interested
in updating its position towards each other searcher by adding a disturbance. The detour
foraging model is presented as follows [27]:

→
v i(t + 1) =

→
x j(t) + R.(

→
x i(t)−→

x j(t)) + round(0.5.(0.05 + r1)).n1, (21)

i, j = 1, ..., n and j �= i

R = L.c (22)

L = (e − e(
t−1

T )
2
). sin(2πr2) (23)

c(k) =
{

1 i f k == g(l), k = 1, ..., d and l = 1, ..., 
r3.d�
0 else

(24)

g = rand perm(d) (25)

n1 ∼ N(0, 1) (26)

where
→
v i(t + 1) represents the ith candidate rabbit position at time t + 1,

→
x i(t) refers to

the ith rabbit position at time t, n represents a rabbit population size, d is the number of
dimensions of the problem, and T represents the maximum iterations number, 
.� indicates
the ceiling function, rand perm represents the random order of integers 1 to d, r1 to r3
represents three random numbers in the range (1, 0), L is the length of the run, and n1 is
bound to the normal distribution.

3.3.3. Random Hiding (Exploitation)

In each iteration, a rabbit generates a number of hiding places (d) around each dimen-
sion of the search space and considers one of those hiding places to hide. In this way, it
reduces the possibility of being hunted. The jth hiding place of the ith rabbit is defined as
follows [27]:

→
b i,j(t) =

→
x i(t) + H.g.

→
x i(t), i = 1, ..., n and j = 1, ..., d (27)

H = T−t+1
T .r4 (28)

n2 ∼ N(0, 1) (29)

g(k) =
{

1 i f k == j, k = 1, ..., d
0 else

(30)
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During each dimension, d number of hiding places is produced in the neighborhood of
a rabbit. H represents the hidden parameter, which goes from 1 to 1/T based on a random
disturbance during the repetitions in a linear way.

In order to hide from hunters and not be hunted, rabbits are not interested in choosing
one of the hiding places randomly. Random hiding behavior is defined as follows [27]:

→
v i(t + 1) =

→
x i(t) + R.(r4.

→
b i,r(t)−→

x i(t)), i = 1, ..., n (31)

gr(k) =
{

1 i f k == 
r5.d�, k = 1, ..., d
0 else

(32)

→
b i,r(t) =

→
x i(t) + H.gr.

→
x i(t) (33)

where
→
b i,r refers to a hideout considered randomly to hide in from d number of hideouts,

and r4 and r5 represent numbers between 0 and 1, randomly selected. According to the
above equations, the i-th searching person tries to update his position with respect to a
random hideout considered from the d available hideouts.

The position of the i-th rabbit is updated as follows [27]:

→
xi(t + 1) =

{ →
xi(t) f (

→
xi(t)) ≤ f (

→
vi(t + 1))

→
vi(t + 1) f (

→
xi(t)) > f (

→
vi(t + 1))

(34)

3.3.4. Energy Reduction (Transition from Exploration to Exploitation)

In the ARO algorithm, rabbits tend to engage in detour foraging behavior repeatedly,
while they engage in random hiding behavior in the later stage of iterations. Therefore, over
time, a rabbit’s energy decreases. Therefore, the energy factor is presented as follows [27]:

A(t) = 4(1 − t
T
) ln

1
r

(35)

where r represents a number between 0 and 1. When A(t) > 1, the rabbit is subject to random
exploration, and detour foraging occurs. When A(t) ≤ 1, the rabbit is not interested in
randomly using its hiding places, and in this condition random hiding occurs. The search
structure according to factor A is shown in Figure 2.

Figure 2. Search structure according to factor A.
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Therefore, the ARO algorithm randomly generates a population of rabbits as candidate
answers in the search space. In each iteration, a rabbit updates its position relative to a
random rabbit from the population or a random rabbit taken from the hiding places. As
the repetitions increase, factor A goes through a decreasing process, so that each rabbit
in the population is forced to perform a transfer operation. The algorithm is updated
until it reaches the convergence criterion of the algorithm to obtain the best response. The
pseudo-code of the ARO algorithm is presented in Algorithm 1.

Algorithm 1 Pseudo-Code of ARO

Initiate a rabbits set i and calculate the fitness (Fiti) and Xbest
While the convergence criteria is not met do

For each individual Xi do
Compute the A operator via Equation (35)
If A > 1

Select a rabbit from individuals randomly
Compute R via Equations (23)–(26)
Implement detour foraging using Equation (21)
Compute the Fiti
Update the present individual position via Equation (34)

Else
Produce d burrows and pick hiding randomly via Equation (33)
Implement the hiding randomly via Equation (31)
Compute the Fiti
Update the individual position via Equation (34)

End If
Update the best solution determined Xbest
End For

End While
Return Xbest

3.3.5. Overview of EARO

In the optimization process, the optimal selection of the inertia weight is very effective
in solving the problem. A big value of the inertia weight makes the algorithm perform better
in global search. However, a small value of the inertia weight makes the algorithm perform
better in local search. In the ARO algorithm, the value of the inertia weight is chosen as
equal to one. Therefore, to strengthen the performance of the algorithm in preventing
premature convergence, it is better to consider the inertia weight dynamics to accelerate
the achievement of the global optimum. In solving the optimization problem based on
the ARO algorithm, to improve the convergence and prevent premature convergence, the
nonlinear inertia weight reduction method [28] is applied as follows:

IW(t) = IWL + (0.5(1 + cos(
πt
T
)))

ψ

× (IWU − IWL) (36)

where IWL and IWU refer to lower and upper amounts of IW, respectively (ψ = 10 [28]).
According to Equation (36), Equations (34) and (31) are updated:

→
xi(t + 1) =

{
IW(t).

→
xi(t) f (

→
xi(t)) ≤ f (

→
vi(t + 1))

→
vi(t + 1) f (

→
xi(t)) > f (

→
vi(t + 1))

(37)

→
v i(t + 1) = IW(t).

→
x i(t) + R.(r4.

→
b i,r(t)− IW(t).

→
x i(t)), i = 1, ..., n (38)

3.3.6. The EARO Implementation

The PV water pump system sizing is developed using the EARO method. The opti-
mization variables are optimally determined by EARO. The algorithm iterations number is
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considered to be 100, and the population number is selected as 50 according to the trial-
and-error method and the authors’ experience. The flowchart of the EARO to implement
the problem is depicted in Figure 3. The steps of EARO performing sizing solving are
presented as follows:

Figure 3. Flowchart of the EARO implementation for sizing problem solving.

Step 1: Insert the data related to the irradiance and temperature considering real
regional data and produce the initial population for x = [NPV , NTank] as a decision
variables vector.

Step 2: The variables set are identified randomly after considering the search space
for members of the population.

Step 3: The LCC is calculated for each variable set via ARO, and the corresponding
lowest LCC is determined as the best member of the population.

Step 4: The population position is updated, and then the LCC is computed for the
new population. If the member corresponding to the best value of the cost is better than
the LCC gained in Step 4, it replaces the older value.

Step 5: In the enhanced ARO phase, the algorithm position is updated with a nonlinear
inertia weight reduction strategy, and then the OF is computed for the updated population.
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Step 6: The optimal variable set is replaced by the best set obtained in Step 5 if it has
better results than the cost achieved in Step 4.

Step 7: The convergence criteria are evaluated. If these criteria are met, go to Step 8;
otherwise, return to Step 4.

Step 8: Stop the EARO and print the best variables.

4. Simulation Results

In this paper, the sizing of the PV water pump system is performed by considering the
possibility of water supply to the customers using EARO considering real regional data.
The simulation of the studied system is performed in different scenarios of water height.
The simulation results include the optimal components capacity and system cost for the full
supply of customer demand. It should be noted that in order to confirm the efficiency of
the EARO method, the problems with traditional ARO and PSO, which have shown their
ability in recent years to optimize power engineering problems, have been evaluated, and
the results are compared. Finally, the effect of some system parameters on optimization
is evaluated.

4.1. Sizing Parameters

The proposed framework is applied for sizing the PV water pump system sepa-
rate from the network with the aim of providing drinking water to customers. The cost
data of the system are presented in Table 2. The efficiency of the inverter is considered
to be 95% [11–13]. The technical data of the PV array and pump motor are given in
Tables 3 and 4, respectively.

Table 2. The cost data of the system [11–13].

Component Capital Cost (U.S. Dollars) Maintenance Cost (U.S. Dollars) τ1 (%) ψ κ

PV Array 294.91 2.95 4 8 25
Pump Motor 210 2.1 4 8 10
Water Tank 42,000 420 4 8 25

Inverter 50.057 0.5 – – 10

Table 3. Technical data of PV array [12,13].

Pmax (W) q k n Rs In Vnoc Isc Vmax Imax

55 1.6 ×10−19 1.38 × 10−23 1.5 0.012 6.5 21.7 3.4 17.4 3.16

Table 4. Technical characteristics of motor pump [12,13].

Motor Type Nominal Power (W) Voltage Range (V) Maximum Current (A)

DC 400 0–48 13

The amount of water consumed in each hour during a 24 h period is equal to
24.10 cubic meters. Each water tank has a maximum capacity of 1 m3, and the capac-
ity of each at the beginning of the program is considered 0.25 m3. The values of the
coefficients of Equations (4)–(8) are given in Table 5. The changes in radiation as well as
temperature for a full day and night are shown in Figures 4 and 5. The solar radiation and
temperature are of the Gorgan area (latitude 37◦24′ and longitude 55◦15′) in Iran.
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Table 5. Coefficients value of motor pump [12,13].

Coefficient Value Coefficient Value

α(h)

α0 = −214.42

Ω(h)

Ω0 = −152.82
α1 = 108.43 Ω1 = 72.369
α2 = −9.9276 Ω2 = −6.5469
α3 = 0.2201 Ω3 =0.1499

β(h)

β0 = 470.5

φ(h)

Φ0 = 16.79
β1 = −157.19 Φ1 = −2.8140
β2 = 15.038 Φ2 = 0.7072
β3 = −0.339 Φ3 = −0.0158

Figure 4. Irradiance during a day for Gorgan region.

Figure 5. Ambient temperature during a day for Gorgan region.

The cost of the photovoltaic array from the investment point of view is USD 249.91 per
kilowatt, and the cost from the maintenance point of view is 1% of that, equal to USD
2.49 per hour. The purchase cost of each water tank is USD 42,000, and the maintenance
cost is USD 420 [12,13]. The sizing of the PV water pump system is considered using EARO,
taking into account the possibility of non-supply of water to pIW customers. System costs
are presented as an economic index, and pIW as a technical index for the system’s ability to
supply water to customers. The simulations are implemented in two scenarios as follows:

Scenario #1: Sizing of a PV water pump system for a water extraction height of 5 m
with LCC minimization and satisfying the pIW constraint;

Scenario #2: Sizing of a PV water pump system for a water extraction height of 10 m
with LCC minimization and satisfying the pIW constraint.
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4.2. Simulation Results of the First Scenario

Based on Scenario 1, the solar pumping system is designed considering a water height
of 5 m. The convergence process of the different algorithms is shown in Figure 6. This figure
shows that the system costs using the EARO method are lower than for other methods. In
Table 6, the results are given. Based on Scenario 1, the PV array and water tank numbers
are set to 5 and 7, respectively. The system cost is 0.2955 M$. Using EARO, the LCC is lower
than for the ARO and PSO methods, and the system was able to fully supply the water
consumed by the customers. However, when using the ARO and PSO methods, system
costs were equal to 3119 and 0.3078 M$, respectively, and on the other hand, these methods
did not provide 4.18 and 4.16% of the water required by customers, respectively. Therefore,
the obtained results confirm the better capability of EARO in terms of achieving the lowest
cost and the highest reliability of water supply to customers.

 

Figure 6. The EARO, ARO, and PSO convergence curves in the first scenario.

Table 6. System optimization results in the first scenario.

Method/Parameter NPV NWST LCC (M$) pIW (%)

EARO 5 7 0.2955 0
ARO 5 6 0.3119 4.18
PSO 4 6 0.3078 4.16

Table 7 shows the sensitivity of pIW compared to the number of PV arrays based on
the EARO method; in other words, it can be seen that with the increase in the PV number,
unsupplied water for customers decreases, and they are supplied with higher reliability.

Table 7. pIW sensitivity to the number of PV arrays in the first scenario.

NPV 1 2 3 4 5

pIW (%) 54.16 29.16 16.66 4.16 0

Figure 7 illustrates the variations in pIW compared to the PV number; with the increase
in the PV number, the water demand of the customers is met with a higher level of reliability.
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Figure 7. Change compared to PV number in Scenario 1.

4.3. Results of Scenario 2

The results Scenario 2, with height of 10 m, are given in Table 8. Figure 8 shows the
convergence process of the different algorithms and demonstrates that EAROs obtain the
optimal component sizing with lowest LCC.

Table 8. System optimization results in the second scenario.

Method/Parameter NPV NWST LCC (M$) pIW (%)

EARO 6 7 0.2993 0
ARO 6 6 0.3157 4.47
PSO 6 6 0.3134 4.23

Figure 8. The EARO, ARO, and PSO convergence curves in the second scenario.

In the second scenario, the PV array number and tank number of the EARO method
are 6 and 7, respectively. The LCC obtained using EARO is 0.2993 M$. For ARO and PSO,
NPV and NWST are equal to 6. Using ARO and PSO, the LCC is 0.3157 M$ and 0.3134 M$,
respectively. Therefore, according to the results, it can be said that the EARO method has
optimized the system at a lower cost and also has provided the total water demanded by
customers with pIW equal to zero. On the other hand, the ARO and PSO methods did not
provide 4.47 and 4.23% of the total water required by the customers, respectively, which
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increased the cost by imposing the cost of WNS by these methods. Therefore, the proposed
method of EARO is a cost-effective and reliable method compared to other methods.

In Table 9 and Figure 9, the variations in pIW compared to the PV array number are
plotted; it is clear that the pIW value decreases as the PV array number increases.

Table 9. Sensitivity to the number of PV arrays in the second scenario.

NPV 1 2 3 4 5 6

pIW (%) 83.33 45.83 29.16 20.83 8.33 0

Figure 9. Changes relative to PV number in the Scenario 2.

4.4. Comparison of Scenario Results

The results of Scenarios 1 and 2 obtained via EARO are compared with each other.
The required power of the motor pump is supplied by photovoltaic sources, and the
required power of the motor pump is optimized. When the height of water extraction
increases, in this case, the motor pump needs more power to extract the same volume
of water in the base state (base height of 5 m). Based on Table 10, it is clear that with
the increase of water height from 5 to 10 m and thus the increase in the height of water
extraction, the optimization program has considered more photovoltaic panels or more
photovoltaic power to supply the required power of the motor pump. On the other hand,
the optimization program has guaranteed the complete and reliable supply of 100% (with
pIW = 0) of the water demand of the customers under the conditions of changing the height
of water extraction, satisfying the water reliability index. As a result, it can be seen that the
LCC of the system has increased with the increase in the height of water extraction due to
the increase in photovoltaic power required by the motor pump.

Table 10. Results of Scenarios 1 and 2.

Method/Parameter NPV NWST LCC (M$) pIW (%)

Scenario #1 5 7 0.2955 0
Scenario #2 6 7 0.2993 0

In the following, the effects of some effective technical parameters such as changes
in the intensity of PV radiation and changes in temperature and the water demand of
customers on system optimization—in other words, on the optimal capacity of components
and system costs—have been evaluated. It should be noted that the simulations in this
section have been performed at a height of 10 m.
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4.5. Sensitivity Analysis
4.5.1. Effect of Height Changes

In Table 11 and Figure 10, the effect of increasing the height of water extraction on
the number of photovoltaic panels is evaluated. With the increase in the height of water
extraction, the required power of the motor pump has increased the number of photovoltaic
panels used.

Table 11. Changes in the number of PV arrays relative to water extraction height.

Height (m) 5 10 15

NPV 5 6 7

Figure 10. Curve of changes in the number of PV arrays relative to water extraction height.

4.5.2. Effect of Changes in the Number of Tanks

The results of changes in the number of water storage tanks in relation to the height
are presented in Table 12. In a 24 h period, the water demand of the customers is completely
satisfied. Therefore, the optimization program under the conditions of changes in the
height of water extraction has tried to fully supply the same volume of water required by
the customers as in the base height scenario by increasing the required power of the motor
pump. So, with the increase in the height of water extraction, the number of water tanks
required by the customers has remained unchanged.

Table 12. Results of scenarios 1 and 2.

Height (m) 5 10 15

NPV 7 7 7

4.5.3. Effect of Changes in Irradiance

The irradiance is decreased by 25% and increased by 25%, and the results are compared
with a height of 10 m. The results of irradiance changes are presented in Table 13. As we
know, with the increase of irradiance (compared to the basic state), the output power of a
photovoltaic panel increases. Therefore, in conditions of increased irradiance, the amount of
extracted power is higher. As can be seen, with the 25% increase in irradiance, the number
of photovoltaic panels has decreased from seven to five. In other words, the optimization
program considers the power produced by five photovoltaic panels in the condition of a
25% increase in irradiance equivalent to the power produced by six photovoltaic panels
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in the basic irradiance condition. Also, the optimization program has selected the power
produced by nine photovoltaic panels in the conditions of 25% reduction of irradiance,
equivalent to the power generated by six photovoltaic panels in the basic irradiance. On
the other hand, it is clear that with the increase (decrease) of the number of photovoltaic
panels in the conditions of 25% reduction (increase) of irradiance, the cost of the system has
increased (decreased). Also, the results show that the decrease in irradiance has weakened
the reliability of the customers’ water supply.

Table 13. Effect of changes in PV radiation intensity on system optimization.

Irradiance/Parameter NPV NWST LCC (M$) pIW (%)

25% decrease 9 7 0.3326 2.67
Nominal 6 7 0.2993 0

25% increase 5 7 0.2922 0

4.5.4. Effect of Temperature Changes

The effect of temperature variations (10% decrease and increase compared to the
baseline) on the optimal capacity of system components and the cost to meet the total
water demand is presented in Table 14. An increase in temperature causes very small
changes in the output power of photovoltaic panels. This effect is mostly considered in
low-power applications of photovoltaic modules, and it is ignored in high-power appli-
cations. Based on the obtained results, it is clear that 10% changes in temperature did not
affect the production of photovoltaic power and ultimately the cost and water supply of
the customers.

Table 14. Effect of temperature changes on system optimization.

Temperature/Parameter NPV NWST LCC (M$) pIW (%)

10% decrease 6 7 0.2993 0
Nominal 6 7 0.2993 0

10% increase 6 7 0.2993 0

4.5.5. Effect of Water Demand Changes

The effect of changes in the percentage of water consumed by customers on system
optimization has been evaluated in this section. The results are given in Table 15. As the
water demand of the customers increases, the pump motor needs more power to extract
more water and vice versa. Therefore, more photovoltaic panels are needed to supply the
required power for the motor pump. Therefore, the increase in the water demand of the
customers increases the cost. Similarly, reducing the water demand of the customers will
reduce the number of photovoltaic panels and reduce the cost. On the other hand, in the
conditions of increased water needs, the optimization program may not be able to fully
meet the needs of the customers.

Table 15. Optimization results from water demand changes.

Water Demand/Parameter NPV NWST LCC (M$) pIW (%)

20% decrease 4 7 0.2937 0
Nominal 6 7 0.2993 0

20% increase 8 7 0.3289 3.4

4.5.6. Effect of Considering Replacement Cost

In this section, the effect of considering the replacement cost of system components
according to the project lifetime of the system (25 years) and operation period of the
equipment is presented in the solutions of Scenarios 1 and 2 according to Table 16. In
this condition the replacement cost considered for the motor pump and also inverter is
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added to Equation (14). So, the replacement cost is defined as CR = Crep × SFF(i, yrep),
and SFF = i/(1 + i)y − 1 (Crep is the replacement cost of a motor pump and inverter
(U.S. dollars), i is the annual real interest rate, and yrep is the lifetime of the motor pump
and inverter). In this case, based on Table 2, the lifespan of the project is considered to
be 25 years according to the lifespan of the photovoltaic sources and the water tank, and
the useful lifespan of the pump motor and inverter is also considered to be 10 years. In
this situation, the cost of replacing the equipment is considered similar to the investment
cost of each piece of equipment, which is naturally included in the cost function (LCC) of
Equation (14) based on the annual operating period of this study, and the simulation results
using the EARO optimization method are presented in Table 16. The LCC for Scenario 1
and Scenario 2 is obtained 0.3073 M$ and 0.3111 M$, respectively.

Table 16. Results of effect of considering replacement cost for Scenarios 1 and 2.

Method/Parameter NPV NWST LCC (M$) pIW (%)

Scenario #1
With replacement cost 5 7 0.3073 0

Scenario #2
With replacement cost 6 7 0.3111 0

5. Comparison of the Results

In battery-based water-pumping systems, the water demand is met online. By re-
ceiving radiation, PV resources supply the electrical energy of the motor pump. In other
words, the water-related electricity needed by customers to extract water is delivered to
the pump motor, and the extra PV power is saved in the batteries for hours without PV
radiation and thus without PV electricity. The battery is discharged, and the pump motor is
provided with power for the extraction of water for delivery to customers. In other words,
the warehouse is electric. In a tank-based photovoltaic water pump, the battery is deleted,
and the water tank replaces it. For the method of EARO, according to the annual cost of the
system for 10 m of irrigation equal to 0.3073 M$ and the consumption of 10 m3 of water
by the customers every day, the cost of the water supplied to subscribers per liter (CWS)
is equal to USD 0.0841. The numerical comparison of the CWS is given in Table 17. It
can be seen that the EARO method with the PV pump system based on the water storage
tank has obtained a lower cost per liter compared to other methods based on the battery
storage system [29,30]. The configuration provided along with the proposed methodology
is simpler compared to other methods, the life of the storage system based on the water
storage tank is longer, and the cost of the water supplied to the subscribers is lower.

Table 17. Comparison of the EARO performance with previous studies.

Algorithm System CWS ($)

EARO PV/Pump/WST 0.0841
[29] PV/Pump/Battery 0.375
[30] PV/Pump/Diesel 0.261

6. Conclusions

In this paper, the sizes of PV pumping system components are determined to meet the
water demand of customers to minimize LCC and satisfy a reliability constraint, optimally
for the Gorgan region. The sizes of components such as PV arrays and the number of
water storage tanks are calculated optimally via EARO. Also, the capability of EARO is
compared with those of the traditional ARO and PSO. The LCC values for water extraction
heights of 5 m and 10 m are 0.3073 M$ and 0.3111 M$, respectively, using EARO. The
results demonstrated that the water-pumping system can supply the customers’ demand
fully based on continuous provision. The results showed that EARO, in designing the PV
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water pump system compared to the ARO and PSO methods, has a lower cost with higher
reliability. The effect of some important factors on system design is also evaluated. As PV
energy size increases, system reliability and cost increase. As the water extraction depth
increases, the PV energy required to supply the pump motor as well as the system cost
increase. As the irradiance increases, the PV number and consequently the system cost
decrease, and vice versa. The results also demonstrated that increasing the temperature
does not have a significant effect on system optimization, optimal component sizes, or
the reliability index. Also, the proposed method performance was confirmed, compared
to the previous methods, to have a lower cost of water extraction per liter. Assessing the
uncertainty of PV power generation and water consumption of customers in designing a
PV water pump system is suggested for future work.
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Abstract: Direct-on-line synchronous motors are a good alternative to induction motors in fluid
machinery drives due to their greater energy efficiency but have the significant disadvantage of
limiting the maximum moment of inertia of the loading mechanism to ensure their successful and
reliable start-up. This disadvantage is critical in centrifugal fans with a massive steel impeller. In this
article, using a mathematical model, the dynamics of starting and synchronizing a permanent magnet
synchronous motor fed directly from the mains as part of a fan drive are studied. The simulation
results show the possibility of increasing the maximum moment of inertia of the load at the successful
start-up of a direct-on-line synchronous motor by adjusting the hydraulic part of the fan pipeline by
means of throttling. The conclusions of this paper can be used when selecting an electric motor to
drive industrial fans and can contribute to wider use of energy-efficient synchronous motors with
direct start-up from the mains.

Keywords: centrifugal fans; electric motors; energy efficiency class; energy saving; line-start permanent
magnet synchronous motor; motor starting

MSC: 00A06

1. Introduction

The main function of industrial fans and blowers is to supply a large flow of air or gas
at low pressure to various parts of a building or process system. They are usually driven
by squirrel cage induction motors (Figure 1a). Such motors have a simple and reliable
design; however, due to their operating principle, they also have a relatively high power
loss, which limits their energy efficiency class [1]. For low-power induction motors in
the 0.55–7.5 kW range, there are difficulties in achieving the IE4 energy efficiency class
according to IEC standard 60034-30-1 “Rotating Electrical Machines—Part 30-1: Efficiency
classes of line operated AC motors (IE code)” [2].

An alternative to induction motors is synchronous motors with or without permanent
magnets and with a direct mains supply. This article discusses line-start permanent magnet
synchronous motors (LSPMSMs, Figure 1b) [3,4]. Such motors cannot replace induction
motors in the entire range of applications but have already firmly occupied some niches
such as fan and pump drives [5–8]. LSPMSMs can meet the requirements of the IE4 class
while retaining the dimensions of IE3 efficiency class induction motors [9].

In recent decades, the requirements for the eco-design of industrial equipment of Eu-
ropean regulations have been tightening, namely, the requirements for the energy efficiency
of electric motors [10] and the reduction of CO2 emissions [11] are growing. The use of
energy-efficient motors in industrial applications is a necessary step to achieve these goals.
The goal of tightening the requirements is to achieve a climate-neutral economy [12]. Many
countries have already introduced requirements for a mandatory minimum IE3 motor class:
The European Union (0.75–375 kW, from 2009); Switzerland and Turkey (0.75–375 kW, from
2017); US (0.75–200 kW, since 2017); Canada (0.75–150 kW, since 2017); Mexico (0.75–375
kW, since 2010); South Korea (0.75–200 kW, since 2017); Singapore (0.75–375 kW, since
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2013); Japan (0.75–375 kW, since 2014); Saudi Arabia (0.75–375 kW, since 2018); and Brazil
(0.75–185 kW, since 2017) [13].

  
(a) (b) 

Figure 1. Motor sketches: (a) Induction motor (IM); (b) line-start permanent magnet synchronous
motor (LSPMSM) [1].

LSPMSMs are commercially available from WEG [14], SEW [15], and Bharat Bijlee [16].
There are also serially produced compressors driven by LSPMSMs [17].

Induction motors usually do not have the problem of a failed start. Research on
starting induction motors is usually devoted to reducing the starting time in order to
reduce the motor overheating [18–20] and reducing the starting current in order to reduce
the load on the network [21–23].

The identification of motor model parameters to correctly determine the starting time
is often carried out by fitting the parameters using an automatic optimization method when
comparing the model response with experimental starting waveforms [24]. Based on the
analysis of starting waveforms and starting time, diagnostics of motor faults can also be
carried out [25].

The disadvantage of LSPMSMs in comparison with induction motors is a significant
limitation of the moment of inertia of the loading mechanism, which is usually indicated
in the motor catalog [14,26]. This value indicates the maximum moment of inertia of
the load at which the LSPMPM successfully starts and synchronizes at the rated load
torque. If starting conditions are worse (exceeding load inertia and/or load torque),
successful motor synchronization is not possible and, in the steady state, the motor speed
is oscillatory, while the stator current exceeds the rated one by 5–7 times. Induction motors
do not have such a limitation in most typical applications (fans, pumps, and compressors).
The load inertia limitation requires an evaluation of the success of the synchronization
during the LSPMSM start-up. There are several methods for assessing the success of the
LSPMSM synchronization using: (1) Finite element model; (2) lumped-circuit model; and
(3) synchronization trajectories [27,28].

The start-up simulation using the finite element model requires knowledge of the full
internal structure of the LSPMSM [29], which is not always possible. The parameterization
of the lumped model requires standard motor tests, such as the no-load test, short-circuit
test, and load test [1,28]. The method of synchronization trajectories requires the same
motor parameters for analysis as the lumped model [28]. The method of synchronization
trajectories and the finite element model method have the serious drawback of being poorly
suited for simulating the motor start-up in the drive of a specific mechanism. Depending
on the type of driven mechanism, both the load torque and the moment of inertia reduced
to the motor shaft can change during start-up. For this reason, when studying the motor
start-up in the drive of a certain mechanism, it is better to use the lumped parameter model.

In most of the literature, experimental studies of LSPMSMs are carried out using
laboratory benches with a load electric machine [30,31]. However, this approach does
not consider the dynamic processes occurring in real applications, such as features of the
mechanical characteristic of the loading mechanism (for example, the braking torque of
fans and pumps is quadratically dependent on their rotation speed) and the non-linearity
of the inertia of the mechanism and fluid. Due to the lack of information on the dynamic
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processes in real mechanisms, when designing a drive, the motor is often oversized, which
leads to a decrease in its efficiency and an increase in its cost. There are not as many articles
devoted to the simulation of the operation of an LSPMSM as part of a specific mechanism,
for example, a piston pump [29]. Moreover, a literature overview shows that there are no
studies covering the LSPMPM start-up as part of a fan drive.

This article discusses the mathematical model of the LSPMSM as part of a centrifugal
fan with a belt drive and control of the inlet vanes, as well as transients, when starting
the LSPMSM powered by the mains applying fan throttling. It is known that the use of
throttling in the process of starting the motor can reduce its mechanical load [27]. This
article shows that this effect may be of key importance for LSPMSMs, since the impellers of
the fans have a high moment of inertia, and the success of motor synchronization depends
on both the moment of inertia and the braking torque of the loading mechanism. By
reducing the braking torque of the fan by adjusting the inlet vanes, it is possible to ensure
the start-up of the LSPMSM with a higher moment of inertia.

2. Problem Statement

Figure 2 shows the block diagram of the simulated system.

Figure 2. The block diagram of the centrifugal fan with the LSPMSM drive.

The system consists of an LSPMSM powered directly by a three-phase AC network
with 400 V at 50 Hz and a serially produced centrifugal fan WOLTER HRZP 00 355 [32], the
shaft of which is connected to the motor shaft through a belt drive, an inlet valve, and an
air duct, through which air enters the fan from the environment and returns. This scheme
is typical for separately operating fluid machines that move gas along a horizontal plane.

When modeling the system, the following assumptions were made:

• Only one fan is operating in the hydraulic system.
• All hydraulic resistances including inlet vanes (such as rooms, air ducts, air duct

connections, filters, etc.) are reduced to one hydraulic diameter and reduced to one
lumped element.

• There are no leaks.
• The gas is ideal and its properties are the same at every point of the duct.
• Belt drive losses are not considered.

The belt drive makes it possible to change the fan’s rotational speed according to the
speed of the motor [27,31]. This allows us to move the motor load closer to the rate one
since the hydraulic power of the fan is proportional to the rotation speed of the third power.
However, the negative side of the use of a belt drive is an additional loss [27]. Changing
the fan speed causes a change in its flow–pressure curve and its dependence on the braking
power on the flow, according to the laws of similarity [33]:

Q2 = Q1(n2/n1); (1)

P2 = P1(n2/n1)2; (2)

Nshaft 1 = Nshaft 2(n2/n1)3, (3)
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where Q is the flow of the air; P is the static pressure rise produced by the fan; Nshaft is the
mechanical (braking) power on the fan shaft; n is the rotational speed; index 1 denotes
values without the belt drive at the fan speed indicated in the catalogue; and index 2
denotes the values after the application of the belt drive.

Throttling with inlet vanes allows for the adjustment of the operating point on the
flow–pressure characteristic during the fan operation. Furthermore, this method can make
it easier to start the LSPMSM, as will be shown below. The negative side is that, similar to a
belt drive, throttling with inlet vanes creates an additional loss [27].

3. Mathematical Models of System Elements

3.1. LSPMSM’s Mathemetical Model

For the LSPMSM mathematical model, the following assumptions are made:

• Magnetic fluxes generated by the stator and rotor windings have a sinusoidal distribu-
tion along the air gap.

• The magnetic permeability of steel is constant.
• Stator and rotor windings are symmetrical.
• Each winding is powered by a separate source.
• The supply voltage value does not depend on the load of the electrical machine.
• Losses in the magnetic core are not considered.

At each pole pitch, the LSPMSM rotor houses a permanent magnet. The axis coinciding
with the direction of the magnetic flux of the magnet is denoted by q (quadrature axis). The
axis perpendicular to this flux is denoted by d (direct axis). The magnet has a low value of
magnetic permeability (close to 1). Therefore, the magnetic conductivity of the q-axis is less
compared to the magnetic conductivity of the d-axis (Figure 3).

 

Figure 3. Directions of the d- and q-axes relative to the direction of magnetization of the permanent
magnets in the rotor (shown by blue arrows).

The equations of the electrical circuits of the rotor and stator in the coordinate system
associated with the rotor have the following form [34,35]:

dλsd/dt − λsq · ωr + Rs · Isd = Usd;
dλsq/dt + λsd · ωr + Rs · Isq = Usq;

dλ′rd/dt + r′d · I′rd = 0;
dλ′rq/dt + r′q · I′rq = 0,

(4)

where Usd and Usq are the stator voltages along d- and q-axes; Isd, Isq, I′rd, and I′rq are the
stator and rotor currents; λsd, λsq, λ′rd, and λ′rq are the stator and rotor flux linkages; ωr is
the rotor electrical angular frequency; and Rs is the stator resistance.

The rotor resistance is anisotropic, and its values along the rotor axes are designated
as r′rd and r′rq. All rotor variables refer to the stator and therefore have a stroke in the
designation. The electrical equations are supplemented by mechanical ones:

J · dωm/dt = T − Tload;
dϕ/dt = ωm,

(5)
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where T = 3/2 · Zp · (λsd · Isq − λsq · Isd) represents the motor torque; Tload is the load torque;
J is the total moment of inertia; ωm = ωr/Zp represents the mechanical angular frequency;
ϕ is the mechanical rotational angle; and Zp is the number of motor pole pairs.

The magnetic circuit equations describe the self-induction, as well as the mutual
induction of the rotor and stator. Note that, due to the presence of permanent magnets, the
flux linkages of the stator and rotor along the q-axis are non-zero even at zero currents [34]:

λ′sd = Lsd · Isd + Md · I′rd;
λ′rd = Md · Isd + Lrd · I′rd;

λsq =Lsq · Isq + Mq · I′rq + λ′0;
λrq = Mq · Isq + Lrq · I′rq + λ′0,

(6)

where Lsd, Lsq, Lrd, and Lrq are the stator and rotor total inductances; Md and Mq are the
stator and rotor mutual inductances; and λ′0 is the permanent magnet flux linkage referred
to as the stator.

Term λ′0 turns out to be a free term in the expression for λrq. The free term in the
expression for λ′rq does not play any role, since (4) contains only the derivative of λ′rq. For
convenience, we will assume that the free term in the expression for λ′rq is also λ′0.

The motor is described by the system of Equations (4) and (5) with respect to ωr, ϕ,
λsd, λsq, λ′rd, and λ′rq, while the currents in (4) are considered dependencies on λsd, λsq,
λ′rd, and λ′rq, which can be expressed in (6). Note that the currents and flux linkages of
the rotor are not available for either direct or indirect measurement by simple means, such
as current and voltage sensors. Rotor resistances r′d and r′q are not available for direct
measurement with an ohmmeter. Upon substituting λrd = λ′rd/k and Ird = k · I′rd, we obtain
r′d = k2 · rd, L′rd = k2 L′rd, M′

d = k · Md. Similarly, upon making the substitution λrq = λ′rq/k
and Irq = k · I′rq, we obtain r′q = k2 · rq, L′

rq = k2 · L′
rq, M′

d = k · Mq, where k is a constant.
Thus, the set of parameters of the motor model is redundant, and changing the

parameters by scaling the rotor currents and fluxes does not lead to a change in the
dynamics of the observed values. To eliminate redundancy, we take Md = Lsd, Mq = Lsq.
Therefore, we also introduce the rotor leakage inductances Lσd = Lrd − Lsd, Lσq = Lrq − Lsq
only. Then (6) takes the form:

λsd = Lsd · Isd + Lsd · I′rd;
λ′rd = Lsd · Isd + (Lsd + Lσd) · I′rd;
λsq = Lsq · Isq + Lsq · I′rq + λ′0;

λ′rq = Lsq · Isq + (Lsq + Lσq) · I′rq + λ′0.

(7)

In this case, the dependencies of currents on flux links are:

I′rd = (λ′rd − λsd)/Lσd;
I′rq = (λ′rq − λsq)/Lσq;

Isd = λsd/Lsd − I′rd;
Isq = (λsq − λ′0)/Lsq − I′rq.

(8)

The initial conditions for the electric circuit of Equation (4) are I′rd = I′rq = Isd = Isq = 0,
which is expressed in terms of independent variables as follows: λ′rd = λsd = 0; λ′rd = λsd = λ′0.
Thus, upon eliminating the ambiguity, we can write the system of ordinary differential
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equations for the LSPMSM complemented with the algebraic expressions to be solved in
the form:

dλsd/dt − Zp · λsq · dϕ/dt + Rs · Isd = Usd;
dλsq/dt + Zp · λsd · dϕ/dt + Rs · Isq = Usq;

dλ′rd/dt + r′d · I′rd = 0;
dλ′rq/dt + r′q · I′rq = 0;
I′rd = (λ′rd − λsd)/Lσd;

I′rq= (λ′rq − [λsq − λ′0])/Lσq;
Isd = λsd/Lsd − I′rd;

Isq = (λsq − λ′0)/Lsq − I′rq;
T = 3/2 · Zp · (λsd · Isq − λsq · Isd);

J · d2ϕ /dt2 = T − Tload.

(9)

Figure 4 shows how the solving of this system is implemented in Simulink.

 
 

(a) (b) 

 

 

(c) (d) 

Figure 4. Simulink model of the LSPMSM motor on the d–q-axes: (a) General view of the model;
(b) calculation of the motor torque and angular frequency; (b) calculation of stator currents; (d) calculation
of rotor currents.

3.2. Modeling the Fan, Throttle, and Duct

The main purpose of the simulation is to determine the conditions for successful
start-up and synchronization of the LSPMSM in the fan drive. Therefore, when modeling,
it is important to take into account all the factors that affect the dynamics of the load at
rotational speeds close to the synchronous one. At these speeds, the phase of the current
with respect to the phase of the supply voltage changes slowly, and the motor mode is
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replaced by a generator mode and vice versa until synchronism is achieved. Therefore, in
this case, it is sufficient to use a quasi-steady model, that is, a model in which, although
the hydrodynamic variables in the elements of the fluid network are assumed to be time
dependent, the relationships connecting them do not depend on the previous state and do
not contain time derivatives.

To simulate the hydraulic system, models from the Simscape/Fluids/Gas library of
the Matlab Simulink environment were used, designed to simulate the flow of an ideal gas.
The presented model uses the following gas dynamics simulation blocks: Fan (G), Pipe (G),
and Fluids Local Restriction (G) [36–38].

The Fan (G) block models an adiabatic isentropic flow produced by the fan. In other
words, the air can be heated due to reversible adiabatic compression by the fan. Air heating
due to dissipative, irreversible processes such as viscous friction and mechanical losses
of the fan are considered in the fan efficiency as decelerating torque applied to the fan
shaft. The mass of air inside the fan is assumed to be negligible, and therefore inlet and
outlet mass flow rates are assumed to be equal. The parameters of this block are the static
pressure rise and the fan efficiency as functions of the reference parameters (the reference
flow and the reference rotational speed). The static pressure rises and the fan efficiency at
other flow rates and rotational speeds are calculated using the similarity laws.

The Pipe (G) block [37] is used to model the duct. This block simulates the dynamics
of gas flow in a long pipeline. This considers viscous friction losses and convective heat
transfer with the pipeline wall. The flow is assumed to be fully developed. Friction losses
and heat transfer do not include input effects. The pipeline contains a constant volume of
gas, i.e., the pipeline walls are perfectly rigid. Although the block allows for considering
the change in the mass of air in the pipe due to pressure changes, the inertia of this air is
not considered, which is acceptable for a quasi-stationary model of air flow.

The valve is modeled using the Fluids Local Restriction (G) block [38]. This block
models the pressure drops due to a local reduction in the flow area. The processes occurring
in the block are adiabatic but not isentropic (irreversible). Similar to the fan model, the air
mass in this block is neglected, i.e., inlet and outlet mass flow rates are assumed to be equal.
The value of the hydraulic resistance of this block can be adjusted dynamically using the
“Inlet vanes” control signal. Similar to the pipeline model, this block maintains the balance
of mass and energy, except for heat exchange with the environment.

Thus, although the blocks under consideration are somewhat redundant, for example,
the change in the air mass in the duct due to the change in air density is insignificant, these
blocks provide the necessary functionality to simulate load conditions when starting the
LSPMSM as part of the fan.

4. Simulation Model of the Centrifugal Fan with the LSPMSM Drive

Figure 5 shows the block diagram of the mathematical model of the fan with the
LSPMSM drive, the individual blocks of which are described in the previous section. The
LSPMSM block simulating the motor is created in accordance with the system of differential
Equation (9) and Figure 4. The motor is powered by a three-phase symmetrical voltage
system of 400 V at 50 Hz, modeled by the Discrete 3-phase Source block.

The Fan (G) block connects the hydraulic and mechanical models. Ports A and B are
connected to the hydraulic circuit (purple lines), and ports C and R are connected to the
mechanical circuit (green lines). The hydraulic circuit variables are the flow and pressure.
The mechanical circuit variables are the rotational speed and torque.

The load torque signal measured with the Ideal Torque Sensor at the point between
the Ideal Angular Velocity Source and Fan (G) blocks is input into the LSPMSM block. The
motor rotational speed calculated by the LSPMSM block is sent to the input of the Ideal
Angular Velocity block through the Gain block, which simulates a belt drive and multiplies
the motor speed by the gear ratio i. The Angular Velocity Source block sets the value of
speed in the mechanical circuit to which the Fan (G) block is connected. The torque in this
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circuit is calculated based on the given flow–pressure curve and the dependence of the fan
efficiency on the flow, taking into account similarity laws (1)–(3).

 
Figure 5. General view of the model of the fan with the LSPMSM drive in the Matlab Simulink.

The hydraulic part of the model consists of the fan (Fan (G) block), inlet vanes (Local
Restriction block), duct (Pipe (G) block), and the environment (Environment and Environ-
ment2 blocks). The air taken from the environment under the action of the pressure rise
created by the fan is regulated by the inlet vanes and, passing through the air duct, returns
to the environment. Gas parameters are set in the Gas properties block. The pressure rises
and flow produced by the fan are measured by the Pressure and Temperature Sensor (G)
and Volumetric Flow Rate Sensor (G) blocks.

The Thermal Mass block models a thermal mass capable of accumulating internal
energy [39]. The thermal mass is described by the following formula:

Pthermal = c · m · dθ/dt, (10)

where c is the specific heat capacity of a substance; m is the mass of the substance; θ is the
temperature; and t is the time variable.

The blocks of this model are parameterized in such a way that the operating point of
the fan in the steady state is within the flow–pressure curve reported in the manufacturer’s
catalog (red line in Figure 6) or within the transformed curve calculated using similarity
laws (1)–(3) for a different rotational speed (for example, the blue line in Figure 6) [32].

Figure 6. Flow–pressure curves of the fan with and without belt drive, as well as the duct curves
with open and closed inlet vanes.
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Table 1 shows the parameters of the LSPMSM with a rated power of 0.55 kW and a
rated speed of 1500 rpm used for the simulation.

Table 1. LSPMSM parameters.

Parameter Value

Rated power Prate, kW 0.55
Rated line-to-line voltage Urate, V 380

Rated frequency f, Hz 50
Pole pair number Zp 2

Stator phase resistance Rs, Ohm 15.3
Total direct inductance Lsd, H 0.26

Total quadrature inductance Lsq, H 0.15
Leakage direct inductance Lσd, H 0.038

Leakage quadrature inductance Lσq, H 0.051
Rotor direct resistance r′d, Ohm 9.24

Rotor quadrature resistance r′q, Ohm 10.1
Permanent magnet flux linkage λ′0, Wb 0.76

Motor inertia moment Jm, kg·m2 0.003
Fan impeller inertia moment Ji, kg·m2 0.06

To simulate the fan, the parameters of a commercially produced centrifugal fan
WOLTER HRZP 00 355 with a moment of inertia Ji = 0.1 kg·m2 and characteristics shown in
Table 2 according to [32] were used. This fan involves the use of a belt drive. For this study,
the gear ratio i = 0.85 of the belt drive was selected. Figure 6 shows the flow–pressure
characteristics of the fan without and with the use of a belt drive, as well as the curves of
the duct at various positions of the inlet vanes: Svalve = S (fully open) and Svalve = 0.25 ·
S (fully closed). The cross-sectional area of the duct is equal to Sduct = 0.099 m2, and the
length of the duct is equal to lduct = 30 m.

Table 2. Fan characteristics.

Flow Q, m3/h Pressure P, Pa
Fan Hydraulic Efficiency η,

%

2035 459 64
2803 442 75
3977 397 79
5170 303 78
5981 219 58

5. Simulation Results

The LSPMSM start-up simulation is carried out for two different cases:

(1) When the inlet vanes are fully open (the control signal of the inlet valve is maximum
Svalve = S).

(2) When dynamically changing the valve position, corresponding to the following
algorithm: Svalve = 0.25 · S at t < 4 s (this value of the control signal corresponds to
the minimum fan flow from the flow–pressure curve given for the considered fan
type in the catalog [32], which models the fan operation with a fully closed valve; this
assumption is made due to the lack of information about the fan braking torque at
lower flow rates) and Svalve = S at t ≥ 4. Figures 7–12 show the simulation results for
both cases.
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(a) (b) 

Figure 7. LSMPM rotational speed versus time: (a) Fully open valve, 380 V; (b) fully closed valve,
various voltages.

  
(a) (b) 

Figure 8. LSPMSM stator current versus time, 380 V: (a) Fully open valve; (b) fully closed valve.

  
(a) (b) 

Figure 9. Flow versus time, 380 V: (a) Fully open valve; (b) fully closed valve.

Figure 7a shows that with Svalve = S, the motor reaches a speed of approximately ≈ 1350 rpm
in approximately 2 s but cannot accelerate to a synchronous speed of 1500 rpm. Next, quasi-steady
oscillations in speed begin with a maximum value of 1430 rpm, a minimum value of 1315 rpm,
and an average value of 1408 rpm. Thus, starting the motor in this case is unsuccessful.
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(a) (b) 

Figure 10. Pressure versus time, 380 V: (a) Fully open valve; (b) fully closed valve.

  
(a) (b) 

Figure 11. LSPMSM torque with fully open valve, 380 V: (a) Torque versus time; (b) torque versus speed.

  
(a) (b) 

Figure 12. LSPMSM torque with fully closed valve, 380 V: (a) Torque versus time; (b) torque versus speed.

The red line in Figure 7b shows the motor speed waveform at the rated voltage
when starting with the valve closed (Svalve = 0.25 · S). In this case, the motor successfully
synchronizes, reaching a steady speed of 1500 rpm in approximately 3.5 s. After the opening
of the inlet vanes (load surge) at the time t = 4 s, the speed first decreases to 1493 rpm. Then,
after 0.5 s, the synchronous speed of 1500 rpm is restored.

The blue line in Figure 7b shows the speed waveform with a voltage drop of 1%. In
this case, the motor still starts successfully, although the start time is slightly longer. The
green line shows the speed waveform with a voltage drop of 2%. In this case, although the
motor reaches 1500 rpm, it then falls out of synchronism, and the process of being pulled
in and out of synchronism is periodically repeated. After a load surge at time t = 4 s, the
motor starts to operate in an asynchronous mode without reaching the synchronous speed.
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Figures 8–10 show the current, flow, and pressure transients at various valve positions
at the rated supply voltage. Figure 8a shows a waveform of the phase current of the motor
during the failed synchronization. In this case, the steady current amplitude is variable and
depends on the instantaneous speed. The maximum instantaneous current of the LSPMSM
in the quasi-steady state is 10.5 A, which exceeds the current amplitude during normal
operation by 6.7 times (10.6/1.56 = 6.7, see below). With the prolonged operation, such a
current will certainly lead to the failure of the motor. Figure 8b shows the current waveform
with the valve closed during the start-up. In this case, the start and synchronization take
3.5 s. The amplitude of the steady current after the synchronization is 1.44 A. After opening
the valve, the amplitude of the current increases to 1.56 A.

Figure 9a shows the waveform of the fan volumetric air flow with the inlet vanes
fully open. Since the flow is proportional to the fan speed (1), this transient follows the
motor speed waveform, which also takes place due to the low inertia of the gas. The flow
has a quasi-steady oscillatory character with a maximum of 4809 m3/h, a minimum of
4408 m3/h, and an average of 4609 m3/h. Figure 9b shows the waveform of the flow with
the valve closed during start-up. The flow rate gradually increases from 0 to 1600 m3/h
as the motor accelerates to its synchronous speed. As noted above, the presence of the
non-zero flow rate at a fully closed valve is an assumption of this model, made due to
the lack of information about the fan braking torque at lower flow rates, which does not
affect the main conclusions of the article. After opening the valve, the flow through the fan
increases several times up to 5000 m3/h. Opening the valve after the motor has reached a
synchronous speed causes a step change in the flow. This step response is due to the low
inertia of the gas.

Figure 10a shows the fan pressure rise waveform with the valve open. Due to the
quadratic dependence of pressure on the fan speed (2), this transient follows the motor
speed waveform but has a large amplitude of the oscillatory component. The maximum
value in the quasi-steady operation is 146.67 Pa, the minimum is 125.67 Pa, and the average
is 136.17 Pa. Figure 10b shows the waveform of the pressure with the valve closed during
start-up. Opening the inlet vanes causes a stepwise decrease in the pressure. The steady
pressure before opening the valve is 335 Pa, and after opening it is 160.61 Pa.

Figures 11–14 show plots of the motor torque versus time and speeds for the various
cases under consideration.

  
(a) (b) 

Figure 13. LSPMSM torque with fully closed valve, 376 V: (a) Torque versus time; (b) torque versus speed.

Figure 11 shows the torque waveforms with a fully open valve and a 380 V supply
voltage. Since the LSPMSM operates in an asynchronous mode due to unsuccessful syn-
chronization, the torque has a large oscillatory component with a maximum of 13.1 N·m, a
minimum of −11.87 N·m, and an average of 0.62 N·m. In this case, the presence of torque
and speed oscillations (see the speed waveform in Figure 7a and the torque waveform in
Figure 11a) is due to the fact that the LSPMSM operates in an asynchronous mode. During
the initial startup phase, the LSPMSM runs in an asynchronous mode. In this mode, the
positive torque, due to which the motor accelerates, is the asynchronous torque of the short-
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circuited cage, and the magnets create an oscillatory alternating torque. If the moment of
inertia is too large, the speed oscillations are smoothed out, and the LSPMSM operates with
some slip, similarly to an asynchronous motor, i.e., does not reach the synchronous speed.

  
(a) (b) 

Figure 14. LSPMSM torque with fully closed valve, 372 V: (a) Torque versus time; (b) torque versus speed.

If the inertia is not too large or the load torque is low, the speed oscillations caused by
torque oscillations increase. If the speed oscillations are sufficient to achieve a synchronous
speed (as in the case shown in Figures 7b and 12a), then the synchronization process begins.
In this process, the motor first overshoots the synchronous speed (see Figure 7b, red and
blue lines at t ≈ 3 s) and then settles down, i.e., the speed stabilizes and becomes equal
to the synchronous speed. The critical moment of inertia of the loading mechanism (the
moment of inertia of the loading mechanism at which an LSPMSM is able to start at the
rated load torque) is indicated in the catalogs of mass-produced LSPMSMs [14,15].

Figure 12 shows the torque waveform with the valve closed at start-up. After suc-
cessful synchronization, the motor torque has a constant value. The steady torque before
opening the valve is 3.91 N·m and is 4.9 N·m after opening the valve. Figures 13 and 14
show torque plots for starting the motor with the fully closed valve at 1% and 2% voltage
drops, respectively.

6. Conclusions

In this study, a mathematical model was developed to investigate the starting per-
formance of a line-start permanent magnet synchronous motor (LSPMSM) as part of an
industrial centrifugal fan drive. This mathematical model evaluated the critical moment of
inertia and the static torque of the loading mechanism, exceeding which makes successful
synchronization during the start-up process impossible.

The simulation was carried out using the parameters of a 0.55 kW 1500 rpm LSPMSM
and a serially produced fan. The comparison of dynamic processes and simulation results
of the motor start-up in a fan drive with and without air flow control by inlet vanes was
carried out. It was shown that closing the inlet valve at start-up facilitates synchronization
of the LSPMSM and increases the maximum moment of inertia at which the fan starts
successfully.

When the fan moment of inertia is high (exceeding the critical moment of inertia of the
motor), which cannot be reduced by a belt drive, and the static load torque is close to the
rated one, the LSPMSM cannot successfully synchronize. Long-term operation of LSPMSMs
in asynchronous mode leads to large current overloads, overheating, and, ultimately, motor
failure. Therefore, the asynchronous mode is unacceptable for the long-term operation of
LSPMSMs.

However, as shown by the simulation results presented in the article, in this case,
successful synchronization can be achieved by throttling the fan duct. Closing the inlet
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valve at start-up contributes to the successful synchronization of the LSPMSM. After the
motor start-up, the valve can be opened again.

The results of this study can be used to select a more energy-efficient fan drive motor,
even if the starting characteristics of the motor specified in the manufacturer’s catalog are
not satisfactory for a given application. In future works, the start-up of fluid-processing
mechanisms employing direct-on-line synchronous motors at reduced voltages and with
long cable lengths will be investigated.
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Abstract: Protection schemes are used in safe-guarding and ensuring the reliability of an electrical
power network. Developing an effective protection scheme for high impedance fault (HIF) detection
remains a challenge in research for protection engineers. The development of an HIF detection
scheme has been a subject of interest for many decades and several methods have been proposed
to find an optimal solution. The conventional current-based methods have technical limitations to
effectively detect and minimize the impact of HIF. This paper presents a protection scheme based on
signal processing and machine learning techniques to detect HIF. The scheme employs the discrete
wavelet transform (DWT) for signal decomposition and feature extraction and uses the support vector
machine (SVM) classifier to effectively detect the HIF. In addition, the decision tree (DT) classifier is
implemented to validate the proposed scheme. A practical experiment was conducted to verify the
efficiency of the method. The classification results obtained from the scheme indicated an accuracy
level of 97.6% and 87% for the simulation and experimental setups. Furthermore, we tested the neural
network (NN) and decision tree (DT) classifiers to further validate the proposed method.

Keywords: classification; high impedance fault; power system; support vector machine; wavelet
packet transform

MSC: 49M41

1. Introduction

The power system distribution network forms an integral part of the electricity net-
work value chain. The distribution network serves as an interlink between the power grid
and the customer load segment connected into the network. Power distribution systems
are prone faults. The faults occurring on the system have both technical and economic
impacts. Thus, is it important to design a protection scheme that will respond efficiently
to mitigate the impact of faults [1]. Over the years, overcurrent protection schemes have
been successfully used to detect low impedance faults (LIF) [2]. LIFs occur when there
is an insulation breakdown between the conductor phases or the conductor phases and
the ground. When an LIF occurs, the fault current increases drastically, thus enabling the
protection relay to detect the abnormality on the system and subsequently, tripping the
circuit breaker. However, this is not the case when an HIF occurs. In case of an HIF, the
current magnitude drops below a nominal current threshold value which is unlikely to
be detected by conventional protection schemes. Table 1 shows the typical HIF current
magnitudes on different surfaces [3]; it can be observed that the current magnitude on
different surfaces may affect the protection scheme to detect the HIF accurately.

HIFs usually occur from two common cases. The first case is when a high impedance
object contacts an energized power line, and the second case is when an energized power
line breaks and fall on the ground. In both cases, the fault current developed is usually
minimal to trigger the relay for any protective action. Unlike LIFs, HIF may cause serious
damages to the environment, humans, and animals as they can cause a fire [4]. It is
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imperative to design a scheme that will effectively detect HIF to minimize the adverse
impact of faults.

Table 1. Fault magnitude on different surfaces [3].

Surface Current Magnitude (A)

Dry asphalt or sand 0
Dry grass 25
Wet soil 40
Wet grass 50
Reinforced concrete 75

A significant number of methods have been proposed to find an effective solution
for HIF detection. These methods range from classical to heuristic approaches. Initially,
current-based methods were proposed for HIF detection. In [5,6], the authors proposed
an algorithm based on current magnitude detection. However, these algorithms have
often failed to detect HIFs due to the minimal or no-fault current magnitude to trigger
any protection operation at the point of fault. The techniques based on harmonic content
for HIF detection were proposed in [7–9], where the frequency spectrum of the HIF was
used to detect the variations in the third harmonic content of the current and voltage
magnitude. Based on spectrum and frequency analysis, Cui [10] proposed an algorithm
based on Kalman filter (KF) analysis to detect HIF in medium voltage power systems. The
application of the KF was used to estimate the effect of harmonic changes on the fault
current magnitude. Other methods based on KF technique were proposed to detect the
high-resolution of the current magnitude during arching [11]. The application of wavelet
transform (WT) for signal interpretation has been widely used to detect HIF. In [12], the
WT technique was used to distinguish the signal component of HIF from other power
system operations to minimize nuisance trips. A technique based on discrete wavelet
transform (DWT) and frequency range was applied to analyze and detect the signature
pattern emitted by HIF [13]. A technique based on DWT and evolutionary neural network
(ENN) was proposed by Silva [14]. The scheme employed the DWT technique for feature
extraction and ENN for HIF classification; the scheme produced high classification results.
New techniques based on wavelet transform were presented in [15–17], these techniques
used DWT for feature extraction and pattern recognition to detect HIF. In [18], a technique
based on DWT used the residual current magnitude on medium voltage power lines to
detect HIFs. In [19], a feature extraction scheme based on discreet Fourier transform (DFT)
was used to select the HIF signature from a pool of signatures. The DFT output signature
was fed into the extended Kalman filter scheme to detect HIF.

Nowadays, researchers are placing more emphasis on computer intelligence-based
techniques to detect HIFs. In [20], a hybrid scheme based on the energy and entropy
analysis of the random behavior of the fault signal to detect HIFs was proposed. Other
studies conducted in [21–24] used the practical neural network (NN)-based algorithm to
detect HIF. A technique based on a combination of packet wavelet transform (PWT) and
support vector machine (SVM) was proposed to detect the HIF [25]. In [26,27], the decision
tree (DT) algorithms were proposed to detect HIF in low voltage power networks. The
proposed algorithm produced good results. However, the technique was only used in a
single-line radial network. In [28], a protection scheme based on unsupervised learning
and convolutional autoencoder was proposed to detect HIF. The scheme was validated
using the IEEE 13-bus test system and produced good results compared to the supervised
learning systems. In another study [29], a hybrid method based on DWT and probabilistic
neural network (PNN) was proposed to detect HIF. The technique used the DWT for feature
selection and PNN for classification of HIF from other non-fault conditions. A technique
based on (WT) for signal processing and feature selection combined with convolutional
neural network (CNN) classifier was proposed to detect HIF in power distribution network
was proposed [30]. In [31], a protection scheme based on empirical mode decomposition
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(EMD) and artificial neural network (ANN) to detect HIF was proposed. The scheme
utilized the harmonic content of the HIF current signal for classification. A protection
scheme on the WT and back propagation neural network (BPNN) was proposed to detect
HIF [32]. The method was tested using the data from the substation practical data and an
80% detection accuracy was achieved. Although the technical challenges of HIF detection
and electricity safety in the power system industry has not yet been fully achieved, there
has been significant contributions presented in the literature. Studies also show a promising
trend of using artificial intelligence (AI) techniques to improve the accuracy level of HIF
detection schemes. The application of using signal processing abilities of the wavelet
transforms (WT) for feature extraction and pattern recognition has been widely used to
enhance efficiency of protection technology [33,34].

Mathematical models form an integral part of designing rigorous fault diagnostic
techniques in power systems engineering. Most of the engineering solutions have been
developed using mathematical approaches. In the present work, we propose the applica-
tion of mathematical models using machine learning techniques to solve an engineering
problem. The proposed hybrid model demonstrates the applicability of mathematical mod-
els in the engineering fraternity. Our model integrates various segments of mathematics
which includes signal processing, feature extraction, optimization, and pattern recognition.
For instance, at the initial stage of our model, a fault signal is decomposed using DWT
to analyze the segments of interest from the unabridged fault signal spectrum; thereafter,
a feature extracting technique is employed using the mathematical statistical features to
select specific features from the entire data spectrum, subsequently these features are used
as inputs to train, test, and validate the pattern recognition and classification mathematical
algorithm using SVM. Lastly, the GA technique (Table A1) uses the biological concept to
optimize the parameters of the SVM classifier (Table A2) and thus improving the classifica-
tion accuracy. The main contribution of the study is to exhibit the interrelation between
mathematics and engineering.

2. Feature Extraction Based on Discrete Wavelet Transform

Feature extraction can be defined as a mathematical technique used to decode high
dimensional data sets into a smaller dimension without losing the content of the actual data
set. Thus, feature extraction is an essential segment of the protection scheme which is used
to improve the fault classification [35]. In the present work, statistical features are extracted
at each level of signal decomposition. The feature includes the energy and entropy of the
fault signal.

2.1. Wavelet Transforms

WT has appeared as a powerful signal processing technique for signal decomposition
and feature extraction over the traditional Fourier transforms [36,37]. There are two mostly
used WTs, namely the continuous wavelet transforms (CWT) and DWT techniques. The
CWT of a given x(t) signal can be calculated as:

CWT(a, b) =
1√
a

+∞∫
−∞

x(t)ψ
(

t − b
a

)
dt (1)

where, a and b represents the scaling and translation factors. Similarly, the DWT can be
defined mathematically as:

DWT(m, n) =
1

m
√

a ∑
k

x(k)ψ
(

k − nb0am
0

am
0

)
dt (2)

where, a and b in Equation (1), are transformed to be the functions of integers m, n, k. The
DWT technique can be used to effectively recognize non-stationary signals. The decomposi-
tion process is performed using the multiresolution analysis technique (MRA). The process
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is shown in Figure 1. The process begins with a signal passing through both the high and
low pass filters. The low pass filter is replicated by the approximation coefficient

(
cj
)

and
the high pass filter is replicated by the detail coefficient

(
dj
)
. At each level of decomposition,

the detail coefficient information from the high pass filter is discarded before the process
is re-established in the next level of decomposition. The most important aspect of using
WT technique is the proper selection of a mother wavelet. The approximation and detail
coefficients are mathematically represented as:

cj = ∑
k

x(n).h(2n − k) (3)

dj = ∑
k

x(n).g(2n − k) (4)

where, cj is the output from the low pass filter which replicates the approximation coeffi-
cients of the original signal, and dj is the output from the high pass filter which replicates
the detail coefficient of the original signal.

Figure 1. MRA decomposition tree.

2.2. Feature Extraction

Feature extraction techniques are valuable tools used as a foundation to most power
system classification and regression problems. Feature extraction techniques are used to
reduce high dimension data spectrum to a minimized sizable data spectrum without losing
the essence of the original data set. In the current work, the two statistical features extracted
from the reconstructed signal are the energy and the entropy of the signal. The energy of
the fault current signal y(t) is given by:

E(t1, t2) =
∫ t2

t1

[y(t)]2 dt (5)

where, t1, t2 represents the time range for the energy measurement. The entropy EN of the
signal y(t) such that E(0) = 0 is given by:

EN(y) = ∑
i

EN(yI) (6)

where, yI is the decomposed coefficient of the original signal y(t), and EN is the ap-
proximated entropy. A feature matrix is formulated based on the energy and entropy
measurements and subsequently used as input to the classifiers.
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3. High Impedance Fault Classification Based on Support Vector Machines

Classification is a mathematical process used to identify specific features of interest
from a wide range of features. This phenomenon has been widely used in power systems
for condition monitoring. It is important to design protection schemes with rigorous pattern
recognition abilities to enable prompt protection responses during fault conditions.

3.1. Support Vector Machines

SVMs form part of the statistical learning techniques based on structural risk min-
imization methods. SVMs have been successfully used in power systems for pattern
recognition and classification problems [38]. The objective of using SVMs is to find a
separating margin between two different classes of data called the hyperplane. The hy-
perplane is determined by mapping the input vectors into a high dimensional space.
Generally, a hyperplane is set to be optimal under two conditions, (a) if the data classes
are separated by a greater margin, and (b) if the distance between the closest data class
and the hyperplane is maximal [39]. Suppose we are given the input training data
(x1, y1), (x2, y2), · · · (xl , yl) xi ε Rn, yi ε [+1,−1]. xi indicates the input patterns, and yi
is the desired target output, for instance, yi belongs to the −1 class when the data value is
−0.1, and yi belongs to the +1 class when the data value is +0.1. The input data is mapped
into a feature space by means of a non-transformation function Φ.

Φ : Rn → Fm xi → Φ.(xi) (7)

The data are subsequently separated by using the function f in the high dimensional
space. The dimensional space

(
Y2) where (Yε{+1,−1}) is mapped by applying the

function f and is given by:

f : Fm → Y2 Φ.(xi) → f (Φ.(xi)) (8)

Suppose the data are linearly separable, the vector dimension is given w ε RN and
the scaler dimension is given by b ε R, such that the desired output yi(w.xi + b) ≥ 1 ∀
data parameters within the training set (i = 1, 2, · · · l). Consequently, the hyperplane can
be determined by computing w.x + b = 1 for the data points nearer to the plane on one
side and, w.x + b = −1 for the data points nearer on the other side of the plane. Thus,
the optimal hyperplane can be computed by solving the quadratic programming problem
given by:

min
1
2

|| w2 ||+C

(
L

∑
I=1

ε I

)
(9)

Subject to yi(w.xi + b) ≥ 1 − ε I , ε I ≥ 0∀i.
The optimized problem formulation is solved by using the Langrangian multipliers

defined as:

λ(w, b, a) =
1
2

|| w2 ||−
l

∑
l=1

α(yi(w.xi + b)− 1 (10)

where, w, b are the primal variables, and α is the dual variable, which are used to minimize
the Langrangian function. The solution vector in terms of the training design is computed
by using the Karush–Kuhn–Tucker (KKT) conditions. Consequently, upon solving the
optimization problem, the training points with αi > 0 are referred to as support vectors
(SVs). The primal variables w and b can be calculated as:

w =
l

∑
i=1

αiyixi (11)

b = ysv −
l

∑
i=1

αiyi.k(x, xi) (12)
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where, x represents the test vector. Suppose that αi �= 0 and sgn is the signal function, the
optimal decision function can be expressed mathematically as:

f (x) = sgn (
l

∑
i=1

αiyi.k(x, xi) + b) (13)

where, k is the kernel function and it is computed by determining the inner product〈
Φ(xi), Φxj

〉
in the feature space as a function of the input data set. The classification of

HIF and non-fault conditions is achieved by using different kernel functions, such as the
linear, quadratic, and radial bias function 38.

3.2. Decision Tree

The decision (DT) algorithm has been widely used in pattern recognition and clas-
sification purposes. The main quality of the DT algorithm is its ability to maximize and
fix the data division 39. When using the DT algorithm, the data set is spilt into numerous
branches recursively. This process is repeated until the classification efficiency is achieved.
Subsequently, the DT algorithm is mathematically defined as:

X = {X1, X2, · · · Xm}T (14)

Xi =
{

x1, x2, · · · , xij, · · · , Xin
}

(15)

S = {S1, S2, · · · , Si, · · · , Sm} (16)

where, m, n, and S, represents the number of observations, the independent variable number
and the dimensional vector of the variables forecasted from X. The ith component of the
is represented by Xi. The x1, x2, · · · , xij, · · · , Xin represents the autonomous variable of the
component vector, and T is the transpose natation vector. The fundamental desired output
of using the DT algorithm is to predict the S, based on the X variables. The challenge of
using the DT algorithm is to obtain a best possible tree for efficient classification due to high
space dimension. It is for such reason that an optimal DT algorithm tree Tk0 is designed by
solving the optimization problem defined mathematically by:

R̂(Tk0) = min
k

{
R̂Tk

}
,k = 1, 2, 3 . . . , K (17)

R̂(T) = ∑
t∈T̂

{r(t)p(t)} (18)

where, R̂(T) represents the misclassification error of Tk, Tk0 is the optimal DT algorithm
to curtail the classification error, T is the binary tree ∈ {

T1, T2, T3 . . . , Tk,t1
}

, k,t and t1
represent the tree index, the tree node and the root node, respectively, r(t) represent the
estimate of classification error in node t and p(t) represents the probability of any case that
may drop into node t. Generally, the implementation of the DT algorithm is simple and
produces good results for classification purposes.

4. Proposed Protection Scheme for High Impedance Fault Detection

The detection of HIF with high accuracy has been a technical problem for protection
engineers over the years [39]. The difficulties with HIF detection are well documented
and several techniques have been proposed. In this section, the proposed method for HIF
detection using DWT-GA-SVM scheme is discussed. The method uses the first cycle of the
fault current measured at the source terminal after the occurrence of the fault. Subsequently,
the measured current is passed through both the high and low pass filters by means of
the DWT technique. The signal is analyzed, thus obtaining the detail and approximation
coefficients using the MRA technique. The decomposition process is computed until the
fourth level. Subsequently, the statistical features (energy and entropy) are extracted from
the detail coefficient of the reconstructed signal at level 4. The GA technique is used to
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optimize the parameters of the extracted features used to train and test the SVM and DT
for classification of HIF and other power system operations. The logic architecture of the
proposed method is given in Figure 2.

Figure 2. Wavelet transform and support vector machine fault classification scheme.

4.1. Selection of Mother Wavelet

The selection of a mother wavelet is an important aspect of utilizing DWT for signal
processing. Essentially, DWT has been used effectively to decompose and extract features
from non-stationary signals. In the present work, six (6) mother wavelets were tested using
the statistical measures to validate the choice of selection. The comparison was acquired
by computing the standard deviation, mean deviation and median absolute deviation.
In Table 2, the mother wavelet selection is depicted. From the obtained analysis, the
Daubechies (db4) yielded the best results compared to the other mother wavelets and thus
was selected for the purposes of the current study.

Table 2. Selection of mother wavelet.

Mother Wavelet Standard Deviation Mean Deviation Median Absolute Deviation

Db4 2.112 2.505 1.955
Db7 3.450 2.913 2.085
Db14 3.551 2.588 2.910
Sym4 2.941 3.528 3.201
Sym7 2.887 3.415 2.580
Sym14 3.815 3.117 3.155
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4.2. SVM Implementation

SVMs have been widely used to solve both the classification and the regression
problems in power systems. To minimize the computational and design complexity, four (4)
SVMs are used and each SVM is trained to classify and detect HIF and other power system
operating conditions. The other power system operating conditions include the capacitor
switching (CS), load switching (LS) and normal operation (NO). The four (4) SVMs, are
arranged chronologically as: SVMA for HIF, SVMB for CS, SVMC for LS, and SVMD for
NO, respectively. The output of each SVM is either +1 or −1, where +1 indicates that an
operation has occurred in the corresponding SVM, and −1 means there is no operation in
any of the SVMs. In Table 3, the SVM training matrix is depicted. The matrix would then
be used to send a trip pulse to a circuit breaker in a case of an HIF. For instance, the output
[+1,−1,−1,−1] would correspond to the presence of HIF leading to a decision to operate
the circuit breaker.

Table 3. SVM classification matrix.

Type of Incident SVMA SVMB SVMC SVMD

HIF +1 −1 −1 −1
CS −1 +1 +1 −1
LS −1 −1 +1 −1
NO −1 −1 −1 +1

5. Power Distribution System: Case Study

To demonstrate the validity of the proposed method, an Eskom power distribution
system is studied. The model is carried out using the DIgSILENT PowerFactory engineer-
ing software tool. Eskom is South Africa’s dominant electric utility responsible for over
95% of power generation and exporting to some neighbouring countries in Southern Africa.
The reduced network segment consists of a substation at 132/22 kV with three outgoing
22 kV feeders named (Siyabuswa 22kV, Verena 22 kV, and Amanda 22kV). The substation
parameters and distribution line parameters are shown Tables 4 and 5, respectively. Ad-
ditionally, in this paper an HIF case is modelled based on an improved model proposed
in [30]. The model consists of a sending node model based on an AC source supply, two
impedances based on the capacitance, resistance, and inductance of the power system. The
other distinctive property regarding HIF cases is the non-linearity of the current magnitude
at each cycle of the signal. One major challenge with HIF detection is the similarity in
nature with other power system operation signals such as capacitor switching, non-linear
load switching, and inductive load switching. It is thus imperative, to develop a scheme
that can distinguish HIF from other power system operations to minimize the incorrect
tripping of the breaker. Consequently, in this paper, such operations are considered for the
validation of the scheme. Moreover, low impedance fault such as single line, double line,
and three phase faults are included to improve the validity of the scheme.

Table 4. Substation source parameters.

Substation Source Short Circuit Power (MVA) Short Circuit Current (kA) X/R X1/X0 R1/R0

Parameters 1140 15.3 132.1 0.55 0.61

Table 5. Distribution line parameters.

Feeder
(22 kV)

Length
(km)

Pos = Neg. Seq. R1 = R2

(Ω/km)
Pos = Neg. Seq. X1 = X2

(Ω/km)
Zero. Seq. R0

(Ω/km)
Zero Seq. X0

(Ω/km)

Siyabuswa 15.3 0.119 0.168 0.145 1.850
Amandla 12.8 0.119 0.168 0.145 1.850

Verena 19.6 0.119 0.167 0.145 1.850
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HIF Modelling

The accurate modelling of HIF has been a challenge to many engineers over the years,
although several models have been proposed. In the current study we adopted a high
resistance and dynamic model to formulate HIF. We assumed that the HIFs exit because of
the tree contacting the energized medium voltage line. The dynamic model is given by:

dg
dt

=
1
τ
(G − g) (19)

G =
|i|

Varc
(20)

τ = AeBg (21)

where, g, G, represents the time-varying conductance and stationary arc conductance,
respectively, the arc current absolute is given by |i|, the time constant is given by τ, Varc is
the arc voltage parameters, A and B are the arc constants.

6. Results and Discussion

This section discusses the simulation results of HIF and other power system cases.
The signal processing of a fault current improves the classification scheme. The DWT
has been successfully used to analyze and track points of interest withing a range of a
signal. However, the selection of a mother wavelet is an essential part of using DWT
efficiently. As depicted in Table 2, a db4 mother wavelet was selected for purposes of signal
decomposition. Some of the fourth level decomposition coefficients are depicted in Figure 3.
The simulations were performed using the sampling frequency of 12.5 kHz.

The HIF current signal obtained from the simulation platform is shown in Figure 4.
The results emphasize the random behavior of HIF signals. As indicated by the signal,
the positive and negative cycles exhibit different current magnitudes for a similar fault.
In addition, the fault magnitude depletes with time resulting in difficulties of detection.
Generally, HIFs are associated with arching. This phenomenon of arching has been widely
used to develop the possible detection schemes for HIFs. The HIF arc voltage is shown
in Figure 5. The signal indicates a significant increase on the voltage at the incipient of
the fault. However, the signal is not uniformly distributed and decreases in magnitude
over time.

Figure 3. Cont.
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Figure 3. (a–d) level decomposition.
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Figure 4. HIF current signal.

Figure 5. HIF arc voltage.

6.1. Classification of HIF

The art of protection engineering encompasses the segment of classification. In tech-
nical terms, classification can be defined as a systematic method of organizing features
according to their category. In the present work, the SVM, DT, and NN mathematical
techniques are used primarily to classify HIF and other technical operations on the power
system. The description of the different signal events considered for the classification
schemes is shown in Table 6.

The classification accuracy of signal events (A1–A5) and (A6–A10) using the SVM and
DT techniques are shown in Tables 7 and 8, respectively. The results show 97.3% accuracy
using SVM for signal events (A1–A5) and 95.5% accuracy using the DT technique, as well
as an accuracy level of 98.5% and 97.8% using the SVM and DT techniques for (A1–A5)
and (A6–A10), respectively. To demonstrate the effectiveness of using the GA technique
for optimal feature selection, a comparison between the optimal features and non-optimal
features used for classification is shown in Table 9.
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Table 6. Description of different signal events.

Signal Events Class Identification

High impedance fault A1
Normal current A2
Capacitor switching A3
Inductor switching A4
Load switching A5
Line to ground fault A6
Line to line fault A7
Line to line to ground fault A8
Three phase fault A9
Three phase fault to ground A10

Table 7. Classification of A1–A5 signal events.

SVM DT

A1 A2 A3 A4 A5 A1 A2 A3 A4 A5

A1 96 1 0 0 1 95 2 0 0 1
A2 2 94 2 1 0 1 95 0 2 1
A3 2 0 95 1 2 1 0 96 2 2
A4 1 1 0 98 1 1 1 0 97 0
A5 0 2 1 2 96 0 1 2 1 98

Accuracy (%) = 97.3 Accuracy (%) = 95.5

Table 8. Classification of A6–A10 signal events.

SVM DT

A6 A7 A8 A9 A10 A6 A7 A8 A9 A10

A6 98 1 0 0 1 97 1 2 0 1
A7 1 93 1 1 0 1 98 0 1 0
A8 1 0 97 1 1 0 1 98 0 0
A9 1 1 0 92 1 0 0 2 95 1
A10 0 1 1 0 98 1 2 1 0 95

Accuracy (%) = 98.5 Accuracy (%) = 97.8

The performance of the SVM, DT and NN classifiers is presented Tables 9–11, respec-
tively. The results show that SVM has a high accuracy level compared to the DT and NN
classifiers. The accuracy precision of the SVM, DT, and NN is given by 97.6%, 96.5%, and
95.4%, respectively.

Table 9. SVM classification performance.

Class TP FP Precision Recall F-Measure ROC

A1 0.952 0.000 0.975 0.966 0.983 0.988
A2 0.919 0.000 1.000 0.965 0.960 0.967
A3 0.966 0.000 0.952 0.958 0.983 0.988
A4 0.935 0.002 0.955 0.938 0.966 0.985
A5 0.953 0.001 0.985 0.933 0.980 0.976
A6 0.950 0.000 1.000 0.960 0.966 0.958
A7 0.961 0.004 0.998 0.955 0.952 0.960
A8 0.911 0.001 0.952 0.961 0.955 0.976
A9 0.915 0.004 0.965 0.979 0.982 0.971
A10 0.973 0.043 0.980 0.982 0.904 0.988
Avg 0.944 0.006 0.976 0.961 0.961 0.976
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Table 10. DT classification performance.

Class TP FP Precision Recall F-Measure ROC

A1 0.991 0.000 0.960 1.000 0.991 0.970
A2 0.920 0.000 0.991 0.990 0.990 0.966
A3 0.933 0.000 0.990 0.980 0.995 0.985
A4 0.985 0.000 0.961 0.985 0.977 0.990
A5 0.968 0.003 0.950 0.930 0.988 0.900
A6 0.987 0.000 0.910 0.975 0.970 0.988
A7 0.980 0.014 0.960 0.957 0.966 0.955
A8 0.981 0.010 0.988 0.911 0.960 0.975
A9 0.971 0.035 0.991 0.980 0.991 0.961
A10 0.981 0.043 0.950 0.990 0.955 0.992
Avg 0.969 0.011 0.965 0.970 0.978 0.968

Table 11. NN classification performance.

Class TP FP Precision Recall F-Measure ROC

A1 0.902 0.000 0.915 0.990 0.905 0.955
A2 0.915 0.000 0.943 0.955 0.922 0.950
A3 0.945 0.000 0.955 0.965 0.959 0.980
A4 0.955 0.000 0.940 0.952 0.960 0.970
A5 0.915 0.003 0.933 0.911 0.977 0.911
A6 0.920 0.010 0.990 0.933 0.950 0.916
A7 0.991 0.000 0.982 0.960 0.960 0.958
A8 0.900 0.010 0.922 0.915 0.955 0.988
A9 0.980 0.050 0.985 0.930 0.965 0.966
A10 0.975 0.045 0.975 0.945 0.977 0.911
Avg 0.941 0.012 0.954 0.946 0.953 0.951

The screenshots demonstrating the impact of the kernel function to maximize the
hyperplane and thus, improving classification accuracy between HIF and LS, and HIF and
CS are depicted in Figures 6 and 7, respectively. As shown in both figures, the hyperplane
maximally separates the two different classes of data events and thus improving the
accuracy of the protection scheme.

Figure 6. SVM classification between HIF and LS.
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Figure 7. SVM classification between HIF and CS.

6.2. Experimental Analysis

To validate the proposed HIF detection scheme, an experimental setup was conducted.
The experiment was conducted at a high voltage engineering lab in Mpumalanga province
in South Africa. The experimental data are presented in Table 12.

The electrical circuit and experimental setup for HIF detection is shown in Figures 8 and 9,
respectively. The instrument used to perform the experiment is the ICM8 power analyzer.
The HIF voltage and current magnitude measured from the experimental setup are shown
in Figures 10 and 11, respectively. To accurately measure the experimental parameters,
the experimental error of margin must be minimized. These errors occur as a result of the
measuring instruments such the voltage transformer, the current transformer, and the ICM8
power analyzer. Another element which may increase the error is the saturation of both
the voltage and current transformers. However, in the case of HIF the current magnitude
is minimum and such fault cannot lead to saturation. Thus, during the HIF, the current
transformer operates linearly.

Table 12. Experimental setup data.

Description Parameters

Source 5 A, 50 Hz, 2.5% short circuit impedance using transformer
Transformer 10 kVA, 110/132 kV, 4.5%
Capacitor High Voltage 100 pF, 100 kV, Low voltage 100 nF
Atmospheric conditions T = 31 ◦C

The experiment was conducted in two stages. In the first stage, the tree resistance was
measured when there was physical contact between the tree and the energized conductor.
The voltage applied on the tree was then increased steadily in steps to measure the current
and the voltage values and thus, estimated the tree impedance as shown in Figure 12. The
dotted line was obtained using the experimental data and the solid line gives the initial
resistance value. The resistance value also depends on the atmospheric conditions and
the location on the tree where the measurement is obtained. In the second stage of the
experiment, the voltage was applied to the conductor while moving the tree very close to
the energized conductor resulting in an arc. The movement of the tree from the energized
conductor varied between 2–5 cm; in these instances, the arc current was established.
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Figure 8. HIF experimental setup.

Figure 9. HIF electrical circuit.

Figure 10. HIF current and voltage measurements.
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Figure 11. Measure neutral (Un), and residual voltage (Ur).

Figure 12. Tree resistance measurement.

The results of the classification validation of the proposed scheme for the simulation
and experimental based analysis are presented in Tables 13 and 14, respectively. From the
results presented in Table 13, the classification accuracy of SVM is reported to be 97.6%
compared to the DT and NN classification results of 96.5% and 95.4%, respectively. In
addition, the time required to classify the fault using SVM is reported to be 0.90ms compared
to the time required to classify the fault by the DT and NN classifiers. These results
emphasize the importance of computational efficiency and processing time reduction. Thus,
our proposed model uses less time to detect the fault with high accuracy. The classification
accuracy is determined by calculating the ratio between the correctly classified instances
and the total instance tested.

Table 13. Classification accuracy of different classifiers using simulation data with GA.

Classifiers
and Wavelet

Time Required to
Build Model (min)

Time Required to
Classify the Fault (ms)

Total Number of
Instances

Total Number of Correctly
Classified Instances

Total Number of Incorrectly
Classified Instances

Accuracy
(%)

SVM & DWT 2.51 0.90 4000 3904 96 97.6
DT & DWT 10.3 0.92 4000 3860 140 96.5
NN & DWT 15.3 0.95 4000 3816 184 95.4
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Table 14. Classification accuracy of different classifiers using experimental data with GA.

Classifiers
Time Required to

Build Model (min)
Time Required to

Classify the Fault (ms)
Total Number of

Instances
Total Number of Correctly

Classified Instances
Total Number of Incorrectly

Classified Instances
Accuracy

(%)

SVM 1.25 0.75 100 87 13 87.0
DT 3.22 0.88 100 85 15 85.0
NN 4.50 0.91 100 83 17 83.0

7. Conclusions

In this study, we proposed an HIF detection technique. The technique uses mathe-
matical models for signal analysis, feature extraction, optimization, and classification to
detect the HIF. The study of HIF has been conducted over many years to find an optimal
solution. Generally, HIF can cause severe consequences such as infrastructure damage and
possible human fatalities. It therefore is imperative to design a protection scheme that will
effectively detect HIF. In the present work, a hybrid mathematical protection scheme is
proposed; the scheme uses DWT to decompose and analyze different fault signals using
the db4 mother wavelet. Thereafter, the statistical features from the decomposed signals
are extracted to build a feature matrix. Consequently, the feature matrix is used to test,
train, and validate the SVM classifier. The GA is used to improve the performance of the
classifier. The results presented depict that HIF can be detected with an accuracy level
of 97.6% using SVM compared to the DT and NN classifier with accuracy levels of 96.5%
and 95.4%, respectively, for simulation-based data instances. Finally, we conducted an
experiment to test the validity of the proposed method. The experimental results show
that the HIF can be classified correctly using SVM with an accuracy of 84% compared to
the classification accuracy 85% and 83% when using the DT and NN classifiers, respec-
tively. The development of a hybrid protection for HIF detection is made possible by using
mathematical models. In future studies, the HIF detection with high penetration levels of
renewable distributed generation will be considered.
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Appendix A

In this section, the GA, and SVM parameters are given in Tables A1 and A2, respectively.

Table A1. GA parameters.

Parameter Value

Probability of mutation (pm) 0.005
Probability of cross over (pc) 0.010

Population size (N) 1000
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Table A2. SVM parameters.

SVM RBF Kernel Parameters

SVMA γ = 50 σ2

SVMB γ = 50 σ2

SVMC γ = 50 σ2

SVMD γ = 50 σ2
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Abstract: An original innovative two-dimensional (2D) multi-layer model based on the Maxwell–
Fourier method for the diagnosis of a polymer exchange membrane (PEM) fuel cell (FC) stack is
presented. It is possible to determine the magnetic field distribution generated around the PEMFC
stack from the (non-)homogenous current density distribution inside the PEMFC stack. Analysis
of the magnetic field distribution can indicate whether the FC is healthy or faulty. In this way, an
explicit, accurate and fast analytical model can allow the health state of an FC to be studied. To
evaluate the capacity and the efficiency of the 2D analytical model, the distribution of local quantities
(i.e., magnetic vector potential and magnetic field) in a PEMFC stack has been validated with those
obtained by the 2D finite-element analysis (FEA). The comparisons demonstrate excellent results
both in terms of amplitude and waveform. The validation of this 2D analytical model is essential for
the subsequent generation of an inverse model useful for the diagnosis of a PEMFC.

Keywords: diagnosis; fuel cell; magneto-tomography; Maxwell–Fourier method; multi-layer model;
finite-element analysis

MSC: 35A24; 34M25

1. Introduction

1.1. Context of the Paper

Currently, the fuel cell (FC) system presents the advantage of combining high-energy
efficiency (e.g., FC efficiency about 50% and heat engine efficiency about 32%) and environ-
mental friendliness compared to other more conventional technologies [1]. This presents an
interesting combination for conventional power generation systems, especially in stationary
and portable FC applications [2–4]. Furthermore, a polymer exchange membrane fuel cell
(PEMFC), which is the most commonly used FC in transport applications, is an interesting
alternative to the internal combustion engine [5].

In order to transform fuel cells in to a mass-market technology, many challenges
must be overcome. For that, it is necessary to estimate and comprehend the possible
performance of PEMFC in automotive applications as analyzed in [6]. Hydrogen is a
promising energy resource. In order to obtain an overview, various studies are based
on economics and storage, while recommendations [7] or a critical view can be given on
technologies, applications, trends and challenges [8].

The main application of FCs is in the automotive industry. A comprehensive review
and research on FC electrical vehicles are presented in [9]. Many topics such as topologies,
power electronic converters, energy management methods, technical challenges, marketing
and future aspects are discussed.

Some research studies are conducted on the degradation mechanism and impacts on
FC degradation with a focus in hybrid transport applications [10]. Similarly, FC diagnosis
methods for embedded automotive applications are detailed in [11].

Many factors such as temperature, reactant humidity, partial pressures of feed gases,
obstruction of gas diffusion layers, degradation of the membrane electrode assembly
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(MEA), flow field structure in combination with MEA, etc., could affect the current density
distribution and consequently the PEMFC performance [12]. In order to diagnose the
PEMFC, an abundance of methods have been developed from physical models [13–15] or
experimental data information [16]. These can be divided into two categories [17], viz.,
intrusive and non-intrusive methods. Often, in order to study the (non-)homogeneous
current density distribution inside a PEMFC reflecting an FC failure or a healthy FC,
intrusive and inflexible methods are applied. Furthermore, the feedback effect of these
methods on the measured current density distribution is uncertain. Therefore, a non-
destructive control method for the diagnosis, at reasonable costs, will help in PEMFC
deployment [18]. Magneto-tomography is one of the most efficient and easiest non-intrusive
methods that comprises the mapping of an external magnetic field produced by any
electrical device. This measurement technique allows researchers to deduce the current
density distribution inside the device [19] by solving an inverse problem [20,21]. In [12],
magneto-tomography is for the first time applied to the analysis and diagnosis of a PEMFC
stack. The current density distribution can be evaluated by the Biot–Savart law [12,21–31],
the varying-network electric circuit [30,31] or the heuristic search method [32,33] where the
external magnetic field is determined by

• numerical method [e.g., finite-element analysis (FEA), volume finite method, etc.], viz.,
(i) two-dimensional (2D) [27,28], or (ii) three-dimensional (3D) [25–28,32,33];

• and, experimental data from magnetic sensors, viz., (i) uniaxial [22,23,25,26,30,31,33],
or (ii) triaxial [12,24,34].

Experimental validations have been realized on

• FC emulator/simulator [25,30,32,35,36];
• single cell [12,22–24,27];
• and, real FC stack [24–26,30,31,33,34].

Moreover, studies were performed on the external magnetic field determination by
imposing the (non-)homogeneous current density distribution inside a PEMFC with 3D
numerical [35–37] and experimental [35] validations. It is interesting to note that a ferro-
magnetic circuit placed around a PEMFC emulator permits concentration of the external
magnetic field and, consequently, the detection amplification of an FC failure [35]. The
actual methods to determine the current density distribution can be globally described as
redundant, time-consuming and have variable accuracy.

1.2. Objective of the Paper

In the literature, to the best of the authors’ knowledge, there is no 2D multi-layer
model based on the Maxwell–Fourier method for the diagnosis of a PEMFC stack. This
method is based on the formal resolution of Maxwell’s magnetostatic equations in Carte-
sian coordinates (x, y) by using the separation of variables method, the Fourier’s series
and the superposition principle. This purely analytical multi-layer model could give a
perfect theoretical study of the magnetic field distribution with a rapid computation time.
Moreover, this model could present more precision than the usual methods. Here, the
magneto-tomography study is realized on a real bipolar plate of a PEMFC stack (without
ferromagnetic circuit placed around the PEMFC stack) in order to diagnose the health state
of this one, viz., (i) healthy FC, and (ii) FC failure. As reported in [35–37], the developed
analytical model will allow the magnetic field distribution generated around the PEMFC
to be determined by imposing the (non-)homogeneous current density distribution inside
the FC. The reverse study, which is the second step of this scientific work, could then be
easily performed on the 2D multi-layer model. However, this is beyond the scope of this
paper. To evaluate the efficiency of the proposed analytical model, the distribution of
local quantities (i.e., magnetic vector potential and magnetic field) for a healthy FC and an
FC failure has been validated with those obtained by the 2D FEA [38]. The comparisons
demonstrate excellent results both in terms of amplitude and waveform. The validation of
this 2D analytical model is essential for the subsequent generation of an inverse model. This

164



Mathematics 2022, 10, 3883

kind of model, which has never been previously developed for FC diagnosis application,
must first be validated (e.g., by numerical validation) in order to finally obtain a powerful
diagnostic tool of the FC operating mode.

2. Mathematical Development of 2D Multi-Layer Model

2.1. Problem Description
2.1.1. Bipolar Plate of a PEMFC Stack

Usually, a PEMFC stack (of dimension w f c × h f c × L f c), with a related constant current
of I f c, consists of elements in parallel, i.e., compression of two end-plates, two current
collectors and several unit cells. Each unit cell is composed of two bipolar plates with
an inactive zone (seal) and an electrochemical active cell (of dimension wa × ha), two gas
diffusion layers and MEA. In electrochemical active cells, at the MEA level, the current
density J = {0; 0; Jz}, which is perpendicular to the cells with a constant value along the
z-axis, is directly related to the flow of hydrogen protons travelling through the electrolyte
membrane. Outside of the electrochemical active cell, J is neglected. An FC failure is
characterized by a non-homogeneous distribution of J [12]. The considered bipolar plate for
the diagnosis of a PEMFC stack, with the geometrical and physical parameters, is illustrated
in Figure 1a. This system is surrounded by a vacuum via an infinite box (of dimension
w × h).
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Figure 1. (a) Bipolar plate and (b) Electrochemical active cell modeled by Ny × Nx conductive
segments for the diagnosis of a PEMFC stack (see Table 1 for the various parameters).

Table 1. Geometrical and physical parameters of a PEMFC stack.

Symbol Quantity Values

S f c = w f c × h f c FC surface 14 × 14 = 196 cm2

S = w × h Infinite box surface 42 × 42 = 1764 cm2

Sa = wa × ha Electrochemical active cell surface 10 × 10 = 100 cm2

Ny × Nx Number of conductive segments 25 × 20 = 500
Scs = wcs × hcs Conductive segment surface 5 × 4 = 20 mm2

L f c FC depth 10 cm
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2.1.2. Normal and Faulty Conductive Segments

To simulate (non-)homogeneous distribution of J, this electrochemical active cell of
bipolar plates can be decomposed into Ny× Nx regular conductive segments (of dimension
Scs = wcs × hcs with wcs = wa/Nx and hcs = ha/Nx), as shown in Figure 1b, where
Ny ∈ N∗ and Nx ∈ N∗ are the segmentation number in the y- and x-axis, respectively. In
Cartesian coordinates (x, y), the starting and ending points of conductive segments in both
axes can be defined by

xs
j =

(w − wa)

2
+ (j − 1)·wcs and xe

j = xs
j + wcs, (1a)

ys
i =

(h + ha)

2
− (i − 1)·hcs and ye

i = ys
i − hcs, (1b)

with j ∈ {N∗, Nx} and i ∈ {N∗, Ny}.
Any conductive segments (i, j) may be faulty (not supplied) or normal (supplied). For

a non-homogeneous distribution of J reflecting an FC failure, some conductive segments
are not supplied (i.e., the current are assumed to be null in the conductive segment). For a
homogenous distribution of J reflecting a healthy FC, all conductive segments are supplied
by direct current Ics symbolized by ⊗ equal to

Ics =
I f c

Nn
cs

, (2)

with Nn
cs the number of conductive segments in a normal condition defined by

Nn
cs = ∑

i,j
Mcs

i,j, (3)

where Mcs
i,j represents the element (i, j) of the power supply matrix of the conductive

segments Mcs (of dimension Ny × Nx), viz.,

Mcs
i,j =

{
0 if faulty condition,
1 if normal condition.

(4)

2.1.3. Modeling of Spatial Current Density Distribution in any Conductive Segments (i, j)
Figure 2 illustrates the waveform of the spatial distribution of Jzij in any conductive

segments (i, j), which can be expressed as a Fourier’s series with x ∈ [0, w]:

Jzij = ∑
k

Jcs
i,j,k· sin(βk·x), (5a)

Jcs
i,j,k =

2·Jcs
max

βk·w ·Fcs
i,j,k, (5b)

with
Fcs

i,j,k = Mcs
i,j·
[
cos

(
βk·xs

j

)
− cos

(
βk·xe

j

)]
(5c)

where Jcs
max = Ics/Scs is the maximum current density in each conductive segment, βk = kπ/w

is the spatial frequency (or periodicity) of Jzij with k ∈ {N∗, Kmax} the spatial harmonic
orders in which Kmax is the finite number of spatial harmonics terms.
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Figure 2. Waveform of the spatial distribution of Jzij in any conductive segments (i, j).

2.2. List of Assumptions

The 2D magnetic field distribution generated around the PEMFC stack has been
studied from multi-layer model by solving Maxwell’s magnetostatic equations in Cartesian
coordinates (x, y). In this analysis, the simplifying assumptions of the analytical model are:

• the end-effects are neglected (i.e., the magnetic variables are independent of z);
• the magnetic vector potential and current density have only one component along the

z-axis, i.e., A = {0; 0; Az} and J = {0; 0; Jz};
• the skin depth effect is not considered;
• many industrial PEMFC stacks use graphite bipolar plates and non-magnetic stainless

steels for rods and other mechanical parts [35]. Thus, the absolute magnetic perme-
ability μ of all components used in bipolar plates of PEMFC stack are very close to the
vacuum magnetic permeability μv = μ0 = 4π × 10−7 H/m.

2.3. Problem Discretization in Regions

As shown in Figure 3, the bipolar plate for the diagnosis of a PEMFC stack is divided
into three regions ∀x ∈ [0, w], viz.,

• Vacuum above the electrochemical active cell: Region 1 (R1) for y ∈ [
ys

1, h
]

with
μ1 = μv = μ0;

• The electrochemical active cell: Region 2 (R2) for y ∈
[
ye

Ny, ys
1

]
, which is divided in

the y-axis into sub-regions i (R2i) for y ∈ [
ye

i , ys
i
]
, with μ2 = μv = μ0;

• Vacuum below the electrochemical active cell: Region 3 (R3) for y ∈
[
0, ye

Ny

]
with

μ3 = μv = μ0.
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Figure 3. Definition of regions in the bipolar plate for the diagnosis of a PEMFC stack.

167



Mathematics 2022, 10, 3883

2.4. Governing Partial Differential Equations (PDEs) in Cartesian Coordinates

In quasi-stationary, the magnetostatic Maxwell’s equations are represented by Maxwell–
Ampère [39]

∇× H = J (with J = 0 for the no − load operation), (6)

Maxwell–Thomson

∇·B = 0 (Magnetic flux conservation), (7a)

B = ∇× A with ∇·A = 0
(
Coulomb′s gauge

)
, (7b)

and the magnetic material equation

B = μ·H + μ0·Mr (8)

where B, H and Mr are the magnetic flux density, the magnetic field and the remanent
(or residual) magnetization vector (with Mr = 0 for other materials or Mr �= 0 for the
magnets), respectively.

Using (6)~(8) with the general assumptions of the study, in Cartesian coordinates
(x, y), the general PDEs of magnetostatic in terms of A = {0; 0; Az} inside an isotropic
and uniform material (i.e., μ = Cste) can be expressed by the Laplace’s equation in (R1)

ΔAz1 =
∂2 Az1

∂x2 +
∂2 Az1

∂y2 = 0, (9a)

and in (R3)

ΔAz3 =
∂2 Az3

∂x2 +
∂2 Az3

∂y2 = 0, (9b)

and the Poisson’s equation in (R2i)

ΔAz2i =
∂2 Az2i

∂x2 +
∂2 Az2i

∂y2 = −μ0·Jz2i (9c)

where Jz2i is the spatial distribution of J along the x-axis for each i, i.e., in (R2i), which is
defined by

Jz2i = ∑
j

Jzij = ∑
k

Jcs
i,k· sin(βk·x), (10a)

Jcs
i,k = ∑

j
Jcs
i,j,k =

2·Jcs
max

βk·w ·∑
j

Fcs
i,j,k. (10b)

For example, with Ny × Nx = 2 × 10 conductive segments, Figure 4 illustrates the
waveforms of Jz2i for each i in (R2i) obtained by (10) and for

Mcs =

[
1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 0 0 1 0 1

]
. (11)
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Figure 4. Spatial distribution of: (a) Jz21 in (R21), and (b) Jz22 in (R22).
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Using (7b), the components of B =
{

Bx; By; 0
}

whatever the region can be deduced
from Az by

Bx =
∂Az

∂y
and By = −∂Az

∂x
. (12)

From (8), and according to the materials assumptions, the components of H =
{

Hx; Hy; 0
}

are defined by H = B/μ0.

2.5. Boundary Conditions (BCs)

In electromagnetic field problems, the general solutions of regions depend on bound-
ary conditions (BCs) at the interface between two surfaces, which are defined by the
continuity of parallel magnetic field H‖ and A [40]. On the infinite box [see Figure 1], Az
satisfies the Dirichlet’s BC, viz., Az = 0. Figure 5 represents the respective BCs at the
interface between the various regions.
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Figure 5. Boundary conditions at interface between (R1), (R2i) and (R3).

2.6. General Solution of Magnetic Field in Each Region

Using the separation of variables method, the 2D general solution of A in each region
can be defined by Fourier’s series. The unknown coefficients (or integration constants) of
series are determined analytically from a linear matrix system satisfying the BCs of Figure 5.
To simplify the formal resolution of the Cramer’s system, the superposition principle on
each sub-region i (R2i) has been applied.

In (R1) for y ∈ [
ys

1, h
]

and ∀x ∈ [0, w], the magnetic vector potential Az1, which is a
solution of (9a) satisfying the various BCs, is defined by

Az1 = ∑
i,k

μ0·
Jcs
i,k

βk
2 ·D1i,k· f 1i,k(y)· sin(βk·x) (13)
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and the components of H1 (i.e., Hx1 and Hy1) by

Hx1 = −∑
i,k

Jcs
i,k

βk
·D1i,k·g1i,k(y)· sin(βk·x), (14a)

Hy1 = −∑
i,k

Jcs
i,k

βk
·D1i,k· f 1i,k(y)· cos(βk·x), (14b)

where
f 1i,k(y) = sh[βk·(h − y)]/sh[βk·(h − ys

i )], (15)

g1i,k(y) = ch[βk·(h − y)]/sh[βk·(h − ys
i )], (16)

D1i,k = NumD1i,k/Deni,k, (17)

with
Deni,k = a1k·(a3i,k − a4i,k) + a3i,k·a4i,k·

(
a1k

2 + a2k
2
)
− 1, (18)

NumD1i,k = −(a2k + a1k·a4i,k + 1), (19)

in which
a1k = −sh(βk·hcs)/ch(βk·hcs), (20)

a2k = −1/ch(βk·hcs), (21)

a3i,k = ch[βk·(h − ys
i )]/sh[βk·(h − ys

i )], (22)

a4i,k = −sh(βk·ye
i )/ch(βk·ye

i ). (23)

In (R3) for y ∈
[
0, ye

Ny

]
and ∀x ∈ [0, w], the magnetic vector potential Az3, which is a

solution of (9b) satisfying the various BCs, is defined by

Az3 = ∑
i,k

μ0·
Jcs
i,k

βk
2 ·D3i,k· f 3i,k(y)· sin(βk·x) (24)

and the components of H3 (i.e., Hx3 and Hy3) by

Hx3 = ∑
i,k

Jcs
i,k

βk
·D3i,k·g3i,k(y)· sin(βk·x), (25a)

Hy3 = −∑
i,k

Jcs
i,k

βk
·D3i,k· f 3i,k(y)· cos(βk·x), (25b)

where
f 3i,k(y) = sh(βk·y)/ch(βk·ye

i ), (26)

g3i,k(y) = ch(βk·y)/ch(βk·ye
i ), (27)

D3i,k = NumD3i,k/Deni,k, (28)

with
NumD3i,k = −

[
a3i,k·

(
a1k

2 + a2k
2
)
+ a3i,k·a2k − a1k

]
. (29)

In (R2i) for y ∈ [
ye

i , ys
i
]

and ∀x ∈ [0, w], the magnetic vector potential Az2i , which is a
solution of (9c) satisfying the various BCs, is defined by

Az2i = ∑
k

⎧⎨
⎩

i−1

∑
n=1

μ0·
Jcs
n,k

βk
2 ·D3n,k· f 3n,k(y) + μ0·

Jcs
i,k

βk
2 ·
⎡
⎣ C2i,k· f 2ci,k(y)

· · ·+ D2i,k· f 2di,k(y)
· · ·+ 1

⎤
⎦+

Ny

∑
v=i+1

μ0·
Jcs
v,k

βk
2 ·D1v,k· f 1v,k(y)

⎫⎬
⎭· sin(βk·x) (30)

and the components of H2i (i.e., Hx2i and Hy2i ) by
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Hx2i = ∑
k

{
i−1

∑
n=1

Jcs
n,k

βk
·D3n,k·g3n,k(y) +

Jcs
i,k

βk
·
[

C2i,k·g2ci,k(y)
· · · − D2i,k·g2di,k(y)

]
−

Ny

∑
v=i+1

Jcs
v,k

βk
·D1v,k·g1v,k(y)

}
· sin(βk·x), (31a)

Hy2i = −∑
k

⎧⎨
⎩

i−1

∑
n=1

Jcs
n,k

βk
·D3n,k· f 3n,k(y)−

Jcs
i,k

βk
·
⎡
⎣ C2i,k· f 2ci,k(y)

· · ·+ D2i,k· f 2di,k(y)
· · ·+ 1

⎤
⎦+

Ny

∑
v=i+1

Jcs
v,k

βk
·D1v,k· f 1v,k(y)

⎫⎬
⎭· cos(βk·x), (31b)

where
f 2ci,k(y) = sh[βk·(y − ye

i )]/ch(βk·hcs), (32)

f 2di,k(y) = ch[βk·(ys
i − y)]/ch(βk·hcs), (33)

g2ci,k(y) = ch[βk·(y − ye
i )]/ch(βk·hcs), (34)

g2di,k(y) = sh[βk·(ys
i − y)]/ch(βk·hcs), (35)

C2i,k = NumC2i,k/Deni,k, (36)

D2i,k = NumD2i,k/Deni,k, (37)

with
NumC2i,k = a3i,k·(a2k + a1k·a4i,k + 1), (38)

NumD2i,k = (a2k·a3i,k·a4i,k − a1k·a3i,k + 1). (39)

3. Comparison of Analytical and Numerical Calculations

3.1. Problem Description

The real bipolar plate of a PEMFC stack is illustrated in Figure 6. The electrochemical
active cell is presented with the oxygen/hydrogen channels and surrounded by an inactive
zone (seal). The geometrical and physical parameters of the PEMFC stack are reported in
Table 1.

Figure 6. Real bipolar plate of a PEMFC stack.

To simulate the (non-)homogeneous distribution of J, this electrochemical active cell is
decomposed into Ny × Nx regular conductive segments. For example, the discretization
with Ny × Nx = 25 × 20 = 500 conductive segments is considered. This discretization of
the electrochemical active cell to study health of the FC is illustrated in Figure 7.
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(a) (b) 

Figure 7. FC representation with a discretization of Ny × Nx = 25 × 20 = 500 conductive segments
for: (a) a healthy FC, and (b) an FC failure.

Such an important discretization is necessary due to the channels’ size (viz., ~0.8 mm)
as shown in Figure 6. The total current flowing through the PEMFC stack (of surface
S f c = 196 cm2) is considered constant and equal to I f c = 70 A. With an electrochemical
active cell surface of Sa = 100 cm2, for a healthy FC [see Figure 7a], this corresponds to
Jcs
max = 0.7 A/cm2. An example of an FC failure, which can be a consequence of different

operating problems, is exposed in Figure 7b. Considering 500 initial conductive segments,
144 segments are faulty (i.e., Jcs

max = 0 A/cm2), so 356 conductive segments present a current
density of Jcs

max = 0.983 A/cm2.
To evaluate the capacity and the efficacy of the 2D analytical model, the two operating

conditions (i.e., normal and faulty condition) are simulated and compared to 2D FEA. The
geometrical and physical parameters described previously are simulated on FEMM soft-
ware [38]. The FE calculations are performed with the same assumptions as the analytical
model [see Section 2.2]. The infinite box surface has been imposed to S = 3·S f c = 1764 cm2

(viz., w = 3·w f c and h = 3·h f c) so that the equipotential lines of Az would not be perturbed
by the Dirichlet’s CB imposed on the edges. Figure 8 presents the mesh of the system (viz.,
107,385 nodes) and different paths with their dimensions added around the PEMFC stack
(in red, rated from A to D) in order to evaluate the magnetic field distribution. In this
comparison, the analytical solution of A and H in each region have been computed with
Kmax = 100.

 

Figure 8. The 2D FEA mesh and paths of the magnetic field validation for comparison with
{wm; hm} = {5; 5} mm (see Table 1 for the various parameters).
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3.2. Analysis of Equipotential Lines
3.2.1. Healthy FC

The 2D multi-layer model is implemented in order to obtain values of Az in the
bipolar plate for the diagnosis of a PEMFC stack. Figure 9 presents the equipotential lines
(≈30 lines) of Az (or vector plot of H) for a healthy FC with the 2D analytical model and 2D
FEA. As can be seen, a perfect accuracy between analytical and numerical results allows a
first validation of the multi-layer model based on the Maxwell–Fourier method. Due to
the homogenous distribution of J, and for a square FC, the field lines are symmetrical and
circular along the centre of the bipolar plate.

  
(a) (b) 

Figure 9. Equipotential lines of Az for a healthy FC obtained by (a) 2D multi-layer model and
(b) 2D FEA.

3.2.2. FC Failure

With a non-homogeneous distribution of J reflecting an FC failure, the generated
magnetic field is impacted. In Figure 10, the deformation of the equipotential lines of Az is
clearly observed. It is also correctly predicted analytically. On the left, a distortion of the
field lines (i.e., asymmetry of field lines) is widely visible due to the presence of a major
defect on the right [see Figure 7b].

  
(a) (b) 

Figure 10. Equipotential lines of Az for an FC failure obtained by (a) 2D multi-layer model and
(b) 2D FEA.
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3.3. Analysis of Magnetic Field Distributions
3.3.1. Healthy FC

Figure 11 represents the distribution of the components of H =
{

Hx; Hy; 0
}

for a
healthy FC computed by the 2D multi-layer model and verified by the 2D FEA on the
various paths. Highly accurate results are achieved between the analytical and numerical
model, regardless of the paths and the components of H =

{
Hx; Hy; 0

}
in the different

regions. It is interesting to note that the waveform and the amplitude of magnetic field
components are exactly the same in the four paths (i.e., A to D in Figure 8) independently
of the axis.

 

  
(a) (b) 

  
(c) (d) 

Figure 11. Components of H for a healthy FC calculated by the 2D multi-layer model and verified by
2D FEA on the path: (a) A, (b) B, (c) C and (d) D.

3.3.2. FC Failure

As for the case of a healthy FC, Figure 12 shows the distribution of the components of
H =

{
Hx; Hy; 0

}
for an FC failure obtained analytically and numerically on the different

paths. Irrespective of the paths and regions, similar and accurate magnetic field results also
permit validation of the 2D analytical model. A magnetic field variation reflects a failure in
the FC. Around the most damaged part, the greatest decrease in magnetic field is observed
(viz., on the path B and C), as shown in Figure 12b,c. As the overall current value I f c is
maintained, the current density Jcs

max increases in the rest of the FC [see Figure 7]. Thus, the
magnetic field variation is less observable for small surface defaults.
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(a) (b) 

  
(c) (d) 

Figure 12. Components of H for an FC failure calculated by the 2D multi-layer model and verified by
2D FEA on the path: (a) A, (b) B, (c) C and (d) D.

4. Conclusions

In this paper, an original innovative 2D multi-layer model, based on the Maxwell–
Fourier method, has been developed analytically and validated numerically to estimate
the health state of FC. Using magneto-tomography, knowledge of the magnetic field
distribution generated around the PEMFC stack allowed for the expression of the (non-)
homogeneous current density distribution inside the PEMFC stack and its operation mode.
Through FEA validation, the accuracy and efficiency of the analytical model are undeniable.

This 2D analytical model represents the first step towards a comprehensive FC diag-
nostic tool. For this, the inverse problem of the presented analytical model will have to be
solved. From the magnetic field measured around the FC, the inverse model will allow
us to know the current density distribution inside the FC. It will then be quick and easy
to check the health state of an FC with the advantage of being able to accurately locate a
potential fault.
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Abstract: Due to their advantages, switched reluctance motors (SRMs) are interesting solutions for
electric vehicle (EV) propulsion. However, they have the main drawback of high torque ripple.
This paper develops a universal torque control (UTC) technique for SRM that can fulfill all vehicle
requirements under a wide range of speeds. The developed UTC involves two different control
techniques. It utilizes the direct instantaneous torque control (DITC) strategy in a low speed region,
and the average torque control (ATC) strategy in high speeds. The selection of DITC and ATC
is made based on their performance regarding torque ripple, torque/current ratio, and efficiency.
Moreover, a novel transition control between the two control techniques is introduced. The results
show the ability of the proposed UTC to achieve vehicle requirements while obtaining all the benefits
of torque control over the possible range of speeds. The proposed UTC provides the best performance
regarding minimum torque ripple, maximum torque/current ratio, and maximum efficiency over the
whole speed range. The transition control achieves a smooth operation without any disturbances.
The transition control helps to simplify the overall control algorithm, aiming to have a feasible and
practical UTC without a complicated control structure.

Keywords: switched reluctance motor; universal torque control; direct instantaneous torque control;
average torque control; firing angles; optimization

MSC: 70Q05; 37N35; 93-10; 13P25; 65K10

1. Introduction

Energy sources, pollution, and noise are currently the key issues facing many countries
as a result of using enormous numbers of fuel-powered vehicles in transportation. Electric
vehicles (EVs), on the other hand, can provide an alternative solution. They are considered
the way for establishing a green transportation system [1,2]. For this purpose, many efforts
have been made to solve the challenges facing EVs, such as saving energy and obtaining
the highest performance at a reasonable cost. Various components of EVs can be optimized
to enhance their performance. The most effective parts within the vehicle are the motors
and their drive circuits. Generally, all types of electric motors can be used for EVs. Each
motor type is associated with a set of benefits and drawbacks [3,4]. The switched reluctance
motors (SRMs) can be considered a perfect choice because they have many features that
are relevant to the requirements of EVs, such as, reasonable manufacturing cost, high fault
resistance, high starting torque, normal operation in a high temperature environment, and
they can provide high efficiency under high speed operation. Furthermore, SRMs do not
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contain permanent magnets nor conductors in the rotor structure, and thus, a robust and
reliable operation exists. However, the SRMs encounter acoustic noise and considerable
torque ripple [5–7]. These drawbacks make less utilization of SRMs in several industrial
applications including the EVs. Therefore, they must be treated. Researchers have recently
been focusing on solving these issues, and many strategies have been introduced. Some
researchers proposed the optimization of SRM design by the modification of its geometrical
dimensions [8–11]. These design modifications can minimize the acoustic noise and torque
ripple only to a small extent [8,10].

On the other hand, other researchers succeeded in significantly reducing the SRM
torque ripple and the associated acoustic noise by implementing innovative control tech-
niques. Generally, the current chopping control (CCC) [12–15], instantaneous torque control
(ITC) [16–20], and average torque control (ATC) [21–25] are the most popular control strate-
gies. Despite the fact that these strategies can reduce torque ripple and improve system
performance, they have disadvantages. For instant, the CCC can provide effective, uncom-
plicated, and low cost drive. İt causes some torque ripple because each phase current can
only be controlled in the form of square waveforms [26]. Thus, only the excitation angles
can be optimized for a given reference current [15]. Hence, this paper focuses on the ITC
and ATC as they are the most promising torque control strategies that can provide a better
overall performance [27].

The ITC strategies are able to provide the remarkable suppression of torque ripple
since they control the torque instantaneously at each sample of the rotor position. The
ITC strategies can be categorized into direct ITC (DITC) and indirect ITC (IITC) using the
torque sharing function (TSF). In [17,18], the IITC is achieved based on an improved TSF.
The proposed TSF can impose optimal profiling for the phase current to reach a minimized
torque ripple with reduced copper losses. In [19], a modified firefly algorithm is used
to optimize the PID parameters of the speed regulator to achieve a precise DITC with
an improved speed-change response. In [20], a new DITC is implemented by replacing
the commonly used hysteresis torque controller with a PWM controller. In this way, the
switching frequency can be controlled. Additionally, the commutation region is divided
into many sectors, and by modifying the duty cycle coefficients in these sectors, further
torque ripple enhancement is obtained. In [16], an improved DITC is implemented by
utilizing a real-time commutation methodology for both switching angles. The turn on
angle (θon) is controlled basically to maximize the torque tracking ability of the hysteresis
torque controller. At the same time, the turn off angle (θoff) is controlled in order to minimize
the generated negative torque to an effective-less value. In [28], an improved DITC method
is introduced. This method uses a torque sharing function (TSF) as well as it introduces an
adaptive turn on angle control to suppress torque ripple and improve efficiency. However,
it has a complex control structure.

In [21], the ATC strategy is investigated for EV applications. Then, an improved ATC
is presented by optimizing both excitation angles, and the objective function is proposed
to increase the performance of the SRM drive. In [22], the ATC is proposed involving
both flux and current controllers. Unlike the conventional ATC, it controls the estimated
average torque only over a complete electrical cycle. The new ATC can control the average
torque through smaller intervals and thus can achieve less torque ripple. In [23], a sharing
look-up table is used to equally divide the torque reference among motor phases, and
thus, a reference value is set for each phase current, and by analytical accumulating
each phase torque, the average torque can be estimated instantaneously. In [24], a multi-
objective constrained optimization problem is created to implement an optimized ATC
strategy. The objective function includes two terms: the efficiency and torque ripple. The
control parameters are the switching angles, the constraints are set mainly to keep high
torque/ampere ratio, and thus, further improvement is attained in order to meet the EVs’
requirements. In [29], after investigations, the ATC is selected over ITC for EV applications.
The turn on and turn off angles are optimized to enhance driving efficiency and reduce
torque ripple. Despite the simple structure of ATC, it has a high torque ripple at low speeds.
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Unfortunately, the majority of the literature includes only a comparison between one
basic torque control strategy and its modification or compares the same type of modified
strategies. Nonetheless, very few have conducted a comparison between different types
of techniques. Therefore, in the authors’ previous work [27], a comprehensive analysis
and comparison between an improved DITC, IITC, and ATC are included regarding the
requirements of EVs. The results showed the superiority of the proposed DITC since it
produced lower torque ripples, highest efficiency, and the highest torque/ampere ratio
at a low speed operation. Furthermore, the comparison also showed an advantage when
using the ATC technique at high speeds. Above the rated speed of the SRM, a higher
back-electromotive force is generated, and thus, the instantaneous torque can be only
partially or poorly tracked. Therefore, the ATC method is proposed to be utilized at a high
speed SRM operation. The study provides a pre-overview to implement a UTC strategy for
the SRMs in EV application.

The literature shows the superior performance of ITC strategies (DITC and IITC)
regarding the torque ripple reduction for low speed operation. It also gives the advantages
of the ATC strategy in high speed regions as it gives a better torque/ampere ratio and
hence better driving efficiency. For the best overall performance, the ITC and the ATC
strategies have to be combined to implement a universal torque control (UTC) that provides
the benefits of both strategies. Hence, it will be the best choice for several applications
including EVs. In [25], the DITC is used below the rated speed of the SRM, while the ATC
is utilized above the base speed. Furthermore, the excitation angles are optimized through
a particle swarm algorithm to decrease the fuel consumption of the EVs (by attaining
higher efficiency) and to guarantee a comfortable ride (by attaining lower torque ripple).
However, the optimization of the excitation angles is only applied to the DITC at a low
speed. No smooth transient is implemented between the DITC and the ATC. In [30], a
unified controller is implemented by combining the DITC with the CCC method to attain
torque ripple reduction in the low, medium, and high speed operation of the SRM. The
unified controller also adopts a phase current demagnetization strategy to prevent negative
torque production, and thus, a higher torque/ampere ratio can be attained.

The novelty of this article is the development of a novel UTC strategy that provides
the best overall performance of SRM over the whole range of speeds while maintaining a
feasible and practical control algorithm that fits several industrial applications including
EVs. The proposed UTC uses DITC for low speed operation and ATC for high speeds
to gather their benefits. The paper helps to overcome the problems and unfeasibility of
developing such control. First, the paper uses modified DITC and ATC strategies to ensure a
simple structure of the overall control algorithm. The modifications are made basically for
performance improvement considering the ability of their integrations. Second, the proposed
control guarantees maximum torque per ampere production via turn on angle optimization. It
optimizes a turn off angle to improve efficiency and reduce torque ripples. Third, the novelty
also includes a proposed smooth transition control (STC) from DITC to ATC and vice versa.
The STC is guaranteed in motoring and generation modes of operation. Hence, this paper
gives a novel UTC strategy that provides the best overall performance of SRM over the whole
range of speeds, while maintaining a feasible and practical control algorithm.

The proposed method suits EV applications as it can fulfill the vehicle requirements
that include minimum torque ripple for better drivability, maximum torque per ampere
(MTPA) and/or maximum efficiency for longer millage per battery charge, wide speed
operation, and high reliability to avoid breakdown on the road.

The rest of this article is outlined as follows: Section 3 describes the conventional
structure of torque control strategies. The proposed UTC is given in Section 4. The STC is
also included in this section. The results and discussions are presented in Section 5. Finally,
Section 7 presents the conclusions.
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2. Modeling of SRM

2.1. Machine Model

The SRM has highly nonlinear magnetic characteristics because of the salient structure
of both stator and rotor poles. Hence, the flux-linkage λ(i,θ), inductance L(i,θ), and torque
T(i,θ) are functions of both the current (i) and position (θ). The voltage equation of kth phase
is given by Equation (1). It also illustrates how the flux is estimated from phase voltage.
Equation (2) gives the electromagnetic torque of kth phase (Tk) and total electromagnetic
torque (Te) with q-phases. Equation (3) shows the mechanical motion.

vk = Rik +
∂λk(ik ,θ)

∂t ; ∴ λk(ik, θ) =
∫
(vk − Rik)dt (1)

Tk =
1
2

∂Lk
∂θ i2k ; Te =

q
∑

k=1
Tk (2)

Te − TL = Bω + J
dω

dt
(3)

where R, J, B, ω, and TL are the phase resistance, inertia, frictional coefficient, rotor speed,
and load torque.

The simulation of one phase of SRM is shown in Figure 1. The inputs are the rotor
phase position (θph) and the phase voltage (Vph). The outputs are the phase current (iph)
and phase torque (Tph). The finite element method (FEM) is employed to generate the
magnetic characteristics of the studied SRM. The studied motor is 4 kW, 1500 r/min, 600 V,
8/6 poles, and 4 phases SRM. The calculated flux linkage and torque characteristics using
FEM are shown in Figure 2a,b, respectively. This figure shows only part of the curves for
simplification, while the complete flux and torque characteristics are calculated for current
[0:0.5:30]A and position of [0:0.5:30]◦. Due to the big size of FEM data, the interpolation
and extrapolation within LUTs can ensure sufficient accuracy.

 
Tph

iph

ph

Vph

iph

R

ph 

Tph

Vph-iph.R
i=f( ph, ph

T=f(iph, ph

iph

ph 

ph 

Figure 1. Simulation of one phase of SRM.

 
(a) (b) 

Figure 2. FEM-calculated characteristics: (a) flux linkage for [1:1:30]◦; (b) torque for [1:1:30]A.

2.2. Performance Indices

The following indices are used for evaluations. The indices include average torque
(Tav), mechanical output power (Pm), torque ripple (Trip), efficiency (η), switching frequency
(fs) of power converter, average supply current (Iav), RMS supply current (IRMS), and copper
losses (Pcu). The average and RMS values are calculated over one electrical cycle (τ).

Tav = 1
τ

∫ τ
0 Te(t)dt, Pm = ω ∗ Tav (4)
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Trip =
Tmax − Tmin

Tav
× 100 (5)

η =
ω ∗ Tav

Vdc Iav
, Iav =

1
τ

∫ τ

0
is(t)dt (6)

fsw =
1
τ

∫ τ

0
NTdt (7)

IRMS =
√

1
τ

∫ τ
0 i2s (t)dt; Pcu = q R I2

RMS (8)
where Tav is the average torque; ω is the motor speed; Tmax and Tmin are the maximum
and minimum instantaneous values of output motor torque (Te) over one electrical cycle
(τ); Vdc is the dc link voltage; Iav is the average supply current; is is instantaneous supply
current; NT is the total number of switching of IGBTs over one electric cycle.

3. The Conventional ATC and DITC Techniques for SRMs

As concluded from the literature, the best performance is achieved by DITC for low
speeds and is achieved by ATC for high speeds. Hence, they are chosen and adopted for
this research.

3.1. The Conventional ATC Technique

Figure 3 shows the block diagram of conventional ATC [22,29]. Tref is the reference
commanded torque; it is obtained from an outer loop speed controller. In Figure 3a, the
average torque (Tav-est) is estimated online using a torque estimator. The torque error (ΔT)
is processed through a PI torque controller that produces the reference current (iref). The
mathematical representation of the PI controller is given generally in Equation (9). Its
output (PIout) depends on the input error and the constant gains Kp and KI. In Figure 3a,
the input error is ΔT and the output is iref. The closed loop direct current control is essential.
The current controller is a hysteresis controller that outputs three voltage states from the
power converter according to the current error ΔI and rotor position. If ΔI is greater than
the current band, positive voltage is obtained. If ΔI is less than the current band, zero
voltage is obtained. Finally, negative voltage is obtained if ΔI is less than the current band
and the rotor position is after the turn off angle (θoff). The torque estimator depends on the
machine model as given in Figure 1.

In Figure 3b, the reference torque (Tref) is converted directly to the reference current
(iref) using the torque to current relationship as will be given later in Figure 7b. This helps
to improve the dynamic performance [24]. In addition, the firing angles (θon and θoff) must
be optimized for better performance. The optimization is given below.

 
(a) 

Tref 
iph 

iref ∆I 

ω
Tref 

θon

θoff

θ

Tref 
iph 

iref ∆I 

ω
Tref 

θon

θoff

θ
 

(b) 

Figure 3. Block diagram of ATC with (a) torque controller, and (b) torque to current conversion.
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PIout = Kp ∗ error + KI ∗
∫
(error) dt (9)

Optimization of Firing Angles (θon and θoff) for ATC Technique

Due to the great effect of firing angles (θon and θoff) on SRM performance as they
affect torque production, amount of torque ripple, efficiency, and the range of speed con-
trol [15,31], the firing angles (θon and θoff) are optimized based on a multi-objective problem
to achieve the best overall performance. The multi-objective optimization includes the min-
imization of torque ripple (Trip), reduction of copper losses (Pcu), increasing torque/current
ratio, and improvement of motor efficiency (η).

A single-objective optimization problem can be obtained from the multi-objective
problem by a linear combination of torque ripple (Trip), copper losses (Pcu), and efficiency
(η) as follows [27,29]:

Fobj

(
θon, θo f f

)
= minimum

(
wr

Trip

Trb
+ wcu

Pcu

Pcub
+ wη

ηb
η

)
(10)

wr + wcu + wη = 1 (11)

Subject to : θmin
on ≤ θon ≤ θmax

on ; θmin
o f f ≤ θo f f ≤ θmax

o f f (12)
where Fobj is the objective function; Trb, Pcub, and ηb are the base values for torque ripple,
copper loss, and efficiency, respectively. wr, wcu, and wη are the weight factors for torque
ripple, copper loss, and efficiency, respectively. The weight factors can be chosen according
to the desired level of optimization. θmin

on and θmax
on are the minimum and the maximum

limits of the θon, respectively.
For every operating point, defined by motor speed and loading torque, the firing

angles (θon and θoff) are estimated to achieve Equation (10). The speed and torque are the
inputs, and the firing angles (θon and θoff) are the outputs that fulfill Equation (10). The
inputs, speed, and torque are changed in small steps, and the corresponding optimal firing
angles are estimated.

3.2. The Conventional DITC Technique

Figure 4 shows the block diagram of conventional DITC schemes [28,30,32].

 
(a) 

Test 
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θ

θon θoff
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θ

Figure 4. The block diagram of DITC, (a) conventional DITC, (b) TSF-based DITC.
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Tref is the reference commanded torque, it comes from an outer loop speed controller.
In Figure 4a, the online torque estimator is essential to estimate the instantaneous motor
torque (Test). The torque error (ΔT) is processed through a hysteresis torque controller
that outputs the state signals. The current control is included within the torque controller.
Limiting the torque means limiting the maximum current value.

In Figure 4b, a torque sharing function (TSF) is introduced with the DITC algo-
rithm [28]. The TSF is used to distribute Tref between motor phases as described by
Equation (13). The reference torque for each phase (Ta-ref, Tb-ref, Tc-ref, and Td-ref) is compared
to its actual measured value (Ta, Tb, Tc, and Td). The torque errors (ΔTa, ΔTb, ΔTc, and
ΔTd) are processed through a hysteresis torque controller that outputs the states. Sector
judgment and voltage state table are employed to provide the proper control pulses. The
sector judgment divides the control period into six sectors. The details are included in [28].
The voltage state table outputs the voltage state (Sp) (p could be phase a, b, c, or d) according
to the torque error for each phase. For example, when ΔTa > hysteresis band (ΔT), Sa = 1;
when ΔTa < −ΔT, Sa = 1; when phase is turned off, Sa = −1.

Tph−re f (θ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, (0 ≤ θ ≤ θon)

Tre f (0.5 − 0.5 cos
(

π θ−θon
θov

)
, (θon ≤ θ ≤ θon + θov)

Tre f ,
(

θon + θov ≤ θ ≤ θo f f

) (13)

where θov is the overlap angle; θp depicts the rotor pitch angle.

Optimization of Firing Angles (θon and θoff) for DITC Technique

For DITC, the firing angles (θon and θoff) have to be optimized for better motor perfor-
mance. The optimization is similar to that for ATC which is described by Equations (10)–(12).
The difference is the structure of the control algorithm. Different weights can be chosen
according to the required level of optimization.

4. The Proposed Universal Torque Control (UTC) of SRM for EVs

As each control technique provides a unique performance under a certain speed range,
a combination of these techniques is the best solution in order to gain the benefits of each
control technique. The best choice for the low speed range is the DITC. It provides a very
low torque ripple, fast dynamic response, high efficiency, and the lowest RMS current. On
the other hand, ATC is the best choice for high speeds. It provides high efficiency, a fast
dynamic response, and the lowest RMS current. At high speeds, the vehicle inertial can
filter the torque ripples [27].

A proposed universal control of SRM for EVs is given in Figure 5. It employs a DITC and
ATC. The DITC is meant for low speeds and the ATC is meant for high speeds. The transition
between the two techniques should be very smooth without transient or disturbances.

 

Tref ωref 
ω

θon θof f

iph 

θ

∆I iph-ref 

Test 
ω

UTC

Figure 5. The universal torque control (UTC) of SRM.

For developing such universal control (Figure 5), several problems arise. First, the
conventional structures of ATC and DITC, shown in Figures 3 and 4, are complicated to be
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combined in one control algorithm. The final UTC algorithm will be much more compli-
cated. Second, the direct combination of conventional ATC and DITC seems to be infeasible.
That is mainly because of the big differences between conventional ATC and conventional
DITC regarding structure and operational principles. Third, these big differences could
cause a non-smooth transition that could increase the noise and disturbance in a vehicle.
The disturbance could be large enough to unstable the system operation. For these reasons,
this paper improves the structure of conventional ATC and the structure of conventional
DITC, in order to avoid the aforementioned issues, and aiming to have the best structure
for the UTC strategy.

4.1. The Proposed DITC Technique

Figure 6a shows the block diagram of the modified DITC. The main difference is that
it has a torque to current conversion as seen in Figure 6b. iref is obtained directly from Tref.
In addition, the torque error (Tref − Test) is compensated after being multiplied by K1.

 
(a) 

 
(b) 

Test 

Tref ∆T ωref 
ω

ω θon

θoff

iref 

iph 

θon≤ θ ≤ θoff 

iref 

Tref 
iref 

θ

∆I 

Figure 6. The adopted DITC (a) block diagram; (b) the torque to current conversion.

The torque to current conversion is achieved by the analyses of torque characteristics
(Figure 7). The best torque production is achieved over the period [θm, θm + θc] [33]. For
each current magnitude, the average torque can be estimated. Then, a polynomial fitting
can be simply applied, which is a very simple formulation as illustrated Figure 7b.

 
(a) (b) 

Figure 7. Torque to current conversion: (a) torque curves over 15◦; (b) current versus average torque.
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4.2. The Proposed ATC Technique

Figure 8 shows the block diagram of the simplified ATC (SATC). The reference current
(iref) is obtained directly from the outer loop speed controller. In such a system, there is
no need to estimate the average torque online as the optimization of firing angles at each
operating point can be completed to ensure the motor can produce the required torque.
Hence, the closed loop torque control is no longer needed. As a result, the structure of the
overall system is reduced, which means a less complicated control algorithm [27].

 

iph

θ

iref ∆i 

θon θoff

ωref 
ω

ω
iref 

Figure 8. Block diagram of SATC.

4.3. The Final Intergrated UTC

Figure 9 shows the proposed UTC. It uses the modified versions of DITC and the
SATC in order to have a feasible integration. The outer loop speed controller feeds the
reference commanded torque to DITC and SATC. A switching unit determines which
control algorithm is employed accordingly with motor speed. The switching value of speed
is chosen to be 2000 r/min. That means below 2000 r/min, the DITC is utilized, while for
higher speeds the ATC is used.
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Figure 9. The proposed universal torque control (UTC) of SRM for EVs.

In order to have such an integration, a single torque to current conversion is needed.
The firing angles are estimated online to improve the system performance. Furthermore,
they are the keystone to have a smooth transition between the DITC and the ATC. The idea
to guarantee a smooth transition is as follows.

Smooth Transition Control

The control will change from DITC to ATC after a certain speed (2000 r/min). At the
changing instant, a smooth transition should occur. A smart solution without complications
of the control algorithm could be the best. There is no need for cross-over control to transit
from a state to another.

The UTC utilizes both the DITC and ATC. For each control strategy, the best performance
is achieved with certain firing angles that achieve Equation (10). As the operation and structure
of DITC is different from that of ATC, the solutions for the best firing angles that achieve
Equation (10) for DITC and ATC will be large. Hence, the transition from one strategy (DITC)
to the other (ATC), or vice versa, will lead to a large variation for the firing angles. This, in
turn, gives rise to uncertainties and unpredicted performance for the system.
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In this paper, the solution for a smooth transition is completed based on the solution
of optimum excitation angles. A smooth transition from one technique to another can be
guaranteed if small changes in the best firing angles can be achieved. Hence, this is the
idea to achieve now.

Based on the observations, experience, and analysis of SRM behavior, the variations in
the turn on angle (θon) with speed and loading torque are very large. The variations are also
different from DITC to ATC. Hence, Equation (10) will not guarantee the best transition.
For that reason, the authors propose the utilization of a single analytical formulation for
the best turn on angle (θon) over the whole speed range for both the DITC and the ATC.
The analytical solution for the turn on angle (θon) is given in detail in the previous authors’
work [31]. This solution is illustrated in Equation (14). This equation provides a simple
analytical solution for the optimum turn on angles over the whole range of speeds.

θon = θm +
L(i, θ)

R + kbω
ln
(

1 − ire f
R + kbω

VDC

)
(14)

where L(i,θ) is the phase inductance; VDC is the supply voltage; and ω is the rotor speed.
θm is the angle at which rotor poles start to overlap with stator poles.

The control variables are ω and iref. Hence, the optimum θon depends mainly on
the inductance L(i,θ) and its slope kb = dL(i,θ)/dθ. The inductance L(i,θ) = L(θ) is the only
position dependent over the minimum inductance zone [−θm, θm]. This fact simplifies the
solution and implementation of Equation (4). The inductance can be easily fitted against
the position as in Equation (15). The constants a, b, and c are easily estimated from the
inductance data.

L = aeb|θ| + c,−θm ≤ θ ≤ θm (15)
For DITC, as it has an inherited capability for torque ripple reduction, its turn on angle

can be optimized for MTPA using Equation (14). Its optimum turn off angle is estimated
based on an optimization problem as in Equations (16)–(18). Greater importance is given to
the efficiency due to the inherited capability of DITC for torque ripple reduction. Therefore,
the weight factors are wη = 0.6, wr = 0.2, and wcu = 0.2.

For SATC, the turn on angle is optimized for MTPA using Equation (14) too. As SATC
is employed for high speeds, torque ripples are not of great interest as they could be filtered
by inertia. The efficiency becomes of the greatest value. Therefore, the firing angles are
optimized for higher efficiency focusing. A higher efficiency weighting factor of wη = 0.6 is
chosen, while the other weights are wr = 0.2 and wcu = 0.2.

The turn off angle is optimized based on the optimization problem that is described by
Equations (16)–(19). Additional constraint is needed for SATC. It is given by Equation (19).
This constraint guarantees the production of the commanded torque level within the
obtained firing angles. Hence, the SATC has no need for a closed loop torque control.

Fobj

(
θo f f

)
= minimum

(
wr

Trip

Trb
+ wcu

Pcu

Pcub
+ wη

ηb
η

)
(16)

wr + wcu + wη = 1 (17)

Subject to : θon = θm + L(i,θ)
R+kbω ln

(
1 − ire f

R+kbω
VDC

)
; θmin

o f f ≤ θo f f ≤ θmax
o f f (18)

Te ≤ Trated |ω,ire f
(19)

Figure 10 shows the flowchart of the developed searching algorithm. At each operating
point, the turn off angle (θoff) is changed in small steps. The simulation model is employed
to calculate the torque ripple, copper loss, and efficiency at each step. At the end of
the search, the minimum torque ripple, the minimum copper losses, and the maximum
efficiency are defined as the base values (Trb, Pcub, and ηb). The turn off angle (θoff) is varied
from θoff-min = 15◦ to θoff-max = 28◦ in steps of 0.2◦, while the torque step is taken as 2 Nm.
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Figure 10. Flowchart of searching algorithm.

The optimized turn off angles for DITC and SATC are given in Figure 11. As noted, the
turn off angles lie in a limited band. With firing angles’ optimization, a smooth transition
is guaranteed. Both DITC and SATC utilize Equation (14) for the optimum turn on angle,
which means a perfect transition over the turn on. The changing band of the turn off angle
is very limited as seen in Figure 11. Hence, the transition from DITC to SATC will be very
smooth too. As a result, no change will happen over the turn on angle. Furthermore, no
big change will happen over the turn off angle. That means a guaranteed STC.

 
(a) (b) 

Figure 11. The optimized θoff angles: (a) DITC, (b) ATC.

5. Simulation Results and Discussion

A series of simulation results are conducted to provide a detailed analysis for the
control performance. Hence, it is a powerful tool to validate the performance of a proposed
control. The simulation results include a dynamic performance evaluation under a sudden
change of reference speed and load torque. They also include an investigation of control
behavior under EV loading in acceleration and deceleration regions.

5.1. Sudden Change in Reference Speed and Load Torque

Figure 12 gives the results of sudden changes in reference motor speed and its loading
torque. The changing profiles for reference speed are shown in Figure 12a. The reference
speed (ωref) is changed from 1500 r/min to 2500 r/min at the time of 1.5 s. The transition
from DITC to SATC and vice versa is illustrated by signal (Tsig). The positive value of
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Tsig means that UTC uses DITC, and the zero value of Tsig means that UTC uses SATC.
The value of transition speed is 2000 r/min. Hence, the control starts with DITC until the
speed of 2000 r/min, and then it changes to SATC for higher speeds than 2000 r/min. The
loading torque profile is seen in Figure 12b, where a sudden change from 15 Nm to 12 Nm
is observed at the time of 1.0 s. Figure 12c shows the reference current. The transition from
DITC to SATC is obvious. The reference current is compensated under DITC (0–1.63 s) to
reduce the torque ripple. That is why it is a thick line. On the other side, the reference
current has a smooth profile under SATC (1.63–2.5 s).

Figure 12d,e illustrate the variation of firing angles, turn on, and turn off angles,
respectively. They are changing accordingly with motor speed and the current level to
provide the best performance. The estimation of firing angles is obtained based on the
optimization problems that are described by Equations (16)–(19). A smooth behavior for
the firing angles at the instant of transition is observed that ensures a smooth transition.

Figure 12f gives the output torque profile of the motor. As seen, the DITC (0–1.63 s)
provides a smooth torque profile. The SATC (1.63–2.5 s) has higher torque ripples. The
value of torque ripples is seen in Figure 12g. The DITC shows the torque ripple value of
about 20%. On the contrary, the torque ripple under SATC reaches 45%. At the instant of
transition at time 1.5 s, the curve of the torque ripple shows a noticeable notch that can
be absolutely ignored. Regularly, the ripples are estimated under steady state conditions
(constant speed and level currents), and the notch appears because of the transition.

Figure 12h illustrates the output mechanical power. In both regions of control, the
motor can provide its rated power (4 kW) even with 50% higher. The switching frequency
is seen by Figure 12i. It is changing with speed but has a limited band. The maximum
frequency is about 10.6 kHz.

The efficiency curve is seen in Figure 12j. As noted, the efficiency increases with the
motor speed. At the transition instant, the efficiency is very clear to be increased as the
SATC provides higher efficiencies than DITC. The DITC provides a very good efficiency of
almost 96.5%. On the other hand, the SATC provides a higher efficiency (almost 97.5%).

5.2. Acceleration with Electric Vehicle Loading

Figure 13 illustrates the results with EV as a loading under acceleration (motoring action).
Figure 13a shows the motor speed. ωref is changing from 1000 to 2000 at the time of

0.6 s, then it changes from 2000 to 3000 at the time of 1.3 s. The transition is illustrated by
Tsig. The motor starts under DITC and converts to SATC at the time of 1.3 s. Figure 13b
gives the load torque profile. As the load torque represents an EV, it increases with speed.

Figure 13c,d show the variation of turn on and turn off angles, respectively. A smooth
and adaptive variation is observed even at the instant of transition that reflects the smooth
transition control. Figure 13e illustrates the output torque profile of the motor. A smooth
transition is obvious over the torque curve. Lower ripples are observed under DITC
compared to SATC. Figure 13f shows the values of the torque ripple. The ripple is about
23% under DITC and reaches 60% under SATC.

 
(a) (f) 

Figure 12. Cont.
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(d) (i) 
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Figure 12. The simulation results under a sudden change in motor speed. (a) The motor speed; (b) the
load torque; (c) the reference current; (d) the variation of the turn on angle; (e) the variation of the
turn off angle; (f) the total electromagnetic torque; (g) the torque ripple; (h) the mechanical output
power; (i) the switching frequency; (j) the efficiency.

The switching frequency is seen by Figure 13g. It has a maximum value of about
10.6 kHz. The switching frequency decreases with speed as the motor employs single
pulse control under high speeds. Figure 13h shows the efficiency curve. The efficiency is
observed to be around 97.5% under high speeds.

As a conclusion, the proposed UTC provides lower torque ripples at low speeds by
using the DITC in order to reduce the oscillations of the vehicle body and to provide better
drivability. Furthermore, the proposed UTC provides better efficiency at high speeds by
using SATC. The torque ripples at high speeds can be filtered by vehicle inertia. Hence, the
proposed UTC is a superior choice for EVs and several industrial applications.
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(d) (h) 

Figure 13. The simulation results under EV acceleration. (a) the motor speed; (b) the load torque on
the motor side; (c) the variation of the turn on angle; (d) the variation of the turn off angle; (e) the
total electromagnetic torque; (f) the torque ripple; (g) the switching frequency; (h) the efficiency.

5.3. Acceleration and Deceleration with Electric Vehicle Loading

Figure 14 is the results for the acceleration and deceleration with EV loading. The
speed profile is shown in Figure 14a. From 1.0 s to 1,2 s, the vehicle deaccelerates or
brakes. Iref changes to negative at the beginning of the braking operation at 1.0 s as seen
in Figure 14b. The negative Iref means that the motor is in forward generating mode.
Hence, the firing angles are changed from motoring (increasing inductance) to generating
(decreasing inductance) as illustrated by Figure 14c,d. The firing angles are changing
smoothly in motoring and generating modes.

In the generating (braking) region, the motor returns the current back to the supply/battery;
hence, the average current becomes negative as shown in Figure 14e. The mechanical power
and torque become negative in the braking region as seen in Figure 14f,g, respectively.

Zooming on the torque profile in the braking zone is shown in Figure 14h. First, the
motor brakes under DITC, then under SATC, as seen, and a very smooth transition under
generating is observed too. The torque ripple is seen in Figure 14i: it spikes because the
machine torque crosses zero while changing from positive (motoring) to negative (generating)
and vice versa. The switching frequency still has a limited value as seen in Figure 14j.

191



Mathematics 2022, 10, 3833

  
(a) (f) 

  
(b) (g) 

  
(c) (h) 

  
(d) (i) 

  
(e) (j) 

Figure 14. The simulation results under starting with EV acceleration and deceleration. (a) The motor
speed; (b) the reference current; (c) the variation of the turn on angle; (d) the variation of the turn off
angle; (e) the average current; (f) the mechanical output power; (g) the total electromagnetic torque;
(h) zoom on electromagnetic torque; (i) the torque ripple; (j) the switching frequency.

Figure 15 shows one phase current and the phase inductance under the instant of
braking. Before the time of 1.0 s, the machine is in motoring action. The current exists in
the increasing inductance zone. Hence, it generates positive torque. On the other hand,
after the instant of 1.0 s, the phase current exists in the decreasing inductance zone. Hence
the generated torque is negative (braking torque). Note that the current is always positive
as the SRM has a current that follows in one direction. The positive and negative torques
are defined by the firing angles accordingly with the inductance profile. The generating
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current profile is seen to be a mirrored shape, with different amplitudes, to the motoring
current profile.

Figure 15. The phase current in motoring and generating modes.

6. Comparative Analysis

In order to show the effectiveness of the proposed UTC, a comparative analysis is
conducted over a wide speed range. The proposed UTC is compared to two control
techniques. The first is the ATC in [29] (Figure 3). The firing angles (θon and θoff) of the
ATC are optimized for the lowest torque ripple and the highest efficiency as in [29]. The
optimization problem in Equations (16)–(19) is employed. The weights are set as wr = 0.4,
and wη = 0.6. wcu is not included in [29]; hence, it is set to zero (wcu = 0).

The second technique for comparison is the DITC-based TSF in [28] (Figure 3b). In [28],
the adaptive turn on angle control is introduced in [28] as seen in Figure 16. The conduction
angle for TSF is constant: it is 15 for tested 8/6 SRM. Hence, the turn off angle is defined by
θoff = θon + 15◦.

i(T, θ) λ(i, θ)

Figure 16. The simulation implementation of turn on and turn off angles of improved DITC of [28].

The comparative study is conducted under the dynamic loading condition, under the
EV loading profile, and under the full load conditions as follows.

6.1. Under Dynamic Loading Conditions

Figure 17 shows the torque profiles, torque ripples, and efficiencies for the proposed
UTC, ATC in [29], and DITC in [28]. The comparison is conducted for two speed levels:
low speed of 1200 r/min, and high speed of 2400 r/min. This is mainly to illustrate the
performance of the UTC in different control regions. The reference torque is changing
between 10 Nm, 15 Nm, and 20 Nm.

Figure 17a shows the speed curve. The speed is changed from 1200 r/min to 2400 r/min
at a time of 0.4 s. Figure 17b,c show the instantaneous motor torque for ATC, DITC, and
UTC, respectively. As noticed, the three control techniques can track properly their refence
torque (Tref). The difference is the torque profile and amount of torque ripples.

Figure 17e shows the value of torque ripple. For low speed (0–0.4 s), the UTC shows
the lowest torque ripple, followed by DITC, then SATC. For high speed (0.4–0.6 s), the UTC
shows the lowest torque ripple followed by SATC. At high speeds, the DITC shows very
high torque ripples.

Figure 17f gives the mean value of motor efficiency with a 60 Hz window. For low
speed, the UTC shows the highest efficiency, followed by SATC, then DITC. For high speed,
the UTC and SATC show the highest efficiencies. The DITC shows a lower efficiency.
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Figure 17. Comparative results under dynamic loading conditions. (a) Speed profile; (b) instanta-
neous torque of SATC in [29]; (c) instantaneous torque of DITC in [28]; (d) instantaneous torque of
UTC; (e) torque ripple; (f) efficiency.

6.2. Under EV Loading Profile

The steady state results under the EV load profile, for three control techniques, are
shown in Figure 18. The average torque is seen in Figure 18a, and the UTC and SATC can
track their reference torque. The DITC fails to provide the commanded reference torque
at high speeds (after 2000 r/min). The torque ripples are given in Figure 18b. The UTC
provides the lowest torque ripple over the entire speed range. The SATC shows low ripples
at a high speed, while obtaining high ripples at low speeds. The DITC shows low ripples
under a low speed only.

Figure 18c shows the efficiency. The UTC and SATC show higher efficacies at high speeds
compared to DITC. The average torque to RMS current ratio (Tav/IRMS), in Figure 18d, is a
very important index for electric machines, and the higher the better. As observed, the UTC
shows a high Tav/IRMS as the ATC. The DITC is the lowest. The switching frequency in
Figure 18e lies in a limited band (<10 kHz) that fits well for experimental implementations
without any constraints.

6.3. Under Full Load Conditions

The steady state results under the full load for three control techniques are shown in
Figure 19. Figure 19a illustrates the full load average torque. The UTC and SATC can track
their reference torque over the full speed range. The DITC fails tracking at high speeds
(after 2000 r/min). Figure 19b gives the torque ripples. The UTC provides the lowest torque
ripple over the entire speed range. The SATC shows high ripples at low speeds, and the
DITC shows low ripples under low speed only. Figure 19c shows the efficiency. The UTC
shows the highest efficiency over the full speed range.

Figure 19d shows the superior performance of the UTC to provide the highest Tav/IRMS
ratio over the full speed range. This in turn proves the MTPA operation and improved
efficiency. The switching frequency, Figure 19e, is still lying in a limited band.
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Figure 18. The steady state characteristics under EV loading profile. (a) Average torque; (b) torque
ripple; (c) efficiency; (d) torque/current ratio; (e) switching frequency.
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Figure 19. The steady state characteristics under full load conditions. (a) Average torque; (b) torque
ripple; (c) efficiency; (d) torque/current ratio; (e) switching frequency.
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6.4. Summary

Tables 1 and 2 show the detailed conclusion for comparative study. Table 1 shows a
summary of the control performance over speed ranges. As a conclusion, the UTC provides
the best performance regarding average torque production, torque ripples, Tav/IRMS, and
efficiency over the entire speed range. This is basically the contribution of this research;
that is, to gather all the advantages in a single control method by combining two control
strategies together. The proposed control method succeeded in gathering the advantages
of the DITC for low speeds and the advantages of the ATC for high speeds. In addition, the
proposed modification improved the performance of the proposed UTC to provide lower
torque ripples and higher Tav/IRMS compared to the DITC at low speeds.

Table 2 discusses the control structure and its feasibility for real time implementations.
It shows the superior performance of the proposed UTC as it has a moderate complexity
of the control algorithm. Hence, it is a feasible control method with no constrains in
experimental implementations. Furthermore, the proposed UTC has fast dynamics and
does not require a TSF.

Table 1. Summary of comparison results over speed ranges.

Indices
Low Speed High Speed

ATC DITC UTC ATC DITC UTC

Average torque High High High High Low High
Torque ripple High Low Very Low Low High Low

Tav/IRMS Medium Low High High Low High
Switching frequency Low Low Low Low Low Low

Efficiency Medium High High High Medium High

Table 2. Summary of comparison results regarding control structure.

Indices ATC [29] DITC [28] UTC

Algorithm complexity Simple Complex Moderate
Dynamic torque response Fast Fast Fast

Requirement of online torque estimation Yes Yes Yes
Requirement of TSF algorithm No Yes No

Required control period Long Short Short

7. Conclusions

This paper presents the development of a UTC of SRM drives for EVs. The proposed
UTC strategy is a combination of the DITC and SATC. The proposed technique utilizes a
DITC for low speed operation and employs an SATC for high speeds. A very smart and
smooth transition between the DITC and SATC is guaranteed within switching angles
optimization. The results show the superior performance of the proposed UTC over the
entire speed range. The proposed UTC can provide low torque ripples, even compared
to conventional DITC, at low speeds. Furthermore, it shows the highest Tav/IRMS, even
compared to the ATC. For high speeds, the proposed UTC shows a similar performance
to the ATC that is the best for SRMs regarding efficiency and torque ripples. The torque
ripples at high speeds can be filtered by vehicle inertia. The very low torque ripples at low
speeds reduce the oscillations of the vehicle body and provide better drivability. The high
efficiency at high speeds increases the milage per charge. Hence, the proposed UTC is a
superior choice for EVs and several industrial applications. Moreover, the proposed UTC
provides a simple structure, high dynamics, extended constant power range, and reduced
torque ripples. This, in turn, makes the proposed UTC feasible for easy implementations
with high reliability. Future works could include the experimental implementations of the
proposed control considering measurement errors and time delays.
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