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Preface

This Special Issue of Magnetochemistry, “Functional Molecular Materials Insights—a Themed

Issue in Honour of Professor Manuel Almeida on the occasion of his 70th Birthday”, has

published fifteen insightful contributions in which eminent researchers from around the globe in

the field of molecular materials science gathered to acknowledge and celebrate the notable scientific

contributions of Professor Almeida. This reprint is a themed collection of state-of-the-art publications

illustrating recent achievements in the development of molecular materials, especially those with

unconventional magnetic and transport properties, as well as their potential applications.

We would like to sincerely thank all the authors who contributed to this Special Issue for their

dedicated efforts and the outstanding quality of their submissions. We also thank the anonymous

reviewers and the editorial team of Magnetochemistry, especially Jamie, whose assistance has played

a crucial role in preparing this Special Issue.

The development of functional molecular materials has become one of the main challenges

for chemists, physics, and materials researchers. Molecular materials are based on well-designed

molecular building blocks, prepared by advanced organic/inorganic synthetic methods, and crystal

engineering plays a fundamental role in obtaining the desired (nano)structures. Crystal engineering

has enabled the development of materials with tuneable chemical and physical solid-state properties.

This field has evolved significantly, with a growing number of molecular materials capable of

reproducing the different types of properties commonly found in other materials, as well as

demonstrating new ones. For this reason, multifunctional materials are potentially useful in

technological applications, namely in electronic devices, sensors, and spintronics.

Laura C. J. Pereira and Dulce Belo

Editors
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Functional Molecular Materials Insights
Laura C. J. Pereira * and Dulce Belo

Centro de Ciências e Tecnologias Nucleares, Departamento de Engenharia e Tecnologias Nucleares, Instituto
Superior Técnico, Universidade de Lisboa, 2695-066 Bobadela, Portugal
* Correspondence: lpereira@ctn.tecnico.ulisboa.pt

In the commemorative Special Issue titled “Insights into Functional Molecular
Materials—A Themed Collection Honoring Professor Manuel Almeida on His 70th Birth-
day”, eminent researchers from around the globe in the field of molecular materials sci-
ence come together to acknowledge and celebrate the notable scientific contributions of
Professor Almeida.

The topics covered in the published articles exemplify the interdisciplinary nature
of this scientific domain, seamlessly integrating preparative chemistry and condensed
matter physics in equal proportions. This unique Special Issue features fifteen insightful
contributions, and a brief overview of these contributions is presented below.

The first paper, “Synthesis and Structural and Magnetic Properties of Polycrystalline
GaMo4Se8” by J.F. Malta and A.P. Gonçalves from IST, the University of Lisboa (Portugal),
and M.S.C. Henriques and J.A. Paixão from the University of Coimbra (Portugal), reports
an innovative two-step synthesis of pure polycrystalline GaMo4Se8, a lacunar spinel be-
longing to the GaM4X8 family. Phase purity and composition are confirmed through XRD
and SEM analyses. Magnetic investigations reveal the presence of cycloidal, skyrmionic,
and ferromagnetic phases, contributing valuable insights into the compound’s magnetic
behavior and potential applications (contribution 1).

The second paper by H. Tajima and T. Kadoya from the Japanese Universities of
Hyogo and Konan investigates “Nonthermal Equilibrium (NTE) Process of Charge Carrier
Extraction in Metal/Insulator/Organic Semiconductor/Metal (MIOM) Junction” with
Schottky-type contacts, contrasting it with standard capacitors. Strategies like ohmic
contacts or high-mobility organic semiconductors are suggested to mitigate NTE’s negative
impact in organic field-effect transistors. The NTE process could find applications in OFETs
as memory devices and for finding charge injection barriers (contribution 2).

The contribution by R. Kato from the RIKEN Laboratory at Wako, Saitama, and
T. Tsumuraya from Kumamoto University in Japan explores “Dirac Cone Formation in
Single-Component Molecular Conductors Based on Metal Dithiolene Complexes”, using
tight-biding models and first-principles density functional theory (DFT) calculations. The
tight-binding model predicts the emergence of Dirac cones in the studied systems, which is
associated with a stretcher bond type of molecular arrangement (contribution 3).

The paper “On the Size of Superconducting Islands on the Density-Wave Background
in Organic Metals” by V.D. Kochev, S.S. Seidov, and P.D. Grigoriev from the National
University of Science and Technology “MISiS” (Russia) and the L.D. Landau Institute for
Theoretical Physics (Russia) explores spatial inhomogeneity in high-temperature organic
superconductors, specifically the transition from superconductivity to a density wave state
in quasi-one-dimensional metals with imperfect nesting. External pressure influences this
transition by changing electron dispersion. By estimating the size of superconducting
islands during this transition, the authors provide insights into spatial heterogeneity in
organic superconductors (contribution 4).

In a paper entitled “Band Structure Evolution during Reversible Interconversion
between Dirac and Standard Fermions in Organic Charge-Transfer Salts” by R. Oka, K.
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Ohara, K. Konishi, and T. Naito from Ehime University (Japan) and I. Yamane and T.
Shimada from Hokkaido University (Japan), organic charge-transfer salts studied, α-D2I3
(D = ET, BETS), exhibit temperature-sensitive charge-transfer interactions, transforming
flat-bottomed bands into Dirac cones with decreasing temperature. The observed band
reshaping under ambient pressure provides insights into the lifecycle of Dirac fermions
(DFs). While shedding light on DF systems, the study emphasizes the need for further
research to deepen our understanding of the nature of DFs (contribution 5).

“Driving a Molecular Spin-Peierls System into a Short Range Ordered State through
Chemical Substitution” explores the effect of the introduction of bromine atoms on quasi-
1D spin-Peierls system potassium TCNQ (TCNQ = 7,7,8,8-tetracyanoqunidimethane). The
resulting derivative, potassium TCNQBr2, shows evidence of residual magnetism, sug-
gesting short-range and potentially disordered correlations. While magnetic susceptibility
data hint at 1D behavior, muon spin spectroscopy reveals a departure from the expected
spin-Peierls system behavior, indicating a dominance of short-range magnetic correlations.
This study by A. Berlie from the Rutherford Appleton Laboratory, at Harwell Campus in
Oxfordshire (UK) and I. Terry and M. Szablewski from Durham University (UK) suggests
that the bulky bromine atoms prevent the structural changes required for the system to
undergo a spin-Peierls transition (contribution 6).

In paper number seven entitled “Two One-Dimensional Copper-Oxalate
Frameworks with the Jahn–Teller Effect: [(CH3)3NH]2[Cu(µ-C2O4)(C2O4)]·2.5H2O (I)
and [(C2H5)3NH]2[Cu(µ-C2O4)(C2O4)]·H2O (II)”, B. Zhang, Y. Sun, T. Liang, M. Liu, and
D. Zhu from the Chinese Academy of Sciences and Y. Zhang and Z. Wang from Peking
University, China, reported that these salts feature Jahn–Teller-distorted copper ions in an
octahedral coordination and that the crystal structure is characterized by hydrogen bonds
among ammonium, water, and the copper–oxalate framework, creating a 3D network. Both
salts are insulators and exhibit ferromagnetic and weak-ferromagnetic behaviors with no
long-range ordering observed above 2 K (contribution 7).

The contribution “A Simulation Independent Analysis of Single- and Multi-Component
cw ESR Spectra” by A. S. Roy, B. Dzikovski, and M. Srivastava from Cornell University
(USA), D. Dolui and A. Dutta from the Indian Institute of Technology Bombay (India), and
O. Makhlynets from Syracuse University (USA) introduces a novel simulation-independent
approach for the precise analysis of continuous-wave electron spin resonance (cw ESR)
spectra, crucial for understanding free radicals and paramagnetic metal complexes. The
method, based on wavelet packet transform, accurately extracts spectral information, over-
coming challenges posed by poorly resolved spectra. Applied to various systems, this
approach demonstrates consistency and accuracy, even in identifying the features of a
5% minor component in a two-component system. The method’s efficacy was validated
with well-studied systems (contribution 8).

A paper by Q. Wan, M. Wakizaka, H. Zhang, N. Funakoshi, S. Takaishi, and M. Ya-
mashita from Tohoku University (Japan), Y. Shen from Xi’an Jiaotong University (China),
and C.-M. Che from The University of Hong Kong (China), entitled “A New Organic Con-
ductor of Tetramethyltetraselenafulvalene (TMTSF) with a Magnetic Dy(III) Complex”, reports
the synthesis of (TMTSF)5[Dy(NCS)4(NO3)2]CHCl3 using the electrochemical oxidation
method. This salt shows a semiconducting behavior with a conductivity of 0.2 S·cm−1 at
room temperature and an activation energy of 34 meV at ambient pressure. This prelimi-
nary study provides information for designing new hybrid materials based on molecular
conductors and polyvalent magnetic 4f metal complexes (contribution 9).

The study “Superconductivity and Fermi Surface Studies of β′′-(BEDT-
TTF)2[(H2O)(NH4)2Cr(C2O4)3]·18-Crown-6” presents radiofrequency penetration depth
measurements on a 2D organic superconductor with the largest layer separation between
consecutive conduction layers, using a contactless tunnel diode oscillator measurement
technique. Measurements reveal its behavior under different orientations to the crystal
conduction planes. When parallel to the layers, Hc2 is 7.6 T with no signs of inhomoge-
neous superconductivity. Perpendicular orientation shows Shubnikov–de Haas oscillations,
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indicating high anisotropy in Hc2, particularly a low Hc2⊥ of 0.4 T, possibly due to a lower
effective mass. The work was developed by B. Laramee, R. Ghimire, and C.C. Agosta
from Clark University (Worcester, MA, USA), D. Graf from the National High Magnetic
Field Laboratory (Florida State University, USA), and L. Martin and T.J. Blundell from
Nottingham Trent University (UK) (contribution 10).

The contribution “Vibronic Relaxation Pathways in Molecular Spin Qubit
Na9[Ho(W5O18)2]·35H2O under Pressure”, authored by J.L. Musfeldt from the Univer-
sity of Tennessee (USA), Z. Liu from the University of Illinois Chicago (USA), and D.
López-Alcalá, Y. Duan, A. Gaita-Ariño, J.J. Baldoví, and E. Coronado from the University
of Valencia (Spain), investigates controlling spectral sparsity and decoherence in a qubit
system using diamond anvil cell techniques, infrared spectroscopy, and first-principles
calculations. The results suggest that applying negative pressure through chemical means
or strain could improve transparency in the spin qubit system, offering potential for better
managing decoherence in quantum devices (contribution 11).

The paper “Giant Angular Nernst Effect in the Organic Metalα-(BEDT-TTF)2KHg(SCN)4”
by D. Krstovska from Ss. Cyril and Methodius University (North Macedonia), E.S. Choi
from Florida State University (USA), and E. Steven from Jakarta Utara DKI (Indonesia)
reports a substantial Nernst effect in the charge density wave state of this organic metal.
Momentum relaxation dynamics in the low-field CDW state indicate significant carrier
mobility, contributing to the large Nernst signal. However, this effect diminishes in the high-
field CDW state, where only phonon drags and electron–phonon interactions contribute to
the thermoelectric signal. These findings challenge previous understandings of the complex
properties of this organic metal (contribution 12).

The metal–insulator transition in κ-(BEDT-TTF)2Hg(SCN)2Br at TMI ≈ 90 K involves
a crystal shift from monoclinic to triclinic. The triclinic phase tends towards a Mott
insulating state, causing increased resistance below TMI, which is suppressed by external
pressure. This remarkable “Effect of External Pressure on the Metal–Insulator Transition
of the Organic Quasi-Two-Dimensional Metal κ-(BEDT-TTF)2Hg(SCN)2Br” is reported
in this paper by S.I. Pesotskii, R.B. Lyubovskii, G. V. Shilov S.A. Torunova, V.N. Zverev,
and E.I. Zhilyaeva from the Russian Academy of Sciences (Russia) and E. Canadell from
ICMAB-CSIC (Spain). Quantum oscillations align with the calculated Fermi surface for
the triclinic phase, explaining the material’s behavior around 100 K. Notably, differences
are observed in the behaviors of the isostructural salts κ-(BEDT-TTF)2Hg(SCN)2Br and
κ-(BEDT-TTF)2Hg(SCN)2Cl (contribution 13).

“Spin-Peierls, Spin-Ladder and Kondo Coupling in Weakly Localized Quasi-1D Molec-
ular Systems: An Overview”, by J.-P. Pouget from Université Paris-Saclay (France), explores
magneto-structural properties in quasi-one-dimensional molecular organics with electron–
electron correlations, emphasizing spin–charge decoupling and singlet dimer formation.
Examples like (TMTTF)2X Fabre salts and Per2-M(mnt)2 systems illustrate the spin-Peierls
instabilities and the 3D-SP ground states. This study also delves into the unique features
of correlated 1D systems, including coexisting orders and soliton nucleation in perturbed
spin-Peierls systems (contribution 14).

“Lanthanide-Based Metal–Organic Frameworks with Single-Molecule Magnet Prop-
erties” allow for tunable magnetic behaviors through factors like solvent, temperature,
and organic linkers. This overview covers synthetic methods and strategies, including
redox activity and chirality, for controlling SMM behavior in Ln-MOFs. The discussion also
touches on intriguing phenomena like the CISS effect and CPL. The paper was authored
by F. Manna, M. Oggianu, and M.L. Mercuri from the University of Cagliari (Italy) and N.
Avarvari from the University of Angers (France) (contribution 15).

This issue will provide valuable insights into the rapidly evolving landscape of current
research in molecular materials and related studies. We would like to sincerely thank
all the authors who contributed to this Special Issue for their dedicated efforts and the
outstanding quality of their submissions. Finally, we would like to express our gratitude
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for the unwavering support and commitment of the editorial team at Magnetochemistry,
whose assistance has played a crucial role in preparing this Special Issue.

Author Contributions: L.C.J.P. and D.B. contributed to the writing of this editorial. All authors have
read and agreed to the published version of the manuscript.
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Abstract: GaMo4Se8, is a lacunar spinel where skyrmions have been recently reported. This com-
pound belongs to the GaM4X8 family, where M is a transition metal (V or Mo) and X is a chalcogenide
(S or Se). In this work, we have obtained pure GaMo4Se8 in polycrystalline form through an innova-
tive two-step synthetic route. Phase purity and chemical composition were confirmed through the
Rietveld refinement of the powder XRD pattern, the sample characterisation having been comple-
mented with SEM analysis. The magnetic phase diagram was investigated using DC (VSM) and AC
magnetometry, which disclosed the presence of cycloidal, skyrmionic and ferromagnetic phases in
polycrystalline GaMo4Se8.

Keywords: skyrmions; Jahn–Teller distortion; lacunar spinel; GaMo4Se8

1. Introduction

The lacunar spinels belonging to the GaM4X8 family (M = V, Mo; X = S, Se), crystallise,
at room temperature, in the cubic F4̄3m (216) space group. At low temperatures, a polar
Jahn–Teller (JT) distortion occurs, which consists of a geometrical distortion of atomic
positions departing from cubic into rhombohedral symmetry [1]. This distortion, seeking
a lower energy state, takes place via vibronic coupling between the ground and excited
states, if the coupling is sufficiently strong [2]. In this case, by the action of the crystal field,
it is favourable to split the triply degenerate t2 orbitals into two sets of orbitals, a1 and
e [3–5]. Such splitting results from the distortion of the structure along the cubic 〈111〉
axis, transforming the structure from F4̄3m to rhombohedral R3m. According to the
idealised ionic formula, only seven electrons are available for metal–metal bonding in V
lacunar spinels, but eleven are available in Mo lacunar spinels. Therefore, the three-fold
degenerated highest orbital contains one electron in the V lacunar spinels and five in the
Mo lacunar spinels [6].

Figure 1 shows the valence molecular orbital diagrams of both V4 and Mo4 metal
clusters, as well as the structure distortion from the cubic F4̄3m to the rhombohedral R3m
space group. In the crystal structure, the V/Mo and S/Se atoms form a heterocubane
arrangement (in red in Figure 1), while Ga-S/Se bonds group these atoms in a tetrahedral
arrangement (in green in Figure 1) [6–8]. The rhombohedral angle α in the distorted phase
is smaller than 60◦ in the V lacunar spinels and larger than 60◦ in the Mo lacunar spinels,
which inverts the order of the a1 and e orbitals resulting from the orbital splitting by the
crystal field [6]. This means that when the a1 orbital energy decreases by −2ε, the two e
orbitals increase energy by +ε, and vice-versa. By occupying the molecular orbitals with
seven electrons in V lacunar spinels, a stabilisation of −2ε occurs for αrh < 60◦ , and −ε
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for αrh > 60◦. The reverse effect is observed for Mo lacunar spinels, with 11 electrons, for
which the stabilisation energy is −ε for αrh < 60◦ and −2ε for αrh > 60◦ [6,9,10].

Figure 1. Effect of the Jahn–Teller transition on the molecular orbital diagrams of the V4 and Mo4
clusters of atoms.

In the high-temperature phase, the space group of these lacunar spinels, F4̄3m, is
non-centrosymmetric and non-polar. The V4 and Mo4 clusters have a Td (4̄3m) point
symmetry that yields a zero DM interaction in the lowest order [11–13]. The JT distortion
lowers the Td (4̄3m) point symmetry to that of the polar C3v (3m) point group, allowing the
emergence of skyrmions, as in the distorted, polar phase the Dzyaloshinskii–Moriya (DM)
interaction is non-vanishing at the lowest order of the moments, i.e., the bilinear, two-spin
coupling. The low-temperature polar structure can host both ferroelectricity and chiral
magnetic structures, including skyrmionic magnetic phases [4]. Skyrmions are mesoscopic
swirling spin textures, mostly found in chiral magnets. They are usually stabilised by
competition between isotropic Heisenberg ferromagnetic exchange and DM interactions in
non-centrosymmetric structures [14–16], but other mechanisms have been disclosed that
may also stabilise these spin arrangements [17]. Skyrmionic compounds are attracting
much interest as they may find application in high-density data storage systems. In fact,
skyrmions can be manipulated via small magnetic fields and even voltages and currents
and so may be used to encode binary digits that can both be read and written [18–20].
Thus, provided that they can be stabilised at room temperature, skyrmions may provide
efficient digital magnetic recording, due to their small size, high stability and also ease of
manipulation, as well as resistive-based memories [21]. Recently, there has been growing
interest in 2D topological superconductivity in skyrmionic systems, which may also find a
way into interesting applications [22].

The distorted, R3m low-temperature structure of these spinels can host similar spin
configurations to those of chiral magnets [23], and indeed it allows the stabilisation of Neél-
type skyrmions below the magnetic ordering temperature TC < TJT in these compounds.
As result of the symmetry lowering from the parent cubic structure, the low-temperature
rhombohedral phase is microtwinned, with four distinct 〈111〉 domains. By applying a
magnetic field, these domains become non-equivalent if the magnetic anisotropy axes
produce different angles to the applied magnetic field. As a result, a complex magnetic
behaviour arises and more than one magnetic phase may be stabilised depending on the
direction of the applied magnetic field [24].

GaV4S8 is the most well-known lacunar spinel for which the presence of Néel-type
magnetic skyrmions has been confirmed by a variety of experimental techniques [25,26].
GaV4S8 is a Mott insulator [27], depicting semiconductor behaviour due to the strong
electron–electron interaction. The Jahn–Teller transition occurs at TJT = 44 K, and presents
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a complex magnetic phase diagram below TC = 13 K, where cycloidal and ferromag-
netic spin-ordered phases are found, and also a small region where skyrmions can be
observed [28]. A similar skyrmionic phase was found in GaV4Se8, with an extended region
of stability compared to GaV4S8 [24,29].

In Mo lacunar spinels, the existence of skyrmions was first suggested to occur in
GaMo4S8 through theoretical studies, namely Monte-Carlo simulations [5]. The experimen-
tal evidence of skyrmions was only revealed very recently in such compounds [5,30–32].
GaMo4S8 is also a Mott insulator, with ferromagnetic and cycloidal spin ordering below
TC = 19 K [4,32,33]. Our previous work proved the existence of a cluster spin-glass
phase close to TC in pollycristalline GaMo4Se8 [34]. In the case of GaMo4Se8, it orders at
TC = 28 K and the Jahn–Teller distortion occurs at TJT at 51 K. Recent synchrotron powder
diffraction studies on polycrystalline GaMo4Se8 disclosed that below TJT the rhombohedral
R3m phase coexists with a metastable orthorhombic Imm2 phase [30,31]. Such metastable
orthorhombic Imm2 phases can only be detected through Neutron Scattering Techniques at
low temperatures, below TJT, and all the related studies are very recent.

In this work, we conducted a thorough study of the GaMo4Se8 compound, covering
a novel synthetic route and structural and magnetic characterisation, to investigate its
magnetic properties that provide evidence for the existence of a skyrmionic magnetic
phase.

2. Materials and Methods

GaMo4Se8 was synthesised in polycrystalline form by a simple two-step method,
similar to that used in our previous work for GaMo4S8 [34]. In the first step, the precursor
MoSe2 was synthesised by reacting stoichiometric amounts of molybdenum (foil, thickness
0.1 mm, 99.9%, Sigma Aldrich, St. Louis, MO, USA) and selenium (pellets, <5 mm, 99.99%,
Sigma Aldrich) with a molar proportion of 1:2 in evacuated sealed quartz tubes. The tube
was placed into a vertical furnace and the temperature was slowly increased from room
temperature up to 1000 ◦C at 36 ◦C/h and kept at that value for 3 days. After this period,
the temperature was slowly decreased at the same rate down to room temperature. The
second step consisted of reacting the obtained precursor with pure amounts of Ga (99.999%,
Sigma Aldrich). Then, the obtained MoSe2 and pure amounts of Ga were both sealed in
evacuated quartz tubes under 0.2 atm of argon in a molar proportion of 4:1. These were
placed in the furnace for a heating cycle with temperature increasing and decreasing rates
identical to those of the first step, but the temperature was held at 1000 ◦C for one week.

3. Results and Discussion
3.1. Characterisation

To check the purity of the obtained sample, powder X-ray diffraction data were mea-
sured on a Bruker AXS D8 Advance diffractometer equipped with a Cu tube (Kα = 1.5418 Å)
in Bragg–Brentano geometry. The data were obtained from finely ground powder deposited
on a low-background, monocrystalline and off-cut Si sample holder. The presence of pure
GaMo4Se8 without extraneous phases was confirmed by a search/match procedure against
the PDF4+ ICDD database, further corroborated by a Rietveld refinement using the Profex
software [35]. During refinement, only cell parameters and those related to the assumed
Lorentzian size distribution of grain size were allowed to vary, atomic positions and ther-
mal parameters were fixed at the published values obtained from single-crystal XRD, with
the stoichiometry kept at nominal values for GaMo4Se8. Figure 2 shows the measured
and calculated X-ray diffractograms. No residual unindexed peaks remained in the dif-
ference pattern, and the refinement converged to the final quality factors Rwp = 7.98%,
Rexp = 5.67%, χ2 = 1.96 and GOF = 1.40. The mean crystallite size refined to the large
value of 303(4) nm, close to the upper resolution limit of the diffractometer, showing that
the sample was well crystallised. Table 1 shows the crystallographic data from the Rietveld
refinement.
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Figure 2. XRD pattern for polycrystalline GaMo4Se8.

Table 1. Crystallographic data (from the Rietveld refinement of powder X-ray data) for GaMo4Se8.
Space group F4̄3m, a = 10.1770(1) Å. The 4a site occupancy for Ga was fixed to the nominal value
during refinement.

Atomic Positions x y z Occupation

Ga (4a) 0 0 0 1
Mo (16e) 0.39925 0.39925 0.39925 0.928(8)
Se1 (16e) 0.63624 0.63624 0.63624 1.00(2)
Se2 (16e) 0.13655 0.13655 0.13655 0.95(2)

The presented data prove that GaMo4Se8 was obtained with no extraneous phases
using the present two-step synthetic method, contrasting with other synthetic routes
described in the literature where small amounts of the impurity Mo3Ga were always
detected [30,31]. A satisfactory Rietveld refinement was obtained (Rwp < 10%), and the
residual differences between the observed and calculated intensities occurring in the
strongest peaks can be ascribed to texture effects and the large particle size in the obtained
powder. The Mo3Ga impurity tends to be formed when we react directly stoichiometric
amounts of Ga, Mo and Se by the conventional flux method [30,31,36]. Thus, our synthetic
route consisting of reacting Ga with the intermediate MoSe2 by avoiding the formation
of such impurities affords higher-purity samples of molybdenum lacunar spinels. To
investigate in detail the grain size distribution, the morphology of the obtained GaMo4Se8
sample was examined by Scanning Electron Microscopy (SEM) and the composition by
energy-dispersive X-ray spectroscopy (EDS). The images were obtained with a 5 keV
electron beam using a detector of secondary electrons at a working distance of 8 mm
(Figure 3a). The obtained EDS spectra and the average composition are depicted in Figure 3b
and Table 2, respectively.
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Figure 3. (a) SEM image and (b) EDS spectra for polycristalline GaMo4Se8.

Table 2. Average composition of GaMo4Se8 determined by EDS.

Compound Ga Mo Se

GaMo4Se8 0.974 ± 0.005 4.2 ± 0.2 7.7 ± 0.2

The examined polycrystalline samples had a grain size in the range 300 nm–1 µm,
confirming the large value already found in the Rietveld refinement of the powder XRD
data. Only Ga, Mo and Se elements can be detected in the EDS spectra. The average
composition, obtained from the EDS analysis, is close to that expected for GaMo4Se8.
No further purification or heat treatment were applied to this sample, which was used
as-synthesized for the subsequent magnetisation studies.

3.2. Magnetisation Studies

The thermomagnetic M(T) measurements were performed on a Quantum Design
Dynacool PPMS system equipped with a VSM option. The sample, weighing 3.8 mg, was
packed in a clean teflon sample holder. The ZFC (zero-field-cooled) and FC (field-cooled)
thermomagnetic curves, measured under an applied magnetic field of 500 Oe, are depicted
in Figure 4a, where the anomaly related with TC can be observed at 27.5 K. A plot of the
inverse magnetic susceptibility of the ZFC curve, χ−1 = H/M, as a function of temperature
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is seen in Figure 4b, showing a clear signature of the Jahn–Teller transition, TJT, occuring
at 51 K.

Figure 4. (a) Magnetisation M(T) curves in ZFC (zero-field cooling) and FC (field cooling) for
polycrystalline GaMo4Se8 measured with H = 500 Oe and (b) inverse magnetic susceptibility
χ−1 = H/M curves calculated from the ZFC measurement for polycrystalline GaMo4Se8, measured
with an applied magnetic field of 500 Oe. The arrows point to the magnetic ordering temperature,
TC = 27.5 K and the Jahn–Teller transition, TJT = 51 K.

The skyrmionic magnetic phase found in these type of compounds occurs close to TC,
stabilised under the action of an applied magnetic field. It is known that a signature of the
skyrmion phase in GaMo4Se8 can be found in M(H) measurements, better depicted as a
change in the derivative of the M(H) curve when the phase boundary of the region where
skyrmions exist is crossed. Thus, and in order to unveil the presence of the skyrmionic
phase, accurate M(H) measurements with a small H step of 5 Oe and long VSM integration
times were performed, covering the temperature between 2 K and 28 K, where skyrmions
are expected to exist in GaMo4Se8.

The obtained M(H) curves are presented in detail in Figure 5a. The derivative of the
data, dM(H)/dH, was calculated by a standard centred three-point numerical method
followed by a smoothing filter of the type acsplines to reduce numerical noise [37] and it
is presented in Figure 5b.

Figure 5. (a) M(H) and (b) dM/dH curves obtained for GaMo4Se8.

From the extensive set of M(H) curves covering the temperature range between 2
and 28 K, it is possible to plot the magnetic phase diagram based on the dM(H)/dH
curves. The anomalies representing the transition between cycloidal, skyrmionic and
ferromagnetic phases can be detected in such curves. For a better representation of the
magnetic phase diagram of GaMo4Se8, the dM/dH data are represented in a coloured
pseudo 3-D plot, shown in Figure 6. This plot was produced using the pm3d interpolation
algorithm implemented in gnuplot [37].
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Figure 6. Magnetic phase diagram obtained from the numerative dM/dH curves for GaMo4Se8.

On the magnetic phase diagram plot in Figure 6, the phase boundaries determined
from the more pronounced dM/dH anomalies of the curves in Figure 5 were drawn as
guides to the eye, showing in the range of temperatures from 2 K up to TC the presence of
cycloidal, skyrmionic and ferromagnetic phases.

3.3. AC Susceptibility Measurements

To complement the data obtained from the dM(H)/dH curves, AC susceptibility
measurements were performed using the ACMS II option of the PPMS system. The data
were collected on a small pellet of GaMo4Se8 (obtained by pressing 10 mg of fine powder)
that was glued with a thin layer of GE cryogenic varnish onto a low-background quartz
sample holder. The measurements were performed with an AC magnetic field of 5 Oe
amplitude in the temperature range 2–28 K, as a function of the applied DC magnetic field
up to 2500 Oe. The real (χ′) and imaginary (χ′′) AC susceptibility components as a function
of magnetic field are shown in Figure 7a,b, respectively.

Figure 7. (a) χ′ and (b) χ′′ components of the AC magnetic susceptibility as function of the DC
magnetic field, up to 2500 Oe, for temperatures between 2 K and 28 K. HAC = 5 Oe, f = 1000 Hz.
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Both the χ′ and χ′′ components of the AC susceptibility curves are similar to the
obtained dM/dH curves presented in Figure 5. The anomalies related to the magnetic
phase transitions can be observed in such curves. The results of the measured curves are
depicted in graphical form in Figure 8, obtained from the χ′ component of AC susceptibility,
with the different magnetic phases represented, using the pm3d interpolation algorithm
implemented in gnuplot [37]. The boundaries were determined from the χ′′ component,
superimposed on the colour map representing the values of χ′(H, T).

Figure 8. Magnetic phase diagram obtained from the χ′ component of AC susceptibility measure-
ments for GaMo4Se8.

Similar to the dM/dH map, presented in Figure 6, the magnetic phases can be de-
picted in the (H, T) map of the AC susceptibility χ′ component and the phase boundaries
determined from the χ′′ component. From both the VSM and AC susceptibility measure-
ments, the skyrmion phase was found to be present in a large temperature range, from
to 2 K up to 27.5 K, where the ferromagnetic/paramagnetic transition occurs. From these
data, we can conclude that in GaMo4Se8 the cycloidal and skyrmion regions span more
extended temperature regions compared to those observed in other lacunar spinels.

4. Conclusions

In this work, we have accomplished the synthesis of high-purity GaMo4Se8 though
a two-step chemical route similar to that used for the synthesis of GaMo4S8. From both
VSM M(H) and AC susceptibility measurements, we have shown that the skyrmionic
magnetic phase is stabilised under an applied magnetic field in a large temperature range,
from 2 K up to TC, in a polycrystalline sample. These measurements do not show any
anomaly that could be associated with the onset of a metastable orthorhombic phase,
which has been suggested by synchrotron radiation studies to co-exist with the main, low-
temperature, rhombohedral phase. This point, and the details of the magnetic structures
and their evolution with the applied magnetic field, deserve to be further investigated by
microscopic techniques such as neutron scattering.
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Abstract: This paper presents the concept and experimental evidence for the nonthermal equilibrium
(NTE) process of charge carrier extraction in metal/insulator/organic semiconductor/metal (MIOM)
capacitors. These capacitors are structurally similar to metal/insulator/semiconductor/(metal) (MIS)
capacitors found in standard semiconductor textbooks. The difference between the two capacitors is
that the (organic) semiconductor/metal contacts in the MIOM capacitors are of the Schottky type,
whereas the contacts in the MIS capacitors are of the ohmic type. Moreover, the mobilities of most
organic semiconductors are significantly lower than those of inorganic semiconductors. As the
MIOM structure is identical to the electrode portion of an organic field-effect transistor (OFET) with
top-contact and bottom-gate electrodes, the hysteretic behavior of the OFET transfer characteristics
can be deduced from the NTE phenomenon observed in MIOM capacitors.

Keywords: hysteresis; bias stress effect; organic semiconductors; organic field-effect transistors;
metal/insulator/organic semiconductor/metal; non-thermal equilibrium process

1. Introduction

Organic semiconductors (OSs) exhibit very low conductivities without chemical dop-
ing; however, with the injection of dopants they exhibit high conductivities. This character-
istic has been employed in the fabrication of organic field-effect transistors (OFETs), which
has been extensively studied in recent years. These devices are used not only for practical
applications but also for the determination of mobility in OSs [1–3]. Figure 1a shows the
typical structure of a top-contact bottom-gate-type OFET in which the source (S)/drain (D)
electrodes are formed on an OS film fabricated on a film of insulator (INS) and gate (G)
electrodes. Figure 1b shows a capacitor composed of metal 1 (M1)/INS/OS/metal 2 (M2).
The metal/insulator/organic semiconductor/metal (MIOM) capacitor is identical to the
electrode portion of the OFET.

MIOM capacitors are equivalent to metal/INS/semiconductor/(metal) (MIS) capaci-
tors found in standard textbooks [4] when OS/M2 contacts form an ohmic junction. How-
ever, when the OS/M2 contact forms a Schottky junction, charge carrier extraction based on
nonthermal equilibrium (NTE) processes frequently occurs. This behavior is significantly
different from that of the MIS capacitors. This NTE charge extraction process can be one
of the origins of the hysteresis behavior in the transfer characteristics of OFETs [5–11].
However, detailed experiments on MIOM capacitors have not been conducted yet. In
this study, we theoretically and experimentally describe a model of the NTE process of
charge extraction [12,13]. This model was derived from several studies based on accumu-
lated charge measurements (ACM) [12–19] to determine the electron and hole injection
barriers in OS films. The ACM allowed us to estimate the potential distribution in the OS
based on experimental data. The obtained values of the injection barriers were approxi-
mately consistent with those obtained using ultra violet photoelectron spectroscopy [20,21],
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photoemission yield spectroscopy [22,23], inverse photoelectron spectroscopy [24], and
low-energy inverse photoelectron spectroscopy [25]. Therefore, we believe that the validity
of the model has been confirmed in previous studies on ACM.
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2. Concept of NTE Process of Charge Extraction

Figure 2 shows the calculations of potential distribution in the OS layer when a bias
voltage, Vbias, is applied to an MIOM capacitor, with a hole injection barrier of 0.4 eV
for the Schottky junction between the OS and M2. These calculations assume that there
are no charge-capturing dopants in the OSs. This assumption is considered reasonable
for OSs in which doping is difficult. Figure 2a–d show the potential diagrams of the
thermal equilibrium (TE) state obtained by solving the Poisson–Boltzmann equation [13].
As there is a Schottky barrier at the OS/M2 interface, no charge is injected when Vbias is
low (Figure 2b). The device operates as a capacitor with a series capacitance (C0) of the
OS layer (COS) and INS layer (CINS), that is, C0 = CINSCOS/(CINS + COS). At this stage,
the total accumulated charge Qtotal is the same as the interface charge Q0 between the OS
and M2, that is, Qtotal = Q0 = C0Vbias. With an increase in Vbias, the gap between the Fermi
level of the M2 electrode and the highest occupied molecular orbital (HOMO) near the
INS decreased and holes were injected into the OS layer (Figure 2c,d). Consequently, the
OS layer near the INS layer exhibited band bending owing to the accumulated holes. The
degree of band bending increased as the amount of hole injection increased. However, this
band bending is limited to the vicinity of the INS/OS interface, and the approximate shape
of the potential curve in the OS layer is dominated by Q0 at the OS/M2 interface. The
HOMO level of the OS at the OS/M2 interface was pinned by the Fermi level of M2 and
did not exceed this level. Thus, once the holes were injected, most of the voltage applied to
the capacitor decreased within the insulator layer.
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Furthermore, we considered the charge extraction from this state by decreasing Vbias.
If charge extraction occurs in the TE, it is the reverse of the charge injection case, with
charge extraction at the INS/OS interface and then at the OS/M2 interface. However, as
the electric field applied to the sample is still directed from the M2 electrode to the INS side,
whether this TE reverse process occurs depends on carrier diffusion. If carrier diffusion
is unlikely, the electric field in the OS, which is proportional to Q0, decreases rapidly
before the charge is extracted from the INS/OS interface. This is the case for the NTE
model [13]. When Q0 is slightly reversed, the charge at the INS/OS interface immediately
begins to move because of the influence of the electric field. Therefore, the holes near the
INS/OS interface are continuously extracted, whereas Q0 remains near zero, as shown in
Figure 2e,f. Consequently, the initial state is achieved. In the NTE model, the potential
in the NTE state is semiempirically reproduced based on the potential calculation in the
TE state, considering the series of processes described above. States (e) and (f) are not in
the TE but are kept metastable by the electric field. If an ohmic junction is formed at the
OS/M2 interface, no such metastable state occurs, because the electric field near the OS/M2
interface is negligible. In other words, the formation of such a metastable state is unique to
MIOM capacitors with Schottky junctions at the OS/M2 interface.

In the following section, experimental evidence supporting this model is presented.

3. Experimental Evidences of NTE Charge Extraction
3.1. Displacement Current Measurement

The simplest experimental technique for detecting the NTE process during charge
extraction is the displacement current measurement. Figure 3a shows the experimental
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setup. In this experiment, holes (or electrons) were injected through the Schottky barrier at
the OS/M2 interface by applying a positive (or negative) Vbias at Voff for a long period. The
injected holes (or electrons) were extracted using voltage sweeps.
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Figure 3. Displacement current (I) measurements as a function of time (t) to investigate the NTE
process in an MIOM capacitor. (a) Schematic of the applied bias voltage (Vbias) pattern. Vbias is
maintained at Voff for a long time to inject holes (or electrons) into the OS and then decreased
at a rate of A above t = 0 ms. (b) Measurement for n-Si/SiO2 (100 nm)/pentacene (50 nm)/Au.
The value of I at t = 0 ms exceeds −C0A, suggesting that TE-type hole extraction occurs in this
sample. (c) Measurement for n-Si/SiO2 (100 nm)/H2Pc (52 nm)/Au. The value of I below t = 0.5 ms
approximately coincides with −C0A, suggesting that NTE-type hole extraction occurs in this sample.
(d) Measurement for p-Si/SiO2(70 nm)/H2Pc (44 nm)/Au. For Voff = −3 and −6 V, electron injection
does not occur and the changes in I around t = 3.8 ms (Voff = −3 V) and 5.7 ms (Voff = −6 V) are due
to the injection of holes. For Voff = −9, −12, −15, −18, and −21 V, electron injection occurs. The
changes in I around t = 6.5 ms are due to the extraction of electrons. Hole injection subsequently
occurs after the extraction. (See the text and Figure 4 for details.). Panels (b,c) were reproduced and
modified with permissions [13]. Copyright © 2021, AIP Publishing. Panel (d) was reproduced with
permission [12]. Copyright © 2023, Elsevier B. V.
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Figure 4. Potential diagram to explain the displacement current of p-Si/SiO2/H2Pc/Au shown in
Figure 3d. The layers of M1 and INS (SiO2) are omitted for simplicity in the figure. At Voff = −3 and
−6 V, Vbias = Voff is insufficient to inject electrons (a). The threshold of the decrease in displacement
current is due to the hole injection from M2 to the OS (b,c). At Voff = −9, −12, −15, −18, and −21 V,
the time dependence of the displacement current is almost the same, and the displacement current at
t < 6.5 ms is approximately −C0A. This is the direct evidence indicating electron injection by Voff (d)
and the NTE process of electron extraction (d)→(e). As the voltage drops in the OS layer at Vbias = Voff

are almost the same owing to the electron accumulation near the INS/OS interface, the thresholds
of the current decrease are also almost the same. After the electrons are extracted (e)→(f), holes are
subsequently injected (f)→(g).

Figure 3b shows a typical example of the displacement current used for hole extraction
during the TE [13]. The sample used was n-Si/SiO2 (100 nm)/pentacene (50 nm)/Au. A
sample behaved as a series capacitor if no charge was injected into (or extracted from) the
OS layer. In that case, the displacement current is given by −I = −C0dVbias/dt, which is
indicated by a dotted line in the figure. Here, C0 is the series capacitance of the INS and
OS layers, as previously mentioned. If a current was observed above the dotted line, the
accumulated charge near the INS/OS interface was extracted. In the pentacene sample
(Figure 3b), the charge accumulated near the INS/OS interface was immediately extracted
when the applied positive bias was reduced. This is direct evidence of the TE-type charge
extraction in this sample.

Figure 3c shows a typical example of the displacement current used for hole extraction
during the NTE. The sample was n-Si/SiO2 (100 nm)/metal-free phthalocyanine (H2Pc,
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52 nm)/Au. The displacement current was close to C0dVbias/dt up to approximately
t = 0.5 ms, and then increased sharply. This confirms that NTE charge extraction occurred,
indicating that only the electric field in the OS layer changed in the first stage and that the
holes injected at Vbias = Voff were extracted after the electric field inside the sample almost
disappeared.

Currently, it is unclear whether charge carriers were extracted via the TE or NTE
processes. However, considering the model shown in Figure 2, we believe that TE charge
extraction was enhanced by diffusion processes and tended to occur when the carrier
density or mobility was high. For the pentacene/Au sample, TE charge extraction was
observed in many of the tested samples [13,15]; however, NTE charge extraction was also
observed in some samples [18].

Figure 3d shows the electron extraction experiment for p-Si/SiO2 (70 nm)/H2Pc
(44 nm)/Au [12]. Care must be taken when analyzing the data because the hole injection
barrier was considerably lower than the electron injection barrier in H2Pc/Au. Figure 4
shows a potential diagram derived from the TE and NTE models to explain Figure 3d.
In the case of Voff = −3 and −6 V, an electric field was generated in the OS layer, but no
electrons were injected into the OS. A negative interfacial charge Q0 was generated at
the OS/M2 interface because of the electric field (Figure 4a). When Vbias increased in the
positive direction, Q0 decreased and eventually reversed, followed by hole injection. That
is, a displacement current reflecting the change in Q0 was observed initially. Subsequently,
a displacement current owing to hole injection was observed (Figure 4b,c).

In the case of Voff ≤ −9 V, electron injection at Vbias = Voff occurred (Figure 4d). In
this Voff region, the time at which the displacement current began to decrease was almost
constant at 6.5 ms (Figure 4e). This is because the voltage drop across the OS became
constant when the electrons were injected. Therefore, it was possible to determine whether
the electrons were injected by Voff based on the obtained experimental data. Although
electrons were injected by Voff, the displacement current at the beginning of the voltage
sweep was by C0 dVbias/dt. This indicated that the injected electrons were not extracted at
the beginning of the voltage sweep, suggesting that NTE electron extraction occurred in
this sample.

3.2. Accumulated Charge Measurement

Another method to investigate NTE charge extraction is ACM [12,13]. Changes in the
accumulated charge are observed in this experiment. As the theoretical calculation of the
accumulated charge is much easier than that of the displacement current, the observed data
are analyzed more easily in this experiment than in the displacement current measurement.

Figure 5a shows the experimental scheme for the ACM. In this experiment, the states
Vbias = Voff and Vbias = Va + Voff were alternately created to determine the amount of
accumulated change Qacc (Va) = Qtotal (Va + Voff) − Qtotal (Voff). Here, Qtotal (Vbias) is the
amount of charge accumulated at the junction when the applied voltage is maintained at
Vbias for a long period. In the scheme shown in Figure 5a, long-term displacement current
integration is necessary to determine Qacc (Va). However, as it is affected by the current
amplifier offsets and other factors, Qacc (Va) is determined with high accuracy using a
method called the voltage oscillation technique [14]. From the Qacc (Va) obtained thus, the
parameters ∆Q and VOS were obtained using the following equations:

∆Q = Qacc − C0 Va (1)

VOS = Va − Qacc/CINS (2)

These two parameters are defined as follows. The first is ∆Q, where C0Va is the
accumulated charge at the OS/M2 interface; therefore, this parameter is zero when no
charge is injected (or extracted) by Va into the OS and shifts from zero when charge is
injected (or extracted). In addition, VOS indicates the voltage drop inside the OS caused by
Va according to Gauss’s law. A feature of this experiment is that it is not dynamic, but static,
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and the experimentally obtained Qacc and Va as well as ∆Q and VOS are easy to compare
with theoretical calculations that assume a quasistatic state.
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current from Ai to Bi. From the obtained dataset of Qacc and Va, ∆Q and VOS are obtained using
Equations (1) and (2) in the text. ∆Q indicates whether charges are injected into the OS layer, and VOS

is the potential change within the OS layer caused by Va. (b) Experimentally obtained ∆Q–VOS plot
for hole injection in the MIOM capacitor of n-Si/SiO2 (100 nm)/H2Pc (52 nm)/Au. (c) Calculation
of ∆Q–VOS plot based on the NTE model. (d) Change in the potential curves associated with the
point 1© in (c). The layers of M1, INS (SiO2) as well as the potential curve of LUMO are omitted in
the figures for simplicity. Panel (a) was reproduced with permission [12]. Copyright © 2023, Elsevier
B. V. Panels (b,c) were reproduced with permissions [13]. Copyright © 2021, AIP Publishing.

Figure 5b shows the experimental data for ∆Q vs. VOS for n-Si/SiO2/H2Pc/Au during
hole injection. The calculations of the ∆Q–VOS plots, assuming the NTE model, are shown
in Figure 5c. The variation in the potential curve corresponding to point 1© is shown in
Figure 5d. This is the point where ∆Q shifts from zero, and according to calculations, a
similar potential curve change occurs at point 1©’. For OSs that follow the NTE model, the
∆Q–VOS plot allows us to determine the charge injection barrier at the OS/M2 interface
experimentally. In the case of H2Pc/Au, the hole injection barrier with approximately
0.2 eV was obtained from the plot [13].
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4. Conclusions

The NTE charge extraction described in this study is a phenomenon specific to an
MIOM capacitor, where a Schottky barrier exists between the OS/M2 contacts and where
the mobility of the OS is not very high. Several MIOM capacitors satisfy the above two con-
ditions; consequently, the NTE process of charge extraction appears to be a common
phenomenon in both MIOM capacitors and OFETs. In the case of MIS capacitors and inor-
ganic field-effect transistors, where ohmic contacts are formed between the semiconductor
and the metal electrode, this NTE process does not occur. This process in OFETs is detri-
mental to transistor operation. Considering the mechanism of the process, the fabrication of
ohmic contacts between the OS/M2 interface or the application of an OS with high mobility
are the most effective ways to avoid this process. However, the NTE process may be useful
in the application of OFETs, as memory devices. In addition, the NTE phenomenon can be
used to determine the charge injection (extraction) barrier by means of ACM [12,13].
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Abstract: Single-component molecular conductors exhibit a strong connection to the Dirac electron
system. The formation of Dirac cones in single-component molecular conductors relies on (1) the
crossing of HOMO and LUMO bands and (2) the presence of nodes in the HOMO–LUMO couplings.
In this study, we investigated the possibility of Dirac cone formation in two single-component molec-
ular conductors derived from nickel complexes with extended tetrathiafulvalenedithiolate ligands,
[Ni(tmdt)2] and [Ni(btdt)2], using tight-biding models and first-principles density-functional theory
(DFT) calculations. The tight-binding model predicts the emergence of Dirac cones in both systems,
which is associated with the stretcher bond type molecular arrangement. The DFT calculations also
indicate the formation of Dirac cones in both systems. In the case of [Ni(btdt)2], the DFT calculations,
employing a vdW-DF2 functional, reveal the formation of Dirac cones near the Fermi level in the
nonmagnetic state after structural optimization. Furthermore, the DFT calculations, by utilizing
the range-separated hybrid functional, confirm the antiferromagnetic stability in [Ni(btdt)2], as
observed experimentally.

Keywords: Dirac electron systems; single-component molecular conductors; metal dithiolene com-
plexes; tight-binding model; first-principles DFT calculation

1. Introduction

The conventional molecular conductors are categorized as multi-component systems
wherein each molecule provides only one type of frontier molecular orbital (HOMO or
LUMO) to form the conduction band, where HOMO and LUMO denote highest occupied
molecular orbital and lowest unoccupied molecular orbital, respectively. The concept of
a single-component molecular metal is based on a multi-orbital system in which more
than two molecular orbitals (in this case, HOMO and LUMO) in the same molecule con-
tribute to electronic properties. In a single-component molecular metal, the fully occupied
HOMO band and the empty LUMO band overlap, and electron transfer between them
induces a partially filled state. This idea was confirmed by the observation of electron and
hole pockets in an ambient-pressure single-component molecular (semi)metal [Ni(tmdt)2]
(tmdt = trimethylenetetrathiafulvalenedithiolate: Scheme 1) through the detection of quan-
tum oscillations at the begging of this century [1–4]. Since this breakthrough, various
single-component molecular conductors have been developed by extending π conjugat-
ing systems to reduce the HOMO-LUMO energy gap, or by applying high pressure to
increase the band width for each band. In particular, metal dithiolene complexes with a
planar central core have played an important role due to their small HOMO-LUMO energy
gap [5,6].

On the other hand, the Dirac electron system, typically observed in graphene, exhibits
neither partially filled bands, like in metals, nor band gaps, like in insulators. The energy
band structure of the Dirac electron system possesses a unique feature known as the Dirac
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cone, where two conical surfaces with linear dispersion meet at a single point called the
Dirac point in momentum space. A system in which the Dirac point forms extended lines
or loops in the Brillouin zone is referred to as a nodal line semimetal, and has garnered
significant attention due to the possibility of topologically nontrivial states [7,8].

The discovery of the nodal line semimetal state in a single-component molecular
conductor [Pd(dddt)2] (dddt = 5,6-dihydro-1,4-dithiin-2,3-dithiolate: Scheme 1) under
high pressure has revealed a significant connection between single-component molecular
conductors and the Dirac electron system [9]. The Dirac cone formation in [Pd(dddt)2] can
be understood using a tight-binding model based on extended Hückel molecular orbital
calculations [10]. This mechanism relies on (1) the crossing of the HOMO and LUMO
bands and (2) the presence of nodes in the HOMO–LUMO couplings, which favor the emer-
gence of Dirac cones located near the Fermi level. Subsequently, an ambient-pressure
nodal line semimetal based on a single-component molecular conductor [Pt(dmdt)2]
(dmdt = dimethyltetrathiafulvalenedithiolate: Scheme 1) was reported [11]. Our analysis
using tight-binding band calculations indicated that this system exemplifies the mecha-
nism proposed by us in a textbook manner [12]. An important aspect is the molecular
arrangement (Figure 1) associated with the symmetry of the frontier molecular orbitals
in [Pt(dmdt)2], which satisfies the requirements for the Dirac cone formation. Within the
bc plane, [Pt(dmdt)2] molecules exhibit a stretcher bond pattern wherein each molecule
overlaps with the molecule above and below it by half (Figure 1a). Transfer integrals
labeled p and c are associated with major intermolecular interactions and form a two-
dimensional conducting network (we tentatively call this network “layer”). Dirac cones are
described on the ky-kz plane, and nodal lines extend along the kx direction. As the HOMO
has ungerade (odd) symmetry and the LUMO has gerade (even) symmetry (Figure 1b),
the main HOMO–HOMO and LUMO–LUMO couplings (p and c) yield transfer integrals
with opposite signs (Table 1), facilitating the crossing of the HOMO and LUMO bands,
which is the first requirement for Dirac cone formation. In this work, we focus on two
single-component molecular conductors derived from metal complexes with extended
tetrathiafulvalenedithiolate ligands, [Ni(tmdt)2] and [Ni(btdt)2] (btdt = benzotetrathiaful-
valenedithiolate: Scheme 1) [13], that exhibit molecular arrangements similar to that in
[Pt(dmdt)2]. The former is a (semi)metal, and the latter is a narrow-gap semiconductor with
high conductivity at room temperature. We explore the possibility of Dirac cone formation
in these compounds by means of tight-biding models and first-principles density functional
theory (DFT) calculations.
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Figure 1. Crystal structure of [Pt(dmdt)2]: (a) Molecular arrangement within the bc plane, (b) HOMO–
HOMO and LUMO–LUMO couplings in the stretcher bond arrangement of the [Pt(dmdt)2] molecule,
where each frontier molecular orbital is represented using the p orbital of sulfur atom, (c) end-on
projection (molecular arrangement viewed from the long molecular axis). Each element is identified
by color as follows: S, yellow; C, gray; H, blue; Pt, magenta.

Table 1. HOMO–HOMO (H-H), LUMO–LUMO (L-L), and HOMO–LUMO (H-L) intermolecular
transfer integrals (t) in [Pt(dmdt)2] (meV). 1

Transfer Integral H-H L-L H-L

tp 53.4 −49.8 51.7
tc 67.1 −62.9 64.9
ta −6.2 −6.5 0.3
tq1 8.2 −7.4 7.8
tq2 8.2 −7.7 7.9

1 See Figure 1c. Transfer integrals in this table are used in Equations (2)–(4) with subscripts H-H, L-L, and H-L,
which represent HOMO–HOMO, LUMO–LUMO, and HOMO–LUMO couplings, respectively (for example, tpH-H
means a transfer integral tp between HOMO and HOMO).
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2. Models and Methods
2.1. Tight-Binding Model

We used published atomic coordinates data [1,13] for our calculations. In order to
make a comparison with [Pt(dmdt)2] easier, each unit cell (ao, bo, co) was transformed to a
new cell (a, b, c), as follows:

a = ao, b = bo, c = ao + co for [Ni(tmdt)2]
a = ao, b = ao + bo, c = co for [Ni(btdt)2].
In the tight-binding model, we consider one HOMO band and one LUMO band,

because the unit cell contains only one molecule. Calculations of molecular orbitals and
intermolecular overlap integrals (S) between HOMOs and LUMOs undertaken via the
extended Hückel method were carried out using reported sets of semi-empirical parameters
for Slater-type atomic orbitals and valence shell ionization potentials for H [14], C [14],
Ni [14] and S [15]. Intermolecular transfer integrals, t (eV), were estimated using the
equation t = –10 S. The band energies E(k) (k is given by k = kxa* + kyb* + kzc* in terms of
the reciprocal lattice vectors a*, b*, and c*) are obtained as eigenvalues of the following
2 × 2 Hermitian matrix.

H(k) =
(

hH-H hH-L
hH-L hL-L

)
(1)

For [Pt(dmdt)2], the matrix elements are given by

hH-H = 2 [tpH-H cosk(b + c) + tcH-H coskc + taH-H coska + tq1H-H cosk(a + c) + tq2H-H cosk(−a + b + c)] (2)

hH-L = 2i [tpH-L sink(b + c) + tcH-L sinkc + taH-L sinka + tq1H-L sink(a + c) + tq2H-L sink(−a + b + c)] (3)

hL-L = ∆ + 2 [tpL-L cosk(b + c) + tcL-L coskc + taL-L coska + tq1L-L cosk(a + c) + tq2L-L cosk(−a + b + c)], (4)

where ∆ is an energy gap between HOMO and LUMO (0.25 eV for [Pt(dmdt)2]). Matrix
elements hH-H, hL-L, and hH-L are associated with HOMO–HOMO, LUMO–LUMO, and
HOMO–LUMO couplings, respectively.

2.2. DFT Calculations

We utilized various methods in our first-principles DFT calculations. To plot the Dirac
cones in [Ni(tmdt)2] and [Ni(btdt)2], we performed band structure calculations using an
all-electron full-potential linearized plane wave (FLAPW) method implemented in QMD-
FLAPW12 [16,17]. The exchange-correlation functional employed was the generalized
gradient approximation by Perdew, Burke, and Ernzerhof (GGA-PBE) [18]. We have found
that a cut-off energy for plane waves of 20 Ry is sufficient for calculating the band structure.
The cut-off energy for electron densities is assumed to be 213 Ry. For [Ni(tmdt)2] and
[Ni(btdt)2], we employed uniform k-point meshes of 6 × 6 × 4 and 8 × 8 × 4, respectively.
Since the c axis direction is longer than the a and b directions in these crystal structures, the
reciprocal lattice vector is shorter, allowing for a reduced number of k-point meshes along
the c direction. To calculate three-dimensional band dispersion of the Dirac cone, we used
a high-density k-mesh, similar to our previous works [19,20].

For [Ni(btdt)2] at ambient pressure, we performed structural relaxation using the van
der Waals density functional (vdW-DF2) [21–23]. Specifically, we chose the vdW-DF2- b86r
functional proposed by Hamada [24]. The calculations were carried out using the Quantum
Espresso v.6.8 [25]. We employed the ultrasoft pseudopotential method with plane-wave
basis sets. Ultrasoft pseudopotentials established by Garrity, Bennett, Rabe, and Vanderbilt
(GBRV) were used [26]. During the structural relaxations, a uniform k-point mesh was set
as 4 × 4 × 2. When performing structural optimization with stress tensors, it is crucial
to use a fixed number of plane waves based on the initial lattice parameters rather than a
constant cut-off energy, as the latter can introduce significant errors in the calculated stress
tensors [27]. To minimize errors in the calculated stress tensors, we used higher cut-off
energies for plane waves, specifically, 60 Ry. The cut-off energy for electron densities was
set to 488 Ry.
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To investigate the stability of antiferromagnetic (AFM) ordering and the possible
realization of the semiconducting phase in [Ni(btdt)2], we employed a hybrid functional
approach using the exchange-correlation functional set out by Heyd, Scuseria, and Ernzer-
hof (HSE06) [28,29]. The HSE06 calculations were performed by use of the Vienna Ab initio
Simulation Package (VASP) [30–32], which is also based on the pseudopotential technique
employing the projected augmented plane wave (PAW) method [33,34]. In the HSE06
calculations, we first obtained a converged charge density through the self-consistent cal-
culations within GGA. Subsequently, self-consistent hybrid functional calculations were
performed using the GGA charge density as the initial state. A k-point mesh of 3 × 4 × 2
was employed for the calculations. The cut-off energy for plane waves was set to 36.75 Ry.
The range-separation parameter in the HSE06 calculations was 0.2 Å–1, and 25% of the
exact exchange was mixed with the GGA exchange for short-range interactions.

3. Results
3.1. [Ni(tmdt)2]
3.1.1. Tight-Binding Model

Figure 2 illustrates the crystal structure of [Ni(tmdt)2]. The molecular arrangement in
the bc plane exhibits the stretcher bond pattern. The end-on projection indicates zigzag face-
to-face stacking, and the molecular pair labeled p exhibits the strongest HOMO–HOMO
and LUMO–LUMO couplings (Table 2). However, this does not imply a simple “dimer-
ization”, because the [Ni(tmdt)2] molecules stack “uniformly” along the b + c direction
(corresponding to p) and along the c direction (corresponding to c), as depicted in Figure 2a.
Table 2 demonstrates that conducting layers parallel to the bc plane are strongly intercon-
nected through interlayer transfer integrals q1 and a, which imports three-dimensional
characteristics of the electronic structure. This differs from the case of [Pt(dmdt)2] that fun-
damentally possesses a two-dimensional character. For most transfer integrals, including
tp and tc, the HOMO–HOMO and LUMO–LUMO couplings exhibit opposite signs.

Table 2. HOMO–HOMO (H-H), LUMO–LUMO (L-L), and HOMO–LUMO (H-L) intermolecular
transfer integrals (t) in [Ni(tmdt)2] (meV). 1

Transfer Integral H-H L-L H-L

tp 72.0 −68.8 70.5
tc 33.9 −26.7 30.1
ta −32.8 −33.1 0.6
tq1 46.9 −46.9 46.9
tq2 3.6 −3.2 3.4
tr 2.8 −2.6 2.7

1 See Figure 2b. Transfer integrals in this table are used in Equations (5)–(7) with subscripts H-H, L-L, and H-L,
that represent HOMO–HOMO, LUMO–LUMO, and HOMO–LUMO couplings, respectively.

The matrix elements of H(k) for [Ni(tmdt)2] are given by

hH-H = 2 [tpH-H cosk(b + c) + tcH-H coskc + taH-H coska + tq1H-H cosk(c − a) + tq2H-H cosk(a + b + c) + trH-H cosk(−a + b + c)] (5)

hH-L = 2i [tpH-L sink(b + c) + tcH-L sinkc + taH-L sinka + tq1H-L sink(c − a) + tq2H-L sink(a + b + c)] + trH-L sink(−a + b + c)] (6)

hL-L = ∆ + 2 [tpL-L cosk(b + c) + tcL-L coskc + taL-L coska + tq1L-L cosk(c − a) + tq2L-L cosk(a + b + c) + trL-L cosk(−a + b + c)], (7)

where ∆ is 0.15 eV. Figures 3a and 4 display the band dispersion and Fermi surface obtained
from the tight-binding model. On the ky-kz plane (kx = 0), a crossing of the HOMO and
LUMO bands occurs at (kx, ky, kz) = (0.0, ±0.578, ±0.210) (marked as N in Figure 3a),
resulting in the emergence of symmetrical Dirac cones around the Γ point (0.0, 0.0, 0.0)
(Figure 5). The Dirac points reside below the Fermi level, resulting in electron pockets.
Due to the strong interlayer interactions among the conducting networks parallel to the bc
plane, the Dirac points move within the three-dimensional wave vector space depending
on kx and form a loop. The reciprocal unit cell contains one nodal loop, which is nearly
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planar. The loop exhibits energy variations, which gives rise to electron pockets and
hole pockets, indicating the presence of a nodal line semi-metal (Figure 6). Compared to
[Pt(dmdt)2], however, the deviation of the band energy from the Fermi energy is relatively
large, resulting in a system with a large Fermi surface (Figure 4).
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c (4.24 Å) is significantly longer than that in the molecular pair p (3.01 Å), leading to a 
considerable reduction in intermolecular interaction c. In contrast, in [Pd(dmdt)2] and 
[Ni(tmdt)2], the corresponding interplanar distances are nearly equivalent (3.54 Å and 3.53 
Å in [Pd(dmdt)2], 3.46 Å and 3.58 Å in [Ni(tmdt)2]). The main HOMO–HOMO and 
LUMO–LUMO couplings are observed in the molecular pairs labeled p and q1 (Table 3, 
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Figure 6. kx dependence of the band energy at the Dirac point calculated with tight-binding models.

3.1.2. First-Principles DFT Calculations

Figure 7 indicates the DFT band structure of [Ni(tmdt)2] calculated with the GGA-
PBE functional. In the kx = 0 plane, due to the space inversion symmetry, a pair of Dirac
points exists at (kx, ky, kz) = (0, 0.685, 0.265) and (0, 0.315, −0.265). The Dirac point is
located 65 meV lower than the Fermi level. The tight-binding band structure in Figure 3a is
generally in agreement with the DFT band structure, e.g., hall-like characteristics near the
X point and electron-like characteristics near the N point.
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Figure 7. (a) Band structure of [Ni(tmdt)2] calculated with GGA-PBE. Γ = (0,0,0), X = (1/2,0,0),
M = (1/2,1/2,0), Y = (0,1/2,0), Z = (0,0,1/2), and N = (0,0.685,0.265). N represents a position of the
Dirac point. (b) Dirac cone on the kx = 0 plane.

3.2. [Ni(btdt)2]
3.2.1. Tight-Binding Model

As shown in Figure 8a, the molecular arrangement of [Ni(btdt)2] within the bc plane
exhibits the stretcher bond pattern. The interplanar distance in the molecular pair labeled
c (4.24 Å) is significantly longer than that in the molecular pair p (3.01 Å), leading to a
considerable reduction in intermolecular interaction c. In contrast, in [Pd(dmdt)2] and
[Ni(tmdt)2], the corresponding interplanar distances are nearly equivalent (3.54 Å and
3.53 Å in [Pd(dmdt)2], 3.46 Å and 3.58 Å in [Ni(tmdt)2]). The main HOMO–HOMO and
LUMO–LUMO couplings are observed in the molecular pairs labeled p and q1 (Table 3,
Figure 8b). Both transfer integrals tp and tq1 exhibit HOMO–HOMO and LUMO–LUMO
couplings with opposite signs. Notably, tp is opposite in sign to tp in [Pt(dmdt)2] and
[Ni(tmdt)2].

Table 3. HOMO–HOMO (H-H), LUMO–LUMO (L-L), and HOMO–LUMO (H-L) intermolecular
transfer integrals (t) in [Ni(btdt)2] (meV). 1

Transfer Integral H-H L-L H-L

tp −59.8 51.0 −55.5
tc 6.6 2.5 1.7
ta 7.9 9.6 0.2
tq1 44.8 −24.5 34.2
tq2 0.6 −0.6 0.6
ts −1.7 1.5 −1.6

1 See Figure 8b. Transfer integrals in this table are used in Equations (8)–(10) with subscripts H-H, L-L, and H-L,
that represent HOMO–HOMO, LUMO–LUMO, and HOMO–LUMO couplings, respectively.

The matrix elements of H(k) for [Ni(btdt)2] are given by

hH-H = 2 [tpH-H cosk(b + c) + tcH-H coskc + taH-H coska + tq1H-H cosk(c + a) + tq2H-H cosk(−a + b + c) + tsH-H cosk(b + 2c)] (8)

hH-L = 2i [tpH-L sink(b + c) + tcH-L sinkc + taH-L sinka + tq1H-L sink(c + a) + tq2H-L sink(−a + b + c)] + tsH-L sink(b + 2c)] (9)

hL-L = ∆ + 2 [tpL-L cosk(b + c) + tcL-L coskc + taL-L coska + tq1L-L cosk(c + a) + tq2L-L cosk(−a + b + c) + tsL-L cosk(b + 2c)], (10)

where ∆ is 0.15 eV. The band dispersion and Fermi surface (Figures 9a and 10) obtained
from the tight-binding model indicate a semimetallic electronic structure where hole and
electron pockets align alternately along the a* + b* − c* direction. The Dirac points emerge
at (kx, ky, kz) = (0.0, ±0.118, ±0.264) (marked as N in Figure 8a) on the ky-kz plane (kx = 0)
and (±0.308, ±0.404, 0.0) on the kx-ky plane (kz = 0). In the three-dimensional reciprocal
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lattice, the Dirac point forms a line along the a* + b* − c* direction (Figure 11). The energy
at the Dirac point fluctuates around the Fermi level along the line (Figure 6), resulting in
the presence of hole and electron pockets.
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Figure 9. Band dispersion and Fermi surface (on the kx = 0 plane) of [Ni(btdt)2] (a) with HOMO–
LUMO couplings (pristine), (b) without HOMO–LUMO couplings (hH-L = 0). Γ = (0,0,0), X = (1/2,0,0),
M = (1/2,1/2,0), Y = (0,1/2,0), Z = (0,0,1/2), and N = (0,0.118,0.264), in units of the reciprocal lattice
vectors. N denotes a position of the Dirac point.
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Figure 11. Nodal line projected on the kx-ky (a) and kx-kz (b) planes and a pair of Dirac cones on
the kx = 0 and kz = 0 planes in [Ni(btdt)2]. The hole-like characteristic is indicated in red and the
electron-like characteristic in blue.

3.2.2. First-Principles DFT Calculations

Next, we describe the structural and electronic properties of [Ni(btdt)2] as calculated
using the first-principles method. Figure 12a shows the band structure for the experimental
crystal structure with the original unit cell vectors, indicating a metallic character. Unlike
the tight-binding model, the DFT band structure does not exhibit a Dirac cone.

As mentioned in the previous subsection, the experimental crystal structure, de-
termined using powder X-ray diffraction analysis with constrained conditions, has a
much shorter interplanar distance (~3.01 Å) compared to other single-component metal
dithiolene complexes such as [Ni(tmdt)2] [1] and [Ni(hfdt)2] (hfdt = bis(trifluoromethyl)
tetrathiafulvalenedithiolate) (~3.40 Å) [36]. Therefore, we performed structural relaxation
for the lattice parameters and internal coordinates using a vdW-DF2 functional (vdw-df2-
b86r) [28]. The vdW-DF method, proposed by Dion et al. [21], incorporates a semi-local
exchange-correlation functional and a nonlocal correlation functional to account for dis-
persion interactions. In single-component molecular crystals, dispersion interactions are
significant at ambient and low-pressure conditions. We anticipate that structural relaxation
with the vdW-DF functional will yield an efficient determination of structural properties.

Figure 12b displays the band structure for the structure with relaxed atomic positions
using the vdw-df2-b86r functional (Appendix A). The band gap remains unopened, and
a massless Dirac cone emerges at the Fermi level. The band at the Y point has shifted
lower, and there is a significant separation between the top and lower bands of the valence
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band. A new unit cell described in Section 2.1 for the optimized structure has the lattice
parameters a = 6.36, b = 6.98, c = 14.46 Å, α = 107.53, β = 78.34, and γ = 79.80◦, while those
for the experimental structure are a = 6.720, b = 7.925, c = 12.563 Å, α = 90.41, β = 93.62, and
γ = 59.85◦. The DFT-optimized structure, where the interplanar distances are adjusted to
ordinary values (~3.47 Å), appears to be a reasonable structure. However, despite using
the DFT-optimized structure to simulate the XRD pattern, the resulting simulated pattern
differs from the pattern obtained through the powder X-ray diffraction method. Hence, we
consider the DFT-optimized structure as a model structure.
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Figure 12. (a) Band structure for the experimental structure of [Ni(btdt)2] calculated with GGA-PBE
functional. (b) Band structure for the optimized structure calculated with a vdW-DF2 functional (vdw-
df2-b86r). These band structures are calculated based on the original unit cell vectors. Γ = (0,0,0),
X = (1/2,0,0), M = (1/2,1/2,0), Y = (0,1/2,0), Z = (0,0,1/2), and L = (0,1/2,1/2), in units of the reciprocal
lattice vectors.

Figure 13a illustrates the band structure for the new unit cell of the optimized structure.
The Dirac points are located at specific points in k-space, represented by the coordinates
(kx, ky, kz) = (±0.3120,∓0.014, 0). Figure 13b and Figure 13c depict the Dirac cones observed
in the kx-ky and kx-kz planes, respectively. It should be added that the tight-binding band
calculation based on the DFT-optimized structure also indicates the presence of Dirac cones
at (kx, ky, kz) = (±0.414, 0, ∓0.004).
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Figure 13. (a) Band dispersion of nonmagnetic calculations in [Ni(btdt)2] for the crystal structure
optimized with a vdW-DF2 functional (vdw-df2-b86r). Γ = (0,0,0), X = (1/2,0,0), M = (1/2,1/2,0),
Y = (0,1/2,0), Z = (0,0,1/2), and L = (0,1/2,1/2), for the new unit cell. Band structure close to the
Dirac point on (b) the kx-ky and (c) kx-kz planes. These electronic structures are calculated with the
GGA-PBE functional using the all-electron FLAPW method.
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4. Discussion
4.1. Dirac Cone Formation in Single-Component Molecular Conductors

The tight-binding models have revealed that all three single-component molecular
conductors with the stretcher bond type molecular arrangement, [Pd(dmdt)2], [Ni(tmdt)2],
and [Ni(btdt)2], form Dirac cones. The emergence of the Dirac cone is determined by
satisfying the following conditions simultaneously in H(k) [12]:

hH-H = hL-L (11)

hH-L = 0. (12)

Equation (11) represents the HOMO–LUMO band crossing, and Equation (12) indicates
a node of the HOMO–LUMO coupling. When the HOMO–LUMO coupling hH-L is set to
zero, the HOMO and LUMO bands intersect, resulting in a large Fermi surface as shown
in Figures 3b and 9b. Notably, the energy at the intersection is situated near the Fermi
level, because the HOMO is fully occupied and the LUMO is entirely empty in the isolated
molecule state. Figure 14 illustrates that the intersection forms a (green) loop on the ky-kz
plane (kx = 0) for [Ni(tmdt)2] and [Ni(btdt)2]. In real systems, however, the HOMO–LUMO
coupling induces band hybridization and maintains a gap between the two bands, known
as band repulsion. An exception occurs at the node of the HOMO–LUMO coupling. In
Figure 14, the node (hH-L = 0) is represented by the orange line, and the intersection point
with the green loop gives the Dirac point where Equations (11) and (12) are satisfied.

This mechanism operates as long as the HOMO and LUMO bands cross each other.
The band crossing arises due to the small energy gap between the HOMO and LUMO (∆),
leading to the emergence of Dirac cones within a specific range of the ∆ value (∆ < 0.62 eV
for [Ni(tmdt)2] and ∆ < 0.37 eV for [Ni(btdt)2], respectively). Furthermore, the curvature of
the two bands is also a crucial factor for the band crossing. Bands with opposite curvatures
tend to intersect each other. The band curvature is associated with the sign of the transfer
integrals. The stretcher bond type molecular arrangement facilitates HOMO–HOMO and
LUMO–LUMO transfer integrals with opposite signs. In Figure 15, the transfer integrals in
the face-to-face stacking arrangement are mapped as a function of the offset from the center
of the molecule (Pt or Ni) for the [Pt(dmdt)2] and [Ni(tmdt)2] molecules. The maps for both
compounds are very similar to each other. In the region of Figure 15, there are two (positive
or negative) peaks around s = 0 Å and three (positive or negative) peaks around s = 1.75 Å.
The transfer integrals p are situated around s = 0 Å and the transfer integrals c are located
around s = 0 Å ([Pt(dmdt)2]) or 1.75 Å ([Ni(tmdt)2]). Importantly, the HOMO–HOMO and
LUMO–LUMO transfer integrals exhibit opposite signs almost everywhere.
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The [Ni(btdt)2] molecule, with the terminal benzene rings, provides a different pattern
in the maps within the L > 14 Å region (Figure 16). Nevertheless, even in this case, the
HOMO–HOMO and LUMO–LUMO transfer integrals maintain opposite signs.

As observed above, although the face-to-face stacking mode in the stretcher bond type
molecular arrangement displays several variations, each mode tends to yield significantly
strong HOMO–HOMO and LUMO–LUMO couplings with opposite signs, thereby inducing
band crossing. In the early stages of research on single-component molecular conductors,
the presence of crossing band structures was considered undesirable for achieving a metallic
state due to the band repulsion, and a parallel band structure composed of HOMO and
LUMO bands with the same curvature was preferred [5]. This viewpoint, however, is
applicable only to one-dimensional systems. Currently, single-component molecular metals
with two- or three-dimensional crossing band structures are not uncommon and can be
understood within the framework of the conventional tight-binding band picture. The truly
unique aspect of single-component molecular conductors with crossing band structure is
the emergence of the Dirac electron system, which represents a new direction for the study
of functional single-component molecular conductors.

Unfortunately, both [Ni(tmdt)2] and [Ni(btdt)2] do not clearly exhibit the nature of the
Dirac electron system. In [Ni(tmdt)2], the (semi)metallic nature associated with the large
Fermi surface dominates electronic properties. This is because the energy at the Dirac point
is largely shifted away from the Fermi level (Figure 6). On the other hand, for [Ni(btdt)2],
we considered the effects of antiferromagnetic (AFM) spin order, as demonstrated in the
following subsection.
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Figure 15. Map of HOMO–HOMO and LUMO–LUMO transfer integrals (meV) between two
molecules in the face-to-face stacking arrangement for [Pt(dmdt)2] and [Ni(tmdt)2], as a function of
a shift along the long molecular axis (L) and a shift along the short molecular axis (s). Interplanar
distance h is fixed to 3.5 Å. The symbols p and c indicate transfer integrals, tpH-H, tpL-L, tcH-H, and
tcL-L.
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fixed to 3.0 Å. The symbol p indicates transfer integrals tpH-H and tpL-L (we do not consider tcH-H,
and tcL-L that are much smaller due to the longer interplanar distance).

4.2. Spin Ordering in [Ni(btdt)2]: Antiferromagnetic HSE06 Calculations

To consider the AFM order, the magnetic unit cell needs to contain a minimum of two
[Ni(btdt)2] molecules, unlike the single molecule found in the unit cell of the experimental
structure. To construct a magnetic cell, the original lattice vector of the crystal structure
optimized using the vdW-DF2 functional is transformed using a rotation matrix consisting
of (1, –1, 0), (1, 1, 0), and (0, 0, 1), with an origin shift of (0.5, 0.5, 0). The resulting lattice
parameters are a = 6.98, b = 13.38, c = 14.46 Å, α = 110.43, β = 107.53, and γ = 69.32◦.

We have found that a range-separated hybrid functional developed by Heyd, Scuseria,
and Ernzerhof (HSE) is effective in describing the electronic states of molecular charge order
systems [37,38]. The hybrid functional method calculates the exchange-correlation energy
by combining the exact Fock exchange with the exchange energy functional from GGA.

As shown in Figure 17a, a finite band gap of 0.034 eV is obtained from spin-polarized
HSE06 calculations. In the HSE calculations, the magnetic moments at the Ni site and
(btdt)2 ligands are ±0.05 and ±0.18 µB, respectively. Thus, the total magnetic moment per
[Ni(btdt)2] molecule is 0.23 µB. The magnetic moment of the ligand is determined by the
summation of the magnetic moments of the C and S atoms belonging to the ligands. In
contrast, the GGA calculations yield a magnetic moment of ±0.02 µB at the Ni site and
±0.06 µB for the ligands. A small band gap of approximately 0.01 eV is opened within the
spin-polarized GGA, as plotted in Figure 17b.
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In the experiments, the magnetic susceptibility above 25 K follows the Curie-Weiss 
law, with the constants C (0.52 emu K mol−1) and θ (–28.63 K), indicating that intermolec-
ular antiferromagnetic coupling is the dominant factor [13]. We obtain a stable AFM state 
through the spin-polarized HSE calculations using the structure optimized by the vdW-
DF2 functional. On the other hand, using the experimental structure [13], we can stabilize 
an AFM state with a different ordering pattern from Figure 18, which was found to be 
metallic. Although the HSE functional includes a portion of the exact exchange, it does 
not account for the correlation effect. In the future, a semiconducting band structure can 
be achieved using methods that consider the correlation effect, such as GW approximation 
and dynamical mean field theory calculations. 

5. Conclusions 
Both the tight-binding model and the DFT calculation have indicated the possibility 
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Figure 17. Band dispersion and total DOS for the AFM state in [Ni(btdt)2] calculated with (a) HSE06
and (b) GGA-PBE functionals. The zero energy at the longitudinal axis is set at the top of the valence
bands. Y = (0,1/2,0), Γ = (0,0,0), R = (1/2,1/2,1/2), U = (1/2,0,1/2), Z = (0,0,1/2), and X = (1/2,0,0), in
units of the reciprocal lattice vectors.

Next, we discuss the AFM pattern of spin ordering. Figure 18 illustrates the spin
densities in the AFM state of [Ni(btdt)2]. As shown in Figure 18a, the spins alternate in a
pattern along the b axis of the magnetic unit cell. The spin densities are mainly localized on
the four S atoms closest to the Ni atom, as depicted in Figure 18b. The presence of the dxz
orbital of the Ni atom indicates that the LUMO of the [Ni(btdt)2] molecule contributes to the
spin densities (see supporting materials of Ref. [13]). We note that these spin density and
DOS analyses have been widely used in various other studies that describe the electronic
structure of materials [39,40].
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Figure 18. Contour plots of the spin densities of an AFM state in [Ni(btdt)2]. (a) ab and (b) bc
planes. The isosurface level of the spin density is set as 0.00043. The figures are plotted using VESTA
software version 3 [41]. n (↑) and n (↓) are the spin-up and spin-down densities calculated with a
HSE06 functional.

In the experiments, the magnetic susceptibility above 25 K follows the Curie-Weiss law,
with the constants C (0.52 emu K mol−1) and θ (–28.63 K), indicating that intermolecular
antiferromagnetic coupling is the dominant factor [13]. We obtain a stable AFM state
through the spin-polarized HSE calculations using the structure optimized by the vdW-DF2
functional. On the other hand, using the experimental structure [13], we can stabilize
an AFM state with a different ordering pattern from Figure 18, which was found to be
metallic. Although the HSE functional includes a portion of the exact exchange, it does not
account for the correlation effect. In the future, a semiconducting band structure can be
achieved using methods that consider the correlation effect, such as GW approximation
and dynamical mean field theory calculations.
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5. Conclusions

Both the tight-binding model and the DFT calculation have indicated the possibility of
Dirac cone formation in two single-component molecular conductors derived from metal
complexes with extended tetrathiafulvalenedithiolate ligands, [Ni(tmdt)2] and [Ni(btdt)2].
Despite various band calculations performed on these systems, the formation of Dirac
cones has never been reported before. This is because the close relationship between single-
component molecular conductors and the Dirac electron system has not been recognized.
Our proposed mechanism suggests that the stretcher bond type molecular arrangements
favor the formation of Dirac cones, providing an important clue for the development
of new Dirac electron systems. The manifestation of the Dirac electron system depends
primarily on the proximity of the Dirac point to the Fermi level. Furthermore, the study of
[Ni(btdt)2] has revealed the importance of antiferromagnetic spin order effects. As observed
in [Ni(btdt)2], the results obtained from the tight-binding model and DFT calculations do
not always agree. Although resolving this discrepancy remains a future challenge, this
work has demonstrated that combining the strengths of both methods is a powerful tool
for the design of functional molecular materials.
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Appendix A. Crystal Data of [Ni(btdt)2] Optimized with the vdw-df2-b86r Functional

Space group: P
−
1

Lattice constants: ao = 6.36, bo = 8.57, co = 14.46 Å, αo = 113.28, βo = 78.34, γo = 126.73◦

Fractional atomic coordinates:

Atom x y z

Ni 0.0000 0.0000 0.0000
S1 0.2206 −0.0388 0.0741
S2 −0.1432 0.1154 0.1400
S3 0.3365 0.0884 0.2961
S4 −0.0134 0.2300 0.3580
S5 0.4602 0.2102 0.5300
S6 0.1176 0.3598 0.5927
C1 0.1804 0.0637 0.1994
C2 0.5499 0.3109 0.7322
C3 0.0192 0.1324 0.2288
C4 0.1948 0.1925 0.3948
C5 0.2495 0.2466 0.4943
C6 0.4262 0.3049 0.6600
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Atom x y z

C7 0.2691 0.3799 0.6900
C8 0.2393 0.4651 0.7923
C9 0.3672 0.4743 0.8641

C10 0.5199 0.3961 0.8342
H1 0.1208 0.5274 0.8155
H2 0.3477 0.5446 0.9444
H3 0.6189 0.4020 0.8906
H4 0.6678 0.2480 0.7085
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Abstract: Most high-Tc superconductors are spatially inhomogeneous. Usually, this heterogeneity
originates from the interplay of various types of electronic ordering. It affects various superconducting
properties, such as the transition temperature, the magnetic upper critical field, the critical current, etc.
In this paper, we analyze the parameters of spatial phase segregation during the first-order transition
between superconductivity (SC) and a charge- or spin-density wave state in quasi-one-dimensional
metals with imperfect nesting, typical of organic superconductors. An external pressure or another
driving parameter increases the transfer integrals in electron dispersion, which only slightly affects
SC but violates the Fermi surface nesting and suppresses the density wave (DW). At a critical pressure
Pc, the transition from a DW to SC occurs. We estimate the characteristic size of superconducting
islands during this phase transition in organic metals in two ways. Using the Ginzburg–Landau
expansion, we analytically obtain a lower bound for the size of SC domains. To estimate a more
specific interval of the possible size of the superconducting islands in (TMTSF)2PF6 samples, we
perform numerical calculations of the percolation probability via SC domains and compare the results
with experimental resistivity data. This helps to develop a consistent microscopic description of SC
spatial heterogeneity in various organic superconductors.

Keywords: superconductivity; CDW (charge-density waves); SDW (spin-density wave); phase
diagram; organic superconductor

1. Introduction

Superconductivity (SC) often competes [1–3] with charge-density wave (CDW) or
spin-density wave (SDW) electronic instabilities [3,4], as both create an energy gap on the
Fermi level. In such materials, the density wave (DW) is suppressed by some external
parameter, which deteriorates the nesting property of the Fermi surface (FS) and enables
superconductivity. The driving parameters are usually the chemical composition (doping
level) and pressure, as in cuprate- [5–10] or iron-based high-Tc superconductors [11,12],
organic superconductors (OSs) [13–26], transition metal dichalcogenides [1–3], etc. The DW
can also be suppressed [27] or enhanced [28,29] by disorder. The latter happens, e.g., in
(TMTSF)2ClO4 organic superconductors [13,14,28–30], where the disorder is controlled by
the cooling rate during the anion ordering transition. Anion ordering splits the electron
spectrum, which deteriorates the FS nesting and dampens the SDW, enabling SC.

The SC–DW interplay is much more interesting than just a competition. Usually,
the SC transition temperature, Tc, is the highest in the coexistence region near the quantum
critical point where the DW disappears [1,2,20,21]. This is attributed to the enhancement of
Cooper pairing by the critical DW fluctuations, similar to cuprate high-Tc superconduc-
tors [31]. This enhancement is also common for other types of quantum critical points,
such as antiferromagnetic (AFM) points in cuprate [32,33] or heavy fermion [34] super-
conductors, ferromagnetic points [35], nematic phase transitions in Fe-based supercon-
ductors [36,37], etc. The enhancement of electron–electron (e–e) interactions in the Cooper
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channel already appears in the random-phase approximation, and the resulting strong mo-
mentum dependence of e–e coupling may lead to unconventional superconductivity [38].
The spin-dependent coupling to an SDW may additionally affect the SC in the case of
their microscopic coexistence and even favor triplet SC pairing [39,40]. Generally, any
antiferromagnetic background changes the spin structure of eigenstates and the electronic
g-factor, as was studied both theoretically and experimentally in cuprate and organic super-
conductors [41]. The upper critical field Hc2 is often several times higher in the coexistence
region than in a pure SC phase [18,25], which may be useful for applications.

OSs are helpful for investigating the SC–DW interplay because they have rather
weak electronic correlations and low DW and SC transition temperatures [13,14], which is
convenient for their theoretical and experimental study. However, their phase diagram,
layered crystal structure and many other features are very similar to those of high-Tc
superconductors. Moreover, by changing the chemical composition or pressure in OSs,
one can easily vary the electronic dispersion in a wide interval and even change the FS
topology from quasi-1D (Q1D) to quasi-2D. Large and pure monocrystals of organic metals
can be synthesized, so that their electronic structure can be experimentally studied by
high-magnetic-field tools [42] and by other experimental techniques [13,14].

To understand the DW–SC interplay and the influence of DW on SC properties in OSs,
one needs to know the microscopic structure of their coexistence. Each of these ground
states creates an energy gap on the Fermi level and removes the FS instability. Hence,
the DW and SC must be somehow separated in the momentum or coordinate space. The
momentum space DW–SC separation assumes a spatially uniform structure, where the FS
is only partially gapped by the DW, and the non-gapped parts of the FS maintain SC [3,40].
The resistivity hysteresis observed in (TMTSF)2PF6 [19] suggests the spatial DW/SC segre-
gation in OSs. Microscopic SC domains of size d comparable to the DW coherence length
ξDW may emerge due to the soliton DW structure [39,43–46]. However, such a small size
of SC or metallic domains contradicts the angular magnetoresistance oscillations (AM-
ROs) in the region of SC/DW coexistence, observed both in (TMTSF)2ClO4 [30] and in
(TMTSF)2PF6 [21] and implying the domain width d > 1 µm [21,30].

The observed [18,25] enhancement of the SC upper critical field Hc2 in OSs is possi-
ble in all of the above scenarios [40,45]. Spatial DW–SC segregation only requires a SC
domain on the order of the penetration depth λ of the magnetic field into the supercon-
ductor [47]. In (TMTSF)2ClO4, the penetration depth within the TMTSF layers is [48]
λab(T = 0) ≈ 0.86 µm, and increases with T → TcSC. Hence, the macroscopic spatial phase
separation with a SC domain size d > 1 µm suggested by AMRO data [21,30] is consistent
with the observed Hc2 enhancement in the DW–SC coexistence phase.

Another interesting feature of SDW/SC coexistence in OSs is the anisotropic SC
onset, opposite to a weak intrinsic interlayer Josephson coupling in high-Tc superconduc-
tors [47]; the SC transition and the zero resistance in OSs was first observed [20,21,28]
only along the least-conducting interlayer z-direction, then along the two least-conducting
directions, z and y, and only finally in all three directions. This anisotropic SC onset was
explained recently [49] by assuming a spatial SC/DW separation and studying the perco-
lation in finite-size samples with a thin elongated shape relevant to the experiments on
(TMTSF)2PF6 [20,21] and (TMTSF)2ClO4 [28,29]. This additionally supports the scenario
of spatial SC/DW segregation in the form of rather large domains of width d > 1 µm.
However, the microscopic reason for such phase segregation remains unknown. Similar
anisotropic SC onset and even Tc enhancement in FeSe mesa structures was observed and
explained by heterogeneous SC inception [50]. The spatial segregation in FeSe and some
other Fe-based high-Tc superconductors probably originates from the so-called nematic
phase transition and domain structure, but similar electronic ordering is absent in OSs.

Recently, the DW–metal phase transition in OSs was shown to be of first order [51],
which suggests that the spatial DW–SC segregation may be due to phase nucleation during
this transition. In this paper, we estimate the typical size of superconducting islands in
organic metals with two different methods. In Section 2, we formulate a model and the
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Landau–Ginzburg functional for free energy in the DW state. In Section 3.1, we analytically
obtain a lower bound for the size of the superconducting islands. In Section 3.2, we discuss
the relationship between the DW coherence length and the SC nucleation size during
the first-order phase transition. In Section 3.3, we perform numerical calculations of the
percolation probability, from which we determine the interval of possible sizes of the
superconducting islands in (TMTSF)2PF6. In Section 4, we discuss our results in connection
with the experimental observations of (TMTSF)2PF6 and in other superconductors.

2. The Model
2.1. Q1D Electron Dispersion and the Driving Parameters of DW–Metal/SC Phase Transitions
in OSs

In Q1D organic metals [13,14], the free electron dispersion near the Fermi level is
approximately given by

ε(k) = h̄vF(|kx| − kF) + t⊥(k⊥), (1)

where vF and kF are the Fermi velocity and Fermi momentum in the chain x-direction. The
interchain electron dispersion t⊥(k⊥) is given by the tight-binding model:

t⊥(k⊥) = 2tb cos(kyb) + 2t′b cos(2kyb), (2)

where b is the lattice constant in the y-direction. The dispersion along the interlayer z-axis
is usually significantly less than along the y-axis; thus, it is left out here. In (TMTSF)2PF6,
the transfer integral tb is ≈ 30 meV [52], and the “antinesting” parameter t′b is ≈ 4.5 K [53]
at ambient pressure.

As illustrated in Figure 1b, the FS of Q1D metals consists of two slightly warped sheets
separated by 2kF and roughly exhibits the nesting property.

0.1

1

10

(a) (b)

Figure 1. (a) Pressure–temperature phase diagram of (TMTSF)2PF6 recreated from resistivity data
in ref. [20]; (b) schematic FS of (TMTSF)2PF6, obtained from the Q1D electron dispersion given by
Equations (1) and (2). The nesting vector Q is indicated by the black arrow.

It leads to the Peierls instability and favors the formation of DWs at low temperatures
T < TcDW ≡ Tc, which competes with superconductivity. The quasiparticle dispersion in
the DW state in the mean-field approximation is given by

E±(k) = ε+(k, k−Q)±
√
|∆Q|2 + ε2

−(k, k−Q), (3)

where we have used the notations

ε±(k, k′) =
ε(k)± ε(k′)

2
. (4)
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The FS has the property of perfect nesting at the wave vector Q if ε+(k, k−Q) = 0. If
ε+(k, k−Q) < |∆Q| for the entire FS, all electron states are gapped at the Fermi level due to
DW formation. Then, the DW converts to a semiconducting state at T < TcDW and SC does
not emerge. If ε+(k, k−Q) > |∆Q| in a finite interval of k at the Fermi level, the metallic
state survives at T < TcDW. Then, a uniform SC state may emerge, but its properties differ
from those without DWs [39,40] because of the FS reconstruction and the change in electron
dispersion by the DW. For Q = Q0 = (2kF, π/b), only the second harmonic in the electron
dispersion given by Equation (2) violates FS nesting: ε+(k, k−Q0) = 2t′b cos(2kyb). Hence,
usually only t′b ∼ t2

b/vFkF � tb is important for the DW phase diagram.
With the increase in applied pressure P, the lattice constants decrease. This enhances

the interchain electron tunneling and the transfer integrals. The increase in t′b(P) with pres-
sure spoils the FS nesting and decreases the DW transition temperature TcDW(P). There is
a critical pressure Pc and a corresponding critical value t′∗b = t′b(Pc) at which TcDW(Pc) = 0
and a quantum critical point (QCP) exists. The electronic properties at this DW QCP are
additionally complicated by superconductivity emerging at T < TcSC at P > Pc. In organic
metals, SC appears even earlier, at P > Pc1 < Pc, and there is a finite region Pc1 < P < Pc
of SC–DW coexistence [20,21,25]. This simple model qualitatively describes the phase
diagram observed in (TMTSF)2PF6 [20,21,25], α-(BEDT-TTF)2KHg(SCN)4 [25], in various
compounds of the (TMTTF)2X family [26,54,55] and in many other OSs [13,14,16,17].

2.2. Mean Field Approach and the Landau–Ginzburg Expansion of DW Free Energy

Mean-field theory does not correctly describe strictly 1D conductors, where non-
perturbative methods are helpful. However, in most DW materials, nonzero electron hop-
ping between the conducting 1D chains and the 3D character of the electron–electron (e–e)
interactions and lattice elasticity reduce the deviations from the mean-field solution and
also make most of the methods and exactly solvable models developed for the strictly 1D
case inapplicable. On the other hand, the interchain electron dispersion strongly dampens
the fluctuations and validates the mean-field description [56,57]. The perpendicular-to-
chain term t⊥(k⊥) in Equations (1) and (2) is much greater than the energy scale of the DW
transition temperature (Tc0 ≈ 12.1 K). Only the ”imperfect nesting” term ∼ t′b of t⊥(k⊥) is
on the order of Tc0. Hence, the criterion for the mean-field theory to be applicable [56,57],
t⊥ � Tc0, is reliably satisfied in most Q1D organic metals.

For our analysis, we take the Landau–Ginzburg expansion of the free energy in the
series of even powers of the DW order parameter ∆ = ∆Q:

F ' A(T, Q)

2
|∆|2 + B

4
|∆|4 + C

6
|∆|6 + D

8
|∆|8 + . . . (5)

Usually, the minimum of the free energy corresponds to the uniform DW order
parameter ∆ when Q = Q0. Since the coefficient A(TcDW, Q0) = 0, we keep its temperature
and momentum dependence. The sign of the coefficient B determines the type of DW–metal
phase transition. If BDW > 0, the phase transition is of the second order, and only the first
two coefficients ADW and BDW are sufficient for its description. If BDW < 0, the phase
transition may be of the first order and the coefficients CDW and even DDW if CDW ≤ 0 are
required for its description. The self-consistency equation (SCE) for a DW is obtained by
the variation in the free energy (5) with respect to ∆:

∆
(

A + B|∆|2 + C|∆|4 + D|∆|6 + . . .
)
= 0. (6)

The free energy (5) can also be calculated by integrating the SCE over ∆. In ref. [58],
the SCE for the DW was derived in a magnetic field acting via Zeeman splitting and for
two coupling constants of the e–e interaction, charge Uc and spin Us (see Equation (17)
in ref. [58]). Without a magnetic field, the charge Uc and spin Us coupling constants do
not couple, and the system chooses the largest one of them, corresponding to the highest
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transition temperature. We rewrite the SCE without a magnetic field and for only one
charge or spin coupling constant U:

∆ = −TU ∑
kω

∆
(ω + iε+)2 + ε2

− + |∆|2 , (7)

where ε± = ε±(k, k−Q) are given by Equation (4), and ω takes the values πT(2n + 1),
n ∈ Z. In Appendix A, we briefly describe the derivation of Equation (7) and discuss the
relation of coefficients in the Landau–Ginzburg expansion (5) with electronic susceptibility.
The Landau–Ginzburg expansion coefficients in Equations (5) and (6) can be obtained by
the expansion of Equation (7) in a power series of |∆|2.

The sum over k in Equation (7) for a macroscopic sample is equivalent to the integral:

∑
k

= 2
∫ dkx

2π

∫ π/b

−π/b

dky

2π
. (8)

The factor of 2 appears because of two FS sheets are present at kx ≈ ±kF. Usually,
for simplicity, the integration limits over kx are taken to be infinite and the resulting
logarithmic divergence of Equation (7) is regularized by the definition of the transition
temperature Tc0. This procedure is briefly described in Appendix B of ref. [51]. When the
Fermi energy EF � tb, for a linearized electron dispersion (1) near the Fermi level, one may
integrate Equation (7) over kx in infinite limits, which gives (cf. Equation (22) of ref. [58])

∆ =
πνF|U|T

2 ∑
ω

〈
∆√

(ω + iε+)2 + |∆|2

〉

ky

, (9)

where the density of electron states at the Fermi level in the metallic phase per two spin com-
ponents per unit length Lx of one chain is νF = 2/πh̄vF. Averaging over ky is denoted by tri-

angular brackets, i.e., 〈·〉ky
= b

∫ π/b
−π/b dky/2π·. Equation (9) is similar to the self-consistency

equation for superconductivity in a magnetic field, where the orbital effect of the magnetic
field is neglected and the pair-breaking Zeeman splitting is replaced by ε+(k, k−Q).

3. Estimation of the Size of the SC Islands
3.1. Analytical Calculation of the Ginzburg–Landau Expansion Coefficients for T � tb

′

Expansion of Equation (9) over ∆ yields

A = −4πT
h̄vF

∑
ω

〈
sgn ω

ω + iε+

〉

ky

− 1
U

=

= − 4
h̄vF

[
ln

Tc0

T
+ ψ

(
1
2

)
−
〈

Re ψ

(
1
2
+

ε+
2πT

)〉

ky

]
,

(10)

where the logarithmic divergence πT ∑ω |ω|−1 ≈ ln(EF/T) is contained in the definition
of Tc0 = EF exp{−1/(vF|U|)}. In (TMTSF)2PF6, Tc0 ≈ 12.1 K [53].

The spatial modulation with the wave vector q of the DW order parameter ∆ corre-
sponds to the deviation of the DW wave vector Q from Q0 by ±q. Hence, the gradient
term in the Ginzburg–Landau expansion of the DW free energy can be obtained by the
expansion of A(T, Q) given by Equation (10) in the powers of small deviation q = Q−Q0.
A(Q, T) depends on Q via ε+ = ε+(k, k−Q), given by Equation (4). For the quasi-1D
electron dispersion in Equations (1) and (2), approximately describing (TMTSF)2PF6, we
may use Equation (21) from ref. [58]:

ε+ =
hvFqx

2
+ 2tb sin

bqy

2
sin
(

b
[
ky −

qy

2

])
− 2t′b cos

(
bqy
)

cos
(
b
[
2ky − qy

])
. (11)
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The general form of the Taylor series of A(T, Q0 + q), given by Equation (10), over the
deviation q = Q− Q0 of the DW wave vector Q from its optimal value Q0 up to the
second order is

A(q) ' − 4
h̄vF


ln

Tc0

T
+

π/b∫

−π/b

dky

(
C0 + cxqx + cyqy + cxyqxqy + Axq2

x + Ayq2
x

)

. (12)

The linear terms and the cross term vanish when taking the integral
∫ π/b
−π/b dqy (this is

always the case if wave vector Q0 is the optimal one). The constant and quadratic terms do
not vanish, thus

A(q) ' A0 + Axq2
x + Ayq2

y. (13)

Expanding Equation (11) over the deviation q = Q− Q0 up to the second order,
substituting it in Equation (10) and expanding the digamma function over the same wave
vector q, we obtain the coefficients Ai:

A0 = − 4
h̄vF


Tc0

T
+ ψ

(
1
2

)
−
〈

Re ψ

(
1
2
− it′b cos

(
2bky

)

πT

)〉

ky


;

Ax = − 4
h̄vF

h̄2v2
F

32π2T2

〈
Re ψ(2)

(
1
2
− it′b cos

(
2bky

)

πT

)〉

ky

;

Ay =
4

h̄vF

b2

8π2T2

〈
2πT

[
tb cos

(
bky
)
− 4t′b cos

(
2bky

)]
Im ψ(1)

(
1
2
− it′b cos

(
2bky

)

πT

)
−

−
[
tb − 4t′b cos

(
bky
)]2 sin2(bky

)
Re ψ(2)

(
1
2
− it′b cos

(
2bky

)

πT

)〉

ky

.

(14)

The integrals over ky in Ay, Ax and A0 can be calculated numerically and give the
coherence lengthes ξx and ξy. From Equations (A10) and (A11), it follows that

ξ2
i = Ai/A0. (15)

Figure 2 shows ξx and ξy as functions of temperature T for two different values of
t′b: t′b ≈ 0.42 t

′∗
b , corresponding to (TMTSF)2PF6 at ambient pressure [53] (solid orange

and dashed green lines), and t′b = 0.95 t
′∗
b (solid red and dashed blue lines), i.e., close

to the quantum critical point at t′b = t
′∗
b . These curves diverge at T = Tc(t′b), where

A0 = 0. This divergence, being a general property of phase transitions, is well known
in superconductors. When plotting Figure 2, we used Equations (14) and (15), and the
parameters of (TMTSF)2PF6, i.e., b = 0.767 nm [59] and vF = 107 cm/s [52].

At rather high temperatures (2πT � ε+ ∼ tb
′), we may expand the digamma function

in Equation (10) to a Taylor series near 1/2, which gives

ψ

(
1
2

)
−
〈

Re ψ

(
1
2
+

iε+(k, k−Q)

2πT

)〉

ky

' b
2π

π/b∫

−π/b

dky
ψ(2)(1/2)ε2

+(k, k−Q)

8π2T2 . (16)
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Figure 2. Temperature dependence of the DW coherence length ξ along two main axes at two
different values of t′b: t′b = 4.5 K = 0.42 t

′∗
b , corresponding to (TMTSF)2PF6 at ambient pressure,

and t′b = 0.95 t
′∗
b . Solid and dashed lines correspond to the numerical solution of Equations (14),

while the dotted lines correspond to the approximate analytical formulas in Equations (17) and (18).

Expanding Equation (11) over q up to the second order and substituting it into
Equation (10) after using Equation (16), we obtain the coefficients Ai:

A0 = − 4
h̄vF

[
ln

Tc0

T
+

t′b
2

4π2T2

]
;

Ax = − 4
h̄vF

ψ(2)
(

1
2

)[
h2v2

F
32π2T2

]
; Ay = − 4

h̄vF
ψ(2)

(
1
2

)


b2
(

t2
b − 4t′b

2
)

16π2T2


.

(17)

Substituting them into Equation (15), we derive simple analytical formulas for the
SDW coherence lengths, ξx and ξy, valid at πT � t′b:

ξx =
h̄vF

2
√

2

√
1
/(

4π2T2 ln(Tc0/T)/ψ(2)(1/2) + t′b
2
)

;

ξy =
b
2

√√√√ t2
b − 4t′b

2

4π2T2 ln(Tc0/T)/ψ(2)(1/2) + t′b
2 .

(18)

At this limit of πT � t′b, the ratio of coherent lengths along the y- and x-axes does not
depend on temperature:

ξy

ξx
=

b
h̄vF

√
2
(

t2
b − 4t′b

2
)
≈ 0.5. (19)

The temperature dependence of the coherence lengthes ξx and ξy given by Equation (18)
are shown in Figure 2 by dotted lines. The black dotted curves in Figure 2 are obtained
from Equation (18) by setting t′b = 4.5 K = 0.42 t

′∗
b , corresponding to (TMTSF)2PF6 at

ambient pressure [53]. These curves coincide with the result of numerical integration in
Equations (14), which confirms the applicability of Equations (17) and (18) with these param-
eters. From Equation (18), we obtain ξx ≈ 0.06 µm and ξy ≈ 0.03 µm at T = Tc0 = 12.1 K,
corresponding to T/Tc − 1 ≈ 0.075. However, at T/Tc − 1 ≈ 0.01, this gives ξx ≈ 0.16 µm
and ξy ≈ 0.08 µm.

3.2. Relation between the Coherence Length and Nucleation Size during the First-Order
Phase Transition

Despite an extensive study of the phase nucleation process during the first-order phase
transition [60–63], its general quantitative description is still missing. The nucleation rate
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and size may strongly depend on minor factors relevant to a particular system. The DW–
metal or DW–SC phase transitions also have peculiarities, such as a strong dependence on
the details of electron dispersion. Nevertheless, one can roughly estimate the lower limit
of the nucleus size using the Ginzburg–Landau expansion for DW free energy. The latter
gives the energy of a phase nucleus Ω, described by the spatial variation ∆(r) of the DW
order parameter during the first-order phase transition as

∆FΩ ≈
∫

Ω
d3r

1
2

[
A0∆2 + ∑

i
Ai(∂i∆)2

]
≈
∫

Ω
d3r

A0

2

[
∆2 + ∑

i
(ξi∂i∆)2

]
. (20)

If the nucleus size di is < 2ξi, the second (always positive) gradient term exceeds
the first term, which is energetically unfavorable. Hence, the minimal dimensions of
phase nucleation during the first-order phase transition is given by the coherence lengths
di > 2ξi. The latter diverges at the spinodal line Tc(t′b) of the phase transition where A0 = 0,
as illustrated in Figure 2 for our DW system. However, the first-order phase transition starts
at a slightly different temperature Tc1, while the spinodal line Tc(t′b) corresponds to the
instability of one phase. Hence, for the estimates of nucleus size di, one should take some
finite interval ∆T = Tc1 − Tc, which is determined by the width of the first-order phase
transition. Unfortunately, the latter is unknown and strongly depends on the physical
system. In our case, this width ∆T depends on the details of electron dispersion, e.g., on
the amplitude of higher harmonics in the electron dispersion given by Equation (2). If we
take a reasonable estimate, i.e., ∆T = Tc1 − Tc ≈ 0.01 Tc, we obtain the SC domain size
d > 2ξ > 0.3 µm.

3.3. Estimates of Superconducting Island Size from Transport Measurements and the Numerical
Calculation of the Current Percolation Threshold

Another method of estimating the average SC island size is based on using the avail-
able transport measurements, especially the anisotropy of the SC transition temperature ob-
served in various organic superconductors [20,21,28] and determined from the anisotropic
zero-resistance onset in various samples. This anisotropy was explained both in organic
superconductors [49] and in mesa structures of FeSe [50] by the direct calculation of the
percolation threshold along different axes in samples of various spatial dimensions relevant
to experiments. The qualitative idea behind this anisotropy is very simple. As the volume
fraction φ of the SC phase grows, the isolated clusters of superconducting islands grow and
become comparable to the sample size. When the percolation via superconducting islands
between the opposite sample boundaries is established, zero resistance sets in. If the sample
shape is flat or needle-like, as in organic metals, this percolation first establishes along
the shortest sample dimension, when the SC cluster becomes comparable to the sample
thickness (see Figure 4a in ref. [49] or Figure 4b in ref. [50] for illustration). With a further
increase in the SC volume fraction φ, the zero resistance sets in along two axes, and only
finally in all three directions, including the sample length.

In infinitely large samples, the percolation threshold is isotropic [64]. Hence, this
anisotropy depends on the ratio of the average size d of superconducting islands to the
sample size L. This dependence can be used for a qualitative estimate of SC island size d
by analyzing the interval of d where the experimental data on conductivity anisotropy are
consistent with theoretical calculations.

The algorithm and implementation details of percolation calculations are given in
refs. [49,50]. Using this method, we calculated the probability of percolation of a random
geometric configuration of superconducting islands in a sample of (TMTSF)2PF6 with
typical experimental dimensions of 3 × 0.2 × 0.1 mm3 [19,20] for various island sizes.
For simplicity, the geometry of the islands was taken as spherical.

Figure 3 shows the dependence of the percolation threshold φc of the SC phase on
the geometric dimensions of the superconducting islands. By the percolation threshold,
we mean the SC volume fraction φ at which the probability of percolation of a randomly
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chosen geometrical configuration of islands is 1/2. In order to take into account possible
random fluctuations of this SC current percolation, in Figure 3, we also plot the interval
of the SC volume fraction φ, corresponding to the large interval of percolation probability
p ∈ (0.1, 0.9) and denoted by the error bars. These error bars get bigger with the increase
in size d of the spherical islands, because the larger the SC domain size d, the smaller
the number N of SC domains required for percolation and hence, the stronger its relative
fluctuations δN/N ∝ N−1/2. From Figure 3, we can see that for the sample dimensions used
in the experiment [20], the percolation threshold via SC domains is considerably anisotropic,
beyond the random fluctuations corresponding to a particular sample realization, if the
domain size exceeds 2 µm. For smaller sizes of superconducting islands, the anisotropy
is smaller than the “error bar” of φc, corresponding to the fluctuations in the percolation
probability p ∈ (0.1, 0.9). These error bars get bigger with the increase in the size d of the
superconducting islands, because the larger the SC domain size, the smaller the number N
of SC domains required for percolation and the stronger the fluctuations in this number
δN/N ∝ N−1/2. For d < 2 µm, the percolation thresholds along all three axes converge to
the known isotropic percolation threshold in infinite samples φc∞ ≈ 0.2895 (see page 253 of
ref. [65]).

2 4 8 16 32
0.0

0.1

0.2

0.3

0.4

Figure 3. The dependence of the percolation threshold φc along different axes on the size of the
spherical island d in (TMTSF)2PF6. The intervals of φc, corresponding to the percolation probability
p ∈ (0.5± 0.4), are indicated by error bars.

4. Discussion and Conclusions

The observed strong anisotropy of the SC transition temperature TcSC in (TMTSF)2PF6 [20,21]
and (TMTSF)2ClO4 [28] samples of thicknesses of ∼0.1 mm is consistent with our perco-
lation calculations of the SC domain size of d > 2 µm. These estimates of the SC domain
size d agree well with the result that dx > 1 µm, implied by the clear observation of
angular magnetoresistance oscillations and of a field-induced SDW in (TMTSF)2PF6 [21]
and (TMTSF)2ClO4 [30]. The latter requires that the electron mean free path, lτ , is >lB,
where lB = h̄/eBb ∼ 1 µm is the so-called quasi-1D magnetic length [21,42]. Hence, all
experimental observations agree and suggest an almost macroscopic spatial separation of
SC and SDW phases in these organic superconductors.

The above SDW coherence length ξ obtained from the Ginzburg–Landau expansion
of the SDW free energy at the first-order SDW–SC phase transition in the organic super-
conductor (TMTSF)2PF6 gives the SC domain size d > 2ξ > 0.3 µm. This generally agrees
with the experimental estimates of d > 1 µm, but gives a too weak limitation because of
the following three possible reasons:

(1) The SC proximity effect [47]: The SC order parameter is nonzero not only in the
SC domains themselves, but also in shells of width δd ∼ ξSC around these SC
domains. The SC coherence length ξSC ∼ h̄vF/π∆SC diverges near the SC tran-
sition temperature TcSC, and even far from TcSC ≈ 1 K in organic superconduc-
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tors δdx ∼ ξSC ∼ h̄vF/πTcSC ≈ 0.3 µm. Hence, the resulting size of SC domains
with this proximity effect shell is dx & 2(ξSC + ξ) ≈ 1 µm, which well agrees with
experimental data.

(2) The clusterization of superconducting islands with the formation of larger SC domains,
glued by the Josephson junction: In current percolation and zero-frequency transport
measurements, such a cluster is seen as a single SC domain. Since the SDW–SC
transition is observed close to the SC percolation threshold (the SC volume fraction
of φc > 0.1), the formation of such SC clusters is very probable. Note that such
clusterization may also explain the small difference between the estimates of the SC
domain size from AMRO data and from current percolation.

(3) An oversimplified physical model: In our percolation calculations, we take all clusters
of the same size, because the actual size distribution of superconducting islands is
unknown. In addition, special types of disorder, such as local variations in (chemical)
pressure, affect the SC–SDW balance.

The size of isolated SC domains allows an independent approximate measurement of
the diamagnetic response. The diamagnetic response of small SC grains of size d . λ, where
λ is the penetration depth of magnetic field into the superconductor, strongly depends
on the d/λ [47] ratio. Note that this penetration depth in layered superconductors is
anisotropic. Since the SC volume fraction φ is approximately known from the transport
measurements and from the percolation threshold, by measuring the diamagnetic response
at φ < φc for three main orientations of a magnetic field B and comparing it with the
susceptibility χ = −φ/(4π) of large SC domains of volume fraction φ, one may roughly
estimate the SC domain size along all three axes. A similar diamagnetic response in
combination with transport measurements was used in FeSe to estimate the size and
shape of superconducting islands above TcSC [66,67]. A similar combined analysis of the
diamagnetic response and transport measurements has also been used to obtain information
about the SC domain size and shape above TcSC in another organic superconductor, β-
(BEDT-TTF)2I3 [68].

Spatial phase segregation may also happen near the quantum critical point of the
Mott-AFM metal–insulator phase transition, e.g., as observed in the κ-(BEDT-TTF)2X family
of organic superconductors [69–72]. The observation of clear magnetic quantum oscilla-
tions [71,72] in the almost insulating phase of these materials indicates a rather large size d
of metal/SC domains in the Mott insulator media, comparable to the electron cyclotron
radius. Although the first of our methods, based on the Ginzburg–Landau SDW free
energy expansion, is not applicable in this case, our second method [49,50], based on the
calculation of percolation anisotropy in finite-sized samples, should work well and give
valuable information about the shape and size of metal/SC domains.

The obtained, almost macroscopic spatial SDW–SC phase separation on a scale of
d & 1 µm implies a rather weak influence of the SDW quantum critical point on SC cou-
pling. Indeed, while in cuprate high-Tc superconductors [5,31,73–76] and in transition metal
dichalcogenides [1–3] the SC–DW coexistence is more “microscopic” and the corresponding
TcSC enhancement is several-fold, in organic superconductors, the TcSC enhancement by
quantum criticality is rather weak, at ∼10%. Note that in iron-based high-Tc supercon-
ductors [11,12], e.g., in FeSe, the TcSC enhancement by quantum criticality is also rather
weak, at ∼10%. A comparison of the observed [50,77] TcSC anisotropy in thin FeSe mesa
structures of various thicknesses with the numerical calculations of percolation anisotropy
in finite-sized samples [50], similar to that in Section 3.3, suggests that the SC domain size
in FeSe is also rather large, at d ∼ 0.1 µm, close to the nematic domain width in this com-
pound. Hence, similar to organic superconductors, in FeSe and other iron-based high-Tc
superconductors, the large size of SC domains reduces the SC enhancement by critical
fluctuations. This observation may give a hint about raising the transition temperature in
high-Tc superconductors, which are always spatially inhomogeneous. The knowledge of
the parameters of SC domains also helps to estimate and even propose possible methods to
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increase the upper critical field and critical current in such heterogeneous superconductors,
considered as a network of SC nanoclusters linked by Josephson junctions [75,78].

To summarize, we have shown that the scenario in which the first-order phase transi-
tion results in the spatial phase separation of SC and SDW in organic superconductors is
self-consistent and also agrees with the available experimental data. We estimated the size
of SC domains d by two different methods. This estimate of d > 1 µm is consistent with
various transport measurements, including the anisotropic zero resistance onset in thin sam-
ples [20,21,28] and with angular magnetoresistance oscillations and magnetic-field-induced
spin-density waves [21,30]. We also discuss the relevance of our results, obtained for or-
ganic superconductors, to high-Tc superconductors, and why the knowledge of SC domain
parameters is important for increasing the transition temperature, the critical magnetic
field Hc2 and the critical current density in various heterogeneous superconductors.
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Appendix A. Mean-Field Theory for DW

The electronic Hamiltonian consists of the free-electron part H0 and the interaction
part Hint:

H = H0 + Hint,

H0 = ∑
k

ε(k)a†
kak,

Hint =
1
2 ∑

kk′Q
VQa†

k+Qaka†
k′−Qak′ .

(A1)

We consider the interactions at the wave vector Q close to the nesting vector
Q0 = (±2kF, π/b). If the deviations from Q0 are small, we can approximate the in-
teraction function as V(Q) ≈ V(Q0) = U. In the case of CDW, U is the charge coupling
constant, while for a SDW, U denotes the spin coupling constant. Next, in the mean-field
approximation, we introduce the order parameter

∆Q = 2U ∑
k

g(k−Q, k,−0),

g(k, k′, τ − τ′) = 〈Tτa†
k′(τ

′)ak(τ)〉.
(A2)

Then, the final mean-field Hamiltonian, which we will study further, is

Hint = ∑
kQ

∆Qa†
k+Qak + H. c.+ const . (A3)

53



Magnetochemistry 2023, 9, 173

The factor of 2 in Equations (A2) and (A7) comes from the summation over two spin
components. The operators a†

k+Q and ak correspond to the same spin component for a
CDW, and to different spin components for an SDW. From Equations (A1) and (A3), using
the standard equation for the operator evolution, ih̄ dÂ/ dt =

[
Â, Ĥ

]
, one obtains the

equations of motion for the Fourier transform of the Green’s function g(k, k′, τ − τ′) =∫
dω/(2π)eiω(τ−τ′)g(k′, k, ω):

[iω− ε(k)]g(k′, k, ω)−∑
Q

∆Qg(k′, k, ω) = δk′ ,k. (A4)

In the metallic phase, ∆Q, given by Equation (A2), vanishes after the thermodynamic
averaging denoted by triangular brackets in Equation (A2). If the DW at wave vector Q0 is
formed, the order parameter ∆Q 6= 0 for Q = Q0, while for Q 6= Q0, the average ∆Q = 0.
The spatial variation in the order parameter ∆(r) =

∫
d3q/(2π)∆(q)eiq·r is described by

the deviation q = Q−Q0 of the DW wave vector Q from its value Q0, corresponding
to the maximum susceptibility. If we now set ∆Q1 = ∆δQ1,±Q, where Q = Q0 + q with
|q| � kF, the equations of motion (A4) can be solved, giving

g(k−Q, k, ω) = − ∆Q

(ω + iε+)2 + ε2
− + |∆Q|2

, (A5)

where ε± = ε±(k, k−Q) are given by Equation (4). From Equations (A2) and (A5), we
obtain the self-consistency Equation (7), omitting the subscript Q in ∆Q:

∆ = −TU ∑
kω

∆
(ω + iε+)2 + ε2

− + |∆|2 . (A6)

The mean-field Hamiltonian given by Equations (A1) and (A3) decouples to a sum
over k of 2× 2 matrices. Their diagonalization gives the new quasiparticle dispersion given
by Equation (3). Hence, the order parameter ∆Q defined in Equation (A2) has the physical
meaning of the DW energy gap for the case of perfect nesting. One could define the order
parameter in a different way as

nQ =
∆Q

U
= 2 ∑

k
〈Tτa†

k′(τ
′)ak(τ)〉, (A7)

which has the physical meaning of electron density nQ at wave vector Q. The latter couples
to the external potential VQ at the same wave vector in the Hamiltonian: δH = δF =
−∑Q nQVQ. The equilibrium value of the DW order parameter ∆Q = UnQ in the presence
of an external field VQ can be obtained from the minimization of the total free energy
Ftot = F + δF, where the free energy F without an external field is given by Equation (5) at
∆Q → 0:

∂Ftot

∂nQ
= −VQ + U

∂F
∂∆Q

= 0, (A8)

or
−VQ + U2nQ

[
A(T, Q) + B

∣∣∆Q
∣∣2 + . . .

]
= 0. (A9)

Hence, the electronic susceptibility just above the DW phase transition temperature TcDW,
where ∆Q = 0, is related to the coefficient A(T, Q) > 0 of the Landau–Ginzburg expansion:

χ(Q) =
nQ

VQ
=

1
A(T, Q)U2 . (A10)

At the DW transition temperature T = TcDW, the coefficient A(T, Q) = 0 for some
Q. Hence, the DW wave vector Q corresponds to the minimum of A(TcDW, Q) or to the
maximum of susceptibility χ(Q) in Equation (A10). Near this extremum, one can expand
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Equation (A10) over the deviation q = Q−Q0 of the DW wave vector Q from its optimal
value Q0:

χ(Q) =
χ(Q0)

1 + ξ2q2 , (A11)

which gives the estimate of the DW coherence length ξ.
Below the phase transition temperature TcDW, Equation (A9) gives

χ−1(Q) = U2
[

A(T, Q) + B|∆|2 + C|∆|4 + ..
]
→ ∞, (A12)

which corresponds to a finite ∆Q at vanishing VQ. Nevertheless, one can find the differential
susceptibility

χ−1(Q) =
dVQ

dnQ
=

∂2F
∂n2

Q
= U2 ∂2F

∂∆2
Q

, (A13)

which generalizes Equation (A10).
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Abstract: Materials containing Dirac fermions (DFs) have been actively researched because they
often alter electrical and magnetic properties in an unprecedented manner. Although many studies
have suggested the transformation between standard fermions (SFs) and DFs, the non-availability
of appropriate samples has prevented the observation of the transformation process. We observed
the interconversion process of DFs and SFs using organic charge-transfer (CT) salts. The samples are
unique in that the constituents (the donor D and acceptor A species) are particularly close to each
other in energy, leading to the temperature- and D-A-combination-sensitive CT interactions in the
solid states. The three-dimensional weak D–A CT interactions in low-symmetry crystals induced
the continuous reshaping of flat-bottomed bands into Dirac cones with decreasing temperature; this
is a characteristic shape of bands that converts the behavior of SFs into that of DFs. Based on the
first-principles band structures supported by the observed electronic properties, round-apex-Dirac-
cone-like features appear and disappear with temperature variation. These band-structure snapshots
are expected to add further detailed understanding to the related research fields.

Keywords: organic Dirac electron systems; band structure reshaping; coexistence of standard and
Dirac fermions; first-principles band calculation; donor-anion interactions; self-doping

1. Introduction

The physical and chemical properties of common materials are governed by electrons
or holes with finite effective masses, i.e., massive fermions [1]. Recently, a series of materials
that contain unique particles called Dirac fermions (DFs) have gained considerable scientific
attention [1–6]. These particles possess unusually small effective masses and unusually high
mobilities because of their Fermi velocities. Owing to these characteristics, the electrons
in these materials behave as relativistic massless fermions. DFs regulate the physical
properties when located near the Fermi level; these fermions exhibit unique electrical
properties such as temperature (T)-independent resistivity (ρ), dρ/dT ~0. Such behaviors
belong to neither metals (dρ/dT > 0) nor nonmetals (dρ/dT < 0). These intriguing physical
properties can be attributed to a unique feature that DF systems share in their band
structures around the Fermi levels: the band dispersion linearly depends on the wave
vectors in the reciprocal space, which leads to cone-shaped bands called Dirac cones [7–32]
(Figure 1a). Unlike the unique feature of the band structures of the DF system, the band
dispersions in common materials are described by parabolic or cosine bands [1].
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A single electron cannot be a DF (massless fermion) and a standard fermion (SF;
massive fermion) at the same time. Therefore, the transformation between them, driven by
band reshaping, has been focused on in terms of how and why this conversion should occur
and how the physical properties should change. Most studies on such transformations are
based on theoretical physics [33–44], and the actual transformation, where chemistry also
plays an important role, remains elusive.

The organic charge-transfer (CT) salts α-D2I3 (D = C10H8S8 (ET), C10H8S6Se2 (STF), and
C10H8S4Se4 (BETS); Figure 1b) under ambient pressure are extensively studied, as well as
their aspects regarding organic DF systems [19–36,45–62]. However, most studies on them
are focused on whether they belong to the zero-gap semiconductors (ZGSs) [19–31,63–66].
It has not been examined experimentally how the reversible conversion of massive and
massless fermions occurs in conjunction with the formation of a Dirac-cone-type band.
Since the discovery of DFs in graphene and related inorganic substances, many studies have
focused on stable two-dimensional (2D) compounds with simple chemical formulae and
high structural symmetries [1–16]. Such samples are often more easily available than the
organic DF systems and favor clear discussion based on precise theoretical analyses such as
first-principles band calculations. Stable inorganic compounds are often obtained as large
robust single crystals in large-scale syntheses, whereas few of these conditions are generally
observed in organic compounds. However, simple electronic systems rarely exhibit the
interconversion between DFs and SFs, as they are thermodynamically too stable and possess
lesser degrees of freedom than complicated electronic systems. In this regard, the bulk DF
systems in α-D2I3 exhibited gradual and reversible transformation between DFs and SFs
with variation in the temperature T, owing to their low-symmetry crystal structures and
various weak but non-negligible competing interactions. We demonstrate the validities of
the calculated band structures by comparing them with the observed physical properties.
Further, we discuss the mechanism of the appearance and disappearance of DFs based on
the corresponding band structures. Our finding revealed that the chemical equilibrium in
the D-I3 redox reaction governs the "physical equilibrium" that determines whether the
fermions behave as DFs or SFs. Most previous studies on organic DFs have discussed their
findings in terms of physics rather than chemistry and focused on the local band structure
around the Dirac cones. By providing the whole band structures connected with D-I3 redox
reaction, this study sheds new light on the research on the production mechanism and
stability of DFs.

2. Materials and Methods
2.1. Materials

The single crystals of α-D2I3 (D = ET, STF, and BETS) and the donor molecules (STF
and BETS) were synthesized by following the reported procedures [45–47]. The details of
the syntheses are described in Supporting Information (Scheme S1). The neutral ET was
purchased from Tokyo Chemical Industry Co., Ltd. (Tokyo, Japan), and used as received. Prior
to the physical property measurements, all single crystals were checked by X-ray oscillation
photography in terms of their crystal quality and the orientation of crystallographic axes.

2.2. Electrical Resistivity Measurements

The electrical resistivities of α-D2I3 (D = ET, STF, and BETS) were measured by a
standard four-probe method using single crystals, gold wires (15 µm in diameter, Nilaco),
carbon paste, and a physical property measurement system (PPMS-9; 10 mW—5 MW) with
EverCool II (Quantum Design). A direct current of 100–200 µA was applied depending on
the resistivity values. For the resistivity measurement of the insulating phase of α-ET2I3,
different equipment with a wider dynamic range of resistivity measurement was used
(the maximum output = 200 V, resolution = 1 pA) with the same four-probe configura-
tion. The equipment was a home-made cryostat consisting of a digital voltmeter (Keith-
ley Nanovoltmeter 2182A, Tektronics, Tokyo, Japan), a current/voltage source (Keithley
SourceMeter 2400, Tokyo, Japan, Tektronics), a digital temperature controller (LakeShore,

60



Magnetochemistry 2023, 9, 153

Model 331, Lake Shore Cryotronics, Inc., Westerville, OH, USA), and a diffusion/rotary
pumping system (DIAVAC, DS-A412N, Diavac Limited, Yachiyo, Japan). To minimize
the joule heating of the sample and a resultant thermoelectric power, a constant current
(≤2 mA) was applied for 20 ms, and the voltage drop was measured in a synchronized
way with the current source. Immediately (~20 ms) after the first measurement, the voltage
was reversed, and the same measurement was carried out. Then, the average was taken
to cancel out the thermoelectric power. At every data acquisition during the resistivity
measurement of the insulating phase of α-ET2I3, we confirmed that 98–100% values of
the set current flew in the sample. In both types of equipment, gold wires (25 µmϕ) were
attached along the b-axis on the ab planes of the crystals for the electrical contacts. The
linearity between current and voltage was checked at every beginning of the measurement
at ~300 K.

2.3. Magnetic Susceptibility Measurements

The magnetic susceptibility was measured using the polycrystalline samples and DC
mode of a SQUID susceptometer (Quantum Design MPMS-XL with an EverCool) in both field
cooling (FC) and zero-field cooling (ZFC) processes at 2–300 K. The sample was contained
in a gelatin capsule with ventilation holes and was set in the middle of a polystyrene straw
(Quantum Design); a magnetic field of 1 T was applied. Background signals from the capsule
and the straw were independently measured, which were then subtracted from the total
susceptibility. The diamagnetic susceptibilities (emu mol−1G−1) of the ET (−2.18 × 10−4),
STF (−1.55× 10−4), BETS (−2.12× 10−4), and I3

− (−3.61 × 10−5) species were cited from
previous studies [26,67,68].

2.4. ESR Spectra Measurements

The ESR spectra of the X band (9.3 GHz) were measured using the single crystals of
α-D2I3 in the temperature range of 120–300 K using JEOL JES-FA100 (JEOL Ltd., Tokyo,
Japan). The single crystal was mounted on a Teflon piece settled with a minimal amount of
Apiezon N grease and sealed in a 5-mm-diameter quartz sample tube in a low-pressure
(~20 mm Hg) helium atmosphere. The background signals were measured prior to the
sample measurement under conditions identical to those of the samples, and the resultant
spectra were subtracted from the raw sample spectra. The Q-values, time constant, sweep
time, modulation, and its amplitude were 4700–8200, 0.03 s, 1 min, 100 kHz, and 2 mT,
respectively. Here, the Q-values are the factors indicating the resonance specification
of the cavity and are defined as the ratio between the energy stored in the cavity and
that consumed inside the cavity. The root dependencies of the ESR intensities on the
microwave power were checked (1–10 mW), and the power was selected to be 4 mW or
9 mW depending on the signal intensity. The magnetic field was corrected by a Gauss meter
(JEOL NMR Field Meter ES-FC5, Akishima, Tokyo, Japan) at the end of every measurement.
The temperature was controlled using a continuous flow-type liquid N2 cryostat with a
digital temperature controller (JEOL). The temperature variation did not exceed ±0.5 K
during the field sweep. The cooling rate was −10 K/min. No hysteretic behavior was
observed in the ESR spectra between the heating and cooling processes.

2.5. X-ray Structural Analyses

The single-crystal X-ray structural analyses of α-ET2I3 (296 K and 100 K) and α-BETS2I3
(296 K and 100 K) were performed using RIGAKU VariMax SaturnCCD724/α (graphite
monochromated Mo-Kα radiation; λ = 0.71073 Å) (Rigaku Co., Ltd., Tokyo, Japan) equipped
with a nitrogen-gas--flow temperature controller (Cobra, Oxford Cryosystems, Long
Hanborough, UK). Regarding the low-temperature measurements, the cooling rate was
−1 K/min. The fluctuation in temperature during the data collections was ~±1 K. The col-
lected data were processed using CrysAlisPro ver. 171.38.46 or ver. 171.41_64.93a (Rigaku
Oxford Diffraction, Tokyo, Japan) prior to the structure determination and refinement using
CrystalStructure 4.3.2 (Rigaku Oxford Diffraction, Tokyo, Japan) or Olex 2-1.5 [69]. The
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hydrogen atoms on the ethylene groups of the ET and BETS molecules were located at the
calculated positions. Further details of the data collection and analyses are described in
the .cif files deposited to the Cambridge Crystallographic Data Centre (CCDC). The CCDC
deposit numbers of the .cif files are as follows: α-BETS2I3 2217842 (100 K) and 2217843
(296 K); α-ET2I3 2217847 (100 K) and 2217848 (296 K).

2.6. Band Structure Calculation

The electronic band structures of the materials were calculated using the Vienna
Ab initio Simulation Package (VASP) [70]. PBE functional [71] was used along with the
augmented plane wave method. Crystal structures derived from the X-ray diffraction
experiments were used, and no structure optimization was performed. The atomic param-
eters used in the calculation were submitted as cif files. The structural data were partly
(80 K and 30 K for α-BETS2I3 [25] and 150 K and 30 K for α-ET2I3 [49]) provided by Prof. H.
Sawa at Nagoya University in Japan; the remaining structural data (296 K and 100 K for
both α-BETS2I3 and α-ET2I3) were obtained in this study as described above. The details of
structural analyses were included in the cif files. The energy convergence with the cut-off
energy and K-point density was carefully examined and the final cut-off of 1000 eV and
8 × 8 × 4 K-points were found sufficient to achieve the convergence of the total energy
< 10−3 eV/atom.

3. Results and Discussion

Below, we briefly summarize the structural and physical properties of α-D2I3. These
properties are known [19–26,45–50], but are necessary for proving the validity of our
calculated band structures. As the observed electronic properties and calculated band
structures in previous papers do not always provide necessary information for comparison
with our calculated band structures in detail, we re-examined the physical properties
shown below. The disorder at the inner-chalcogen (Se and S) atom sites prevented us from
evaluating the band structure of α-STF2I3 using the same calculation as that employed
for the other two salts [21,26,63]. Thus, we will not discuss the band structure of α-STF2I3
and will only discuss the physical properties of α-STF2I3 for comparison. There are papers
showing that the STF salt belongs to the ZGSs at ambient pressure despite the disorder at
the STF sites [21,26,36,63]. Thus, the physical properties of α-STF2I3 augment the current
understanding of the behavior of the DFs in α-D2I3.

3.1. Crystal Structures of α-D2I3

Except for the change in the space group in the phase transition at 135 K for α-ET2I3,
the crystal structures of α-D2I3 (D = ET, STF, and BETS; Figure 1c,d) are qualitatively
identical and practically independent of the temperature T, which is consistent with that
reported in the previous studies [19,45–49]. An important feature is that there are weak
and T-dependent charge-transfer (CT) interactions between D and I3 in addition to the
strong D–D CT interactions that yield D(0.5−δ/2)+ and I3

(1−δ)− (0 < δ << 1) [72,73]; this
indicates that both D and I3 are radical species. The band formation is dominated by D–D
interactions, whereas band reshaping is driven by D–I3 interactions [72,73]. The D cations
aggregate via S---S short (<van der Waals distance of 3.70 Å) contacts, and they form 2D
conduction sheets in the ab planes. In addition, the I3 anions are sandwiched between these
sheets, and they develop H bonds with the ethylene groups of the D cations (C-H---I). The
D–I3 interactions occur via different pathways based on the C-H---I contacts (H---I distances
of ca. 3.0–3.5 Å). The amount of CT between D and I3 depends on T. This structural feature
produces rather complicated hyperfine structures in the electron spin resonance (ESR)
spectra, as discussed hereinafter, which provides evidence for the D–I3 interactions.
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number of residual spins were observed in the insulating phase of -ET2I3.  

Figure 1. Organic Dirac fermion systems: (a) A characteristic band structure of Dirac fermion (DF) sys-
tems in the zero-gap semiconductors around a Dirac point, which is the apex of the cone indicated by a
broken arrow. In this example, a pair of bands (E1(k) and E2(k)) form a cone-type band structure in the
kxky space. © 2020 The Physical Society of Japan (J. Phys. Soc. Jpn. 89, 023701) [21]; (b) Chemical struc-
tures of ET = bis(ethylenedithio)tetrathiafulvalene, STF = bis(ethylenedithio)diselenadithiafulvalene,
and BETS = bis(ethylenedithio)tetraselenafulvalene; (c) Crystal structures (view along the a axis) of
α-ET2I3. The broken lines represent (C-)H---I and (C-)H---S contacts that are shorter than the van der
Waals distances, i.e., 3.35 and 3.05 Å, respectively. These contacts demonstrate the ET–I3 interactions,
which drive band reshaping and transformation between SFs and DFs; (d) Crystal structures (view
along the c axis) of α-ET2I3. The I atoms are omitted in Figure 1d for clarity.

3.2. Physical Properties of α-D2I3

Figure 2 shows the T dependencies of the electrical resistivity (ρ: Figure 2a,b) and
paramagnetic susceptibility (χp: Figure 2c,d) of α-D2I3. Below ~120 K, the resistivity of
α-ET2I3 exhibited a very small temperature dependence (activation energy ~5.2 meV at
78–105 K). This activation energy well agreed with the present band calculation (4.23 meV
at 100 K) as discussed below. Additionally, our observation of the temperature-dependent
activation energy, which clearly decreased at ~70 K, agrees quantitatively with the previous
study [74]. The paramagnetic susceptibility χp manifests the net contribution of the carriers
to the magnetic susceptibility. The high values of χp below 135 K appears to contradict the
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fact that this salt is in the insulating phase below 135 K. However, a substantial number of
residual spins were observed in the insulating phase of α-ET2I3.
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Figure 2. Temperature (T) dependencies of the physical properties (ρ) of α-D2I3: (a) Electrical
resistivity (ρ). D = ET (red), STF (green), and BETS (violet). The vertical axis for ρ is normalized by
ρ at 300 K. The absolute values of ρ at 300 K for the three materials are 47 (D = ET), 2.2 (D = STF),
and 2.9 (D = BETS) in the unit of 10−2 Ω cm; (b) Enlarged view of ρ at low T, which shows thermally
activated T-dependence near the ground states. Energy gaps estimated from the best-fit lines are
5.2 (ET, 78–105 K), 6.7 (STF, T ≤ 16 K), and 1.4 (BETS, T ≤ 16 K) meV; (c) Paramagnetic susceptibility
(χp). D = ET (red = field-cooling (FC) and blue = zero-field cooling (ZFC)), STF (green = FC and pale
brown = ZFC), and BETS (black = FC and violet = ZFC). The absolute values of χp at 300 K for the
three materials are 1.9 (D = ET), 2.0 (D = STF), and 1.5 (D = BETS) in the unit of 10−3 emu G−1 mol−1;
(d) Enlarged view of χp at low T, which shows a unique power-law T-dependence near the ground
states. The T-dependencies of χp near the ground states are different from those of ρ in each α-D2I3.
D = ET (red), STF (green), and BETS (violet). Black lines represent the best-fit lines in the indicated T
ranges: χp ∝ T−0.24 (T < 10 K), χp ∝ T−0.23 (T < 16 K), and χp ∝ T−0.25 (T < 16 K) for D = ET, STF, and
BETS, respectively.

For example, Venturini et al. [53] and Sugano et al. [54] measured the ESR of the single
crystals of α-ET2I3 down to 76 K and 5 K, respectively. Uji et al. measured the resistances
in the ab plane at low-bias voltages of α-ET2I3 down to ~30 K [55]. These studies indicate
the existence of (thermally excited) unpaired electrons/holes well below 135 K. Both ρ and
χp exhibit a metal–insulator (M–I) transition at 135 K for α-ET2I3 (Figure 2a,c); the metallic
carriers (SFs) disappear below this temperature [48,50]. The values of χp and ρ at T < 135 K
are considerably high and low, respectively, for the insulating solids, which suggests that
there is a different type of carriers (fermions) that dominates χp and ρ at ~100 ≤ T < 135 K.
The calculated band structure (Figure 3) indicates that the carriers contain thermally excited
holes and electrons across the band gaps of a few millielectronvolts at the Dirac points.
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Depending on the chemical potential varying with T, these carriers should behave as DFs
when they are thermally excited and are located at the linear band curvatures of the Dirac
cones. At T ≤ 30 K, the thermally excited carriers are massive (SFs) because there are no
more Dirac cones in the bands. The complicated T dependencies of the band structures
(Figure 3, Supplementary Figure S1) create a striking contrast with the monotonical T
dependencies of the electrical and magnetic properties of α-D2I3 (Figure 2) except for the
M–I transition of α-ET2I3. This is because SFs and DFs coexist to contribute to the physical
properties in a wide T range; the ratio (SFs/DFs) varies sensitively with T. The coexistence
of SFs and DFs in some materials was previously suggested for α-ET2I3 [28,64,65] and was
reviewed for other materials [75]. Therefore, we cannot explain all physical properties
from room temperature to the ground states based exclusively on either SFs or DFs in
α-D2I3. Similar cases are reported in different types of materials: the physical properties
of some DF systems can be understood by assuming that they contain different types
of fermions [26,76–78]. The importance of electronic correlation effects on the physical
properties of α-ET2I3 is also discussed [19,28,29].
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Figure 3. T-dependent band structures for α-ET2I3. The figures in the middle row from the left to
the right show the gradual growth of Dirac cones from the flat-bottomed bands with decreasing T
followed by the disappearance of the Dirac cones at 30 K. The Fermi levels (EF) are indicated by the
gray plane in the bottom figures (296 and 150 K). (Top) The outline, (middle) close-up views of the
calculated band structures at the Dirac points, and (bottom) close-up views of the calculated band
structures on the Fermi surfaces. The broken ovals in the bottom figures indicate the locations where
EF intersects the bottom of the top (red) band (296 K) or the top of the bottom (blue) band (150 K). The
band gap between the Dirac cones at 100 K in the figure appears significantly smaller than the actual
band gap (4.23 meV) because the viewing angle is highly inclined against the vertical (energy) axis.
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3.3. Calculated Band Structures of α-ET2I3

The accuracy of the present band calculation is demonstrated to be ~0.04 meV by a
series of closely related calculations of different groups [64,79,80]. Initially, the acquired
band structures of α-ET2I3 (Figure 3) are discussed by comparing them with the observed
physical properties of α-ET2I3 (Figure 2) to confirm the validity of the band calculation.
The closely related band structures of α-BETS2I3 (Figure 4) and physical properties of the
remaining α-D2I3 (D = STF and BETS) are described in this section to demonstrate the
general aspects of band reshaping associated with the physical properties. Figure 3 depicts
the band structures of α-ET2I3 calculated using the Vienna ab initio simulation package
based on the crystal structures at 296, 150, 100, and 30 K under ambient pressure. We
initially discuss the band structures obtained in the metallic phase (296 and 150 K) followed
by those acquired in the insulating phase (100 and 30 K) because α-ET2I3 demonstrates
an M–I transition at 135 K, where drastic changes in the band structures and physical
properties are expected [48–50].
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Figure 4. T-dependent band structures for α-BETS2I3. The figures in the middle row from the left to
the right show the gradual changes in band filling and band shape with decreasing T. The Fermi levels
(EF) are indicated by the gray plane in the bottom figures. (Top) The outline, (middle) close-up views
of the calculated band structures at the Dirac points, and (bottom) close-up views of the calculated
band structures on the Fermi surfaces. The yellow and black broken ovals in the bottom figures
represent the Fermi surfaces at 100 and 80 K, respectively.

α-ET2I3 exhibits the characteristic 2D ET arrangement and isotropic metallic conduc-
tion in the ab plane at 296 K. The obtained band structure at 296 K indicates significantly
isotropic metallic dispersion in the kakb plane, and it is qualitatively consistent with the
crystal structure and conducting properties. Furthermore, the acquired band structures
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have two important features in terms of band reshaping, which are driven by the ET–I3
CT interactions.

First, the Fermi level is located at the top bands (red) of the four highest occupied
molecular orbitals (HOMOs) of ET and the second band (blue) is fully filled. This implies
that ET cation radicals are not quarter-filled (ET+0.5 and I3

−) but are electron doped by the I3
anions (ET(0.5−d/2)+ and I3

(1−d)−). This contradicts the early-stage band calculation finding
of a semi-metallic band structure with almost-equal areas of electron and hole pockets [51],
where they did not consider ET–I3 interactions. In most of the previous band calculations,
some did not consider the CT interaction between I3 and D [25,51,60,61,64,66], while some
included the I3 anions but obtained band structures with a negligible effect of the I3-D
CT interactions [24,62]. As a result, many of them suffered from some inconsistency with
the observed physical properties or adjusted some parameters such as spin-orbit coupling
constants to agree with the observations. The present band structure contains both electrons
and holes as thermally excited Dirac electrons and holes, in addition to the normal electrons
at the Fermi surface. Additionally, the calculated band gap between the Dirac cones is
less than a few meV (~5–50 K) depending on the temperature T, implying that there are
thermally excited Dirac electrons and holes as a part of the carriers down to the lowest T of
the measurements in this work (~2 K). Their contribution to physical properties depends
not only on their numbers but also on their mobilities and anisotropies. Thus, we cannot tell
whether such a type of material would behave as a hole or electron conductor solely from
the calculated band structures. The T-sensitive band structures make the major carriers'
sign more unpredictable. This feature of band structure is common for α-D2I3 (D = ET
(Figure 3), BETS (Figure 4)). The validity of these bands should be confirmed by the data
of Hall coefficients and thermoelectric power for α-ET2I3 at 1 bar and T ≥ 30 K; yet, they
are not reported. For α-BETS2I3 at 1 bar, only the Hall coefficients are reported, which are
small and noisy at T ≥ 50 K [81]. The observed change in the sign of Hall coefficients of
α-BETS2I3 at ~150 K can be partly explained by the present band calculation indicating that
either holes or electrons are doped from I3 to BETS depending on T (Figure 4). Therefore,
our calculation does not contradict with previous experimental results. The bottom of the
top band is apparently flat, and it produces a small Fermi surface as a shallow electron
pocket at approximately (ka, kb) = (0.05, 0.05). The nonlinear band curvature around the
Fermi surface renders the doped electrons to behave as SFs. Dirac cones can barely be
recognized because of the flattening of the bottom band.

The second feature is a small indirect bandgap at the Dirac point Eg(296 K) = 2.91 meV. The
band structure at 296 K is metallic with a Fermi surface at approximately (ka, kb) = (0.05, 0.05);
however, an energy gap exists between two Dirac points at approximately (ka, kb) = (0.025, 0.06)
and (0.08, 0.035). The developing Dirac points are situated at substantially different posi-
tions from the Fermi surfaces, which supports the theory that massless (Dirac) and massive
(standard) fermions can coexist. Below 150 K, a further decrease in T causes the curva-
tures of the band structures to gradually transform around the Fermi level. The nearly
flat-bottomed top (red) band along with the second (blue) band at 296 K starts to develop a
Dirac-cone-like shape at 150–100 K. Indirect band gaps between “primitive Dirac points”,
i.e., the lowest and highest energy points in the top and second bands, respectively, were
3.71 meV at 150 K and 4.23 meV at 100 K. This allows the coexistence of DFs and SFs, and
is quantitatively consistent with the observed electrical, magnetic, and optical properties.

At 100 K, the small Fermi surface located at the bottom of the top band at 296 K
disappears, which results in an insulating band structure consistent with the observation
of the electrical and magnetic properties (Figure 2). The band gap (Eg(100 K) = 4.23 meV)
is indirect and located around the Dirac points. Although the Dirac cones are unclear,
band dispersion around both ends of the top bands show linear curvatures, which render
the electrons (and holes) massless (DFs). Similarly, thermal excitation across the band
gap between “primitive Dirac points” produces Dirac-like electrons and holes, which
account for the observed high electrical conductivity in the insulating phase (T < 135 K).
The activation energy at 78–105 K (5.2 meV), derived from the T-dependent ρ (Figure 2b),
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quantitatively agreed with our calculated band gap (4.23 meV at 100 K). There is a theoretical
paper suggesting the essential change in Dirac cones at ~100 K, in addition to the coexistence
of the standard and Dirac fermions depending on the temperature [64]. Despite the sharp
M–I transition at 135 K, the band structure, which includes the band gap, almost retained its
shape between metallic (150 K) and insulating (100 K) phases. The curvature of the top band
slightly changed from convex (296 K) to concave (100 K). The electrons accommodated in the
top band at 296 K completely disappeared at 100 K, which led to the disappearance of the
Fermi surface. Unlike common M–I transitions, the transition in α-ET2I3 does not originate
from band splitting with the loss of all unpaired electrons or holes; instead, it originates
from the band reshaping associated with the ET–I3 CT interactions. As a CT interaction is
a kind of redox reaction, the degree of CT interactions depends on T, and affects details
of the band structures and band fillings (the number of carriers) simultaneously. This
scenario of band reshaping across the M–I transition is consistent with that discussed in
previous studies [49,52–55]. Such a T-sensitive band structure results in the coexistence
and reversible interconversion between DFs and SFs. A previous optical study on α-ET2I3
at 17 K revealed that the energy gap in the insulating phase was 75 meV [52]. This optically
estimated value should be compared with the corresponding energy difference in our
calculation, namely, ~85 meV, because this value corresponds to a direct gap around the
location of the Fermi surface in the metallic band structure, which agrees with the optically
observed value (75 meV).

At 30 K, the bottom of the top band became nearly flat again, and the band gap (~26.8 meV)
became evident at the Fermi level, which completed the M–I transition. This band reshaping
can be referred to as merging; that is, a pair of symmetry-related Dirac cones merge into a
flat-bottomed band, which simultaneously lose Dirac points, Dirac cones, and DFs.

The calculated band structures of α-BETS2I3 at 296 K, 100 K, 80 K, and 30 K are shown
in Figure 4. At 296 K, both top (red) and second (blue) BETS HOMO bands intersect with
the Fermi level, indicating that α-BETS2I3 at 296 K belongs to a semimetal. This is consistent
with the observed behavior of electrical resistivity and magnetic susceptibility (Figure 2).
Notably, the bottom of the top (red) band remains rather flat at all the temperatures, sugges-
tive of merging between two overtilted Dirac cones [23,25,33–35,81]. Both top and second
HOMO bands in the BETS salt possess about twice widths of those of corresponding
bands in the ET salt, reflecting stronger D–D interactions in the BETS salt than those in the
ET salt. There are band gaps between primitive Dirac points, namely 2.60 meV (296 K),
0.014 meV (100 K), 1.28 meV (80 K), and −0.04 meV (30 K). Herein, the negative sign of
the band gap at 30 K implies that the energy of the bottom of the top-band Dirac cone
is higher than that of the top of the second-band Dirac cone. The calculated band gaps
strongly agree with previously reported values [25,81]. All these band-structure features
indicate the BETS salt is close to overtilting and the merging of a pair of Dirac cones, as
well as close to a ZGS at ambient pressure in the ground state as previously suggested
by calculations [24,25]. Regarding the band reshaping, Figures 3 and 4 show that α-D2I3
(D = ET and BETS) share a qualitative T-dependence. In our calculation, α-BETS2I3 retained
the metallic band structure down to 30 K. However, the electrical resistivity of α-BETS2I3
smoothly commenced to increase at ~50 K (Figure 2a), while the magnetic susceptibility
took the broad minimum at ~30 K (Figure 2c). These observed electronic behaviors sug-
gest the significant effects of fluctuation and/or strong electron correlation at low T in
α-BETS2I3 [22]. The calculated band structures would be inconsistent with the observed
electronic properties owing to fluctuation and/or strong electron correlation, because they
were not considered in the calculation.

In previous work, the reflectance spectra clearly exhibited Drude-type dispersions at
300–25 K for α-BETS2I3 and α-STF2I3, indicating that both salts should be metallic without
M-I transitions (T ≥ 25 K) [26,46]. Meanwhile, for both salts, the electrical resistivities
and magnetic susceptibilities began to increase at T0 ~50 K (BETS) and T0 ~80 K (STF)
with decreasing temperature toward the ground states (Figure 2), suggesting that their
ground states should be non-metallic. In both STF and BETS salts, if we assume an M-I
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transition from a semimetal with a flat-bottomed band at EF and almost-vanishing Fermi
surfaces to a band insulator with a band gap of the order of 1 meV = 8 cm−1, the reflectance
spectra (450 cm−1–25,000 cm−1 at 25–300 K) cannot be distinguished from those of metallic
materials. Accordingly, the M-I transition and the metallic reflectance spectra can be
reconciled with each other based on the present band calculation.

The obscure M-I transitions in the ρ and χ in the BETS and STF salts are explained
by continuous band and Fermi surface deformations with temperature variation. With
decreasing temperature across the transition, the effects of continuous shrinking (and
finally disappearance) of Fermi surfaces make the M-I transition obscure, as observed in
the electrical and magnetic properties of the BETS and STF salts. In fact, their unit cell
volumes did not exhibit any discontinuous change at 30–300 K [25,26]. Accordingly, the M–I
transitions should be of second or higher order for both STF and BETS salts. Furthermore,
the M–I phase transition model proposed here accounts for the observed non-Arrhenius
behavior immediately below T0 (STF and BETS) or TMI (ET) in all α-D2I3 regarding both of
ρ vs. T and χ vs. T (Figure 2).

A unique chemistry underlies the abovementioned reshaping of band structures in
α-ET2I3 and α-BETS2I3. We will discuss this problem more in detail in Section 3.5. The D-I3
interactions has three kinds of effects. Namely, they produce a small number of carriers
in the D-main bands, they make the conduction system weakly three-dimensional, and
they weaken the D-D interactions in exchange for adding the D-I3 interactions. To lower
the energy of such a small carrier system, shallow convex curvature in the band around
the Fermi level would be effective to accommodate the electrons at the bottoms of the
downward convex curvature, whether such curvature is a shallow hollow at the bottom of
the band at the Fermi level (SFs) or a pair of shallow round-apex cones (DFs). In α-D2I3
(D = ET, BETS), such slight band structure reshaping would be realized only by changes in
a part of the electron distribution without the cost of lattice deformation. This is one of the
possible mechanisms to explain the T-sensitive band structure. If they had many carriers at
the Fermi level in a wide band with a higher anisotropy, and if the D-I3 interactions were
negligible, the metal–insulator transition would involve band splitting with an evident
crystal structure change in the D arrangement.

3.4. Spectroscopic Evidence for the Occurrence of DFs: ESR

Figure 5 shows the T dependencies of the ESR spectra of the ET salt under ambient
pressure. The direction of the magnetic field B was parallel (0◦, B // a-axes) or perpendic-
ular (90◦) to the main conduction sheets (ab planes). Even during the M–I transition, the
T dependence was hardly observed in either the 0◦ or the 90◦ spectra. Instead, a significant
angular dependence was noticed between the 0◦ and 90◦ spectra for the peaks centered at
~328 mT (g = 2.006); they were assigned to the carriers based on the following discussion.
First, we discuss the T dependencies of these peaks in both spectra. If these peaks originate
from metallic carriers, i.e., massive fermions, they should disappear below 135 K, because
the salt is an insulator below 135 K. However, this is not the case here: we still observed ESR
signals below 135 K. As stated above, a substantial number of spins were observed below
135 K in different physical properties of α-ET2I3 in previous studies [53–55]. The ESR signal
intensity is not simply proportional to the number of spins when the signal originates from
different kinds of spin systems with different relaxation times. The signal intensities from
the different spin systems may exhibit different anisotropies, which would also deviate the
T-dependence of the intensity from what is anticipated based on the number ratio between
each type of spin. In this case, (Figure 5), the signal (line shape) changed from a Dysonian
type (asymmetric, characteristic to metals) to a Lorentzian type (symmetric, characteristic to
insulators) at the phase transition as shown in Figure 5c, which is consistent with previous
work [53,54,82]. Therefore, the ESR results reconcile with the metal–insulator transition.
The observation of spins in the insulating phase is explained by assuming that there are
two types of carriers, i.e., metallic carriers (massive fermions) and thermally excited Dirac
(massless) fermions (Figure 6), and that only the metallic carriers disappear below 135 K.

69



Magnetochemistry 2023, 9, 153

Yet, a substantial number of the carriers remain by fluctuation of metal–insulator transition
and thermal excitation. This assumption is consistent with the substantially high χp and
low ρ of the “insulating” phase (Figure 2).
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Figure 5. T-dependent ESR spectra of α-ET2I3: (a) 0◦ spectra; (b) 90◦ spectra; and (c) enlarged view
for comparison of the line shapes between metallic (296 K) and insulating (123 K) phases. The 123 K
spectrum is vertically offset for easy comparison of the height/depth of the peaks/valleys. The
spectra in a and b were obtained from the same single crystal. The spectra in c were obtained from
the different sample from those in a and b to show the reproducibility of the Dysonian (296 K) and
Lorentzian (123 K) line shapes. The black arrows indicate possible hyperfine (nuclear spin–electron
spin) or superhyperfine (nuclear spin–nuclear spin) structures.

The evidently weaker intensities of the peaks at all measured T in the 90◦ spectra
compared to those in the case of the 0◦ spectra are noteworthy because they indicate
the occurrence of DFs. The difference is prominent only around the peak at ~328 mT.
This observation is contrary to the general observation in the ESR spectra of 2D organic
conductors that contain only SFs [82]. The application of B in the 90◦ direction generally
yields a stronger peak than that when B is applied in the 0◦ direction [82]. However, the
thermally excited DFs in α-ET2I3 at 1 bar contribute significantly to electrical conduction
in the ab plane, and they generate only weak ESR signals because of their short relaxation
times originating from their unusually large Fermi velocities.

Based on the calculated band structures, this finding can be explained by the peak at
~328 mT being associated with both SFs and DFs (Figure 5). Both fermions are unpaired
electrons and holes, and some are produced by thermal excitation depending on the
temperature. The contributions of these carriers to the ESR signal continuously crossover
with a variation in T. Thermally excited DFs are important below the M–I transition T
(135 K). Accordingly, at T = ~100–135 K, the weak signal at ~328 mT in the 90◦ spectra is
associated with the dominant roles of thermally excited DF in the electrical and magnetic
properties of α-ET2I3 in the ab planes.
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Figure 6. Schematic T-driven band reshaping of: (a) α-ET2I3; and (b) α-BETS2I3. From left to right,
the figures show small but qualitative changes in the band structure and band filling of the electrons
and holes with decreasing T. Red and blue curves represent the top and second HOMO bands,
respectively. For the ET salt, at 296, 150, and 100 K, the shaded areas in the black broken circles at the
growing Dirac points indicate thermally excited electrons (in the top band) and holes (in the second
band), both of which are Dirac fermions (massless). For the ET salt, at 296 and 150 K, the shaded
areas in the red broken circles represent the metallic carriers on the Fermi surface (massive fermions
at 296 K and massless fermions at 150 K). Similarly, for the BETS salt, the shaded areas in the black
(at 296, 80, and 30 K) and red (at 296 and 100 K) broken circles at the Dirac points indicate metallic
carriers (black = filled with holes, blue = filled with electrons) on the Fermi surfaces. For the BETS
salts, thermally excited electrons/holes at the Dirac points are not drawn, for they may be confused
with the metallic carriers at the Dirac points. In the case of the BETS salt at 100 K, the Dirac points are
slightly lower than the Fermi level in energy.

Complicated structures are noticed at ~220–420 mT in both 0◦ and 90◦ spectra at all T.
As the spins on the I atoms (I = 5/2) in the I3 anions exhibited hyperfine or superhyperfine
structures, some structures were intrinsic. In fact, they partially demonstrated consistent
and reproducible responses to different microwave powers (Supplementary Figure S1) and
different samples/independent measurements. The observed microwave power dependen-
cies of the peaks are quantitatively explained by hypothesizing three types of spin systems
with different saturation behaviors (for details, see the note in the caption of Supplementary
Figure S1). In the absence of CT interactions between the ET and I3 species, all carriers
(spins) should be confined within the conducting ET (C10H8S8) sheets, and no hyperfine
structures are expected. Owing to the H bonding shown in Figure 1c, all four terminal
I atoms in the two crystallographically independent I3

− species are inequivalent in the
hyperfine interactions. Consequently, a single peak is divided into many fine peaks.

3.5. Chemistry Driving the Massless–Massive Fermion Transformation

The occurrence and disappearance of Dirac (massless) fermions in the standard (mas-
sive) fermion systems discussed above revealed the importance of a chemical equilibrium
in the D–I3 interaction. This is a spontaneous solid-state redox reaction described by the
following formula,

D(0.5−ε)+ + I(1−ε)−
3 � D(0.5−δ)+ + I(1−δ)−

3 (ε 6= δ, D = ET, STF, and BETS) (1)
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K =

[
D(0.5−δ)+

][
I(1−δ)−
3

]

[
D(0.5−ε)+

][
I(1−ε)−
3

] (ε 6= δ, D = ET, STF, and BETS) (2)

As the equilibrium constants (K in Equation (2)) generally depend on the temperature,
the redox reaction (Equation (1)) proceeds depending on the temperature. Similarly, the
chemical potentials generally depend on both thermodynamic conditions and chemical
environments when intermolecular interactions are important, such as those in solid
states. Still, the reaction described by Equations (1) and (2) in α-D2I3 is unusual in that
ε and δ can take any non-integer number, respectively, resulting in continuous change
in the (metastable) oxidation states of all the chemical species involved in the reaction
(Supplementary Figure S2). This is only possible when both D and I3 species form energy
bands based on close D–D and D–I3 interactions. When the temperature changes, a slight
change in the electron density distribution in the unit cell of α-D2I3 caused by the reaction
(Equation (1)) drives band deformation as shown in Figures 3 and 4. With decreasing
temperature (296 K → 150 K in the ET salt and 296 K → 80 K in the BETS salt), more
and more electrons or holes (massive fermions) travel to the Dirac points, because the
energy at the developing Dirac points continuously becomes lower and lower until it is
finally lowest in the respective bands. Thus, in a wide temperature range, a part of the
doped electrons/holes from the I3 anions (massive fermions) collaborate with the thermally
activated electrons/holes at the Dirac points (massless fermions) in the electronic properties.
Accordingly, the transformation between massless and massive fermions can occur in a
continuous manner. In summary, the abovementioned unusual chemical situation drives
a continuous but qualitative change in the electrical conductivity, magnetic susceptibility,
dimensionality in the electronic system, and the direction of electron transfer (electron-
or hole-doping from the I3 species), in addition to the effective mass of the fermions by
temperature variation.

4. Conclusions

The band reshaping of α-D2I3 (D = ET, BETS) under ambient pressure with respect to
T demonstrates the lifecycle of DF, i.e., the entire process of their occurrence, development,
and disappearance. Massless and massive fermions coexist and crossover each other via
band reshaping. The D-I3 CT interactions play key roles in T-sensitive band reshaping.
As the organic DF systems share many features with other types of DF systems, these
findings shed new light on the entirety of DF systems and accelerate the progression of
related studies. However, the electronic properties specific to DFs, such as T dependencies
of the electrical resistivity and magnetic susceptibility and wavenumber dependence of
the optical conductivity, are often featureless when compared with those of SFs [1–36].
Such monotonical behaviors of the electronic properties could be explained in various
ways. As the analyses of the calculation and experimental results in this study were based
on assumption and approximation as in other studies, further research from different
perspectives and methods for crosschecking are required for a deeper insight into the
nature of DFs.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/magnetochemistry9060153/s1, Scheme S1: Syntheses of neutral BETS and
STF; Figure S1: Microwave-power (P) dependencies of ESR spectra of α-ET2I3 (single crystal, B // a-axis)
at 296 K; Figure S2: Temperature dependence of the molecular (Bader) charges on the crystallographically
independent D (A, A’, B, and C) and I3 (1 and 2) species in (a) α-ET2I3 and (b) α-BETS2I3.
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Abstract: Chemically altering molecules can have dramatic effects on the physical properties of a
series of very similar molecular compounds. A good example of this is within the quasi-1D spin-
Peierls system potassium TCNQ (TCNQ = 7,7,8,8-tetracyanoqunidimethane), where substitution
of TCNQF4 for TCNQ has a dramatic effect on the 1D interactions, resulting in a drop in the
corresponding spin-Peierls transition temperature. Within this work, we extend the investigation to
potassium TCNQBr2, where only two protons of TCNQ can be substituted with bromine atoms due to
steric constraints. The new system exhibits evidence for a residual component of the magnetism when
probed via magnetic susceptibility measurements and muon spin spectroscopy. The observations
suggest that the system is dominated by short range, and potentially disordered, correlations within
the bulk phase.

Keywords: molecular magentism; muon spin relaxation; spin-Peierls; tetracyanoquinodimethane

1. Introduction

There is a large interest in how to tune and drive molecular-based systems into
different ground states to create a novel series of functional materials [1–3]. One way
to achieve this is to use the application of pressure [4]; however, another option within
molecular materials is to use chemical substitution [2], inducing different properties [5] or
where ground states can be altered by using different ligands [6–9].

A simple, well known class of materials to use as a test bed for tuning magnetic
interactions is spin-Peierls (SP) systems. The 1D nature of the chemical magnetic struc-
ture relies on anisotropic interactions, where the coupling of the structural and magnetic
properties leads to a dimerisation of magnetic atoms, ions or molecules, where, in the
case of S = 1/2 magnetic materials, below the SP transition the system is dominated by
singlet-triplet excitations.

A well-known molecular SP system is potassium TCNQ (KTCNQ, where TCNQ =
7,7,8,8-tetracyanoquinodimethane), where the TCNQ molecules form quasi-1D chains of
S = 1/2 anions that are dominated by π–π interactions [10–12], with TCNQ stacking along
the a-axis of the crystal structure. At high temperatures, the TCNQ anions are evenly
spaced within the crystal structure. Below the SP transition temperature (TSP), at 396 K and
identified by using magnetic susceptibility data, the TCNQ anions dimerise, with a strong
intra-dimer exchange, J′, calculated to be approximately −1800 K [10]. This transition is
mediated by electron–phonon coupling and one observes a change in the vibrational modes
on going through TSP [13].

Modern interest in these systems has arisen from the ability to be able to chemically
tune their properties. Recent work by us [14] has shown that when replacing TCNQ with
TCNQF4 (2,3,5,6-Tetrafluoro-7,7,8,8-tetracyanoquinodimethane), there is a dramatic shift in
TSP, from 396 K to 160 K, as indicated by the magnetic susceptibility, which is a result of the
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change in interaction strength between the magnetic dimers. Using muon spin relaxation
(µSR) [15,16], we were able to study the dynamics of the singlet-triplet excitations within
the SP state, and the corresponding singlet–triplet gap was also shown to decrease from
0.20 eV to 0.11 eV on substitution of the fluorine atoms. Although the SP state is expected
to be quasi-1D, the magnetic fluctuations follow the critical power-law expected for a
3D Heisenberg system; therefore, these types of systems exhibit strongly correlated 3D
behaviour. Additionally, further work also illustrated that the highly concentrated defect
states can separately order, where within KTCNQF4, these states were suggestive of 2D
ordering [17].

Within this work, we go a step further and replace TCNQ with TCNQBr2 (2,5-dibromo-
7,7,8,8-tetracyanoquinodimethane), where the slightly bent structure and steric hindrance
imposed by the larger bromine atoms on the TCNQ molecule present an interesting com-
parison. We show that the system, KTCNQBr2, is a highly disordered, where the bulk
behaviour of the magnetic susceptibility is dominated by paramagnetic defects. However,
there is also a broad peak in the temperature-dependent magnetic susceptibility, which
suggests the presence of quasi-1D chains with antiferromagnetic interactions that exist
between S = 1/2 spins residing on TCNQBr2 anions. Importantly, there is no convincing
evidence that KTCNQBr2 undergoes an SP transition in the temperature range investigated
in this work.

2. Materials and Methods

The TCNQBr2, was synthesised using the route described by Wheland and Martin [18].
The KTCNQBr2 was then synthesised through a metathesis reaction of potassium iodide
and TCNQBr2 in anhydrous acetonitrile, as described by Melby et al. [19]. As previously
reported with KTCNQF4, the crystallisation is extremely fast, and this creates an intrinsic
level of disorder within the crystallites. UV-vis spectroscopy confirmed that the resulting
blue/purple powder contained the reduced form of TCNQBr2.

The magnetic susceptibility measurements were taken using a Quantum Design MPMS.
µSR data were collected on the ARGUS spectrometer at the RIKEN-RAL Muon Facility
within the ISIS Neutron and Muon Source. Due to the small amount of sample, the mea-
surements were performed using a mini cold-finger, helium flow cryostat in flypast, where
a small sample holder is used that allows all muons that do not stop within the sample
to “fly past” and not be detected. Further information on the technique can be found
elsewhere [15,16].

3. Results and Discussions

The magnetic susceptibility was measured in both Zero-Field Cooled (ZFC) and Field
Cooled (FC) within an applied field of 1 kG and is dominated by a Curie tail, indicative of
the presence of paramagnetic defects. Figure 1A shows the magnetic susceptibility between
base temperature and 130 K, where despite the presence of a Curie tail, there is a divergence
of the ZFC and FC data sets at approximately 120 K that is outside of the error within the
measurement. This behaviour suggests that there may be a hysteric effect in addition to the
bulk paramagnetism. Plotting the FC data as χT vs. T (inset of Figure 1A) shows a gradual
increase as the temperature is increased, with the dotted line at 120 K indicating a point of
inflection. This provides evidence that there is a change in the type of magnetic interactions
within this region, with the downturn in χT vs. T suggesting that these interactions may
be antiferromagnetic.
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Figure 1. Magnetic susceptibility data on KTCNQBr2: (A) The zero-field cooled (ZFC) and field cooled
(FC) magnetic susceptibility in 1 kG, where one can see the splitting of the curves at approximately
120 K, which is not accounted for by the error within the measurement (the error bars are smaller
then the data points). The inset shows the FC data plotted as χT vs. T. (B) The residual FC magnetic
susceptibility once the paramagnetic, Curie-tail has been subtracted, with the fit to Curie’s law shown
in the inset. The solid line in the main figure is a fit to the Bonner–Fisher law and the dashed line a fit
to Arrhenius behaviour. (C) Subtraction of the ZFC and FC magnetic susceptibilities highlighting the
divergence of the two data sets.

In order to extract more information from these results, it is prudent to attempt to
remove the Curie tail from the data. To do so, a fit was performed on the FC data set using
the fitting function:

χ = C/(T − θ) + χBG, (1)

where C is the Curie constant and θ is the Weiss parameter. The parameter χBG is an offset
accounting for a temperature-independent contribution to the susceptibility, which was
needed to obtain the best description of the data at high temperature. The general fit is
shown in the inset of Figure 1B, with θ = −2.4(2) K, C = 7.0(2)× 10−8 m3 kg−1 K−1 and
χBG = 1.32(2)× 10−9 m3 kg−1. On subtraction of the Curie tail from the data, one can see
(Figure 1B) that there is a slight peak in the residual susceptibility at about 65 K. This is
characteristic of a low-dimensional contribution to the bulk magnetic behaviour and is
likely to be quasi-one-dimensional, being related to stacks of the TCNQBr2 anions forming
a system where short-range magnetic correlations exist. To further extract information on
this quasi-1D state, the Bonner–Fisher equation [20] with a constant background was fit to
the data that describe the temperature dependence of antiferromagentic interactions along
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an S = 1/2 chain. The fit, shown in Figure 1B, produces a exchange constant, | J |= 74(4) K,
with N = 1.5(2)× 1016 kg−1 and a background value of the magnetic susceptibility of
9.2(4) × 10−10 kg m−3. The value of | J |, is consistent with the broad maxima within
the data; however, intriguingly, the low value of N indicates that the 1D state does not
account for the bulk of the sample. Additionally, in order to determine the size of a spin gap
associated with a potential singlet–triplet excited state, the low temperature data were fitted
to an Arrhenius function (see Figure 1B, dashed line) where an activation energy of 17(2) K
(1.5 meV) was extracted. This result suggests that there may possibly be an SP transition
occurring at the lowest temperatures investigated in this work, but one must be cautious
with this interpretation; the Curie–Weiss law describing the defect paramagnetism may
hold at higher temperatures but could break down at lower temperatures, within the region
of interest, as other exchange pathways that are not governed by mean–field interactions
may become dominant. In fact, the complexity of the defect paramagnetic response is
highlighted by the underlying difference between the ZFC and FC curves, as shown in
Figure 1C. There is a clear increase in the difference between the ZFC and FC magnetic
susceptibilities as temperature is lowered, which is suggestive of a magnetically ordered
component with remanence; however, this ordered state is not well defined and appears to
have a slow onset as one cools the sample. This perhaps highlights the local and disordered
nature of the underlying magnetism within the sample. It is also noteworthy that the
number densities of each magnetic component derived from the data analyses are smaller
then expected, and this may point to the predominance of itinerant electrons in the material,
whilst the magnetic susceptibility measurements are dominated by the localised moments.
Given the strong π–π interactions, it may not be surprising that electrons are able to
delocalise across molecules or 1D stacks, and more work is needed to study this further.

In order to probe the evidence for a magnetic transition further, muon spin relaxation
(µSR) was used. µSR is an exceptionally sensitive probe of weak magnetic order and
dynamics on a local scale. The interaction between the muon, in this case µ+, and the
surrounding electronic and nuclear moments can provide information on both the static
and dynamic parts of the magnetic susceptibility. The muon will respond to static magnetic
fields that are transverse to its initial polarisation by precessing, where the precessional
frequency can be related to the internal field through ν = γµB, γµ/2π = 135.5 MHz/T.
Due to the small amount of sample, the measurements were performed using the fly-past
set-up and this has to be optimised to collect the best quality data possible.

The µSR data were collected in zero-field, and one measures the time dependence of
the asymmetry in the decay of muon polarisation when the muon is implanted within the
sample. All spectra were fit using an exponential function:

G(t) = Ar exp(−λt) + AB, (2)

where Ar is the relaxing asymmetry, λ is the muon spin relaxation rate and AB is the baseline.
For the whole data set, the baseline was fixed at 16.4%. The temperature dependencies
of other fitting parameters can be seen within Figure 2. The relaxation rate is sensitive to
both static and dynamic magnetic behaviour, where in the fast fluctuating limit, λ ∝ ∆2/τ,
where τ is the correlation time and ∆ is the static field distribution. The gradual increase
in λ within Figure 2 is a hallmark of a slowing down of dynamic electronic fluctuations,
and this has been observed within other KTCNQ salts [14] as well as other TCNQ-based
salts [21–23]. Key to this is the gradual increase in λ, where the slowing down of electronic
fluctuations appears to be very broad and broader then that observed for other TCNQ-
based SP systems [14,23,24], with the onset of this increase in λ being well above the drop
observed in the magnetic susceptibility below 65 K, as shown in Figure 1B. The λ(T)
data are more indicative of a slowly evolving magnetic system, where there are a range of
interactions, likely due to short-range order, that create local areas of magnetic order which
drive the system into a quasi-static state. Such a magnetic state may be equivalent to that
suggested by the magnetic susceptibility difference shown in Figure 1C. Accompanying
this change in λ(T) is a drop in the relaxing asymmetry, which can be indicative of the
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formation of static order with an internal field that pushes the precessional frequency
beyond the experimental time resolution and is consistent with the rise in λ. An effective
way to model the onset of a transition is to use an error function, a function describing the
first derivative of a Gaussian distribution of transition temperatures, which has also been
used elsewhere [25]. Using an error function to model the data within the inset of Figure 2,
the midpoint of the curve is 167(9) K. Therefore, it is likely that this is not an SP transition,
and instead, there is a build up of 1D correlations, where the electronic moments move
into the experimental time scale and then become quasi-static. Below 50 K, the relaxing
asymmetry increases, and this may be caused by a reduction in the internal field due
to a rearrangement of the spin creating a weaker internal field, with the saturation of λ
indicating that persistent dynamics are present. However, one cannot discount that the
flattening out of λ could also be due to a quasi-static, disordered magnetic state, like a
spin-glass [16]. Interestingly, this is the also the point at which the magnetic susceptibility
shown within the Figure 1B turns over and so the two behaviours may be correlated.

Figure 2. The temperature dependence of the muon spin relaxation rate, λ in zero-field. The dotted
line is a guide to the eye. The inset shows the temperature dependence of the relaxing asymmetry;
the solid line is a fit to the data using an error function, with a midpoint of 167 K.

4. Conclusions

The substitution of TCNQ for TCNQBr2 within the simple spin-Peierls system KTCNQ
has created a system where there is little evidence for a spin-Peierls transition as seen within
similar molecular systems. The magnetic susceptibility data provide some evidence that
there is a residual component that could be treated as showing 1D behaviour; however, it is
worth nothing that the fits are merely suggestive and not conclusive on their own. Therefore,
whilst one cannot discount that there is a change in behaviour below 65 K, there is evidence
that the residual component undergoes a different transition or is dominated by a different
type of interaction at higher temperatures. This is further highlighted by the difference
between the ZFC and FC data sets. The µSR data present complementary information, but
the data are not consistent with an spin-Peierls system that would align with that from
the magnetic susceptibility shown in Figure 1B. Instead, the µSR measurements point to a
system that has been driven into a state where short-range magnetic correlations dominate.
The two different regions of behaviour within the µSR certainly warrant more exploration,
but the current data suggest that, on cooling, there is a build-up of magnetic correlations
and these may order or enter a magnetic state where persistent dynamics are present. Given
the planar nature of the TCNQ molecules, it makes sense that this system is also dominated
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by 1D π− π interactions, but the bulky bromine atoms likely prevent the structural change
needed for the system to dimerise and fall into the spin-Peierls ground state.
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Abstract: Two one-dimensional oxalate-bridged Cu(II) ammonium salts, [(CH3)3NH]2[Cu(µ-C2O4)
(C2O4)]·2.5H2O (I) and [(C2H5)3NH]2[Cu(µ-C2O4)(C2O4)]·H2O (II) were obtained and characterized.
They were composed of ammonium: (CH3)3NH+ in (I), (C2H5)3NH+ in (II), [Cu(µ-C2O4)(C2O4)2−]n

and H2O. The Jahn–Teller-distorted Cu(II) is octahedrally coordinated by six O atoms from three
oxalates and forms a one-dimensional zigzag chain. The hydrogen bonds between ammonium,
the anion and H2O form a three-dimensional network. There is no hydrogen bond between the
anion chains. They were insulated at 20 ◦C with a relative humidity of 40%. Ferromagnetic and
weak-ferromagnetic behaviors were observed in I and II, separately. No long-range ordering was
observed above 2 K.

Keywords: Jahn–Teller effect; Cu(II); oxalate; crystal structure; conductivity; magnetism

1. Introduction

The Jahn–Teller effect plays an important role in inorganic superconductors and colos-
sal magneto-resistance materials [1–9]. Interesting conductivity and magnetic behaviors
are expected when the Jahn–Teller effect exists in molecular crystals, such as metal–organic
frameworks. Oxalate (C2O4

2−), as one of the most commonly used short connectors, plays
a key role in molecular-based magnets [10–12]. Long-range ordering has been reported
in metal–oxalate framework compounds from one-dimensional zigzag chains (K2Fe(µ-
C2O4)(C2O4), K2Co(µ-C2O4)(C2O4), Co(µ-C2O4)(µ-HOC3H6OH), TTF[Fe(µ-C2O4)Cl2] and
κ-BETS2[Fe(µ-C2O4)Cl2]) to two-dimensional honeycomb lattices ([(C4H9)4N][CrMn(µ-
C2O4)3], A[MIIFeIII(µ-C2O4)3] (A = ammonium; M = Mn, Fe), [C5H10N3O]2[Fe2(µ-C2O4)3],
Fe2(µ-C2O4)3·4H2O) and square lattices ([Fe(µ-C2O4)(CH3OH)]n) to three-dimensional
metal–oxalate framework compounds ([Co(bpy)3][Co2(µ-C2O4)3]ClO4, Mn(µ-C2O4)(H2O)0.25,
[ZII(bpy)3][MIICrIII(µ-C2O4)3][ClO4] (M = Mn, Fe, Co, Ni) and (Me4N)6[Mn3Cr4(µ-C2O4)12]
·6H2O), while a single chain magnet [C12H24O6K]0.5[(C12H24O6)(FC6H4NH3)]0.5[Co(H2O)2
Cr(µ-C2O4)(C2O4)2] has been reported [13–29].

Quantum spin liquid is an intriguing magnetic state, where spin ordering or freezing
prevents spin frustration in a resonating valence bond (RVB) state. In 1979, P. W. Anderson
proposed the RVB state in S = 1/2, a two-dimensional triangular lattice [30]. In 1987, he
proposed that La2CuO4 is a parent compound of cuprate superconductors. The antiferro-
magnetic insulator La2CuO4 turns into a diamagnetic superconductor after hole doping,
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and a quantum spin liquid with Jahn–Teller distortion on Cu(II) is an indispensable mag-
netic state [31]. The spin-frustrated copper-oxalate framework with Jahn–Teller distortion
supports a platform for molecular-based quantum spin liquids [32,33]. Strong antiferromag-
netic interactions without a long-range ordering above 2 K with spin frustration were ob-
served in two-dimensional honeycomb lattices: θ21-(BEDT-TTF)3[Cu2(µ-C2O4)3]·2CH3OH,
θ21-(BETS-TTF)3[Cu2(µ-C2O4)3]·2CH3OH, [(C3H7)3NH]2[Cu2(µ-C2O4)3]·2.2H2O, hydrogen-
bonded square lattice β”-(BEDT-TTF)3[Cu2(µ-C2O4)(C2O4)2(CH3OH)(H2O)], and three-
dimensional hyperhoneycomb lattice [(C2H5)3NH]2[Cu2(µ-C2O4)3] [34–38]. [(C2H5)3NH]2
[Cu2(µ-C2O4)3], which is a quantum spin liquid with no long-range ordering was ob-
served until 60 mK [39]. In these compounds, the antiferromagnetic behavior depends
on the antiferromagnetic interaction between the ferromagnetic couple. The magnetic
structure of [(C2H5)3NH]2[Cu2(µ-C2O4)3] is lower than the three-dimensional, with the
coexistence of ferromagnetic and antiferromagnetic interactions between Jahn–Teller dis-
torted Cu(II) [37,39]. Researching the magnetic properties of Jahn–Teller distorted one-
dimensional copper-oxalate frameworks [Cu(µ-C2O4)(C2O4)2

2−]n without the hydrogen
bond between anions will help us to quantitatively analyze the magnetic interaction in Jahn–
Teller-distorted two-dimensional and three-dimensional copper-oxalate frameworks and
design new candidate quantum spin liquids. Two one-dimensional copper-oxalate frame-
work compounds, [(CH3)3NH]2[Cu(µ-C2O4)(C2O4)]·2.5H2O (I) and [(C2H5)3NH]2[Cu(µ-
C2O4)(C2O4)]·H2O (II), have been obtained and characterized. The related work is pre-
sented here.

2. Experiment

[(CH3)3NH]2[Cu(µ-C2O4)(C2O4)]·2.5H2O (I) and [(C2H5)3NH]2[Cu(µ-C2O4)(C2O4)]
·H2O (II) were obtained from a methanol solution of Cu(NO3)2·3H2O and H2C2O4·2H2O
with (CH3)3N for I and (C2H5)3N for II in a 1:3:5 ratio at room temperature. Bulk blue
plateful crystals of I and II were obtained after four weeks. The crystal was washed with
CH3COOC2H5 and dried. Elemental analysis calculated (%) for C10H25CuN2O10.50 (I): C
29.67, H 6.22 and N 6.92 and found C 29.87, H, 6.08 and N 6.97. For C16H34CuN2O9 (II): C
41.60, H 7.42, N 6.06 and found C 42.03, H 7.46 and N 6.11.

Elemental analyses of carbon, hydrogen and nitrogen were performed using the Flash
EA 1112 elemental analyzer. The IR spectra were recorded on a Bio-rad FTS6000/UMA500
spectrometer (Figure S1). Thermogravimeter analysis was carried out on a Shimadzu
DTG-60 analyzer at a 10 ◦C/min heating rate from room temperature to 550 ◦C under N2
gas with an Al bag. I remains stable until 40 ◦C, and II remains stable until 80 ◦C.

X-ray powder diffraction was carried out using a Rigaku RINT2000 diffractometer at
room temperature with Cu Kα radiation (λ = 1.54056 Å) in a flat-plate geometry (Figures S2
and S3).

Single-crystal X-ray diffraction was carried out on an Enraf-Nonius KappaCCD diffrac-
tometer at room temperature. The crystal structure was solved using the direct method and
refined using the full-matrix least square on F2 using the SHELX program, with anisotropic
thermal parameters for all non-hydrogen atoms [40]. The hydrogen atoms on C and N were
located through calculation, and on H2O they were located through a difference Fourier
map. All of the H were refined isotropically. The crystallographic data are listed in Table S1.

The resistance measurement was performed on a single crystal at Tonghui TH2828.
Gold wires were attached to the best developed surfaces of a single crystal with a size of
0.40 ∗ 0.30 ∗ 0.11 mm (I) and 0.71 ∗ 0.60 ∗ 0.17 mm (II) using gold paste. The two-probe
conductivity was measured at 20 ◦C and a relative humidity (RH) of 40%.

Magnetization measurements were performed on a polycrystalline sample tightly
packed into a capsule on a Quantum Design MPMS 7XL SQUID system above 2 K. Sus-
ceptibility data were corrected for the diamagnetism of the sample by Pascal constants
and background by experimental measurement of the sample holder [41]. Temperature-
dependent magnetization was performed under an applied field of 1000 G. Isothermal
magnetization was measured at 2 K from 0 to 65 kG.
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3. Result and Discussion

I crystallizes in a triclinic system with space group P 1. There are two (CH3)3NH+,
one Cu2+, one oxalate anion, two half-oxalate anions and one-and-a-half H2O coexisting in
an independent unit (Figure 1). Cu2+ is coordinated to two O atoms from one bidentate
oxalate (O1 and O2) and four O atoms from two disbidentate oxalates in the Q3 Jahn–Teller
distortion mode of a CuO6 octahedron [8].
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Figure 1. Atomic structure of I in an independent unit with scheme label and 50% ellipsoids.
Asymmetry code for C3A, O5A, O6A: 2 − x, 2 − y, −z; C4A, O7A, O8A: 1 − x, 1 − y, −z; H15A: −x,
2 − y, −z.

The Cu–O distances are 1.954(2)~1.992(2) Å on the equatorial plane and 2.292(2) Å,
2.329(2) Å from the apex as a result of the Jahn–Teller distortion. The elongated Cu–O bonds
(Cu1–O6, Cu1–O8) on the Jahn–Teller-distorted octahedron around Cu2+ are highlighted
with solid black lines (Figure 2). The cis O–Cu–O angles are 77.73◦ and 77.12◦ for the
bridged oxalate, 83.56◦ for the terminal oxalate, and 90.70◦, 98.89◦, 90.31◦, 96.85◦, 93.12◦

and 100.68◦ among the terminal and bridged oxalate. The trans O–Cu–O angles are in
the range of 161.01(6)~171.46(6)◦. The axial Cu to oxalate-oxygen angles are 109.17◦ (Cu1–
O6–C3) and 108.27◦ (Cu1–O8–C4). A one-dimensional zigzag [Cu(µ-C2O4)(C2O4)2−]n is
formed along the b axis.
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The one-dimensional [Cu(µ-C2O4)(C2O4)2−]n zigzag chain running along the b axis is
separated by (CH3)3NH+ (N1) along the c axis, and there are hydrogen bonds N–H· · ·O, C–
H· · ·O between the cation and the out O atom in the oxalate. The anionic sheets composed
of a [Cu(µ-C2O4)(C2O4)2−]n chain and (CH3)3NH+ in a 1:1 ratio are separated by a cation
layer composed of a zigzag (CH3)3NH+ (N2) chain and a zigzag H2O chain along the c
axis. There are hydrogen bonds between neighboring H2O molecules. Five H2O molecules
formed a hydrogen-bond [H2O]5 linear cluster along the c axis (Figure 3).
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Figure 3. Arrangement of (CH3)3NH+ and H2O in cation layer of I. Dashed yellow lines are hydrogen
bonds between H2O in [H2O]5.

At last, the hydrogen bonds N–H· · ·O and C–H· · ·O between the ammonium and the
inner O of the terminal and bridged oxalate, the O–H· · ·O between H2O and the oxalate,
and the O–H· · ·O between the H2O molecules form a three-dimensional hydrogen-bonded
network in crystal (Figure 4). There is no hydrogen bond between the anions.
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Figure 4. Packing diagram of I viewed along the b axis. Dash yellow lines are hydrogen bonds. Color
code: Cu, cyan; O, red; C, white; N, blue; H, light grey.

II crystallizes in a monoclinic system with the space group P21/c. There are two
(C2H5)3NH+, one Cu2+, one and two half oxalates, and one H2O in an independent unit
(Figure 5). The Cu2+ is octahedrally coordinated by six O atoms from two bisbidentate
oxalates and one bidentate oxalate, as in I, with Cu–O distances of 1.960(2)~1.999(2) Å on
the equatorial plane, and Cu1–O8: 2.314(2) Å and Cu1–O7: 2.368(2) Å from the apex. The
Cu–O distances of II in the equatorial plane are shorter than the direction of the apex as
a result of the Q3 Jahn–Teller distortion mode, as in I. The cis–O–Cu–O angles are 75.93◦

and 77.79◦ for the bridged oxalate, 88.31◦ for the terminal oxalate and 92.34◦, 93.72◦, 95.98◦,
89.66◦, 95.48◦ and 102.48◦ between the terminal and bridged oxalate. The trans-O–Cu–O
angles are in the range of 160.21(7)~172.64(7)◦. The axial Cu to oxalate-oxygen angles are
108.09◦ (Cu1–O1–C3) and 108.53◦ (Cu1–O8–C4). The Cu–O distances and O–Cu–O angles
in I and II are in the same range of the Cu–oxalate coordination polymer [29,30,34,35,37,38].
A one-dimensional oxalate-bridged zigzag [Cu(µ-C2O4)(C2O4)2−]n chain is formed along
the b axis.
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Asymmetry code for C3A, O5, O7: −x, −y, 1 − z; C4A, C6A, C8A: −x, 1 − y, 1 − z.

The zigzag chain in I and II is centrosymmetric with the inversion center located at the
middle point of the oxalate bridge; thus, the metal sites have a ∆Λ∆Λ configuration along
the b axis in I and II (Figure 6). It is similar to [(CH3)4N]2Cu(C2O4)2(H2O) [42,43]. The
hydrogen bonds between ammonium and the anion and H2O and the anion influence the
bond length of the CuO6 octahedron due to the Jahn–Teller distortion. Due to the magnetic
orbitals of dx2 − y2 on Cu(II) with the unpaired electrons parallel to each other and the
axial Cu to oxalate-oxygen angles, which are sensitive to magnetic interaction and smaller
than 109.5◦, a ferromagnetic interaction was expected [43,44].

Magnetochemistry 2023, 9, 120  5 of 12 
 

 

result of the Q3 Jahn–Teller distortion mode, as in I. The cis–O–Cu–O angles are 75.93° and 

77.79° for  the bridged oxalate, 88.31° for the terminal oxalate and 92.34°, 93.72°, 95.98°, 

89.66°, 95.48° and 102.48° between the terminal and bridged oxalate. The trans-O–Cu–O 

angles are in the range of 160.21(7)~172.64(7)°. The axial Cu to oxalate-oxygen angles are 

108.09° (Cu1–O1–C3) and 108.53° (Cu1–O8–C4). The Cu–O distances and O–Cu–O angles 

in  I  and  II  are  in  the  same  range  of  the  Cu–oxalate  coordination  polymer 

[29,30,34,35,37,38]. A one-dimensional oxalate-bridged zigzag [Cu(µ-C2O4)(C2O4)2−]n chain 

is formed along the b axis. 

 

Figure  5. ORTEP drawing  of  II  in  an  independent  unit with  scheme  label  and  50%  ellipsoids. 

Asymmetry code for C3A, O5, O7: −x, −y, 1 − z; C4A, C6A, C8A: −x, 1 − y, 1 − z. 

The zigzag chain in I and II is centrosymmetric with the inversion center located at 

the middle point of the oxalate bridge; thus, the metal sites have a ΔΛΔΛ configuration 

along the b axis in I and II (Figure 6). It is similar to [(CH3)4N]2Cu(C2O4)2(H2O) [42,43]. The 

hydrogen bonds between ammonium and the anion and H2O and the anion influence the 

bond length of the CuO6 octahedron due to the Jahn–Teller distortion. Due to the magnetic 

orbitals of dx2 − y2 on Cu(II) with the unpaired electrons parallel to each other and the axial 

Cu to oxalate-oxygen angles, which are sensitive to magnetic interaction and smaller than 

109.5°, a ferromagnetic interaction was expected [43,44]. 

 

Figure 6. The zigzag anionic chain in II. 

In II, the [Cu(µ-C2O4)(C2O4)2−]n chain is surrounded by zigzag chains of (C2H5)3NH+ 

and H2O. A pair (C2H5)3NH+ column separates two zigzag chains along the c axis. There 

are hydrogen bonds between the N of the ammonium and the O on the bridged oxalate: 

N1–H1…O5 2.10 Å/146.9°, N1–H1…O8 2.44 Å/131.7°. There are hydrogen bonds between 

the N of the ammonium and the O on the terminal oxalate: N2–H2…O3 2.20 Å/139°, N2–

H2…O4 2.21 Å/143.1°. There are hydrogen bonds between H2O and the terminal oxalate: 

O9–H4…O3 2.11 Å/159°, O9–H3…O4 2.20 Å/164°. There are hydrogen bonds between 

ammonium and H2O: C8–H8C…O1 2.45 Å/174°; C15–H15A…O8 2.40 Å/155°. The hydro-

gen bond forms a two-dimensional (2D) network on the (201) plane (Figure 7). There is no 

hydrogen bond between the one-dimensional [Cu(-C2O4)(C2O4)2−)]n chains. 

Figure 6. The zigzag anionic chain in II.

In II, the [Cu(µ-C2O4)(C2O4)2−]n chain is surrounded by zigzag chains of (C2H5)3NH+

and H2O. A pair (C2H5)3NH+ column separates two zigzag chains along the c axis. There
are hydrogen bonds between the N of the ammonium and the O on the bridged oxalate: N1–
H1· · ·O5 2.10 Å/146.9◦, N1–H1· · ·O8 2.44 Å/131.7◦. There are hydrogen bonds between
the N of the ammonium and the O on the terminal oxalate: N2–H2· · ·O3 2.20 Å/139◦,
N2–H2· · ·O4 2.21 Å/143.1◦. There are hydrogen bonds between H2O and the terminal
oxalate: O9–H4· · ·O3 2.11 Å/159◦, O9–H3· · ·O4 2.20 Å/164◦. There are hydrogen bonds
between ammonium and H2O: C8–H8C· · ·O1 2.45 Å/174◦; C15–H15A· · ·O8 2.40 Å/155◦.
The hydrogen bond forms a two-dimensional (2D) network on the (201) plane (Figure 7).
There is no hydrogen bond between the one-dimensional [Cu(µ-C2O4)(C2O4)2−)]n chains.

On the basis of the hydrogen bonded cation layer, the resistance, as the proton conduc-
tivity under different relative humidities (RH), was measured. Depending on the thermal
dynamic analysis, I and II dehydrate at 40 ◦C (I) and 76 ◦C (II), losing H2O, with a relative
weight of 11.2% in I and 4% in II; therefore, the experiment should be carried out below
40 ◦C (Figure 8). When the RH increased, the conductivity of I and II increased. Under
a relatively high RH, the surfaces of the crystal were covered with debris at first, which
was solvable in gel. Although the sample was restored to a solid state when the RH de-
creased and reached the same value as the beginning, the sample turned out to be in a
polycrystalline state but not a single crystal. When a single crystal of I or II was exposed
to air under a low relative humidity, such as when the relative humidity was lower than
35%, guest molecules, such as H2O, in I and II would escape from the crystal, leading to
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crystalline collapse. The crystal surface remained transparent and clear after measurements
at 20 ◦C and an RH of 40%. The resistance comes from the intrinsic behavior of the crystal.
The resistance is 1 × 109 Ω·cm in I and 1 × 107 Ω·cm in II. They are insulators.
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Figure 7. Arrangement of (C2H5)3NH+, zigzag [Cu(µ-C2O4)(C2O4)2−]n chain and H2O on two-
dimensional hydrogen-bond network viewed along the b axis in II. Dashed yellow lines are hydrogen
bonds. Color code: Cu, cyan; O, red; C, white; N, blue; H, light grey.
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Figure 8. Schematic TGA curves of I and II. Above 300 ◦C, the final residue is CuO.

On the basis of the oxalate-bridging and Jahn–Teller distortion of the Cu(II) ion, Cu(II)
in an independent unit, and the magnetic properties were studied per Cu2+/mol.

At 300 K, the χT value of I was 0.473 cm3 K mol−1 and g = 2.25. It is higher than
0.375 cm3 K mol−1 for an isolated, spin only Cu(II) ion with S = 1/2, g = 2.00 and in the
range of Cu2+ compounds [34–37,45,46]. The χT value remained stable at 0.478 cm3 K
mol−1 at 40 K and increased slowly, reaching 0.71 cm3 K mol−1 at 2 K. No bifurcation is
observed from zero-field-cool magnetization and field-cooled magnetization (ZFCM/FCM)
measurements from 2 K to 100 K under 100 G (Figure S4). The magnetic data were fitted
with the Curie–Weiss law from 2 to 300 K: C = 0.4711(2) cm−1·K/mol, θ = 0.61(6) K and
R = 1.37 × 10−5. It suggests a ferromagnetic interaction in I (Figure 9) [47,48].

A one-dimensional Baker–Rushbrooke–Gilbert model was used to fit the temperature-
dependent magnetization above 2 K, yielding J = 0.60(2) cm−1, g = 2.31(1) and R = 9.2 ×
10−4 (Figure 10) [49]. It shows an intrachain ferromagnetic interaction and corresponds
with the Curie–Weiss fitting.

At 2 K, the isothermal magnetization (M) saturated at 1.11 Nβ (N is Avogadro’s
number and β is the Bohn magneton, 1 Nβ = 5585 cm−1 G mol−1) at 65 kG (Figure 11). The
average anisotropic g-factor calculated from isothermal magnetization at 2 K is 2.22. It is in
the range of 2.25 from χT at 300 K and 2.31 from Baker–Rushbrooke–Gilbert model fitting.
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Figure 11. Isothermal magnetization of I at 2 K.

In II, the χT value was 0.443 cm3 K mol−1 at 300 K with a g-factor of 2.13. It is higher
than the 0.375 cm3 K mol−1 of an isolated, spin only Cu(II) ion with S = 1/2, g = 2.00. It is
in the range of Cu2+ compounds, as in I [34–37,45,46]. As the temperature decreased, the
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χT value decreased slowly to 0.393 cm3 K mol−1 around 30 K, and then increased, reaching
0.446 cm3 K mol−1 at 2 K (Figure 12). No bifurcation was observed in the ZFCM/FCM
measurement from 2 K to 100 K under 100 G (Figure S5). The magnetic data were fitted
with Curie–Weiss law from 80 to 300 K with C = 0.462(1)) cm−1·K/mol, g = −14.2(4) K and
R = 3.8 × 10−5 (Figure 12).
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Figure 12. cT vs. T (left, black empty square), 1/c vs. T (right, black empty circle) and Curie–Weiss
fitting data (red solid) of II.

A one-dimensional Baker–Rushbrooke–Gilbert model combined with exchange cou-
pling was used to fit the temperature-dependent magnetization from 2 to 300 K with
J = 0.87(2) cm−1, g = 2.035(3), zJ = −0.65(2) cm−1 and R = 6.76 × 10−5 (Figure 13) [50]. It
shows that intrachain ferromagnetic interaction is stronger than intrachain antiferromag-
netic interaction. The g-factor is in the range of 2.13 from χT at 300 K.
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solid curve is best fit from the Baker–Rushbrooke–Gilbert model with exchange coupling.

At 2 K, the magnetization increases with increasing field and is saturated at 0.89 Nβ

at 65 kG (Figure 14). The average anisotropic g-factor calculated from isothermal magne-
tization at 2 K is 1.78. Its magnetic behavior is not the same as expected. This means the
Jahn–Teller effect is important to the magnetic property of the copper-oxalate framework.
This is different from the compounds [CrMn(C2O4)3

−]n, where in the ferromagnetic order,
temperature and isothermal magnetization at 2 K are the same as those taken from am-
monium salts to charge-transfer salts [19,51,52]. Depending on the difference in magnetic
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behaviors between I and II, the Jahn–Teller effect will help us to obtain molecular-based
candidate quantum spin liquid and to look for a new superconductor and colossal mag-
netoresistance material from copper-oxalate frameworks as cuprate superconductors and
colossal magnetoresistance material.
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4. Conclusions

Two one-dimensional copper-oxalate framework compounds were obtained and char-
acterized. The hydrogen bonds among ammonium, H2O and the copper-oxalate framework
form a three-dimensional hydrogen-bond network, and there is no hydrogen bond between
the one-dimensional [Cu(µ-C2O4)(C2O4)2−]n chains. The Q3-mode Jahn–Teller distortion
of elongated CuO6 octahedrons is observed. They are insulators. The Jahn–Teller effect
results the ferromagnetic and weak-ferromagnetic interaction between Cu(II) in I and II.
No long-range ordering is observed above 2 K.
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Abstract: The accurate analysis of continuous-wave electron spin resonance (cw ESR) spectra of
biological or organic free-radicals and paramagnetic metal complexes is key to understanding their
structure–function relationships and electrochemical properties. The current methods of analysis
based on simulations often fail to extract the spectral information accurately. In addition, such
analyses are highly sensitive to spectral resolution and artifacts, users’ defined input parameters and
spectral complexity. We introduce a simulation-independent spectral analysis approach that enables
broader application of ESR. We use a wavelet packet transform-based method for extracting g values
and hyperfine (A) constants directly from cw ESR spectra. We show that our method overcomes the
challenges associated with simulation-based methods for analyzing poorly/partially resolved and
unresolved spectra, which is common in most cases. The accuracy and consistency of the method are
demonstrated on a series of experimental spectra of organic radicals and copper–nitrogen complexes.
We showed that for a two-component system, the method identifies their individual spectral features
even at a relative concentration of 5% for the minor component.

Keywords: ESR spectral analysis; hyperfine decoupling; resolution enhancement; wavelet packet
transform; simulation-free spectra analysis

1. Introduction

ESR spectroscopy is a useful and powerful tool for studying biological free radicals and
transition metal cofactors in proteins [1–7]. Understanding the electronic structure and local
environment in such systems provides important insights into catalytic mechanisms [8–13]
and redox processes in biological systems [6,14–16]. However, extracting information from
ESR spectra can be challenging, especially in the case of weak and poorly resolved coupling
interactions between studied spins. Traditionally, ESR spectral analysis is carried out by
the spectral simulations, followed by user interpretation, which not only introduces bias
but impairs the consistency of such analysis. The low-intensity signal components are
difficult to analyze through standard spectral simulations in a variety of cases [17–19].
Accurate spectral analysis in such cases requires quantum chemical computations or special
techniques [20–22], but without sufficient expertise and knowledge in the field, the interpre-
tations rely heavily on the researchers’ experience and intuition rather than the robustness
of the method. An even more challenging problem, which occurs frequently, is the presence
of more than one structurally similar molecule in a system. For closely resembling species,
identifying multiple components by ESR alone could be a daunting task, and the standard
simulation tools are incapable of extracting such information from the spectra without user

95



Magnetochemistry 2023, 9, 112

manipulation. Additionally, every standard ESR simulation method requires user defined
starting configuration for optimization [23,24], which could lead to overfitting and/or
unintended manipulation. Hence, the direct extraction of the relevant spin Hamiltonian
parameters, namely the g-factors and and hyperfine coupling constant (A) values from
an experimental ESR spectrum, would be ideal. The extracted parameter values can be
used directly to interpret the electronic structure or, if needed, can be further optimized by
standard spectral fitting software.

The capability of the wavelet transform to choose a periodic hyperfine pattern from
poorly resolved ESR spectra was highlighted previously [25]. In a series of recent publi-
cations [26–28], we have presented an improved version of the wavelet transform based
spectral analysis, which can decouple different frequency components in an ESR or nuclear
magnetic resonance (NMR) spectrum, enhancing the resolution and providing an oppor-
tunity to extract spectral information or parameters in a selective and objective manner.
Initially, we have modified the Noise Elimination and Reduction via Denoising (NERD)
method [25,29], which is based on the discrete wavelet transform (DWT) method, for the
separation of the hyperfine lines in cw ESR spectra and the extraction of spectral parame-
ters [26]. Later, in analyzing 1H NMR spectra of molecular mixtures, which feature highly
overlapped resonance lines due to the presence of scalar coupling between intramolecular
protons, we recognized that spectral decomposition by the wavelet packet transform (WPT)
is superior to DWT in separating the central frequencies from the multiplet structures
encompassing them [27,28]. Using the same concept, a cw ESR spectrum is decomposed
into its different frequency components by WPT, and at an optimum level of decomposi-
tion, a detail component in the wavelet domain is used to extract the hyperfine and/or
superhyperfine structure, if any. The process is explained with an illustrative example later
in this work (cf. Method). In the case of copper complexes, the analysis of the nitrogen-
hyperfine structure is used for the determination of both g⊥ and hyperfine splitting by
copper, A⊥(Cu).

The outcome of the method has been validated by comparing the extracted hyper-
fine coupling constant values from both partially resolved and unresolved ESR spectra of
Tempol and Tempo, recorded in the absence and in the presence of oxygen, respectively.
We demonstrate the consistency of the WPT-based spectral analysis by using different
wavelets in our analysis, namely Daubechies (Db6 and Db9) and Coiflet (coif3) wavelets.
The method is applied across a wide range of copper complexes, and both the copper
and nitrogen-hyperfine coupling constants are recovered from partially resolved and un-
resolved ESR spectra. The analysis did not use any prior knowledge about the structure
of the complexes or user defined inputs in deriving the spectral parameters. The derived
coordination geometry aligned with the structure predicted from analog studies, inde-
pendent experiments and/or quantum computation, which further validates the results
obtained by the WPT-based spectral analysis. The g and A-values obtained were compared
with the optimized parameters obtained from spectral fitting by EasySpin software for
a set of selected cases. The comparison shows that our method remains unaffected by
artifacts, such as saturation and the passage effect, which affects simulations or spectral
fitting significantly. While the performances of both methods were at par for well resolved
spectra, unresolved spectral features remained inaccessible to the spectral fitting strategy.
In those later cases, to the best of our knowledge, the proposed WPT-based analysis is the
only method that can separate the so-called hidden features from poorly resolved spectra
and extract the relevant spectral parameters by the direct analysis of an ESR spectrum. In
this work, along with describing the extraction of spectral parameters by the WPT analysis
of the ESR spectra of nitroxides and copper complexes, we demonstrated the efficiency of
the method in identifying and analyzing multi-component spectra.
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2. Method
2.1. Overview of the Wavelet Packet Transform Theory

A continuous wavelet transform can be defined as [30]

F(τ, s) =
1√
|s|

∫ +∞

−∞
f (δ)ψ∗

(
δ− τ

s

)
dt (1)

where s is the inverse frequency (or frequency range) parameter, τ is the signal localization
parameter, δ represents the chemical shift, f (δ) is the spectrum, F(τ, s) is the wavelet-
transformed signal at a given signal localization and frequency, and ψ∗

(
δ−τ

s

)
is the signal

probing function called “wavelet”. Different wavelets are used to vary the selectivity
or sensitivity of adjacent frequencies with respect to signal localization. They are not
dependent on a priori information of the signal or its characteristics.

Discrete wavelet transform (DWT) is expressed by two sets of wavelet components
(detail and approximation) in the following way [30]:

Dj[n] =
p−1

∑
m=0

f [δm]2
j
2 ψ[2jδm − n] (2)

Aj[n] =
p−1

∑
m=0

f [δm]2
j
2 φ[2jδm − n] (3)

where f [δm] is the discrete input spectrum, p is the length of input signal f [δm], Dj[n] and
Aj[n] are the detail and approximation components, respectively, at the jth decomposition
level, and ψ[2jδm − n] and φ[2jδm − n] are wavelet and scaling functions, respectively. The
maximum number of decomposition levels that can be obtained is N, where N = log2 p,
and 1 ≤ j ≤ N. The scaling and wavelet functions, at a decomposition level, are orthogonal
to each other, as they represent non-overlapping frequency information. Similarly, wavelet
functions at different decomposition levels are orthogonal to each other.

The detail component Dj[n] is the discrete form of Equation (1), where j and n are
associated with s and τ, respectively. The approximation component Aj[n] represents the
remaining frequency bands not covered by the detail components until the jth level. The
signal f [δm] can be reconstructed using the inverse discrete wavelet transform as follows:

f [δm] =
p−1

∑
k=0

Aj0 [k]φj0,k[δm] +
j0

∑
j=1

p−1

∑
k=0

Dj[k]ψj,k[δm] (4)

where j0 is the maximum decomposition level from which an input signal needs to be recon-
structed. Compared to that, both the approximation and detail components at each level are
further decomposed into a set of approximation and detail components. A schematic dia-
gram of DWT and WPT decomposition against increasing levels are shown for comparison
in Figure 1 [27].

2.2. A Case Study: WPT Analysis of cw ESR Spectrum of Tempo

In this section, we explain the details of WPT spectral analysis by using the cw ESR
spectrum of Tempo as an example, shown in Figure 2. The ESR spectrum of Tempo is
split into three major lines, corresponding to the hyperfine coupling of the 14N nucleus.
Each of those lines are further split by the interaction of the 1H nuclei in the molecule,
giving rise to what we designate as the superhyperfine splitting. Our goal is to separate the
superhyperfine structure in the Tempo spectrum from the other spectral features. The first
level of wavelet decomposition by the DB9 wavelet in Figure 2 shows a pair of approximate
(A1) and detail (D1) components. It can be seen that D1 comprises noise, and the entire
spectrum is represented by A1. Hence, D1 and all the components that derive from D1
during successive decomposition are not used in the spectral analysis. The decomposition
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of A1 is continued until level-4, where the approximation component of AAA3 shows no
superhyperfine splitting, and correspondingly, the approximation component derived from
the decomposition of DAA3 contains the superhyperfine splitting pattern. This is why, in
this case, decomposition until level-4 is considered to be optimal in separating the hyperfine
and superfine splittings of Tempo’s ESR spectrum. For cases where the superhyperfine
is not resolved or visible, the optimum level of decomposition is chosen to be 4 based
on previous work [26]. The WPT analysis is performed using Matlab software, version
9.12.0.1884302 (R2022a), and an illustrative code is given in Appendix A.1.

Figure 1. A schematic diagram of data decomposition in discrete (A) and packet wavelet transform
(B) methods. The approximation and detail components at level k are denoted as Ak and Dk in (A). In
case of wavelet packet transform, the approximation and detail components at a decomposition level
are denoted by the component name of the previous level followed by Ak or Dk, respectively [27].
Copyright, 2022, The Journal of Physical Chemistry.

Figure 2. Separation of hyperfine and superhyperfine components in Tempo’s ESR spectrum by WPT
decomposition using Db9 wavelet. Given that at level-1, A1 contains all the spectral information, D1 and
all the components derived from D1 are rejected. Complete separation of superhyperfine structure from
the approximate component occurred after the decomposition level-3. Pure hyperfine (approximation)
and superfine components are obtained from the decomposition of AAA3 and DAA3.
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3. Materials

A series of experimental X-band ESR spectra were used in our analysis, and the
corresponding molecular structures are given in Table 1. ESR spectra of Tempol and Tempo
are very well studied, and we presented their spectral analysis by WPT for validation
purposes. The mutation of superoxide dismutase-1 (SOD1) is arguably correlated with
the incidence of significant fractions of familial and spontaneous cases of amyotrophic
lateral schlerosis (ALS) disease [31,32]. For one of its mutants, SOD1:H48Q, the cw ESR
spectrum was collected at 9.26 GHz, at a temperature of 30 K and concentration in the
range of 300 to 350 µM using 50 µL 0.4 mm glass capillaries. No cryoprotectant was added
given the viscous nature of the sample. Due to the presence of a glutamine residue in
place of a histidine in the mutant, the nitrogen-hyperfine structure along the g⊥ became
partially resolved as a result of the reduction of the number of nitrogen in the copper
coordination sphere. Cu-AHAHARA spectra were collected at 9.39 GHz for two different
temperatures, 10 K and 100 K. ESR measurements of CuQu and CuQuA were performed in
DMSO solutions at 100 K with an ESR frequency of 9.32 GHz.

Table 1. Molecular structures and ESR frequencies corresponding to the experimental cw ESR spectra
used in this work.

Molecule Structure ESR Frequency (GHz)

Tempo 9.33

Tempol 9.33

SOD1:H48Q SOD1 mutant, histidine (48)
replaced with glutamine

9.26

Cu-AHAHARA A complex of Cu(II) and
AHAHARA peptide:

C-terminus as amide and
N-terminus as acetyl group

9.39

CuQu 9.316

CuQuA 9.316

3.1. Experimental Section
Synthesis

Copper quinoline (CuQuA): 160.0 mg (1.0 mM) 2-amino-8-quinolinol was taken in an
80.0 mL Schlenk flask with a magnetic stirrer bar, and 15.0 mL methanol was added to
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make it a homogeneous yellow color solution. Then, 85.0 mg (0.49 mM) CuCl2·2H2O was
taken separately with 10 mL MeOH in another Schlenk flask under steam of N2. Then, the
two methanolic solutions were charged under nitrogen flow. An immediate dark brown
solution appeared after adding the metal salt to the ligand. Reducing the solvent with
continuous N2/Ar flashing, whitish deep brownish precipitate was observed. The reaction
mixture was further stirred for two hours for completion with N2 purging. Then, the
precipitate was collected, washed with hexane and diethyl ether and dried under a high
vacuum (yield = 137.0 mg, 76% w.r.t. 2-amino-8-quinolinol). XRD-suitable crystals (CCDC
2127156) were grown from slow diffusion from methanol/diethyl ether solution.

Copper quinone (CuQu): Synthesized as reported above, where 8-hydroxyquinoline was
utilized as the precursor ligand (yield = 120.0 mg).

Copper AHAHARA: The AHAHARA peptide was synthesized by manual Fmoc solid-
phase synthesis at elevated temperature using Amide Rink resin, Fmoc-protected amino
acids and previously reported protocols [33].

SOD1:H48Q: The recombinant SOD1:H48Q protein, replacing a histidine with glutamine,
was expressed and purified as described in a previous work [34].

3.2. ESR Experiments

Oxygen-free samples of Tempol and Tempo were prepared by flame-sealing after a
triple repeat of the freeze–thaw cycle under vacuum. Oxygen-saturated samples were
prepared by passing oxygen gas through the radical solution in water for 10 min and
kept under oxygen atmosphere during measurements. Samples with an intermediate
oxygen concentration were prepared and handled in air. The nitroxide concentration in
all the samples was 100 µM. The ESR spectra were recorded at 293 K at a microwave
(MW) frequency of 9.33 GHz, power of 0.1 mW, modulation frequency of 100 KHz and
modulation amplitude of 0.1 G. The ESR spectrum of SOD1:H48Q was recorded at 30 K at
an MW frequency of 9.26 GHz, power of 0.06325 mW, modulation frequency of 100 kHz
and modulation amplitude of 4 G. The copper concentration was estimated to be 50 µM.
The ESR spectra of Cu-AHAHARA complex were acquired in Wilmad tubes using a
Bruker Elexsys E500 EPR spectrometer equipped with a cryostat. Peptide stocks at pH
2 were prepared fresh by adding lyophilized solid (>90%) to 10 mM HCl until peptide
concentration reached 1 mM. First, Cu(II) solution in water (1 mM, 75 µL) and peptide
stock (1 mM in 10 mM HCl, 150 µL) were mixed, and then buffer (91 mM Hepes, pH 8,
275 µL) was added to make a solution with 150 µM Cu(II) and 300 µM peptide (500 µL
final volume). The mixture was incubated at room temperature for 2 h, and then glycerol
was added to a final concentration of 10%, transferred into an ESR tube and flash frozen in
liquid nitrogen. The final pH of the sample was 7.6 as measured by a Spintrode electrode
(Hamilton). ESR spectra were acquired at 100 K and 10 K using the following conditions:
frequency 9.39 GHz, power 5 mW or 2 mW, modulation frequency 100 kHz, modulation
amplitude 8 G (10 K) and 4 G (100 K) and time constant 163.8 ms. The ESR spectra of
CuQu and CuQuA were collected using the Bruker cw ESR EMX spectrometer at the
National Biomedical Resource for Advanced ESR Spectroscopy (ACERT). About 100 mg of
the air-stable copper complexes were dissolved in 1 mL DMSO. The solutions were poured
in 4 mm ESR tubes, frozen in liquid nitrogen and kept in liquid nitrogen Dewar until
they were inserted in the spectrometer. The spectra were recorded at 100 K, a microwave
frequency of 9.316 GHz and attenuation of 30 dB for CuQu and 50 dB for CuQuA.

3.3. ESR Spectral Mix

For multi-component spectral analysis, four mixed spectra were calculated by mixing
the ESR spectra of the compounds, CuQu and CuQuA, in proportions of (A) 2:1, (B) 4:1,
(C) 10:1 and (D) 20:1 (Figure 3).
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Figure 3. WPT analysis of ESR spectra of mixtures of CuQu and CuQuA, mixed in proportions of
(A) 2:1, (B) 4:1, (C) 10:1 and (D) 20:1, respectively. The insets show the WPT component for the
spectral region between 2600 G and 2775 G. Two components were identified in each of the spectral
analyses from the difference in nitrogen-hyperfine splitting of 17 G (green double headed arrow) and
16 G (blue double headed arrow).

4. Results and Discussion
4.1. Validation of the Analysis

The interpretation of partially resolved ESR spectra by fitting has been the standard
practice in the study of organic radicals and paramagnetic metal complexes. The approx-
imations and the principles of such optimizations remain unknown to the users, whose
interpretation of the results is largely dominated by the goodness of the fit and a priori
knowledge about the structure or nature of the molecule under investigation. In contrast,
a direct extraction of parameters, a process that lacks visual aids, can raise queries about
the accuracy of the outputs. That was our motivation to run the analysis on a series of
X-band ESR spectra of Tempol and Tempo under varying oxygen concentrations, as shown
in Figure 4. The superhyperfine lines are fully or partially resolved in absence of oxygen or
when it is present in very low concentration. However, the features become invisible due to
line broadening by increased oxygen concentration. Consequently, while the superhyper-
fine constant in the former cases could be obtained by simple visual inspection or spectral
fitting, none of those are applicable in the latter. In all those cases, the WPT-based method
recovered the superhyperfine structure from the corresponding ESR spectra and extracted
the value of the coupling constant, illustrating both its advantage over the existing spectral
analysis approaches and its consistency.

It should be noted that the hyperfine components contain some features in between
the regions of interest, clearly visible in Figure 4(B1). Such artifacts can be discarded by
either (i) comparing with the original spectra (which was the case for Figure 4(B1)) or
(ii) analyzing the inter-peak spacing, which yields non-uniform splitting in case of artifacts.
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Figure 4. Analysis of X-band cw ESR spectra (blue) of Tempol (A) and Tempo (B) under varying
concentrations of oxygen. The superhyperfine splitting due to the protons is partially resolved in
(A(1–3),B2). The superfine splitting is invisible in the fully oxygenated Tempo spectrum (B1) due to
line broadening. The superfine spectra recovered by the wavelet packet transform-based analysis
of the spectra are shown (orange). The similarity between the superfine splitting constant obtained
from the WPT analysis and direct analysis of the partially resolved should be noted. The validity of
the analysis in case of an unresolved spectrum is demonstrated for (B1,B2).

4.2. Robustness Against Wavelet Selection

An important and non-trivial variable in the WPT analysis of ESR spectra is the
selection of a wavelet, or in other words, understanding the robustness of the analysis
against the types of wavelets used in the analysis. We repeated the analysis shown in
Figure 4 with three different types of wavelets, Coiflet-3 (Coif3), Daubechies-6 (Db6)
and Daubechies-9 (Db9), and the results are summarized in Figure 5. The extracted
superhyperfine constant values for Tempol and Tempo, 0.44± 0.01 G and 0.20± 0.01 G,
showed insignificant variation for all three wavelets while producing the same amount of
splitting across all the analyses, consistent with the molecular structure. This observation
illustrated the robustness of the method while further validating the accuracy of the
extracted parameters. For the rest of the analysis in this work, we used the Db9 wavelet.

Figure 5. Analysis of unresolved and partially resolved X-band cw ESR spectra (blue) of
Tempo (A) and Tempol (B). The superfine spectra recovered by the wavelet packet transform-based
analysis of the spectra are shown using three different wavelets, Coiflet-3 (orange), Daubechies-6
(green) and Daubechies-9 (red). Superfine coupling constants obtained are consistent across the
analysis involving three different wavelets.
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4.3. Spectral Analysis of Partially Resolved ESR Spectra

We started our analysis by fitting the X-band cw ESR spectra of SOD1:H48Q recorded
at 30 K and Cu-AHAHARA, recorded at 10 K and 100 K by using the EasySpin software.
The optimized simulations along with the experimental spectra are shown in Figure 6. For
SOD1:H48Q, the EasySpin analysis yielded nitrogen-hyperfine constant values of 15.6 G
(axial) and 9.0 G (parallel), while the simulations for Cu-AHAHARA spectra did not require
any nitrogen-hyperfine parameter in fitting the spectra. It should be noted that the Cu-
AHAHARA spectrum at 10 K shows no nitrogen-hyperfine splitting; however, partial
nitrogen-hyperfine splitting is evident for the spectrum at 100 K. This apparent anomaly
might have resulted from the partial saturation and passage effect [35,36] in the case of the
former, as evidenced by the behavior of the first integral of the spectrum, and consequently,
the EasySpin fit for the 10 K spectrum performed poorly compared to that of the 100 K
spectrum. In addition, the simulation presented for SOD1:H48Q in Figure 6A emphasized
the potential presence of a second component, with a slightly shifted g‖ and/or different
hyperfine coupling constants.

Figure 6. EasySpin simulation results along with experimental ESR spectra of SOD1:H48Q (A),
Cu-AHAHARA spectrum recorded at 10 K (B) and 100 K (C).

In Figure 7, we present the WPT analysis of the ESR spectra of (A) SOD1:H48Q,
(B) Cu-AHAHARA at 10 K and (C) Cu-AHAHARA at 100 K. For all the analyses, the
spectra were decomposed to level-4 using the DB9 wavelet. For SOD1:H48Q, our analysis
yielded a nitrogen-hyperfine coupling constant of 14.1 G for the axial peaks in the range
of 3200 to 3320 G. However, an analysis of the g‖ splitting (Figure 7(A.2)) revealed two
different nitrogen-hyperfine splitting constants: 12.5 G along the dominant Cu parallel
hyperfine splitting and 16.5 G along the minor component. Following that, we analyzed
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the splitting along the small axial peak between 3220 and 3400 G (not shown), which
emphasized the presence of four nitrogens and a nitrogen-hyperfine constant of AN = 16.5 G.
From this analysis, we could infer a spherical electron density distribution in the second
component, suggesting a tetrahedral copper complex with a large hyperfine splitting of
∼205 G. Similar analysis for Cu-AHAHARA yielded nitrogen-hyperfine coupling constants
of 13.9 G (10 K) and 14.0 G (100 K) along the g⊥ signal component. The consistency of the
results demonstrates the robustness of the WPT-based spectral analysis against artifacts,
such as an over-saturation effect in this case, which is a major advantage over the standard
spectral fitting methods.

Figure 7. Recovery of nitrogen-hyperfine features by WPT analysis from experimental cw ESR spectra
of SOD1:H48Q (A), Cu-AHAHARA at 10 K (B) and Cu-AHAHARA at 100 K (C). The left panel
illustrates analysis of the g⊥ component, while the g‖ component is highlighted in yellow and the
corresponding analysis is shown on the right. For SOD1:H48Q (A), resolving the nitrogen-hyperfine
splitting along g‖, a dominating component with AN = 12.5 G (shaded blue) and a minor component
with AN = 16.5 G (shaded gray) were obtained.

It should be noted that the copper coordination geometry of the Cu-AHAHARA
complex could not be confirmed in a previous work from the ESR spectral analysis [33].
The WPT analysis presented in Figure 7 suggests a strong overlap of nitrogen-hyperfine
components in the g⊥ region of the ESR spectra at 10 K and 100 K, while the former
seems to contain spectral artifacts, making analysis by standard procedure error-prone.
Hence, we analyzed the WPT components originating from the g‖ region for the both
the cases, which is summarized in Figure 8. In the case of the spectrum collected at
10 K, the WPT component originating from the ESR peak centered at 2730 G showed nine
evenly spaced lines at 12.5 G apart from each other, indicating an N4-coordination for the
copper center in the Cu-AHAHARA complex. In addition, a smaller coupling constant
in the g‖ region in comparison to the value obtained in the g⊥ region (13.9 G) suggests
four equivalent nitrogens in the equatorial plane. This interpretation aligns well with
a series of independent experimental and theoretical studies conducted to elucidate the
previous geometry of the complex [33]. For the spectrum recorded at 100 K, a similar
analysis in the g‖ region did not reproduce the exact same results because of unresolved
spectral overlapping in the WPT component. However, upon close inspection, we resolved
half of the nitrogen-hyperfine splitting window for the g‖ peaks centered at 2734 G and
2901 G. In this regard, it should be noted that only the even spacing between the peaks
in a WPT component around a g‖ peak was used as the criteria for recovering nitrogen-
hyperfine splitting. The WPT analysis is highly accurate in recovering spectral information
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with respect to their location but not necessarily the intensity. Factors such as the partial
overlapping of resonance lines, residual noise and spectral artifacts affect the intensities
of the peaks in a WPT component, and hence the recovered superfine splitting is unlikely
to reproduce the relative intensity pattern expected for perfectly resolved spectra. The
analysis of the Cu-AHAHARA ESR spectrum at 100 K yielded the same nitrogen-hyperfine
coupling constant of 12.5 G and suggested an N4 coordination for the copper center.

Figure 8. Analysis of the g‖ components in the ESR spectra of Cu-AHAHARA complex at (A) 10 K
and (B) 100 K for probing the copper coordination. For (A), the splitting pattern observed in the WPT
component between 2650 G and 2800 G revealed nine equally spaced lines centered at 2727 G with an
inter-peak spacing of 12.5 G, indicating four nitrogens in the copper coordination sphere. In the case
of (B), the entire ranges of nitrogen-hyperfine splitting for none of the g‖ components were visible
due to overlapping in the WPT component. However, for both the g‖ components centered at 2734 G
and 2901 G, half of the nitrogen-hyperfine splitting windows were resolved, indicating four nitrogen
coordination geometry for the copper center with a coupling constant of 12.5 G. The WPT component
in the shaded region (gray) was not considered in the analysis because of varying inter-peak spacing
in the region.

The WPT analysis for the X-band ESR spectra of two copper–nitrogen complexes,
CuQu and CuQuA, are shown in Figure 9. The detail component in the optimal level of
decomposition, which was three for both the spectra, revealed an unresolved hyperfine
structure due to nitrogens coordinated to the copper centers in the complexes. For example,
Cu(II) splits the resonance line at g⊥ into four lines—we call them h-1, h-2, h-3 and h-4 for
explanation purposes. Each of these lines split further due to the n interacting nitrogens
into m = (2× n + 1) lines. Given the small magnetic field window between h-1 and h-4, as
well as the nitrogen-hyperfine coupling, most of the resonance lines cannot be resolved due
to complete or partial overlapping. However, for most of the cases, it might be possible to
identify the first m/2 lines originating from h-1 and the last (m+ 1)/2 lines originating from
h-4, where the extent of overlapping of resonance lines is the least. Using this logic, from
the detail component analysis for CuQu in Figure 9A, we identified three lines with a total
separation of 53 G, which corresponded to an m = 5 or two coupled nitrogens with h-1 and
h-4 at 3203 G and 3314 G. Further, we calculated the nitrogen-hyperfine coupling constant
to be A(N) = 53/2 G or 26.5 G, the Cu(II) hyperfine coupling A(Cu) = (3314− 3203)/3 G
or 37 G and the g⊥ = (3314 + 3203)/2 G ≡ 2.0427. The calculated spin-Hamiltonian
parameters are in good agreement with previously reported analogous N2O2-coordinated
copper(II) complexes [37,38]. With a similar analysis for CuQuA, Figure 9B, we inferred
that three nitrogens were coordinating with the Cu(II) center with A(N) = 21.3 G, while
the g⊥ and A(Cu) were calculated to be 2.0411 and 23.3 G. The original N2O2 coordination
geometry for the copper center observed in CuQu complex can be expanded in CuQuA due
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to the presence of peripheral amine in the QuA ligand scaffold. The potential involvement
of one amine group is supported by the EPR data, indicating an N3O2 coordination.

Figure 9. Recovery of nitrogen-hyperfine structure and coordination of Cu(II) center in (A) CuQu
and (B) CuQuA. Both the ESR spectra (left panel) were recorded at 100 K and an ESR frequency
of 9.316 GHz with attenuation of (A) 30 db and (B) 50 db, respectively. The approximation (blue)
and detail (magenta) spectral components originated at the optimal decomposition level of 3 are
shown in the right panel (scaled arbitrarily for visualization purpose). For both the cases, the nitrogen
superfine structure were identified, showing (A) 2-N and (B) 3-N coordination to the copper centers
in the two cases, along with the position of g⊥ and hyperfine coupling due to Cu(II).

4.4. Analysis of Multi-Component ESR Spectra

It has already been shown in Figure 7 that the spectral analysis of the g‖ components
in the ESR spectrum of SOD1:H48Q revealed the presence of two components. In this
section, we present further proof of how the WPT-based spectral analysis can be utilized
efficiently to identify multi-component spectra, even when the components are present
in highly disproportionate amounts. A set of four mixed spectra was produced for the
analysis by mixing the ESR spectra of CuQu and CuQuA in proportions of (A) 2:1, (B) 4:1,
(C) 10:1 and (D) 20:1, shown in Figure 3. The WPT spectral analysis was conducted using
Db9 wavelet at decomposition level of 4, and the WPT detail components for the spectral
region between 2600 and 2775 G are shown in the insets of Figure 3. In all the cases, five
lines with a splitting constant of 17 G were recovered between 2610 and 2670 G, which
corresponds to CuQu, which is expected because of the abundance of the complex in the
mixtures. However, a second component with a splitting constant of 16 G was identified in
between 2700 and 2748 G. For the latter, only four or three lines were visible due to spectral
overlap, but it can be separated from artifacts by the consistent positions of the peaks
appearing the detail WPT component. It should be noted that this strategy clearly identifies
a second minor component directly from the spectral analysis, in this case CuQuA, but it
may not be possible to determine the structure of the component solely from the analysis
due to spectral overlaps, leading to unrecoverable information loss. However, we would
like to emphasize that we used poorly resolved X-band ESR spectra of the individual
complexes, and given such constraints, we believe that it is a major achievement to detect a
second component solely from ESR spectral analysis, even when the second component is
present at as low a relative concentration as 5%. In general, such findings from the WPT
spectral analysis will help researchers to decide on further structural analysis by employing
high-frequency ESR and/or complementary techniques.
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5. Conclusions

In this work, we have provided the complete recipe for a simulation-free analysis of cw
ESR spectra using a wavelet packet transform-based algorithm and experimental X-band
ESR spectra of organic free radicals (Tempol and Tempo) and metal complexes (copper (II)
inorganic and biological complexes). We showcased three major accomplishments of the
WPT-based spectral analysis over standard simulations: (1) direct extraction of nitrogen-
hyperfine structure from poorly resolved/unresolved spectra, (2) insensitivity toward
spectral artifacts and (3) identification of multi-component samples. A consistent extraction
of the superhyperfine coupling constant due to protons from both partially resolved and
unresolved spectra for Tempol is presented, validating the accuracy of the new spectral
analysis technique. The limitations of standard ESR spectral analysis are illustrated by
running EasySpin simulations for partially resolved and poorly resolved spectra, with one
of the cases containing some experimental artifacts. While the accuracy and efficiency of
the simulations varied drastically in those cases, the WPT-based analysis extracted spectral
parameters, revealing hyperfine and superhyperfine splittings not recoverable by EasySpin
simulations, and the analysis was unperturbed by spectral artifacts. For the copper–nitrogen
complexes, the resolved hyperfine structures confirmed the number of nitrogen atoms
coordinating with copper centers as well as their coordination geometry. Finally, by close
examination of the detail WPT components originating from the g‖-regions of the spectra,
the presence of two different components in the case of SOD1:H48Q, a mutant of SOD1, has
been confirmed along with their nitrogen-hyperfine coupling constants. The strength of
the method in resolving multi-component spectra has been displayed further by analyzing
four mixed spectra of two copper–nitrogen complexes, CuQu and CuQuA. The spectral
analysis revealed the presence of the two components even when the proportion of the two
components in the spectrum was 20:1. In addition, three different wavelets were used for
selected cases, emphasizing the robustness of the method against the choice of wavelets.
The comprehensive analysis presented in this work is expected to motivate broad adoption
of the technique in analyzing ESR spectra, and the spectral parameters obtained from the
analysis can be further optimized using simulations and/or other computational methods.
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Appendix A. Analysis of 100 K Cu-AHAHARA ESR Spectrum

Appendix A.1. Matlab Code for WPT Decomposition Shown in Figure A1

% set directory
cd "user directory";

% wavelet decomposition level
nlevs = [3,4,5];

% load data
fname = ’AHAHARA_100K.txt’;
tag = strtok(fname, ’.’);
df = readtable(fname);

for i = 1:3
% apply wavelet packet transform
n = nlevs(i);
uwpt = wpdec(data.Var2, n, ’db9’);

% approximation component
rwpc0 = wprcoef(uwpt, 2^n - 1);
% hyperfine component
rwpc1 = wprcoef(uwpt, 2^n + 1);

% save the results
writetable(table(df.Var1, rwpc0),

strjoin([tag,"_aL",int2str(n),".txt"],’’));
writetable(table(df.Var1, rwpc1),

strjoin([tag,"_hL",int2str(n),".txt"],’’));
end

Appendix A.2. Spectral Analysis

We plot the approximation and hyperfine components from the decomposition of
Cu-AHAHARA ESR spectrum collected at 100 K in Figure A1, following the procedure
described in the case study of Section 2.2. It can be seen that in successive wavelet decom-
position of the spectrum using the Db9 wavelet, the approximation component at level-5
develops spectral distortion in comparison to the original spectrum. Therefore, we select
level-4 as the optimal decomposition level and analyze the hyperfine component at that
level to probe nitrogen hyperfine splitting. The next steps in the analysis and the results
are given in Section 4.3.
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Figure A1. WPT analysis of ESR spectra of Cu-AHAHARA complex recorded at 100 K. The approxi-
mation and hyperfine components are shown at decomposition levels of 3, 4 and 5 using the Db9
wavelet. In this case, the approximation component at level-5 showed spectral distortion, implying
that level-4 is the optimal decomposition level in this case.
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Abstract: A new molecular conductor of (TMTSF)5[Dy(NCS)4(NO3)2]CHCl3 was prepared using
the electrochemical oxidation method. The complex crystallizes in the Cmc21 (36) space group,
where the partially-oxidized TMTSF molecules form a 1D (one-dimensional) column structure. The
crystal shows a semiconducting behavior with a room temperature conductivity of 0.2 S·cm−1 and
an activation energy of 34 meV at ambient pressure.

Keywords: organic conductor; electro-crystallization; Dysprosium(III); TMTSF

1. Introduction

The TMTSF cation constituted the first organic superconductor of (TMTSF)2PF6
and was reported in 1980 [1], describing a quasi 1D charge-transfer salt system with
a superconducting transition temperature (Tc) of 0.9 K under 12 kbar by the suppres-
sion of spin density wave (SDW) state. Since then, over 100 organic superconductors
have been reported and studied [2–5]. For example, β’-(BEDT-TTF)2ICl2 [BEDT-TTF =
bis(ethylenedithio)tetrathiafulvalene] was reported to have a high Tc of 14.2 K under
82 kbar [6], and its superconducting state is obtained under high pressure to suppress
the antiferromagnetic Mott insulating state. Other organic conducting systems include
potassium-doped para-terphenyl, which shows step-like transitions at about 125 K in the
temperature dependent magnetization curve [7].

The search for new organic superconductors and conductors is still ongoing [8–17],
and it is interesting to investigate the effects of 4f electrons on the conductivity properties of
TMTSF molecules [18,19]. Our group has been working on functional molecular conductors
and single-molecule magnets (SMMs) for a long time, reporting various hybrid systems by
combining different conductors of TTF (tetrathiafulvalene), BEDT-TTF, M(dmit)2 (dmit =
4,5-dimercapto-1,3-dithiole-2-dithione), and BEDO-TTF (bis(ethylenedioxy)tetrathiafulvalene)
with different single-molecule magnets (SMMs) such as [Co(pdms)2]2−, [Dy(NCS)7]4−,
[Mn2]2+ clusters, and so on [20–26]. The 4f electrons are well known to have large
anisotropic magnetic moments due to strong spin-orbital coupling, which is distinct from
3d electrons. The use of a polyvalent 4f metal complex as a counter-anion also indicates a
different degree of conduction band filling in the radical of TMTSF molecules, compared to
that of monovalent anions such as PF6

−, Cl−, I−, and so on [2]. Such a change in the filling
in the conduction band may lead to new physical properties of the molecular conductors.
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Herein, we used a polyvalent 4f metal complex of [Dy(NCS)4(NO3)2]3− as the counter-
anion to prepare a new quasi-1D magnetic molecular conductor of (TMTSF)5[Dy(NCS)4
(NO3)2]CHCl3 (1, Scheme 1) using an electro-crystallization method. Synthesis, crystal
structure, conductivity, optical, magnetic properties, and band structure calculations of
1 have been investigated and discussed in the present work.
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2. Materials and Methods
2.1. Synthesis

TMTSF, Dy(NO3)3·6H2O, tetrabutylammonium (TBA) thiocyanate salts, and organic
solvents were commercially purchased and used without any further purification. (TBA)3
Dy(NCS)4(NO3)2 complexes were obtained by following reported procedures [27].

Crystals of 1 were synthesized using an electro-crystallization method of TMTSF
(10 mg) and (TBA)3Dy(NCS)4(NO3)2 (80 mg) in CHCl3 (12 mL), with an addition of EtOH
(3 mL) on an ITO electrode under galvanostatic conditions (I = 0.5–2 µA) at 25 ◦C. The
crystals of complex 1 grew for 2–4 days depending on the applied current as thin black
needles of different sizes.

2.2. Physical Measurements

We measured the temperature-dependent resistivity of compound 1 by using a Quan-
tum Design PPMS 6000 (Quantum Design, San Diego, CA, USA) and Keithley 2611 System
Source Meter (Keithley Instruments, Solon, OH, USA). The four-probe method was used,
and the measurement was performed under ambient pressure. Gold wires (30 µm diameter)
were used to attach the crystal, and carbon paste was used as the electrode.

Single-crystal X-ray crystallographic measurements were performed by using a Rigaku
Saturn 70 CCD Diffractometer at 120 K. Graphite-monochromated Mo Kα radiation
(λ = 0.71073 Å) was generated by a VariMax microfocus X-ray rotating anode source. We
used the CrystalClear crystallographic software package for data processing. The structures
were solved and refined by using direct methods included in SIR-92 and SHELXL-2013,
respectively [28–30]. The non-H atoms were refined anisotropically, and H atoms were
refined by a riding model and were attached to the C atoms using idealized geometries.

We performed the magnetic measurements on compound 1 using MPMS3 (Quantum
Design) in the direct current (dc) mode and the alternating current (ac) mode, respectively.
We filled the powders sample of compound 1 into a gelatin capsule. Eicosane with a melting
point of 310 K was used to fix the sample in a plastic straw.

2.3. Computational Methodology

The band structure of compound 1 was calculated by VASP (Vienna Ab initio Sim-
ulation Package) [31,32] using the Perdew-Burke-Ernzerhof (PBE) exchange-correlation
functional [33] with a kinetic energy cutoff of 640 eV. PAW pseudopotentials were applied
to describe the Dy, Se, C, N, H, O, and Cl atoms [34], where the f electrons of Dy are kept
frozen in the core and described by the selected pseudopotentials. A 2 × 4 × 2 Monkhorst-
Pack k-mesh was employed for the self-consistent calculation to obtain a converged charge
density for the further band structure calculation.
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To estimate the charge transfer integrals between two TMTSF units, the energy-
splitting-in-dimer (ESID) method was applied [35]. The wavefunction of the dimers was ob-
tained using the Gaussian16 program package [36] under a PBE0/def2-TZVP level [37,38].
The tight convergence threshold (10−8 for the root mean square change in the density
matrix) was used for the SCF procedure.

3. Results and Discussion
3.1. Crystal Structures

Compound (1) crystallized in the Cmc21 (36) space group with five TMTSF units, one
[Dy(NCS)4(NO3)2]3− unit, and one CHCl3 molecule. TMTSF molecules form a quasi-1D
π-π stacking column structure along the b axis as shown in Figure 1d. We checked the inter-
molecular π-π distance between neighboring TMTSF molecules in the 1D column. A small
difference of intermolecular distance of 3.44(1) Å and 3.50(1) Å has been observed between
each TMTSF molecule in the 1D column, suggesting a dimerization process of TMTSF
molecules in the 1D column. Among five TMTSF molecules, four out of them (TMTSF-b1
and TMTSF-b2) were located in the 1D column, while one TMTSF (TMTSF-a) shows or-
thogonal (T-shaped) packing form with the 1D column structure (Figure 1a). The distance
between the TMTSF-a and TMTSF-b2 molecules is 3.71 Å, and the close distance indicates
a T-type packing interaction between these two molecules (Figure 1c) [39]. Along the c-axis,
the layer is constituted by radical cations of TMTSF-a and [Dy(NCS)4(NO3)2]3− units alter-
natively. A close distance of 4.95 Å between TMTSF-b1 and complex [Dy(NCS)4(NO3)2]3−

was observed (Figure 1c). Compound 1 shows rectangular cavities in its crystal structure
(Figure 1c) with a size of 15.15 Å × 12.16 Å; they are built up by alternating TMTSF-a and
[Dy(NCS)4(NO3)2]3− units, and the cavities are occupied exclusively by TMTSF-b column.
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An examination of intramolecular C-C and C-Se distances in TMTSF-a and TMTSF-b
molecules (Figure 1a) was conducted, and the results are summarized in Table 1. A closer
C1-C2 is observed in the TMTSF-a molecule (1.31(2) Å) compared to that in TMTSF-b
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(1.385(11) and 1.392(10) Å). The different intramolecular bond length indicates a differ-
ent charge density for TMTSF-a and TMTSF-b molecules in compound 1. We made a
comparison of the C1-C2 distance between TMTSF molecules in compound 1 and other
reported TMTSF-type organic conductors, and summarized the results in Table S2. The
charge-neutral TMTSF molecule has a C1-C2 distance of 1.347 Å [40]. The TMTSF molecule
with an average oxidation ranging from +0.5, to +2/3, to +1 has the C1-C2 distance from
1.430 Å to 1.316 Å [41–47], with no clear relationship between the C1-C2 distance and the
charge density of the TMTSF molecule.

Table 1. Intramolecular bond length of TMTSF-a and TMTSF-b molecule in compound 1.

Bond Length TMTSF-a TMTSF-b1 TMTSF-b2

C1-C2 1.31(2) Å 1.385(11) Å 1.392(10) Å
C1-Se1 1.915(13) Å 1.867(7) Å 1.865(7) Å
C1-Se2 1.923(18) Å 1.867(8) Å 1.879(8) Å
C2-Se3 1.917(12) Å 1.885(7) Å 1.871(8) Å
C2-Se4 1.919(19) Å 1.866(8) Å 1.877(7) Å
C3-C4 1.34(3) Å 1.336(13) Å 1.354(12) Å
C5-C6 1.39(2) Å 1.339(13) Å 1.368(13) Å

3.2. Conductivity Properties

Single-crystal temperature-dependent resistivity measurements were performed on
compound 1 using the four-probe method along the b-axis of the crystal. The σ-T−1 relation-
ship shows a semiconductive behavior in Figure 2a, based on a decreased resistivity upon
increasing the temperature. Conductivity of 1 at room temperature (σrt) was determined
to be 0.2 S·cm−1. Analysis of the Ln(σ) versus T−1 plot shows a linear curve, as shown in
Figure 2b. The curve was fitted using a linear function giving an activation energy (Ea) of
34 meV at ambient pressure, which is the energy difference between the transport level
and the Fermi level of compound 1 [48]. The resistivity measurements were performed on
another two crystals of compound 1, giving similar σrt and Ea values (Figure S1).
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Figure 2. (a) Temperature dependence of σ (S·cm−1) for a single crystal of 1. (b) Ln(σ)-T−1 and its
fitting curve to a linear function (red line).

Since [Dy(III)(NCS)4(NO3)2]3− anion’s charge is −3 and the unit cell contains five
TMTSF molecules, the valence band made by TMTSF molecules should be partially filling.
Such a partially-filled band structure usually leads to metallic behavior instead of semi-
conductivity [49]. We note that the semiconductive or insulating behavior also shows up in
other organic conductors with a partially-filled band, such as (TMTSF)2X (X = PF6, AsF6,
SbF6, TaF6, NbF6) where a metal-insulating transitions occurs at 11–17 K [2], and (BEDT-
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TTF)2X with a Mott transition near the superconducting state in its phase diagram [3]. The
formal oxidation state of TMTSF and BEDT-TTF molecules in these organic conductors
is +0.5, indicating a quarter filling of the valence band. The insulating or semiconductive
behavior is due to a dimerization of TMTSF or BEDT-TTF molecules, making the charge
density +1 per site (Figure 3a). Mott localization occurs subsequently, based on the Coulomb
repulsion (U) between dimers, leading to an opening of the gap in their band structures
(Figure 3c) [3,10]. In compound 1, a similar dimerization was observed between two
TMTSF-b molecules (Figure 1d). We conceive that two possibilities may lead to the non-
metallic behaviors of compound 1: (a) formation of a dimer-Mott state where an overall
charge density of +1 may populate over the TMTSF-b dimer and a +1 charge is assigned for
the TMTSF-a molecule (Figure 3a), and (b) formation of a charge-ordering state due to the
charge disproportion for the TMTSF-b molecules, as shown in Figure 3b. Under these two
conditions, the TMTSF-b dimer would form a half-filled band in the 1D column structure.
The hopping integral (t) would be small due to a relatively long intermolecular distance of
3.50 Å between two TMTSF-b dimers. The Mott insulating phase shows up [3], leading to
the semiconductive behavior of compound 1.
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compound 1: the formation of a (a) dimer-Mott state, (b) a charge-ordering state, or (c) formation of
upper Hubbard band and lower Hubbard band in the Mott-Hubbard insulators.

A comparison was made among compound 1 and other organic conductors con-
taining 4f metal complexes regarding the conductivity properties. The reported (BEDT-
TTF)5[Ln(NCS)]6 (Ln = Ho, Er, Yb and Y) compound has a semiconductive behavior with a
large activation energy of ~1.5 eV and the resistivity of 4–6 Ω·cm at 280 K [50]. Two BEDT-
TTF molecules co-exist in the crystal structure of (BEDT-TTF)5[Ln(NCS)]6; one is BEDT-TTF+

and the other is BEDT-TTF+0.5. The BEDT-TTF+0.5 molecule forms a chain structure, and
a dimerization of BEDT-TTF molecules leads to Mott localization and the semiconduc-
tive behavior of (BEDT-TTF)5[Ln(NCS)]6. The reported (BEDT-TTF)5Dy(NCS)7(KCl)0.5
compound has a comparable value of σrt (1.7 S·cm−1) with compound 1 [20]. (BEDT-
TTF)5Dy(NCS)6(NO3)C2H5OH compound is a semiconductor and has a smaller σrt of
0.01–0.1 S·cm−1 and 1–7 × 10−5 S·cm−1 along two axes of the crystal structure com-
pared to 1 [18]. In the literature, room-temperature conductivities of (BEDT-TTF)2[HoCl2
(H2O)6]Cl2(H2O)2, (BEDT-TTF)2Ln’Cl4(H2O)n(Ln’ = Dy, Tb, Ho) crystals were measured
and determined to be 0.004, 0.007, 0.0008, and 0.035 S/cm, respectively, with semiconductor
behavior and an activation energy of conductivity of 220 meV, 300 meV, 320, and 290 meV,
respectively [51]. Several factors can influence the conductivity properties of molecular
conductors, including the degree of charge transfer, dimensionality, and conformation
variations in the radical cations [3,18]. Moreover, these factors are considered to lead to the
discrepancy of conductivity properties among these 4f-π organic conductors. A high degree
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of charge-transfer interaction and high dimensionality usually leads to high conductivity
and superconductivity behaviors [3,22].

3.3. Optical Properties

To further investigate the electronic structure of 1, a polarized IR (infrared) reflectance
spectrum was recorded for the crystal of 1. The excitation light was polarized along
(// direction) and perpendicular (⊥ direction) to the long axis of the crystal, respectively.
As shown in Figure 4, the intensity of the reflection spectrum recorded at the // direction
is stronger than that along the ⊥ direction, indicating an anisotropic 1D electronic structure
of compound 1. A broad peak around 100 meV was observed in the reflectance spectrum,
which is attributed to the existence of a small energy band gap of crystal 1 in its band
structure.
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Figure 4. Polarized IR reflectance spectrum of crystal 1 at room temperature. Inset is the optical
image of the crystal. Black line: excitation along the direction of the crystal. Red line: excitation
perpendicular to the direction of the crystal.

3.4. Magnetic Properties

The magnetic field dependence of static normalized magnetization (M/Ms) was mea-
sured on polycrystalline samples of 1 at 1.8 K (Figure 5). The magnetization process is
considered to be mostly contributed by a Dy(III) complex having a large magnetic moment
(J = 15/2, S = 5/2, L = 5), with minor contributions from the TMTSF radical cations. No
hysteresis was observed for compound 1 at 1.8 K (Figure 5a). The temperature dependence
of the magnetization curves was simulated on the PHI program using the following spin
Hamiltonian (Figure 5b) [52]:

ĤSO = λL̂·Ŝ (1)

ĤZEE = µBŜ·gJ ·B̂ (2)

ĤZFS = D
{

Ŝ2
z −

1
3

S(S + 1)
}

(3)

where λ, L, S, and B with hats, µB, gJ, D, and S refer to spin–orbit coupling constant,
operators of orbit and spin, magnetic field, the Bohr magneton, g-factor for lanthanide,
axial zero-field splitting (ZFS) constant, and total spin on the metal ion, respectively. The
simulation curves were applied typical values of gJ = 4/3 and λ = −360 cm−1 [52,53].
Without the ZFS parameter, the simulation curves (dotted lines) do not match with the
experiment plots. In contrast, applying D = −0.9 cm−1 matches well with the experimen-
tal plots, suggesting that Dy(III) centers in 1 have a small negative D term. A negative
D term is necessary for SMMs with uniaxial anisotropy. However, D of −0.9 cm−1 is
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too small to induce hysteresis. As expected, the dynamic susceptibility exhibited no sig-
nificant signals at 1.8 K in the measurement range in Figure S2. The susceptibility of
the out-of-phase component (χ”) rises at a higher frequency region in Figure S2, sug-
gesting that the peak would be out of measurement range (>1000 Hz) and a very fast
magnetic relaxation of SMMs of compound 1. Among the reported 4f-π system, SMM
behavior was observed in the (BEDT-TTF)5Dy(NCS)7(KCl)0.5 system [20], while it is ab-
sent in (BEDT-TTF)2[HoCl2(H2O)6]Cl2(H2O)2 and (BEDT-TTF)2Ln’Cl4(H2O)n(Ln’ = Dy,
Tb, Ho) compounds [51]. Molecular symmetry is found to be closely related to SMM
properties [54], and is considered to be a probable reason for the existence of strong and
weak SMM properties in (BEDT-TTF)5Dy(NCS)7(KCl)0.5 and compound 1, respectively,
as well as the absence of SMM properties in (BEDT-TTF)2[HoCl2(H2O)6]Cl2(H2O)2 and
(BEDT-TTF)2Ln’Cl4(H2O)n compounds.

Magnetochemistry 2023, 9, x FOR PEER REVIEW 7 of 11 
 

 

simulation curves were applied typical values of gJ = 4/3 and λ = −360 cm−1 [52,53]. Without 
the ZFS parameter, the simulation curves (dotted lines) do not match with the experiment 
plots. In contrast, applying D = −0.9 cm−1 matches well with the experimental plots, sug-
gesting that Dy(III) centers in 1 have a small negative D term. A negative D term is neces-
sary for SMMs with uniaxial anisotropy. However, D of −0.9 cm−1 is too small to induce 
hysteresis. As expected, the dynamic susceptibility exhibited no significant signals at 1.8 
K in the measurement range in Figure S2. The susceptibility of the out-of-phase compo-
nent (χ”) rises at a higher frequency region in Figure S2, suggesting that the peak would 
be out of measurement range (>1000 Hz) and a very fast magnetic relaxation of SMMs of 
compound 1. Among the reported 4f-π system, SMM behavior was observed in the 
(BEDT-TTF)5Dy(NCS)7(KCl)0.5 system [20], while it is absent in (BEDT-
TTF)2[HoCl2(H2O)6]Cl2(H2O)2 and (BEDT-TTF)2Ln’Cl4(H2O)n (Ln’ = Dy, Tb, Ho) com-
pounds [51]. Molecular symmetry is found to be closely related to SMM properties [54], 
and is considered to be a probable reason for the existence of strong and weak SMM prop-
erties in (BEDT-TTF)5Dy(NCS)7(KCl)0.5 and compound 1, respectively, as well as the ab-
sence of SMM properties in (BEDT-TTF)2[HoCl2(H2O)6]Cl2(H2O)2 and (BEDT-
TTF)2Ln’Cl4(H2O)n compounds. 

 
Figure 5. Magnetic field-dependent magnetization of compound 1. (a) Loop at 1.8 K and (b) curves 
at 1.8 K (red line), 3.6 K (orange line), 7.2 K (yellow line), and 14 K (lime-green line). The solid-
colored lines show the simulation curves using S = 5/2, L = 5, gJ = 4/3, λ = −360 cm−1, D = −0.9 cm−1, 
whereas the dotted lines are fitting curves without the D term. 

We further examined the magnetoresistance (MR) of compound 1 and the results are 
shown in Figure 6. Negative MR was observed for compound 1, where the MR approaches 
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Figure 5. Magnetic field-dependent magnetization of compound 1. (a) Loop at 1.8 K and (b) curves at
1.8 K (red line), 3.6 K (orange line), 7.2 K (yellow line), and 14 K (lime-green line). The solid-colored
lines show the simulation curves using S = 5/2, L = 5, gJ = 4/3, λ = −360 cm−1, D = −0.9 cm−1,
whereas the dotted lines are fitting curves without the D term.

We further examined the magnetoresistance (MR) of compound 1 and the results are
shown in Figure 6. Negative MR was observed for compound 1, where the MR approaches
−3.5% under a magnetic field of 9 T at 30 K.
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3.5. Band Structure Calculations

To understand the high conductivity of compound 1 (0.2 S·cm−1), we calculated its
band structure, which was shown in Figure 7. The Fermi level was calculated to be at
~1.47 eV which crosses the bands at XS, YG, UR, and TZ directions. The band dispersion
is much more significant along the b direction compared to that of other two directions,
which indicates that the TMTSF units have a stronger orbital overlap along the b axis
than the other two directions. The partially-filled bands are consistent with the fact that
TMTSF molecules in compound 1 are partially oxidized. Notably, the PBE functional lacks
accuracy to describe a localized electronic structure; hence, the on-site Coulomb repulsion
calculations have not been involved and considered here to describe the Mott-insulating
characteristics of compound 1. We further calculated the charge transfer integral (t) between
the TMTSF dimer of compound 1 and summarized the results in Figure S3. Larger t was
calculated and observed for TMTSF-b molecules along the 1D column b direction, compared
to that of TMTSF-a molecules, indicating the anisotropic 1D nature of the crystal 1.
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Figure 7. (a) The band structure of compound 1. The corresponding Fermi level is represented by
the green dash line. G (0, 0, 0); X (0.5, 0, 0); Y (0, 0.5, 0); Z (0, 0, 0.5); S (0.5, 0.5, 0); U (0.5, 0, 0.5);
T (0, 0.5, 0.5); R (0.5, 0.5, 0.5). (b) Density of states (DOS) of compound 1.

4. Conclusions

A new organic conductor (1) composed of a 1D cationic TMTSF column and 4f metal
complexes of [Dy(III)(NCS)4(NO3)2]3− has been prepared. Its conductivity at room tem-
perature was determined to be 0.2 S·cm−1 with an activation energy of 34 meV. This
preliminary study provides information for designing new hybrid materials based on
molecular conductors and polyvalent magnetic 4f metal complexes.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/magnetochemistry9030077/s1, Figure S1: (a and c) Temperature
dependence of σ (S·cm−1) for two single crystals of 1. (b and d) Ln(σ)-T−1 and its fitting curve to
a linear function (red line) of panel a and c, respectively; Figure S2: Frequency dependence of (a)
the in-phase and (b) the out-of-phase magnetic susceptibility at 1.8 K as a function of the magnetic
field of compound 1; Figure S3: Calculation of charge transfer integral of t(hole) and t(electron) in
the TMTSF dimers of compound 1; Table S1: Summary of the crystal data of compound 1; Table S2:
A summary of C1-C2 distance in TMTSF-type molecules.
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Abstract: We report rf-penetration depth measurements of the quasi-2D organic superconductor
β′′-(BEDT-TTF)2[(H2O)(NH4)2Cr(C2O4)3]·18-crown-6, which has the largest separation between
consecutive conduction layers of any 2D organic metal with a single packing motif. Using a contactless
tunnel diode oscillator measurement technique, we show the zero-field cooling dependence and
field sweeps up to 28 T oriented at various angles with respect to the crystal conduction planes.
When oriented parallel to the layers, the upper critical field, Hc2 = 7.6 T, which is the calculated
paramagnetic limit for this material. No signs of inhomogeneous superconductivity are seen, despite
previous predictions. When oriented perpendicular to the layers, Shubnikov–de Haas oscillations are
seen as low as 6 T, and from these we calculate Fermi surface parameters such as the superconducting
coherence length and Dingle temperature. One remarkable result from our data is the high anisotropy
of Hc2 in the parallel and perpendicular directions, due to an abnormally low Hc2⊥ = 0.4 T. Such
high anisotropy is rare in other organics and the origin of the smaller Hc2⊥ may be a consequence of
a lower effective mass.

Keywords: organic conductors; 2D metals; anisotropic superconductivity

1. Introduction

Many crystalline organic conductors are highly anisotropic, consisting of alternat-
ing conducting cation layers and quasi-insulating anion layers [1–3]. The organic metal
β′′-(BEDT-TTF)2[(H2O)(NH4)2Cr(C2O4)3]·18-crown-6 (hereafter β′′(ET)Cr, for short) is a
quasi-2D (Q2D) superconductor that has an extraordinarily wide anion layer spacing,
s = 27.38 Å [4], compared to other well-known organics such as κ-(ET)2Cu(NCS)2, where
s = 15 Å [5]. Anisotropic metals, such as these Q2D crystals, tend to support many
correlated electron states such as charge density waves, spin density waves, and supercon-
ductivity, because the constrained motion of the carriers enhances the electron–electron
interactions. It is therefore useful to study these materials to learn about the origin and
stability of correlated electron states. Although they tend to only support these correlated
states at low temperatures, <10 K, they are generally electronically clean systems with
long mean free paths, allowing the use of quantum oscillations to study the Fermi surface
and learn about the detailed band structure, in addition to studying the correlated ground
states [6]. Moreover, layered anisotropic superconductors can display a wide variety of
anisotropic behaviours when subjected to external magnetic fields oriented at different
angles with respect to the conducting planes, including highly anisotropic superconducting
critical fields [7], inhomogeneous superconductivity [8], and novel vortex effects [9].

The wide anion layer spacing coupled with a reasonable superconducting critical
temperature, Tc, make β′′(ET)Cr a prime candidate to support the inhomogeneous super-
conducting FFLO state. Proposed independently in 1964 and 1965 by Fulde and Ferrell [10]
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and Larkin and Ovchinnikov [11], the FFLO state is an exotic superconducting state at
high fields and low temperatures where superconductivity survives past the Clogston–
Chandrasekhar paramagnetic limit, HP, where the Zeeman splitting energy would ordinar-
ily overcome the binding energy of the Cooper pairs. In this state, the total momentum of
the Cooper pairs is non-zero, and the superconducting order parameter is modulated. As a
good approximation, HP =

√
2∆s/gµB, where ∆s is the superconducting energy gap, g is

the Landé g-factor, and µB is the Bohr magneton. For β′′(ET)Cr, µ0HP = 7.6 T [4]. In order
to reach HP, however, the orbital destruction of superconductivity needs to be suppressed.
For layered organics, magnetic flux lines can penetrate through the quasi-insulating anion
layers when the field is aligned parallel to the conduction planes, suppressing the orbital
destruction of superconductivity in the cation layers. The wide anion layer of β′′(ET)Cr
should lead to a large Maki parameter αM =

√
2H0

orb/HP, where H0
orb is the orbital criti-

cal field in the parallel direction, thus favouring the paramagnetic destruction of Cooper
pairs [12]. In this case, the FFLO state is favoured for superconductors in the clean limit.

A contactless tunnel diode oscillator measurement technique is used to measure the
penetration depth, λ, of the electromagnetic field into the sample. The penetration depth
comes from the addition of two parts, λL and λv, the London penetration depth and the
penetration depth due to motion of the vortices, respectively, following the equation

λ2 = λ2
L +

BΦ0

4πkp
, (1)

where B is the magnetic field, Φ0 is the quantum flux, and kp is the restoring force on the
vortices [13]. In the data, ∆ f ∝ λ, where a lower frequency corresponds to a smaller pene-
tration depth, indicating better superconductivity. Similarly, a lower frequency corresponds
to less movement of the vortices or a greater restoring force.

Previous temperature sweeps down to 1 K at constant external magnetic fields showed
some signs pointing towards the FFLO state, but no confirmation was given [4]. In this
article we show a zero-field cooling curve which confirms the previously reported Tc of
roughly 4 K. At a base temperature of 60 mK, we present B-field sweeps both parallel and
perpendicular to the conduction layers of the sample. When oriented parallel to the layers,
where the magnetic field is in the crystallographic a/b plane, we find no evidence of the
FFLO state, contrary to the previous prediction, and the superconductivity does not extend
above HP. When oriented perpendicular to the layers, along the c axis, single frequency
Shubnikov–de Haas oscillations are observed up to 28 T. Analysis of the oscillations give
the Dingle temperature, TD [K], and subsequently, the mean free path, l [Å]. The mean free
path was calculated to be slightly greater than the superconducting coherence length, but
perhaps not enough to stabilize the FFLO state.

The upper critical fields, Hc2, of β′′(ET)Cr in the B‖ and B⊥ orientations are surprisingly
anisotropic. With Tc u 4 K, Hc2‖ = HP = 7.6 T is not abnormal, but the observed
Hc2⊥ = 0.4 T is unusually low. We compare this anisotropy with other well-known Q2D
organics along with other Fermi surface parameters. Further study is needed into the
mechanism behind the low perpendicular upper critical field and other potential effects of
the high crystal anisotropy on the properties of the material.

2. Materials and Methods

Single crystals of β′′-(BEDT-TTF)2[(H2O)(NH4)2Cr(C2O4)3]·18-crown-6 were grown
by electrocrystallization as described in [4]. The structure of the layering gives this crystal
the widest gap between consecutive conducting (ET) layers of any organic superconductor
with a single packing motif (β′′), making this material of particular interest for studying
Q2D systems.

A contactless tunnel diode oscillator (TDO) penetration depth technique was used to
measure the change in frequency of a self-resonant circuit containing the crystal inside an
inductor [14]. As the crystal expels the rf field, the complex impedance of the inductor in
the resonant circuit changes, which is a function of relative rf-penetration depth, ∆λ, a sum
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of the London penetration depth and penetration due to motion of vortices in a Type-II
superconductor, as seen in Equation (1). Therefore, ∆ f = ∆ f (λ), where we monitor ∆ f
with a frequency counter or lock-in amplifier. At fields above Hc2, the TDO measures the
normal-state skin depth, ∆δ. At cryogenic temperatures, the signal-to-noise ratio of the
TDO fundamental frequency results in a resolution of about one part in 107, making the
TDO technique sensitive to tiny variations in small samples without requiring contacts.

Experiments were performed at the National High Magnetic Field Laboratory (NHMFL)
in Tallahassee, FL in a 32 T DC all-superconducting magnet containing a top loading dilu-
tion refrigerator. The data presented in this paper comes from two separate single-crystals
grown in the same batch, both having a largest in-plane dimension of roughly 750 µm.
Each single-crystal was placed inside an 810 µm diameter four-turn coil connected to
a TDO circuit board by approximately 2 cm of a twisted wire pair. The coils and TDO
circuits were placed on a single-axis rotator probe alongside a calibrated RuO thermometer
for temperature measurements. Zero-field cooling conditions were identical for the two
crystals as the distance between them was about 1 cm. The fundamental frequencies of the
TDOs were 639 and 453 MHz, respectively, which were mixed down to 0.5–10 MHz using a
superheterodyne receiver.

After reaching base temperature, the samples were rotated in a finite DC field in
order to determine when the orientation of the field was parallel to the conducting layers
of the samples. The conducting layers of crystals 1 and 2 were askew by roughly 5.6◦.
Field-dependent data was collected by rotating to a fixed angle and increasing the field.

3. Results

The zero-field cooling dependence of crystal 2 is shown in Figure 1. The superconducting
transition at Tc = 3.9 K is broad but comparable to the previous reported value [4], and
the transition spans roughly 4 MHz, a sizeable signal strength. Note that the absolute TDO
frequency measurement is proportional to relative rf-penetration depth, so the absolute
scale for λ is arbitrary. Crystal 1, not shown, has a much less obvious superconducting
transition spanning only 0.8 MHz at a lower temperature, suggesting that it was a weaker
superconductor than crystal 2. Despite the crystal quality discrepancy, crystal 1 yielded results
that supported our findings from crystal 2 throughout the duration of the experiment.
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Figure 1. Rf-penetration depth as a function of temperature in a zero magnetic field. The critical
temperature, defined by the minimum of d2λ/dT2, is similar to previous work [4].

After reaching a base temperature of 60 mK, a series of field sweeps at different angles
tracked Hc2(θ). A subset of these field sweeps is shown in Figure 2a between θ = −14◦

and +2◦. Near B‖ (θ = 0◦), the superconducting transition is broad, with the highest Hc2
recorded to be 7.6 T at θ = ±0.25◦ (green). Away from B‖, the superconducting transition
becomes sharper and decreases in field. Despite the wide anion layer being a promising
indicator that the crystal might be able to harbour the FFLO state, no evidence was found
from our field sweep data. The field sweeps nearest to θ = 0◦ showed superconductivity
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persisting only up to HP = 7.6 T, and no anomalous bumps in the 2nd derivatives indicating
a transition to the FFLO state were found.

Though the anion layer spacing in β′′(ET)Cr is wide compared to other organics, the
cryogenic temperatures at which the experiment was performed should be well below
any dimensional crossover transition. Therefore, Hc2(θ) in Figure 2b follows the Tinkham
thin-film formula for a 2D layered Josephson-coupled superconductor,

∣∣∣∣
Hc2(θ)cos(θ)

Hc2⊥

∣∣∣∣+
[

Hc2(θ)sin(θ)
Hc2‖

]2

= 1 (2)

as opposed to anisotropic Ginzburg–Landau theory [7,15]. Though Equation (2) is based on
the orbital destruction of superconductivity only, it gives reasonable agreement to the data.
One remarkable result is the high anisotropy in the ultimate critical fields in the parallel vs.
perpendicular orientations, with Hc2‖/Hc2⊥ = 19, coming from a low Hc2⊥.
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Figure 2. (a) Rf-penetration depth as a function of the magnetic field oriented at different angles
with respect to the conducting planes of the sample, with B‖ = 0◦. Field sweeps were performed at
T < 100 mK. We define Hc2 as the crossing point of the linear extrapolations above and below the
superconducting transition, shown in grey. (b) Hc2(θ) as taken from (a) and from additional data not
shown. The solid trace is the 2D Tinkham thin-film equation, Equation (2).

Due to trapped flux in the 32 T superconducting magnet, the given magnetic field,
which is reported based on the current in the magnet, may be lower than the real field
experienced by the crystals. Therefore, Hc2⊥ = 0.2 T seen in the raw data is a lower bound.
We estimate the range of the magnitude of trapped flux could be 0.15–0.25 T at low fields,
based on discussion with the NHMFL. Therefore, Hc2⊥ = 0.2 + (0.15 − 0.25) T, with the
most likely value for Hc2⊥ = 0.4 T. Later, we show orbital critical field calculations that are
close to this corrected value.

Field sweeps with the magnetic field oriented far from parallel to the conduction
layers of the crystal are shown in Figure 3. At θ⊥ = 90◦, strong, pure sinusoidal oscillations
are seen. At θ u 60◦ the amplitude of the SdH oscillations pass through zero and the phase
flips, indicating a spin-zero. This occurs when the Landau level spacing ∆EL = h̄eB/m∗

is an integer multiple of the Zeeman splitting energy ∆EZ = gµBB, where the effective
mass m∗(θ) = m∗⊥/sin(θ) in our convention. By fitting the SdH oscillation amplitudes as a
function of the angle to the Lifshitz–Kosevich (L–K) formula [16], we determine g∗ = 1.89.
According to McKenzie [17], this value of g is lower than expected due to the highly
correlated nature of the quasi-particles in these lower-dimensional materials, not unlike
how the effective mass m∗ is different from the band mass as calculated from the band
structure. Therefore, the g-factor as measured by electron spin resonance, which we will
refer to as g, is probably still very close to two. The measured g-factor from the location
of the spin-zero, g∗, will be enhanced or diminished by many body effects. In this case,
g∗ = 1.89, and the ratio g∗/g = 0.95, a value comparable to other organic conductors, as
seen in McKenzie’s paper [17].
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Figure 3. Field sweeps up to 28 T at different angles with respect to the layers of the sample. At
B⊥= 90◦, quantum oscillations begin as low as 6 T. The data are offset vertically for clarity.

As shown in Figure 4, Shubnikov–de Haas oscillations can be seen as low as 6 T (a) and
are of a single frequency of α = 253 T (b). There is no evidence of breakdown orbits, and the
next highest peak is the 2nd harmonic, which is almost four orders of magnitude weaker than
the fundamental. FSdH(θ) follows the expected behaviour for a 2D metal with a corresponding
cylindrical Fermi surface (c). From the SdH oscillation amplitudes we construct the Dingle
plot shown in (d). The Dingle temperature is a measure of the scattering (purity) in a crystal;
TD = X/14.7m∗(θ), where X is the slope of the log of the oscillation amplitudes vs. B−1.
Using the previously reported m∗⊥ = 1.4me [4], we find TD = 2.42 K for crystal 2 and TD > 4 K
for crystal 1, confirming that crystal 2 is a cleaner superconductor.
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Figure 4. (a) Shubnikov–de Haas oscillations (θ = 90◦ from Figure 3) with the background subtracted
and plotted against 1/B. Inset: zoom of main figure; oscillations can be seen down to 6 T. (b) FFT
of (a). A singular α frequency can be observed, as well as its weaker 2nd harmonic. (c) FSdH(θ) as
gathered by field sweeps at different angles. The data follows the expected 1/cos(θ) dependence
for a cylindrical Fermi surface, noting that our convention of B⊥ = 90◦ is reverse to the traditional
B⊥ = 0◦. (d) Dingle plot produced by the data shown in Figure 3, reduced as in (a). Linear fits are
overlaid on the data with corresponding Dingle temperatures.
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4. Discussion

The temperature sweep data in Figure 1 yields a similar Tc u 4 K to previous work [4].
We previously found that cooling rate could affect whether or not the crystal exhibits
superconductivity, perhaps due to a structural transition at higher temperatures. Because
two of our crystals underwent identical experimental cooling, however, the variation in
their properties due to cooling rate may not be the only factor that determines the quality
of samples. It is now clearer that there may be intrinsic disorder in the samples that also
determines the strength of the superconductivity, and crystal variation could be a challenge
in future experiments.

Field sweeps up to 28 T were performed below 100 mK, extending the reach of
previous work in both field and temperature. Previous results down to 1 K [4] suggested
the possibility of forming the FFLO state at low temperatures and high magnetic fields
above HP. Despite this, the λ(B) data close to B‖, Figure 2, show Hc2 as not surpassing
the Clogston–Chandrasekhar paramagnetic limit and no FFLO state is observed. The 2D
Tinkham thin-film equation produces an agreeable fit to our Hc2(θ) plot.

The anisotropy of Hc2‖/Hc2⊥ is noteworthy being higher than most other well-known
2D organic superconductors, and a comparison with other similar superconductors in
Table 1 shows that the low Hc2⊥ is anomalous. Using the corrected value of 0.4 T for Hc2⊥,
Hc2‖/Hc2⊥ u 19, which is only less than κ-(ET)2I3 in terms of anisotropy magnitude, and
higher than the others.

Table 1. A comparison of crystal properties from experimental results to other well-known quasi-2D
organic superconductors. The title compound and its corresponding values are shown in bold.

Crystal Name [Citations] Tc (K) Hc2‖ (T) Hc2⊥ (T) H0
orb (T) HP (T) m∗/me l (Å) ξ‖ (Å)

κ-(ET)2Cu(NCS)2 [18–20] 9.6 28 6 17.6 † 21.6 3.5 900 74
β′′-(ET)2SF5CH2CF2SO3 [6,21,22] 4.5 11 1.6 2.07 † 9.2 2.0 520 122
λ-(BETS)2GaCl4 [23–25] 4.3 11 2.9 1.6 † 8.3 3.6 170 107
β′′(ET)Cr [4] 4.1 7.6 0.4 0.49 7.6 1.4 367 286
κ-(ET)2I3 [26–28] 3.5 6.7 0.2 1.37 5.7 3.9 953 410
α-(ET)2NH4Hg(SCN)4 [7,29,30] 0.96 2.1 0.12 0.05 † 2.1 2.5 663 605

† H0
orb with daggers use Equation (5) with ∆s from specific heat data. Others use Equation (4), the BCS result.

Away from B‖, we show Shubnikov–de Haas oscillations, Figure 3, at multiple field
angles with respect to the conduction layers of the crystal. Up to 28 T and as low as 6 T,
we find strong, harmonically pure oscillations. At B⊥, the fundamental frequency is 253 T,
slightly higher than the previously reported FSdH = 231.1 T [4]. The oscillation frequencies
follow the expected 1/sin(θ) behaviour as we rotate the sample (often reported as 1/cos(θ)
when B⊥= 0◦). We report the Dingle temperature TD = 2.4 K in our main crystal and
TD > 4 K in the other, noisier crystal.

Using the Shubnikov–de Haas oscillations and the effective mass, we can calculate the
Fermi surface parameters such as the Fermi velocity, vF =

√
2h̄eFSdH/m∗, the scattering

time, which is related to the Dingle temperature, τ = h̄/2πkBTD, and the mean free
path l = vFτ. For the superconducting coherence length, ξ, we use Equation (3), with
Hc2⊥ = 0.4 T at T < 100 mK. These parameters are shown in Table 1 alongside comparisons
to other Q2D organic superconductors. One of the conditions for forming the FFLO state is
for the crystal to be in the clean limit, i.e., r = l/ξ > 1, which is barely satisfied for β′′(ET)Cr,
though this alone is no guarantee of FFLO stabilization, as seen in the paramagnetically
limited α-(ET)2NH4Hg(SCN)4 [7].

Considering that the remarkably low Hc2⊥ is well below HP, we would expect the
orbital effect to dominate the destruction of superconductivity, following the equation

Hc2⊥ u H0
orb =

Φ
2πξ2

‖
, (3)
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where ξ = h̄vF/π∆s, vF is the Fermi velocity, and the superconducting energy gap is given
by the BCS result, ∆s = 1.75kBTc, resulting in

H0
orb =

Φ
2π

(
1.75πkBTc

h̄vF

)2
. (4)

With vF as calculated above, Tc = 3.9 K, and using the BCS result, we arrive at H0
orb = 0.49 T,

very close to our measured Hc2⊥. We note that, once specific heat data are taken, the
equation for H0

orb could be made more accurate using ∆s calculated empirically via the
Alpha model [20,31,32] rather than the BCS result, using the equation

H0
orb =

Φπ∆2
s m∗

4h̄2EF
, (5)

where EF = h̄eFSdH is the Fermi energy.
Orbital critical field calculations do agree moderately well with Hc2⊥ for most of the

organics in Table 1, with the exceptions of κ-(ET)2Cu(NCS)2 and κ-(ET)2I3. The former
can be justified by taking into account Zeeman pair breaking and strong coupling. The
calculated H0

orb for κ-(ET)2Cu(NCS)2 is close to the value of HP, where one would expect a
large contribution of Zeeman pair breaking to limit the upper critical field, as calculated
by the the WHH formula [33], and is seen as a downward curvature in Hc2⊥(T) [2]. The
rest of the materials in Table 1 have relatively linear Hc2⊥(T) phase diagrams, given that
H0

orb is much less than HP for all of them. However, new measurements may be needed
to account for the discrepancy between Hc2⊥ and the calculated H0

orb for λ-(BETS)2GaCl4
and α-(ET)2NH4Hg(SCN)4, as one would not expect H0

orb to be less than the measured
critical field. Finally, the extremely low Hc2⊥ for κ-(ET)2I3 cannot be accounted for by
measurement error, and another mechanism may be at play in that material.

In fact, many layered organics have Hc2⊥(T) phase diagrams that do not follow the
simple model suggested by Equation (3) or even more complicated models such as the
WHH formula. Although there have been some attempts to build separate theories for
Hc2(T) in layered superconductors, they have tended to focus on the parallel orientation
with the magnetic field along the layers [15,34] or address special cases such as the diverging
perpendicular critical fields of some cuprates or dichalcogenides, motivating proposed
mechanisms based on magnetic impurities [35] or quantum critical behaviour [36], neither
of which are suggested for organic materials. There are possible instances of 3D-to-2D
crossover in the perpendicular critical fields of layered organic superconductors [25,37],
but there is no theory that supports 3D-to-2D crossover in perpendicular magnetic fields.

5. Conclusions

In this brief report we present high-field, low-temperature measurements on β′′(ET)Cr,
a layered crystalline organic superconductor with novel crystal geometry, using a tun-
nel diode oscillator measurement technique. Despite prior predictions, inhomogeneous
superconductivity was not found, and the superconductor may be paramagnetically lim-
ited. From a series of strong Shubnikov–de Haas oscillations, we calculated Fermi surface
parameters confirming the crystal to be in the clean limit, though only just. We found
that this material exhibits higher critical field anisotropy than other well-known organics,
with Hc2 in the perpendicular-to-the-layers orientation being surprisingly low. Though,
calculation of the expected orbital critical field matches the measured value. This raises
further questions as to why other organics do not necessarily follow this behaviour.

Future additional field sweep experiments would help clarify multiple points regard-
ing the properties of β′′(ET)Cr presented in this work. In the B⊥ direction, collecting SdH
oscillation data at multiple temperatures is of utmost importance to confirm the effec-
tive mass value, m∗ = 1.4 K, reported by Martin et al. [4], which is used in numerous
calculations of Fermi surface parameters, the orbital critical field, Equation (5), etc.
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In particular, the estimated g-factor, g∗ = 1.89, could be made more accurate both
by confirming m∗ and by gathering additional SdH amplitude data at finer angle inter-
vals. Fitting the oscillation amplitudes to the L–K formula produced error bars that were
significant, due to limited angular sample size, and only one spin-zero was seen. As an
alternative to field sweeps at fixed angles, since α = 253 T is the only visible SdH frequency,
rotating the sample in a high DC field would immediately reveal at what spin-zero angles
the oscillations vanished, which uniquely determine the product m∗g∗ [17,38].

The H/T phase diagrams of the upper critical fields in both the B‖ and B⊥ orien-
tations would benefit from being completed, as this present work only adds data at
T = 60 mK, a temperature well below the previously published data [4], leaving a gap in
the 0.1 < T < 1 K range. A saturation of Hc2‖(T) to a constant value in this region would
help confirm whether the crystal is paramagnetically limited [7] and determine the degree
to which many-body effects might enhance HP [17]. The suspected linearity of Hc2⊥(T)
in this temperature range should also be investigated, as discussed above, to deepen our
understanding of perpendicular critical field phase diagrams in layered organics, where
the extent of the current theory is incomplete.
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Abstract: In order to explore how spectral sparsity and vibronic decoherence pathways can be
controlled in a model qubit system with atomic clock transitions, we combined diamond anvil cell
techniques with synchrotron-based far infrared spectroscopy and first-principles calculations to reveal
the vibrational response of Na9[Ho(W5O18)2]·35H2O under compression. Because the hole in the
phonon density of states acts to reduce the overlap between the phonons and f manifold excitations
in this system, we postulated that pressure might move the HoO4 rocking, bending, and asymmetric
stretching modes that couple with the MJ = ±5, ±2, and ±7 levels out of resonance, reducing
their interactions and minimizing decoherence processes, while a potentially beneficial strategy
for some molecular qubits, pressure slightly hardens the phonons in Na9[Ho(W5O18)2]·35H2O
and systematically fills in the transparency window in the phonon response. The net result is
that the vibrational spectrum becomes less sparse and the overlap with the various MJ levels of
the Ho3+ ion actually increases. These findings suggest that negative pressure, achieved using
chemical means or elongational strain, could further open the transparency window in this rare
earth-containing spin qubit system, thus paving the way for the use of device surfaces and interface
elongational/compressive strains to better manage decoherence pathways.

Keywords: spin qubit; vibronic coupling; strategies to minimize decoherence; high pressure vibra-
tional spectroscopy

1. Introduction

Single molecule magnets incorporating heavy centers are of foundational impor-
tance for exploring orbital localization and chemical bonding, electron correlation vs.
spin–orbit coupling, and the different patterns of crystal field energy levels [1–5]. Hun-
dreds have been developed in an effort to control the properties and reveal structure–
property relations [6–9]. Several have demonstrated spin qubit behavior [10–14]. Promi-
nent examples include (i) (PPh4)2[Cu(mnt)2] (mnt2− = maleonitriledithiolate) doped into
the diamagnetic isostructural host (PPh4)2 [Ni(mnt)2], (ii) [(CpiPr5)Dy(Cp∗)]+ (where
CpiPr5 = penta-iso-propylcyclopentadienyl and Cp∗ = pentamethylcyclopentadienyl), and
(iii) chiral [Zn(OAc)(L)Yb(NO3)2)] as well as many others [15–18]. In the Ln3+-containing
family of mononuclear molecular nanomagnets, Na9[Ho(W5O18)2]·35H2O is attracting
considerable attention [15,19–21]. This is because of the 8.4 µs coherence time in diluted
systems [20] as well as the fact that the spin qubit dynamics are protected against magnetic
noise at favorable operating points known as atomic clock transitions [14,20,22], where this
system has also been experimentally found to display magnetoelectric coupling [23]. Of
course, even with clock protection, quantum information can be lost through vibrational
and thermal processes [4,17,24–30], although very few of these mechanisms have been
unraveled in a detailed manner [31–37].
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To address this issue, our team recently began exploring decoherence pathways in
Na9[Ho(W5O18)2]·35H2O with the goal of revealing specific vibronic relaxation pathways
governing magnetic relaxations [38]. We discovered strong magneto-infrared contrast near
370 and 63 cm−1 due to mixing of odd-symmetry vibrations with f -manifold crystal field
excitations. Specifically, the MJ = ±7 crystal field levels couple to the various HoO4 rocking
and bending modes. At the same time, the MJ =±5 levels near 63 cm−1 (and very likely the
MJ = ±2 levels) are activated by nearby phonons such as asymmetric HoO8 stretching with
cage tilting. Moreover, we reported the first direct evidence for a transparency window
in the phonon density of states in a robust clock-like molecular spin qubit. The overall
extent of vibronic coupling [17,26–28] in Na9[Ho(W5O18)2]·35H2O is therefore limited
by a modest coupling constant (in the order of 0.25 cm−1) and a transparency window
in the phonon density of states that acts to keep the intramolecular vibrations and MJ
levels apart [38]. This is different from 3d-containing molecule-based materials such as
Co[N(CN)2]2 where significantly larger spin–phonon coupling constants (2 and 3 cm−1)
give rise to avoided crossings and a transfer of oscillator strength from nearby phonons to
the localized Co2+ electronic excitations and back again under magnetic field [39]. Despite
the smaller coupling constant, interaction with phonons is still a significant problem in
Na9[Ho(W5O18)2]·35H2O—even at low temperature. Recent simulations in entangled two-
qubit gates suggest that increased spin–lattice relaxation time (T1) is likely with additional
cooling [30]. Since in this system T2 is controlled by T1, this is relevant for its behavior as
a qubit.

Decoherence of quantum states in a qubit can occur when resonances of different types
are found in close proximity. The natural spectral sparsity in Na9[Ho(W5O18)2]·35H2O
raises questions about whether even more extreme separations between the magnetic and
vibrational excitations can be encouraged and even promoted [40–43]. Besides exploring the
consequences of this “hole” on vibronic coupling, we recently proposed several design rules
aimed at mitigating decoherence pathways involving vibronic coupling [38]. In addition to
isotope effects and studies of chemically analogous Ho3+-containing polyoxometalates, we
discussed specific suggestions for alternate rare earth ions and coordination effects as well
as stiffer surrounding ligands [4,38]. One promising avenue that was not explored in prior
work is the effect of pressure. Compression changes bond lengths and angles [44] and, as a
result, tends to harden phonons—perhaps moving them out of the way. Such an approach
has the potential to significantly reduce vibronic coupling as a decoherence mechanism by
moving these excitations off resonance [29,38,40–42,45].

In order to to test whether pressure can disentangle electronic and vibrational excita-
tions in a molecular magnet with atomic clock transitions, we measured the far infrared
response of Na9[Ho(W5O18)2]·35H2O under compression and compared our findings with
complementary first-principles calculations. This work is based upon the premise that both
the molecular vibrations and the MJ levels that derive from on-site f -manifold excitations
of Ho3+ are likely to harden under compression and therefore might be able to be shifted
to nullify the spin–spin (T2) relaxation pathway under small pressures or strain. In other
words, pressure is expected to act upon both energy scales, in the same direction (and in
both cases, the desired direction), although not necessarily to the same extent. A more
compressed molecule will be more rigid, but also closer metal–ligand distances will result in
a stronger crystal field. This is what one wants: molecules that are very rigid and with very
strong crystal field perturbations. This energy scaling should, in principle, systematically
decrease the chance of a close resonance. Rendering the MJ levels ineffective in terms of
engaging in vibronic coupling, we find that pressure broadens the low frequency phonons
and shifts others more strongly into resonance. At the same time, compression works to
systematically fill the hole in the phonon density of states, so rather than making a sparse
lattice even more sparse, pressure decreases sparsity by closing the transparency window.
These findings, supported by our theoretical calculations, suggest that negative pressures,
obtained via crystal engineering or elongational strain, will be more effective to enhance
the performance of this molecular spin qubit.
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2. Methods
2.1. Experimental Setup

High quality Na9[Ho(W5O18)2]·35H2O single crystals were grown as described pre-
viously [20]. A small, well-shaped piece was selected and loaded into a suitably chosen
diamond anvil cell with an annealed ruby ball and hydrocarbon grease (petroleum jelly) as
the pressure medium in order to assure quasi-hydrostatic pressure conditions (Figure 1a).
In addition to using the ruby ball to determine pressure via fluorescence [46,47], we mon-
itored the shape of the ruby fluorescence spectrum to assure that the sample remained
in a quasi-hydrostatic environment (Figure 1b). The synthetic type IIas diamonds in the
symmetric diamond anvil cell had 500 µm culets and we employed a 47 µm thick pre-
indented stainless steel gasket with a 200 µm hole diameter. Care was taken to optimize
optical density in order to reveal the features of interest. In fact, we carried out two dif-
ferent trials using both low and high optical densities. We employed high optical density
in the 55–370 cm−1 range where the features have smaller intensity, and we used lower
optical density in the 300–625 cm−1 range where the spectral features are stronger. Taking
advantage of the stable, high-brightness beam, synchrotron-based infrared spectroscopy
(60–680 cm−1; 4 cm−1 resolution; transmittance geometry) was performed using the 22-IR-1
beamline at the National Synchrotron Light Source II at Brookhaven National Laboratory.
Absorbance is calculated as α(ω) = −ln(T (ω)), where T (ω) is the measured transmittance.
Pressure was increased between 0 and 5.2 GPa at room temperature. Our prior work
revealed no substantial spectral changes in the phonons or the transparency window with
temperature down to 9 K [38], so we did not pursue these effects here. The spectral changes
are fully reversible upon release of pressure.
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Figure 1. (a) Schematic of the symmetric diamond anvil cell used in these measurements. The
ruby ball and the sample crystal share a high pressure environment but are not directly in contact.
(b) Fluorescence of the annealed ruby ball when the cell was just closed (0.12 GPa) and at 5.17 GPa.
The shape of the fluorescence spectra along with the separation of the two peaks is consistent with
quasi-hydrostatic conditions.

2.2. DFT Calculations

The optimization of the molecular geometries and the simulation of vibrational spectra
were carried out using the Gaussian09 package in its revision D01 [48]. The PBE0 hybrid-
exchange correlation functional was used in all the calculations [49]. Different basis sets
were used for each type of atom in the molecule: Stuttgart RSC ANO basis set [50–52]
for the Ho+3 cation, CRENBL basis set [53] for W, and 6-31G∗∗ for O [54,55]. Their corre-
sponding effective core potentials (ECP) for Ho and W atoms were applied. We included
Grimme D3BJ dispersion corrections in all the calculations [56]. First, we optimized the
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crystal structure and then we determined the vibrational spectra. We optimized all the
structures until the change in energy of two consecutive steps was lower than 10−6 Hartree.
The threshold assigned for maximum forces and RMS matrix was 4.5·10−4 and 3·10−4

Hartree/Bohr, respectively. Then, we applied triaxial pressure by decreasing each Cartesian
coordinate by 0.5, 1, 1.5, and 2%. This allowed us to simulate the effect of mechanical
pressure. Finally, we performed a constrained optimization to maintain the effect of the
pressure, thus avoiding negative vibrational frequencies in the spectrum. This constraint
consisted of freezing the position of the atoms lying in the Cartesian axes, thus keeping the
effect of the triaxial pressure.

2.3. Semi-Empirical Crystal-Field Calculations

To calculate the effect of the applied strain on the energy level scheme of the ground-
J manifold, we applied the semi-empirical radial effective charge (REC) model [57], as
implemented in the SIMPRE computational package [58]. In order to account for covalency
effects, we applied a radial displacement of (Dr = 0.48 Å) and effective point-charges
(Zi = 0.81). These parameters were extracted by fitting the spectroscopic energy levels
determined by Vonci et al. [21].

3. Results and Discussion

Figure 2 summarizes the far infrared response of Na9[Ho(W5O18)2]·35H2O as a func-
tion of pressure at room temperature. The main difference between the two trials in panels
(a) and (b) is the optical density, which allows us to examine different spectral regions with
optimum sensitivity. Molecular materials are well known to be soft and flexible but, unlike
a number of other systems [59–61], there is no evidence for a structural phase transition
between 0 and 5 GPa in Na9[Ho(W5O18)2]·35H2O. Instead, compression acts to (i) harden
the vibrational modes and (ii) reduce spectral sparsity. These findings are discussed below.

As we know, vibrations play an important role in magnetic relaxation processes
of molecular spin qubits as they couple to spin states, leading to the loss of quantum
information [17,26–28]. In Na9[Ho(W5O18)2]·35H2O, we are primarily interested in vibronic
decoherence pathways involving odd-symmetry vibrations near 370 and 63 cm−1 that mix
with f -manifold crystal field excitations [38]. As expected, pressure hardens the majority of
vibrational modes at a rate of approximately 0.9 cm−1/GPa (Figure 2a,c), so it is possible
to push a mode that is on resonance and therefore detrimental (such as those near 370 or
63 cm−1) away from resonance with a particular MJ level of the Ho3+ ion. In this system,
however, the vibrational modes do not harden at significantly different rates so, rather
than taking a particular mode off-resonance and leaving the rest unperturbed, the full
set of modes hardens systematically. Above approximately 1 GPa, these modes begin to
interact with other spin levels in Na9[Ho(W5O18)2]·35H2O—not just the MJ = ±7, ±5,
and ±2 levels—so it is really only the smallest pressure (or presumably strain) that is
potentially useful.

Our prior analysis suggests that coherence in Na9[Ho(W5O18)2]·35H2O benefits from
the limited frequency overlap between Ho3+ crystal field levels and the phonon mani-
fold [38]. The limited overlap is due to a transparency window or “hole” in the phonon
density of states that renders many of the MJ levels ineffective in terms of engaging in
vibronic coupling. Revealing how pressure affects the transparency window in the phonon
density of states is therefore extremely important. For this technique to work well, the hole
should stay the same size or expand slightly. Unfortunately, the transparency window in
the phonon response closes systematically under compression (Figure 2a). We quantify this
effect by integrating the area under the absorption in this frequency window and plotting
it as a function of pressure (inset, Figure 2a). Initially, this quantity grows linearly with
pressure. It levels off around 5 GPa as the filling saturates and the transparency window
closes. Therefore, while the tiniest bit of compression might impact the coherence time in a
positive manner, in general, pressure is not an effective external stimulus because it elimi-
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nates the transparency window in the vibrational spectrum. Broadening the transparency
window with “negative pressure” would be a better approach—at least in this system.

Figure 2. (a) Synchrotron-based far infrared spectrum of Na9[Ho(W5O18)2]·35H2O as a function of
pressure in the 55–375 cm−1 region. Both intramolecular and intermolecular features are observed.
Inset: Integrated area under the curve in the 220–310 cm−1 frequency window. The latter corresponds
to the transparency window and was therefore used as the integration range. (b) Close-up view of
the far infrared response of Na9[Ho(W5O18)2]·35H2O between 300 and 625 cm−1. (c) The same data
as in panel (b) shown as a contour plot. Spectra at 12 different pressures were used to create the
contour plot.

In order to rationalize these findings, we performed first-principles calculations on
a fully optimized [Ho(W5O18)2]9− molecule at the density functional theory level. We
applied different compressive triaxial strain values ranging from 0.5 to 2% (Figure 3a),
which are compatible with the structural changes of the crystallographic coordinates in
the experiment, assuming a typical Young’s modulus of ∼100 GPa for this class of crystals.
Our results corroborate the hardening of the molecular vibrations under compression,
thus supporting the trend observed in the synchrotron-based far infrared measurements
(Figure 2b). This is expected due to the shorter bond lengths in the molecule, which are
displaced from their equilibrium positions, thus enhancing the force constant of the bonds
within the harmonic oscillator approximation. At the same time, we computed the evolution
of the MJ energy level scheme under the same compressive strain values (Figure 2b). As
one can observe, the reduction of the bond distances between the Ho3+ and the coordinated
oxygen centers leads to a linear increase in the crystal field splitting, considering covalency
effects by an effective displacement of the electrostatic point charges, under strain. This
linear response of the crystal field is the expected behavior at small distortions. The crystal
field terms respond to changes in metal–ligand distance as Oq

k ∝ 1/R(k+1) but for distortions
in the order of 2% these are very well approximated by linear behavior. In Figures S1–S5
of the Supporting Information, we display a combination of both calculated crystal field
energy levels and the infrared spectrum for each applied strain.
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(a) (b)

Figure 3. (a) Calculated infrared spectra of the building block anion [Ho(W5O18)2]9− at different
compressive strain values (from 0 to 2%) in the 350–600 cm−1 region. (b) Evolution of the spin energy
levels of Ho(W5O18)2]9− under compressive strain calculated by the radial effective charge model.

Na9[Ho(W5O18)2]·35H2O already benefits from a relatively sparse lattice (due to the
hole in the phonon density of states), and it is likely that it can be made sparser with “chem-
ical pressure” or elongational strain. In our target system, larger more covalent counterions
might encourage overall lattice expansion or even just local relaxation sufficient to expand
the hole in the phonon density of states. Crystal engineering with chemical pressure is
very much akin to chemical control of a host matrix environment [29,38,40–43,45]. At the
same time, elongational strain can be tested using a piezostack and incorporated into a
device using well-known principles of strain engineering and substrate choice. Again, the
idea would be to shield the MJ levels of Ho3+ by moving the phonons that engage in the
strongest coupling out of the way—without introducing new opportunities for interaction.
It is far from certain that the clock transitions will remain near 9 GHz (the X-band) under
pressure or strain. Small distortions have already been predicted to change the energy of
the clock transitions, indicating the fragility of this parameter [22]. Theory can also test
strategies for expanding the lattice and blocking decoherence pathways, simulating the
effect of the modified phonon density of states on the vibronic coupling constants and the
T1 relaxation time. This approach to tuning the relative position of states, if successful,
has the potential to accelerate the development of molecular spin qubits with improved
lifetimes, electric field control, and higher operating temperatures [4,23].

4. Summary and Outlook

Na9[Ho(W5O18)2]·35H2O is a model spin qubit system with atomic clock transitions
and a relatively sparse vibrational spectrum that supports limited overlap between the
f manifold levels of Ho3+ and the infrared-active vibrational modes, circumstances that
favor modest vibronic coupling constants and longer coherence times. In this work, we
tested whether an external stimulus in the form of pressure could manipulate this favor-
able situation even further, perhaps expanding the hole in the phonon density of states
to reduce the overlap of these states (and thus the importance of vibronic decoherence
pathways) still further. To test this strategy, we measured the far infrared response of
Na9[Ho(W5O18)2]·35H2O under pressure. It turns out that the vibrational modes of this
molecular nano-magnet harden under compression. This is in agreement with our simula-
tion of the far infrared spectrum of the evolution of molecular vibrations under compressive
strain. On the other hand, the transparency window in the phonon density of states also
begins to close, being filled by approximately 5 GPa. These findings suggest that rare
earth-containing molecular spin qubits like Na9[Ho(W5O18)2]·35H2O would instead bene-
fit from negative pressure. While there are a number of efforts to tune similar systems using
chemical pressure, tensile strain is under-explored as a technique for disentangling these
processes. In this context, device surfaces and interfaces may offer important opportunities
in future work.
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Abstract: We have detected a large Nernst effect in the charge density wave state of the multiband
organic metal α-(BEDT-TTF)2KHg(SCN)4. We find that apart from the phonon drag effect, the energy
relaxation processes that govern the electron–phonon interactions and the momentum relaxation
processes that determine the mobility of the q1D charge carriers have a significant role in observing
the large Nernst signal in the CDW state in this organic metal. The emphasised momentum relaxation
dynamics in the low field CDW state (CDW0) is a clear indicator of the presence of a significant
carrier mobility that might be the main source for observation of the largest Nernst signal. The
momentum relaxation is absent with increasing angle and magnetic field, i.e., in the high-field CDW
state (CDWx) as evident from the much smaller Nernst effect amplitude in this state. In this case,
only the phonon drag effect and electron–phonon interactions are contributing to the transverse
thermoelectric signal. Our findings advance and change previous observations on the complex
properties of this organic metal.

Keywords: Nernst effect; organic metal; charge density wave; quantum oscillations; relaxation processes

1. Introduction

Thermoelectric effects provide an important information concerning the sign of the
transport carriers and may be useful for the study of the relation between the anisotropy of
the electronic bands and superconducting state, especially in multiband superconductors.
It is well known that measurements of the Seebeck effect (which is a longitudinal voltage
induced by a temperature gradient in a magnetic field) as a function of temperature yield
important information concerning not only parameters of charge carriers but also the nature
of the electron–phonon scattering in the system, which is especially important for a class of
materials such as are organic layered conductors, where strong Fermi liquid effects have
been anticipated. The Nernst effect, which is an analogue of the Hall effect, is the transverse
voltage induced by a temperature gradient in a magnetic field. It is considered as an
important probe of strongly correlated electron systems. The Nernst effect was discovered
in bismuth, and experimental studies have shown that it is the dominant thermoelectric
response in this material [1]. The Nernst effect is usually small in normal metals, but
it is large in semimetals. In high-Tc cuprates, a large Nernst effect was observed in the
vicinity of the resistive transition temperature Tc [2] and also near the mobility edge [3].
A giant resonant Nernst signal was also discovered in some layered organic conductors
such are the quasi one-dimensional (q1D) organic conductors (TMTSF)2PF6 [4,5] and
(TMTSF)2ClO4 [6]. In the former, a giant Nernst effect was detected in tilted magnetic
fields near the Lebed magic angles parallel to crystallographic planes. In the latter, a Nernst
effect with a greatly enhanced amplitude was found not only in the metallic state but
also at high fields in the field-induced spin density wave state. For what concerns the
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quasi-two dimensional (q2D) organic conductors, the magnetoresistance, Hall resistance
and magnetisation have been studied in detail in many compounds [7]. However, the
thermoelectric response which yields information about both the thermodynamic and
transport properties of charge carriers has been less investigated. The q2D character of
the electron energy spectrum of layered organic conductors distinguishes them from both
the two-dimensional materials and normal metals. While the magnetoresistance and Hall
effect studies were successfully utilized for the Fermi surface (FS) reconstruction of organic
conductors and enabled obtaining important information about the charge carriers, the
investigation of the thermoelectric effects (especially in strong magnetic fields) allows us
to obtain additional insights about the structure of the electron energy spectrum, as these
effects are much more sensitive to the changes in the energy spectrum. The thermoelectric
effects are also important for revealing the presence of the q1D FS open sheets in multiband
organic conductors.

In this work, we investigate the Nernst effect behaviour in a quasi-two dimensional,
two-band organic metal α-(BEDT-TTF)2KHg(SCN)4. This organic conductor has been
an object of intense experimental studies for many years due to its unusual electronic
properties (see Ref. [8] and references therein). The FS consists of both a q2D cylinder
and a pair of weakly warped open q1D sheets. The q1D and q2D bands are separated
by a substantial gap near the Fermi level. At Tp = 8 K, the system undergoes a phase
transition from metallic to a charge density wave (CDW) state due to the nesting of the
q1D open sheets. At the kink field BK, the low-field CDW0 state is transformed into the
high-field CDWx state with a field-dependent wavevector. Throughout the years, there
have been many reports on the magnetotransport studies at low temperatures in this
organic metal aiming to obtain information on the Fermi surface topology as well as to
explain the origin of the charge density wave state at temperatures below Tp = 8 K [9–13].
On the contrary, the thermoelectric transport has not been studied in much detail. In
that regard, our goal is to make a contribution to the investigation of the thermoelectric
response in the given compound, especially at low temperatures. Our studies show that at
low temperatures, in α-(BEDT-TTF)2KHg(SCN)4, the thermoelectric response is mainly
off-diagonal, although both Seebeck and Nernst effect are detected. We have detected
a giant angular resonant Nernst effect in the CDW state of α-(BEDT-TTF)2KHg(SCN)4
similar to that reported in some q1D organic compounds. Furthermore, the magnetic
field dependence of the Nernst effect reveals a resonant-like behaviour with sign change
at certain magnetic fields when the magnetic field is tilted at the magic angles. The
temperature dependence reveals that the relaxation processes have a significant role in
the observed large Nernst effect in this compound. It also shows and confirms previous
observations that in α-(BEDT-TTF)2KHg(SCN)4, there are different phases existing within
a given temperature interval.

2. Materials and Methods

The single-crystal sample in this study was grown using conventional electrochem-
ical crystallization techniques and was mounted on a rotating platform. Au wires were
attached to the sample along the b-axis and on the edges of the ac-plane of the sample
by carbon paste for both the resistance and Nernst effect measurements, respectively
(Figure 1). The resistance was measured by a conventional 4-probe technique. The sam-
ple was positioned between two quartz blocks, which were heated by sinusoidal heating
currents with an oscillation frequency f0 and phase difference of π/2 to establish a small
temperature gradient along the b-axis. The details about the method used for the thermo-
electric measurements are given in Ref. [14]. The direction of the magnetic field is arbitrary,
B = (B sin θ cos φ, B sin θ sin φ, B cos θ), where θ is the polar angle (measured from the
b-axis to ac-plane) and φ = 37◦ is the azimuthal angle (measured from the c-axis in the
ac-plane).
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Figure 1. The experimental setup for the Nernst effect measurements as a function of the magnetic
field strength and orientation. The temperature gradient ∇T is along the less conducting axis, b-axis
of the conductor, perpendicular to the Q2D conducting ac plane. The magnetic field B is rotated for
angle θ from the b-axis to the ac-plane at a fixed azimuthal angle of φ = 37◦ from the c-axis.

3. Results and Discussion

In the following, we present a detailed study of the Nernst effect in the multiband
organic conductor α-(BEDT-TTF)2KHg(SCN)4 with the magnetic field magnitude, orienta-
tion and temperature. The magnetic field and angular dependencies are obtained in the
low-temperature regime in the CDW state of the conductor. The Nernst effect investigation
allows us to obtain more insights about the behaviour of different CDW states that develop
in this conductor as well as information on the driving mechanism for the CDW instabilities
in α-(BEDT-TTF)2KHg(SCN)4. Additionally, it may give information about the role of
quasiparticles in the transport processes in multiband systems.

3.1. Angular Hall and Nernst Effect Oscillations

The angular Hall resistance oscillations (AHROs) in the CDW0 state of α-(BEDT-TTF)2
KHg(SCN)4 are shown in Figure 2 for several fields: 10 T, 15 T, and 21 T at T = 0.6 K.
The Hall resistance quantum oscillations, associated with the Landau quantization of the
closed FS orbit, are observed superimposed on the angular oscillations for each magnetic
field strength. Although in the CDW phase, no q1D FS open sheets should survive, there
appear clear angle-dependent Hall resistance oscillations similar to the Lebed resonances,
which are characteristic for q1D organic conductors [15]. The AHRO maxima and min-
ima appear at angles θmaxi and θmini where i = 1, 2, 3, . . .. Interestingly, the dips in the
Hall resistance become sharp at angles above θ = 60◦, whereas the first minimum occur-
ring at θmin1 ∼ 45◦ is rather broad especially with increasing magnetic field magnitude.
This is in contrast to the angular magnetoresistance oscillations (AMROs) behaviour in
α-(BEDT-TTF)2KHg(SCN)4 (see Figure 2 ) where the maxima in the angular dependence
are not as sharply pronounced as those in the AHROs. The Hall resistance is negative,
indicating that in α-(BEDT-TTF)2KHg(SCN)4, the in-plane transport is mainly electron-like
independently on the field direction with respect to the layers. An important observation
is that the AHRO maxima occur at angles at which AMRO minima appear known as
Lebed magic angles. Consequently, AHRO minima are observed at angles at which AMRO
maxima are detected. However, there is a slight shift between the AMRO (AHRO) maxima
(minima) seen only at angles below θ = 60◦. This can be more clearly identified from
the corresponding curves presented in Figure 3 below. With rotation of the magnetic field
toward the plane of the layers, more charge carriers have been involved in the transport
processes, which can account for the absence of a shift between the AMRO (AHRO) maxima
(minima) at angles above θ = 60◦. Interestingly, changes in the angle-dependent Nernst
effect also occur around this angle at each magnetic field magnitude. Our results show that
in the compound under consideration, the thermoelectric transport is more complex than
previously anticipated, as the large Nernst signal arises in total absence of superconducting
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fluctuations. This opens a new window for investigation of the driving mechanism for the
CDW instabilities in α-(BEDT-TTF)2KHg(SCN)4.
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Figure 2. Angular oscillations of the Hall resistance in α-(BEDT-TTF)2KHg(SCN)4 for several fields:
B = 10 T, 15 T, 21 T at T = 0.6 K. The quantum oscillations are visible at each field magnitude in the
whole range of angles. The positions of some of the AHROs maxima and minima are indicated.
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Figure 3. Comparison of the angular dependence of magnetoresistance, Hall resistance, Seebeck and
Nernst effect in α-(BEDT-TTF)2KHg(SCN)4 for B = 15 T and T = 0.6 K. The Nernst effect amplitude
is extremely large compared to the amplitude of magnetoresistance, Hall resistance and thermopower
in a wide range of angles with exception of the angles near the plane of the layers.

We present in Figure 4 the angular dependence of the total Nernst effect in α-(BEDT-
TTF)2KHg(SCN)4 for several fields: B = 10 T, 23 T, 26 T and 30 T at T = 0.6 K. We
have detected an angular Nernst signal with a large amplitude for each magnetic field
magnitude. Exceptions from this are certain angles as discussed below. We find that
in α-(BEDT-TTF)2KHg(SCN)4, the angular Seebeck effect (thermopower) [16] is much
smaller than the Nernst effect, although the thermoelectric measurements are performed
for a longitudinal temperature gradient. Both effects show oscillations, but the transverse
component is clearly dominant, as it is about 10 times larger than the longitudinal one. This
is also a case even for magnetic field orientations close to the less conducting axis (b-axis)
where the thermopower is expected to be the dominant thermoelectric response. The rather
complex nature of the observed angular Nernst signal in α-(BEDT-TTF)2KHg(SCN)4
is correlated with its multiband character as two kinds of carriers are involved in the
thermoelectric transport. The giant Nernst effect previously observed in some of the
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q1D organic compounds with an undetectable Seebeck effect has been ascribed to the
vortex flow [4,5]. On contrary, the superconducting state in α-(BEDT-TTF)2KHg(SCN)4
develops below Tc = 0.1 K and for a quasi-hydrostatic pressure of Pc∼2.3–2.5 kbar [17].
This indicates that in the compound under consideration, the quasiparticles are responsible
for the observed large amplitude of the Nernst effect.
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Figure 4. (a) Angular oscillations of the total Nernst effect in α-(BEDT-TTF)2KHg(SCN)4 for several
fields: B = 15 T, 23 T, 26 T and 30 T and T = 0.6 K. The Nernst effect quantum oscillations are visible
at each magnetic field magnitude in the whole range of angles and are the dominant component
in the total Nernst effect. (b) The Nernst effect oscillatory curves are shifted for clarity. (c) Angular
quantum oscillations of the Nernst effect for T = 0.6 K at B = 15 T and B = 30 T differ in amplitude
and phase, indicating that the system is driven from one into another CDW state with increasing field
and tilt angle.
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For obtaining a more detailed picture on the thermoelectric transport in α-(BEDT-TTF)2
KHg(SCN)4, one should study the behaviour of the two components, the quantum oscillating
component and the background term. The quantum oscillations are visible at each magnetic
field magnitude in the whole range of angles. The exceptions are only the angles close to the
layer’s plane at 15 T in the CDW0 state (Figure 4c) where the total Nernst signal is vanishing,
although it should not be zero because the transverse voltage is the largest along the y direction.
The quantum oscillations are mainly due to the fundamental frequency of the closed FS α
orbit, Fα = 671 T, which is present above B = 8 T. The oscillatory part of the transport
coefficients is determined by the oscillatory dependence of the relaxation time τ that results
from the summation over all the electron states in the incoming term of the collision integral.
In the Born approximation, for h̄ωc � tc, τ ∼ τ0τosc where h̄ is the Planck constant divided
by 2π, ωc = eB/m∗ is the cyclotron frequency, m∗ is the cyclotron effective mass, tc is the
interlayer transfer integral, and τ0 and τosc are the non-oscillatory and oscillatory part of the
relaxation time. The oscillatory part of the relaxation time is a sum of the contributions from all
extremal orbits, Sexti = 2πh̄eFi, on the Fermi surface for a particular orientation in a magnetic
field τosc ∼ ∑i Ai(B cos θ)1/2RTRSRDRMB cos(2π( Fi

B cos θ − 1
2)), where RT accounts for finite

temperature effects, RD for impurity scattering, RS for spin-splitting effects, and RMB for the
magnetic breakdown effects. As a result of the oscillatory dependence of τ, the thermoelectric
coefficient αzz acquires an oscillatory component αosc

zz ∼ σ0
∂τosc

∂ε |ε=µ and so the oscillatory part of

the Nernst effect is Nosc
yz ∼ αosc

zz
σyz
∼ 1

σyz
∑i Ai(B cos θ)−1/2RTRSRDRMB sin(2π( Fi

B cos θ − 1
2)). It is

large when a Landau level meets the chemical potential µ and is damped when µ is between
two successive Landau levels. The amplitude of the Nernst effect quantum oscillations is
much larger than that of the Hall resistance quantum oscillations (about 102 times larger) as
can be seen by comparing Figures 2 and 4. This is in correlation with the high fundamental
frequency of the main oscillations, Fα, for µ� h̄ωc which strongly increases the amplitude
of the effect when performing the derivative of the density of states over µ.

The background Nernst effect shown in Figure 5 reveals oscillatory features emphasiz-
ing the resonant-like character of the effect. The resonance-like behaviour of the background
Nernst effect is evident at each magnetic field magnitude similar to that previously observed
in the angular dependence of the Seebeck effect [16]. Apart from that, the angular depen-
dence of the Nernst effect changes significantly with increasing magnetic field strength.
This is a reflection of the complex electronic properties associated with the existence of
different CDW states in this organic metal. It should be specifically emphasized that all
of the Nernst effect curves show different behaviour above a certain tilt angle, θc ∼ 60◦,
which corresponds to the second maximum in the Hall resistance angular dependence. At
a lower field (B = 15 T), when the system is in the CDW0 state, the Nernst effect decreases
above θc without changing the sign. A decrease in the Nernst effect amplitude is also seen
at B = 26 T above θc accompanied with a sign change around θ = 85◦. At B = 30 T, the
Nernst effect is zero at θc above which it is positive with a pronounced increase in the
amplitude. For B = 26 T and B = 30 T, the system is supposed to be in the CDWx state,
but the observed distinct behaviour of the Nernst effect around θc implies that this is not
the case. The curve obtained for B = 23 T demonstrates the most unusual behaviour as
the Nernst effect constantly changes sign in the angular range between the first and third
AHRO maximum. Most strikingly, the curve is mirroring its angular behaviour exactly at
θc, which is not characteristic for the other curves. The observed different Nernst effect
behaviour, especially above θc, with or without a sign change, indicates that significant
changes occur in the density of states.
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Figure 5. Angular oscillations of the background Nernst effect in α-(BEDT-TTF)2KHg(SCN)4 for
several fields: B = 15 T, 23 T, 26 T, 30 T at T = 0.6 K. The positions of some of the AHRO maxima and
minima are indicated by the vertical dashed lines.

In order to capture the magnitude of the observed Nernst signal at low temperature,
we present in Figure 3 the AMROs, AHROs, Seebeck and Nernst effect angular oscillations
at B = 15 T and T = 0.6 K. It is clearly seen that the amplitude of the Nernst effect is
exceeding by far the amplitudes of the other effects with an exception of a small interval of
field orientations near the layer’s plane where the Nernst signal is zero and the Seebeck
effect is the main thermoelectric response, although this should not be observed when
the temperature gradient is along the normal to layer’s plane. In addition to the large
amplitude, there are other features that should be addressed concerning the behaviour
of the angular Nernst effect in the CDW state. The features observed in the angular
Nernst effect for T = 0.6 K neither appear at the magic angles (where the peaks and
dips in the AMRO and AHRO are observed) nor are located at the mid angle positions.
However, the latter was observed in the Nernst effect angular oscillations for T = 4 K [18].
Another interesting observation is that for T = 4 K, in the CDW0 state, the Nernst effect is
also oscillatory up to angles θc∼60◦ but with a 10 times smaller amplitude than that for
T = 0.6 K. However, for T = 0.6 K, the Nernst effect is the largest in the CDW0 state up to
angles θ∼70◦ (Figure 5). This implies that at low temperatures, deep down in the CDW0,
there are some processes that are dominant leading to an existence of a large transverse
thermoelectric response in the current compound, and the Nernst effect is very sensitive to
these low-temperature processes.

By comparing Figures 2 and 5, one can see that the transverse thermoelectric transport
represents more remarkable signatures of the CDW transitions, as the Nernst effect is
very different from the Hall resistance. This is because in α-(BEDT-TTF)2KHg(SCN)4, the
Nernst effect is especially sensitive to both the Landau-level spectrum and energy gap
in the electronic structure. We find that both the quantum oscillating and background
component of the Nernst effect behave differently with increasing angles and fields. At
B = 15 T, the amplitude of the quantum oscillations is of the same order as the background
up to angles θc∼60◦, while above this angle, there is a sudden decrease in both components,
which vanishes for field orientations close to the plane of the layers. This behaviour,
however, is not expected, as the Nernst signal is supposed to be the largest when the
generated transverse electric field is the largest. With an increasing field, at B = 23 T and
B = 26 T, the quantum oscillating component is dominant over the background one in
the whole range of angles. For B = 30 T, the quantum oscillating component is larger
only below θc. Figure 5 shows that above θc∼60◦, the Nernst effect amplitude is large
only at high magnetic fields. In the absence of systematic studies of the Nernst effect in
other layered q2D organic systems, one may speculate in several directions concerning
the origin of the giant Nernst signal. We first note that due to the change of the quantum

146



Magnetochemistry 2023, 9, 27

Nernst effect component below and above θc∼60◦, there might be a significant change in
the quasiparticle density of states at the Fermi energy, which may lead to an enhanced
Nernst signal. On the other hand, the background Nernst effect is intimately related to the
off-diagonal component of the thermoelectric coefficient tensor αyz, which is the energy
derivative of the off-diagonal conductivity component σyz at the Fermi energy, according

to the Mott formula αyz =
π2k2

BT
3e

∂σyz
∂ε |ε=µ. Thus, if σyz changes due to to a small change in

the Fermi surface volume, this could also lead to an enhanced αyz and hence to a sizable
Nernst signal. Since the Nernst effect is very sensitive to changes in the Fermi surface,
this implies that in α-(BEDT-TTF)2KHg(SCN)4, large changes occur in the out-of-plane
electronic structure.

With investigation of the magnetic and temperature dependence of the Nernst effect,
in addition to the angular dependence, one can obtain information about the possible
sources for detection of the large angular Nernst effect in this multiband system. In regard
to that, the obtained magnetic field and temperature dependencies of the Nernst effect
(discussed below) suggest that the primary source of producing a large Nernst signal is not
the change of the quasiparticle density of states but the change of charge carriers relaxation
times (i.e., the change of the charge carriers scattering rates). Although the charge relaxation
dynamics has not been much considered in studying the thermoelectric effects, in many
cases, it can be dominant in producing a sizeable thermoelectric response, especially a
transverse one. However, we have detected a large angular Nernst signal in contrast to
the observed much smaller magnetic Nernst signal (Figure 6 below). This implies that the
observed giant angular Nernst effect is not only due to changes in the density of states
and scattering rates but also due to changes in the charge carriers velocity as they move
along different parts of the FS. Indeed, with changing the field orientation, the electron
trajectories along the corrugated FS also change. For specific field orientations, the velocity
is more effectively averaged to zero, and therefore, transport is reduced. For the Fermi
cylinder, the velocity vector along the cylinder axis goes to zero when all closed orbits
have the same area. For the open Fermi sheets, the velocity vector is reduced when the
electrons are not moving along the corrugation axis. This can explain the zero angular
Nernst signal observed at certain angles in Figure 5. In addition, the Nernst effect is most
clearly manifested when the temperature gradient and the velocity vector of the q1D charge
carriers are not perpendicular to each other [19]. This might be the reason for observing
the largest angular Nernst effect in the CDW0 state for angles below θc and a zero Nernst
effect for angles close to the plane of the layers (blue curve in Figure 5). On the other hand,
a large Nernst effect is observed above θc = 60◦ at a high field (green curve for B = 30 T in
Figure 5). The Nernst signal is positive and large as a result of the formation of a significant
number of new closed hole-like orbits obtained as a result of the magnetic breakdown effect.
Considering that a field of 30 T is larger than the magnetic breakdown field (BMB = 20 T),
many new closed orbits with a different area are formed, and thus, the q2D charge carriers
velocity vector, along the cylinder axis, significantly differs from zero. For B = 26 T (purple
curve in Figure 5), the Nernst effect is resembling that for 15 T for angles below θc = 60◦

but is not zero for field orientations close to the plane of the layers. It seems that at high
fields, the CDW0 state is still present for angles below θc, although the magnetic field for
this measurement is larger than the kink field BK, and the CDWx state is expected to be
observed instead of the CDW0. However, above θc, the system is in the CDWx state due to
the appearance of new electron-like closed orbits resulting from the magnetic breakdown.
The peculiar behaviour of the Nernst effect for B = 23 T (red curve in Figure 5) is correlated
to the proximity of the field (for which this angular dependence is obtained) to the kink
field, BK∼22 T, at which the CDW0 → CDWx transition occurs. Therefore, for B = 23 T,
the Nenst effect curve is most probably a result of the mixing of contributions from several
bands, and hence, it reflects the properties of both the CDW0 and CDWx state.

With rotation of the magnetic field from the direction of the temperature gradient
towards the plane of the layers, the average velocity of charge carriers along the z-axis,
v̄z, decreases, but the average velocities along the x- and y-axis, v̄x = v̄z cos φ tan θ and
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v̄y = v̄z sin φ tan θ, are rather large. This can lead to the generation of a substantial in-plane
Nernst signal Nyx. In other words, the in-plane Nernst effect component can be significant,
and its contribution can not be neglected as it can affect the overall behavior of the out-of-
plane Nernst signals due to mixing of the components of the thermoelectric tensor αij. In
support of this scenario, Choi et al. [20] have shown that at low temperatures, the in-plane
Nernst effect Nyx is large enough even when the magnetic field is applied along the b-axis,
i.e., along the direction of the temperature gradient.
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Figure 6. Magnetic field dependence of the background Nernst effect in α-(BEDT-TTF)2KHg(SCN)4,
Nbac

yz (B) after filtering out the quantum oscillation component. The minimum and maximum features
that appear in the field dependence at different field orientations are evident. The arrows indicate
Bmin, which is angle-dependent and decreases with the increasing tilt angle. The inset shows the
magnetic field dependence of the dip-to-dip amplitude of the Nernst effect at θmax1 = 26◦.

3.2. Resonant Magnetic Field Nernst Effect

Figure 7a shows the magnetic field dependence of the total Nernst effect in α-(BEDT-
TTF)2KHg(SCN)4 obtained at T = 0.6 K and θ = 26◦, 45◦. The angles correspond to the
orientations of the magnetic field where the AHROs have a maximum and a minimum
(first maximum and minimum in Figure 2), since the Nernst effect behaves differently at
these orientations. At low temperatures, the magnetic Nernst effect is small compared to
the Seebeck effect [16]. The magnetic Nernst effect has a similar amplitude for orientations
corresponding to both the AHRO maximum and minimum. From Figure 7b, which presents
the magnetic quantum oscillations of the Nernst effect with the inverse magnetic field,
one can see that the total magnetic Nernst effect is dominated by the quantum oscillating
component in fields above 8 T. The quantum oscillations are mainly determined by the
fundamental α frequency with a small contribution from its second harmonic only for
θmax1 = 26◦. There is no significant change in the amplitude of the magnetic quantum
oscillations on crossing the kink field BK∼24 T, i.e., with the transition from CDW0 to CDWx
state. This is opposite from what was observed for the angular quantum oscillations where
the amplitude of the oscillations changes significantly depending on if the field, for which
a given angular dependence is obtained, is below or above the kink field BK. This implies
that if indeed, there are changes happening in the out-of-plane electronic structure in this
organic metal, as suggested by the angular Nernst effect behaviour, then these changes are
greatly triggered by the magnetic field rotation and are manifested mostly in the Nernst
effect and not in the Seebeck effect (as evident from the large angular Nernst effect in this
work and the small angular Seebeck effect in Ref. [16]).

The background Nernst effect shown in Figure 6 also manifests minimum and maxi-
mum features in the magnetic field dependence similarly to those previously observed in
the background Seebeck effect in Ref. [16]. However, the features seen in the Nernst effect
are slightly more pronounced (especially with increasing angle), although the Seebeck effect
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is exceeding the Nernst effect. For angles close to the b-axis (θmax1 = 26◦, corresponding to
the first AHRO maximum), the Nernst effect shows weak oscillatory features and changes
sign at B ∼ 18 T and also around B ∼ 30 T. The electron–hole asymmetry in the CDW0
state is evident as the transport changes from electron-like to completely hole-like. In the
CDW0 state, the Nernst signal changes significantly at Bmin ∼ 5 T from a relatively linear
(below Bmin) to an approximately linear (increase in slope) with field. For θmax1 = 26◦,
the dip-to-dip Nernst effect amplitude changes linearly with field as shown in the inset
in Figure 6. The negative Nernst effect below 18 T, in the CDW0 state, indicates that the
transport is essentially electron-like due to the electrons on the open Fermi sheets. This,
on the other hand, confirms that the small closed orbits do not form in the CDW0 state
after the Fermi surface reconstruction; i.e., there are only open electron orbits in this state.
However, since magnetic breakdown effects take place around B = 20 T, the probability for
the formation of closed hole orbits is increasing with increasing fields.
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Figure 7. (a) Magnetic field dependence of the total Nernst effect in α-(BEDT-TTF)2KHg(SCN)4

obtained at T = 0.6 K and different angles: θ = 26◦, 45◦ that correspond to the first maximum
and first minimum in the Hall resistance angular oscillations, respectively. (b) Magnetic quantum
oscillations of the Nernst effect with the inverse magnetic field at the same angles (B is in the range
10–30 T). The quantum oscillations display a complex structure with multiple periodicities.

With tilting the field at the first AHRO minimum (θmin1 = 45◦), the oscillatory features
become more prominent, but the Nernst effect is in general small. An important observation
is that when the field is located at the AHRO minimum, the Nernst effect changes sign first
at a low field, then in between 10 and 18 T, and again just before entering the high-field
CDWx state where it becomes negative. Above the kink field for this angle, BK = 25 T,
the Nernst signal is weakly field dependent, resembling the behaviour of the Seebeck
effect but with a smaller amplitude. Here, the field dependence changes from linear to
non-linear at Bmin∼3.5 T. The sign change in the field range B = 10–18 T is due to the
formation of new electron and hole-closed orbits as a result of the magnetic breakdown. In
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that way, with increasing angle and field, both types of charge carriers become involved
in the thermoelectric transport, while their dominance changes with increasing field. For
this field orientation, the closed electron/hole orbits are formed much below the magnetic
breakdown field. The different Nernst effect behaviour with the magnetic field from that
observed for θmax1 = 26◦ shows that the q1D charge carriers are not the dominant carriers
with increasing angle, but the role of the q2D carriers becomes essential in the transport
processes at moderate fields of 10 T.

The charge carrier concentration changes depending on the magnetic field direction
(maximum or minimum location). Although the carrier density n is difficult to estimate for the
present metal with both open and closed bands, we could obtain n(θmax1) = 6.9× 1018 cm−3

and n(θmin1) = 1.6× 1018 cm−3 for B = 15 T by using the simple relation n = 1/eRH .
Since n(θ) decreases with the rotation of the field at the location of the first minimum,
the amplitude of magnetic Nernst effect quantum oscillations slightly grows, and their
frequency becomes smaller (Figure 7b). For these carrier concentrations, giant angular
Nernst quantum oscillations with a single frequency are observed. Taking into account
that these are not very high carrier concentrations and given that the in-plane conductivity
is large, it follows that the carrier mobility, µB = σ/en, will be high. In addition, as n(θ)
changes with the field rotation from the AHRO maximum to the AHRO minimum, the
charge mobility changes rapidly with the rotation of the field from the AHRO maxima to
the AHRO minima. We further investigate, with the temperature-dependent measurements
of the Nernst effect, what processes contribute to the rapidly changing carrier mobility,
which can significantly contribute to the Nernst effect enhancement in the given compound.

3.3. Temperature Dependence of the Nernst Effect

The temperature dependence of the out-of-plane Nernst effect presented in Figure 8
shows that the effect is strongly non-linear in the given temperature range, and the temper-
ature profile changes significantly with increasing field and angle. One striking feature of
Figure 8a is the presence of a large negative Nernst signal in the CDW0 state and an even
larger Nernst effect in the mixed state. The Nernst effect has a magnitude drastically exceed-
ing what is expected for a multiband system. A large Nernst effect has been also discovered
in some Bechgaard salts for fields oriented along the magic angles [5] and in some heavy-
fermion compounds [21]. More interestingly, our results show that the Nernst effect in the
organic metal α-(BEDT-TTF)2KHg(SCN)4 has a very similar behavior and size compared
to that in a heavy-fermion superconductor CeCoIn5 [22]. This indicates that quasiparticels
can lead to a large Nernst signal in the total absence of superconducting fluctuations.

For a magnetic field of 20 T oriented along the first AHRO maximum (θmax1 = 26◦),
the temperature dependence of the Nernst effect shown in Figure 8a reveals there is a
CDW0 state below 8 K with a Nyz(T) = A + B/T + CT3 + DT5 dependence (A, B, C and D
are constants). Above 8 K, instead of the expected metallic behaviour, a mixed state with a
Nyz(T) = E + FT + GT3 + HT5 dependence (E, F, G and H are constants) is realized. The
Nernst signal changes sign from positive to negative around 6 K, indicating a change in the
dominant charge carriers in the thermoelectric transport. The observed broad positive and
negative maximum in Figure 8a might be an indicator that there is a thermally induced
counter-flow of electrons and holes when the field is oriented at the first AHRO maximum.
Our results reveal that the temperature profile is complex, as several terms arising from
different processes appear in the temperature dependence. The thermal activation over an
energy band gap gives a 1/T dependence, as expected, since the system is driven into the
CDW0 state. The presence of this term indicates that the electron–phonon coupling has an
essential role in the transport processes at low temperatures and high fields. However, only
the phonon drag term does not provide a reasonable fit to the data. There are two additional
terms in the temperature dependence proportional to T3 and T5, respectively. This was
not observed in the Seebeck effect temperature profile for the same field magnitude and
orientation [16]. The presence of these terms in the given temperature dependence is
a clear indicator that the relaxation times (on which the components of the kinetic and
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thermoelectric coefficients depend) have different temperature dependence. The absence of
the above terms in the Seebeck effect temperature dependence indicates that the Nernst
effect is much more sensitive to the change in the relaxation dynamics in this organic
metal. The energy relaxation processes governing the electron–phonon interactions and the
momentum relaxation processes governing the charge carriers mobility are described by the
temperature-dependent scattering times, τε(T) and τp(T). The components of the electrical
conductivity tensor σij depend on τp and the components of the thermoelectric coefficient
tensor αij depend on τε. At temperatures much less than the Debye temperature ΘD, as it is
in the case under consideration, the temperature dependence of τε is different than that of
τp. With the obtained T3 and T5 terms in the Nernst effect temperature profile, our results
show that the energy and momentum relaxation processes might have an important role
in observing the large Nernst signal, especially in the CDW0 state. For T � ΘD, electron–
phonon scattering processes make a significant contribution to the energy relaxation. In
that case, τε is proportional to T3, and the momentum relaxation time τp is proportional to
T5 [19]. The presence of the latter term indicates the presence of a significant momentum
relaxation dynamics in the CDW0 state. A significant gradient of charge relaxation processes
can generate a sizeable contribution to the transverse thermoelectric signal. The observed
temperature dependence of the Nernst effect arises predominantly from the presence of
the q1D group of charge carriers in accordance with the picture of a reconstructed Fermi
surface with strongly corrugated open Fermi sheets in the CDW0 state. Thus, except for
the phonon drag, the change of the electron scattering rates can lead to an unusually large
Nernst effect signal. As already known, peak structures in the temperature dependence
of the Nernst effect appear as a result of the phonon drag effect (since the Nernst effect is
more sensitive to the phonon drag effect than thermopower), but in this case, the change in
the electron scattering rates additionally contributes to the observed large Nernst effect. It
is known that the momentum relaxation time is proportional to the charge carrier mobility,
τp = µBe/m∗. In that way, any change in τp will lead to a change in the charge carrier
mobility. If τp is large enough, then there is a counter-flow of high mobility charge carriers
(thermally induced quasiparticles) that contributes to generating a large transverse voltage.
This is in agreement with results previously obtained from the angular and magnetic field
dependence of the Nernst effect. In that way, in a material with a changing carrier mobility,
resulting from changes in the relaxation dynamics, the Lorenz force acting on the slow and
fast carriers of the cold and hot ends of the sample will not be fully compensated, which
can lead to a sizeable Nernst effect. Above 8 K, instead of observing only a metallic state,
there is a mixed state with a non-metallic behaviour in which the CDW0 state still exists,
indicating that the FS is still reconstructed. The phonon drag effect is not affecting the
Nernst effect behaviour, but the relaxation processes are not reduced up to T ∼ 12 K. In the
mixed state, the momentum relaxation is adding more to the Nernst signal than the energy
relaxation, leading to a peak around 11.8 K.

For a magnetic field of 25 T oriented along the first AHRO minimum θmin1 = 45◦ (Figure 8b),
the Nernst effect has a significantly smaller amplitude and a Nyz(T) = M + N/T + LT3 de-
pendence (M, N and L are constants) below 4.5 K. At this angle and field, the CDWx state
(high field CDW state) is realized in α-(BEDT-TTF)2KHg(SCN)4 below 4.5 K. This shows
that in the high field state, the Nernst effect is a result of the phonon drag effect and
electron–phonon interactions. The absence of the T5 term for the CDW state excludes the
contribution from the momentum relaxation processes in this state. This refers to the de-
crease in the carriers mobility with increasing angle and field. Above 4.5 K, a non-metallic
behaviour is observed, which is characterised with the following temperature dependence
Nyz(T) = P + QT + RT3 (P, Q and R are constants). This implies that a mixed state show-
ing properties of a weakened CDWx state and metallic state is realized. Interestingly, mixed
states have been also observed in the thermopower temperature dependence when the mag-
netic field is located exactly at the AMRO maximum or minimum. No mixed state is found
when the field is along the normal to the conducting ac plane [16]. Obviously, the rotation
of the magnetic field away from the temperature gradient direction, at the AMRO (AHRO)
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maxima and minima locations, brings the system into some kind of mixed states, which is
an indication of a significant change in the electronic structure. The transitions from a pure
CDW state into a mixed state occur at different temperature. The apparent trend is that
with increasing angles, the transition is reached at a lower temperature. This shows that,
most probably, the FS is not completely restored in the given temperature range, indicating
that this organic metal has a very complex electron structure that changes depending on
the underlying conditions. It seems that the presence of a temperature gradient contributes
greatly to these changes by affecting the dynamics and flow of the quasiparticles. The
obtained temperature dependencies clearly show that the relaxation processes change
when the system transitions from one into another ordered state. Obviously, they are most
pronounced in the CDW0 state (Figure 8a), while they are strongly reduced in the CDWx
state, which is evident from the much smaller Nernst effect amplitude with increasing field
and angle (Figure 8b). The predicted Nernst effect behaviour for temperatures outside of
the temperature range used in these measurements is seen from the insets in Figure 8. The
presented results greatly contribute not only for revision of the previous findings about the
thermoelectric transport but also for obtaining information on the possible mechanisms
responsible for the existence of different phases in the given organic metal.
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Figure 8. Temperature dependence of the Nernst effect, Nyz(T), in α-(BEDT-TTF)2KHg(SCN)4

obtained at: (a) θ = 26◦, B = 20 T and (b) θ = 45◦, B = 25 T. The prominent change in the
temperature profile of Nernst effect is evident with increasing tilt angle and magnetic field strength.
The insets show the predicted temperature profile of the Nernst effect outside of the measured
temperature range.

4. Conclusions

In conclusion, we report on the study of Nernst effect in the quasi-2D organic metal
α-(BEDT-TTF)2KHg(SCN)4, showing charge density wave instabilities. The behaviour of
the Nernst effect with the angle, magnetic field and temperature is analyzed. We find that
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in this multiband system, the transverse thermoelectric response is dominant when the
magnetic field is rotated from the least conducting axis towards the plane of the layers. A
combination of mechanisms including the phonon drag effect and the relaxation processes
can lead to the enhanced Nernst effect with a large amplitude similar to that reported
in some quasi-1D organic conductors and heavy-fermion compounds. The energy and
momentum relaxation processes have a significant role in observing the largest Nernst
signal in the CDW0 state. The obtained temperature dependence of the Nernst effect when
the field is oriented at the location of the first AHRO maximum shows that there is a change
in the momentum relaxation dynamics in the CDW0 state with increasing temperature.
The momentum relaxation processes are absent in the CDWx state for which the main
mechanisms are the phonon drag effect and electron–phonon interactions. We suggest
that in this organic metal, due to changes in the relaxation dynamics, there is a change
in the carrier mobility. When the momentum relaxation time is large enough, then there
might be a counter-flow of high mobility quasiparticles that contributes to a generation of
a large transverse voltage. Thus, the Lorenz force acting on the slow and fast carriers of
the cold and hot ends of the sample will not be fully compensated, leading to a sizeable
Nernst effect. The observed giant angular Nernst effect is not only due to the change
in the relaxation times and thus in the charge carrier scattering rate but also due to the
change in the charge carriers velocity vector (which moves along different parts of the FS)
with respect to the temperature gradient direction. Taking into account the change in the
direction of the charge carriers’ velocity on different FS parts, in relation to the temperature
gradient, one can explain the observed specific behaviour of the angular Nernst signal at
certain angles.
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Abstract: The metal–insulator transition in the organic quasi-two-dimensional metal κ-(BEDT-
TTF)2Hg(SCN)2Br at TMI ≈ 90 K has been investigated. The crystal structure changes during
this transition from monoclinic above TMI to triclinic below TMI. A theoretical study suggested that
this phase transition should be of the metal-to-metal type and brings about a substantial change of
the Fermi surface. Apparently, the electronic system in the triclinic phase is unstable toward a Mott in-
sulating state, leading to the growth of the resistance when the temperature drops below TMI ≈ 90 K.
The application of external pressure suppresses the Mott transition and restores the metallic electronic
structure of the triclinic phase. The observed quantum oscillations of the magnetoresistance are
in good agreement with the calculated Fermi surface for the triclinic phase, providing a plausible
explanation for the puzzling behavior of κ-(BEDT-TTF)2Hg(SCN)2Br as a function of temperature
and pressure around 100 K. The present study points out interesting differences in the structural
and physical behaviors of the two room temperature isostructural salts of κ-(BEDT-TTF)2Hg(SCN)2X
with X = Br, Cl.

Keywords: organic conductors; crystal structure; phase transition; band structures; Fermi surface;
conductivity; magnetoresistance

1. Introduction

The organic metal κ-(BEDT-TTF)2Hg(SCN)2Br belongs to the family of quasi-two-
dimensional metallic conductors where the cation–radical layers of a molecule such as
BEDT-TTF (bis(ethylenedithio)tetrathiafulvalene) alternate with inorganic anion layers.
The holes created in the donor layers provide metallic conductivity inside these layers that
is several orders of magnitude higher than the conductivity between the layers [1]. Quasi-
two-dimensional molecular conductors have aroused a large amount of interest, primarily
due to the abundance of exotic quantum states occurring at low-temperatures. In particular,
for κ-(BEDT-TTF)2Hg(SCN)2Br, evidence has been found concerning the realization of
dipole liquid, spin liquid, and spin glass states; the formation of ferromagnetic polarons;
and as a consequence the formation of weak ferromagnetism [2–7].

The main reason for this wealth in physical states resides in the crystalline and elec-
tronic structure of the conducting donor layers. In organic metals with the general chemical
formula of (BEDT-TTF)2X, the conduction band is one-quarter-filled. However, in metals
with κ-type packing, the donor molecules form dimers and the conduction band formally
splits into fully filled and half-filled sub-bands [8]; that is, the significant units concerning
the electron transfer are the donor dimers. Taking into account that the conduction band
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in organic metals is quite narrow, of the order of 1000 K [9], the possibility arises for such
dimerized metals to have an instability toward a Mott insulating state when decreasing
the temperature. Such instability is likely when the condition U/W > 1 is fulfilled (U is the
Coulomb repulsion energy on one dimer and W is the kinetic energy of an electron in the
conduction band). In that case, below the transition temperature the electrons are generally
localized within the dimers, forming an ordered antiferromagnetic system.

A metal–insulator transition was detected in κ-(BEDT-TTF)2Hg(SCN)2Br at a temper-
ature of ≈90 K [2]. However, since the dimers form a triangular frustrated lattice, once
an electronic localized state below the transition is reached, the long-range spin order is
destroyed, leading to the formation at low-temperatures of a spin liquid and other quantum
states. The nature of these exotic states was the main object of most of the previous work on
this salt. However, the nature of the insulating transition itself, which is the source of the
low-temperature exotic states, is not fully understood. In particular, in a previous study [3],
a hysteresis was found in the temperature dependence of the susceptibility, suggesting
that a first-order transition may take place. At the same time, the absence of changes in
the crystal structure during the transition was noted in [2]. In this paper, we provide new
information related to the nature of the ≈90 K transition in κ-(BEDT-TTF)2Hg(SCN)2Br.
In particular, we present the results of X-ray diffraction studies providing evidence for a
structural change at the transition temperature. We also report on the electronic structure
above and below the transition calculated on the basis of this new information, as well
as an analysis of the magnetoresistance behavior, which is in good agreement with the
theoretical results.

2. Crystal Structure of κ-(BEDT-TTF)2Hg(SCN)2Br before and after the
Phase Transition

The κ-(BEDT-TTF)2Hg(SCN)2Br crystals were previously studied by our group using
an X-ray diffraction analysis [10,11]. The structure was determined and refined in a
monoclinic cell with the space group C2/c. Our new conductivity measurements showed
that a phase transition occurs below 100 K and that the conductivity regime varies from
metallic to semiconducting. In the present work, we determined the crystal structure
before and after the ≈90 K transition in order to gain an understanding of the nature of
the transition. From 300 K to 100 K, the crystal structure did not experience any change.
At temperatures below 100 K, additional weak superstructure reflections appeared in
the diffraction field. Above the phase transition temperature, the crystal belongs to the
monoclinic system and below it to the triclinic one. The crystal structure of the high-
temperature phase can be described in the space group C2/c and the low-temperature
phase in P-1. The monoclinic cell at 150 K has parameters of a = 36.7651 (19) Å, b = 8.2240
(5) Å, c = 11.6716 (5) Å, α = 900, β = 90.163 (4)0, γ = 900, V = 3529.0 (3) Å3, Z = 4, and
Goof = 1.046, with final R indices of [I > 2σ (I)] R1 = 0.0375, wR2 = 0.0817. The crystal
structure of the low-temperature P-1 triclinic cell at 80 K (Figure 1a) can be described
with the following parameters: a = 11.6613 (6) Å, b = 16.3444 (6) Å, c = 18.7804 (9) Å,
α = 102.592 (4)0, β = 90.113 (4)0, γ = 90.005 (3)0, V = 3493.4 (3) Å3, Z = 4. The crystal
structure below the transition was determined using the direct method and refined using
the least squares method in space group P-1, with Goof = 1.011 and final R indices of
[I > 2σ (I)] R1 = 0.0336, wR2 = 0.0747. In this case, the number of symmetry-independent
BEDT-TTF molecules is four and the unit cell contains eight of them (Figure 1b). The
monoclinic cell is related to the triclinic cell of the high-temperature structure by the
transition matrix (0 0 -1 0 -2 0 -0.5 0.5 0). Using this transformation, the cell parameters
of the 80 K structure lead to the cell parameters a = 36.6575 (17) Å, b = 8.1722 (3) Å,
c = 11.6613 (6) Å, α = 900, β = 90.117 (6)0, γ = 900 for a monoclinic cell. An attempt
was made to determine the low-temperature structure in the space group P1 within the
same unit cell. However, this led to a deterioration of the refinement results. In addition,
whereas the band structure calculations with the P-1 structure led to results that were easily
understandable in terms of the folding of the high-temperature donor layer structure and
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were in good agreement with the experimental data (see below), those based on the P1
structure led to unreasonable results.
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Figure 1. Low-temperature (80 K) crystal structure of κ-(BEDT-TTF)2Hg(SCN)2Br: (a) projection view
along the a-direction; (b) BEDT-TTF donor layers showing the different dimers (AA’, BB’, etc.). For
clarity, the disorder in half of the donor ethylidenedithio groups (i.e., those not facing the Br atoms) is
not shown. The four dimers in the repeat unit of the layer are highlighted with different colors. Note
that in the high-temperature structure, the repeat unit contains only two dimers, i.e., the AA’ dimer is
identical to CC’ and the BB’ dimer is identical to DD’.

Note that although not shown in Figure 1, half of the ethylidenedithio groups of
BEDT-TTF (i.e., those not facing the Br atoms, which strongly interact with the hydrogen
atoms of the donor) exhibit disorder in both the high- and low-temperature structures. The
disorder degree is not very influenced by the transition if we take into account the effect of
the thermal contraction (58/42% at 150 K and 68/31% at 80 K). The internal structure of the
anions is not substantially altered by the distortion, except for the decrease in symmetry. A
slight change of the Hg-N distance from 2.754 (150 K) to 2.739/2.728 Å (80 K) as well as
variations in the C-N (from 1.154 (150 K) to 1.114 Å (80 K) and C-S (from 1.667 (150 K) to
1.701 Å (80 K) bonds of the SCN group are the more significant changes detected.

The main structural features controlling the different transport properties of the high-
and low-temperature structures concern the internal structure of the donor layers. The
high-temperature crystal structure contains two symmetry-equivalent donor layers [10,11],
but as shown in Figure 1a, there is only one after the phase transition. This layer (Figure 1b)
is simply the usual one for κ-phases but is doubled along the b-direction. The repeat unit
of the layer contains eight donors making four dimers (AA’, BB’, CC’, and DD’, shown
with different colors in Figure 1b), although only three of them are different, AA’, CC’,
and BB’= DD’ (see Table 1). In the usual κ-phases, the repeat unit of the layer contains
only two dimers, which can be equivalent or not. The central C = C bond lengths of the
four donor molecules (see Figure 1b for the labeling) are reported in Table 1, together with
those for the high-temperature structure. Note that in the high-temperature structure, the
two dimers are equivalent and contain just one type of donor, while as mentioned above,
in the low-temperature structure there are three different types of dimers. One of the
dimers in the high-temperature structure becomes a dimer containing two different donors
in the low-temperature structure (for instance, BB’). There are two equivalent dimers of
this type (i.e., BB’ = DD’). In addition, the other dimer of the high-temperature structure
leads to two different symmetrical dimers with equivalent donors (AA’ and CC’) in the
low-temperature structure. The short S . . . S intra-dimer contacts for the three different
dimers of the 80 K structure are very similar; in all dimers there are two contacts of ~3.68 Å
and two of ~3.87 Å. Thus, according to the crystal structure analysis, the structural changes
brought about by the transition seem to be mostly located in the donor layers (i.e., the
inner C = C bond lengths of the donors). The non-equivalence between symmetrical dimers
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(AA’ and CC’) or between the two donors of an unsymmetrical dimer (BB’ = DD’) leads
to the opening of gaps in the electronic structure, which are at the origin of the difference
transport properties.

Table 1. Central C = C bond lengths for the different BEDT-TTF donors in the low- and high-
temperature structures of κ-(BEDT-TTF)2Hg(SCN)2Br (in Å) (see Figure 1b for the labeling).

Donor Molecule Low-Temperature Structure (80 K) High-Temperature Structure (150 K)

A 1.357 1.357

A’ 1.357 1.357

C 1.386 1.357 (CC’ = AA’)

C’ 1.386 1.357 (CC’ = AA’)

B 1.358 1.357

B’ 1.367 1.357

D 1.358 1.357 (DD’ = BB’)

D’ 1.367 1.357 (DD’ = BB’)

3. Resistance and Magnetoresistance

Figure 2a,b show the temperature dependences of the interlayer resistance in
κ-(BEDT-TTF)2Hg(SCN)2Br at different pressures for two different samples. At ambi-
ent pressure and TMI ≈ 90 K, a pronounced metal–insulator transition is observed. It can
be clearly seen (Figure 2b) that the transition occurs with a noticeable hysteresis with a
width ∆T = (4.8 ± 0.3) K, which is almost pressure-independent. The onset of the transition,
defined as the temperature of the minimum on the temperature dependence, shifts with
increasing pressure toward high temperatures and does not disappear completely up to the
maximum available pressure of p = 8 kbar. The dependence of the shift of the beginning of
the transition with the pressure in the cooling mode is reported in Figure 3. At the same
time, the increase in resistance upon cooling below the transition temperature is suppressed
by pressure in such a way that even at a pressure of p = 3 kbar, the “metallic” behavior
of the resistance at low temperatures is quite pronounced. A further increase in pressure
enhances this behavior.
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Figure 3. Metal–insulator transition temperature as a function of pressure.

Figure 4a shows the field dependences of the magnetoresistance R(B)/R(0) in κ-(BEDT-
TTF)2Hg(SCN)2Br at various pressures. At pressures above 4 kbar, Shubnikov–de Haas
oscillations were observed with a frequency F≈ 240 T, which hardly change with increasing
pressure. At the same time, the value of the non-oscillating part of the magnetoresistance
and the amplitude of the oscillations showed noticeable increases with pressure. The
pressure dependence of the cyclotron mass associated with the observed oscillations is
shown in Figure 4b. The cyclotron mass decreases by about 10% when the pressure changes
from 5 to 8 kbar. The inset to the figure shows the dependence of the oscillation amplitude
on the magnetic field (Dingle plot) in the coordinates that make it possible to estimate the
Dingle temperature (TD ≈ 1.5 K at p = 8 kbar). It should be noted that the dependence
presented does not deviate from the Lifshitz–Kosevich model for fields up to 16.5 T, and
the Dingle temperature within good accuracy does not depend on the pressure.
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4. Band Structure Calculations

The calculated band structure for the donor lattice in the low-temperature structure
of κ-(BEDT-TTF)2Hg(SCN)2Br is shown in Figure 5a. The eight bands are mostly built
from the HOMO (highest occupied molecular orbital) of BEDT-TTF, and because of the
stoichiometry, two of these bands should be empty. Since the second and third bands from
the top overlap, the salt is predicted to be metallic below the phase transition (see below).
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The calculated Fermi surface (FS) is reported in Figure 5b and contains two contributions:
first, elongated bone-like electron pockets with a cross-sectional area of 9.4% of the Brillouin
zone (BZ); second, two boomerang-like hole pockets with a cross sectional area of 4.6%
for each of them, which either touch or very slightly superpose at the M point. Strictly
speaking, these two pockets very slightly interact, leading to a pocket with an area of 9.2%
and another very small one at M with an area of 0.2%. However, as it is clear from Figure 5b
(see lines Γ-M and Γ-S), a minute change in the structure could suppress the overlap and
lead to a single hole pocket with an area of 9.4%. This FS can be described as resulting from
the superposition and hybridization of a series of ellipses centered at the Y point. This is a
surprising result because the FS of the κ-phases usually results from the superposition and
hybridization of a series of pseudo-circles centered at the Γ point.
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Figure 5. Calculated band structure (a) and Fermi surface (b) for the donor lattice of the low-
temperature crystal structure of κ-(BEDT-TTF)2Hg(SCN)2Br, where Γ = (0, 0), X = (a*/2, 0),
Y = (0, b*/2), M = (a*/2, b*/2), and S = (−a*/2, b*/2). The dashed line in (a) refers to the Fermi level.

In order to understand this unusual shape, we also calculated the FS for the high-
temperature structure (see Figure 6a). This FS is the expected one for the κ-phase; it results
from the superposition of a series of circles centered at the Γ point with a cross-sectional
area of 100% of the BZ. Because of the superposition, closed pockets with a cross-section of
15.7% around the X point are generated. Note that the a- and c-directions are interchanged
with respect to those in the low-temperature structure, but we keep the same labelling for
the high- and low-temperature structures in order to facilitate the comparison. The FSs
for the donor layers of the high- (Figure 6a) and low-temperature (Figure 5b) structures
can be easily related if it is taken into account that the b parameter of the crystal structure
practically doubles when going from the high- to the low-temperature structures. Thus,
the FS of the low-temperature structure should simply result from a folding of the high-
temperature one. This process is schematically illustrated in Figure 6b. The FS of the
high-temperature structure and the BZ are shown in blue. Because the new BZ of the
low-temperature structure is only half the size, half of the high-temperature FS must be
translated within the new smaller BZ. Since the b parameter doubles, the folding must
be carried out along the b*-direction and consequently the Y point of the original BZ is
translated into the Γ point of the new BZ, as schematized by the red arrow in Figure 6b,
and the black lines are generated. In that way, the approximate FS of the low-temperature
structure is generated (i.e., the black and blue lines of Figure 6b). Finally, because of the
lack of symmetry (except for the trivial symmetry of the inversion center), small gaps are
opened at the crossing points and the FS of Figure 5b is generated. Thus, because of the
doubling of the repeat unit of the donor layers as a result of the dimer differentiation, the
FS changes from a superposition of circles to a superposition of ellipses and finally contains
closed orbits differing in area and nature before and after the transition.
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5. Discussion

The present X-ray diffraction study has shown that when a single crystal of κ-(BEDT-
TTF)2Hg(SCN)2Br is cooled at a temperature T ≈ 90 K, a structural phase transition occurs,
with a change in the crystal structure from monoclinic at T > TMI to triclinic at T < TMI.
According to our theoretical calculations, the electronic structures of the monoclinic and
triclinic lattices are different, but in both cases the system is predicted to be metallic. Thus,
the structural transition at TMI ≈ 90 K should not be accompanied by a change toward an
activated conductivity regime and a metal-to-metal transition should indeed occur. The
electronic structures of the different types of κ-type salts are consistently well described
by the types of calculations employed here [12]. In addition, the overlap between the
second and third bands from the top in Figure 5a is substantial. We, thus, believe that
it is unlikely that an intrinsic band gap separating the top two bands in Figure 5a from
the lower ones opens below the transition. Measurements of the temperature dependence
of the resistance confirm the occurrence of a transition, and based on the observation of
hysteresis, we propose that this is a first-order transition. However, at temperatures below
TMI and ambient pressure, κ-(BEDT-TTF)2Hg(SCN)2Br turns out to be an insulator that is
at odds with the results of the band structure calculations (but remember that these are
one-electron band structure calculations).

Since the BEDT-TTF molecules in the triclinic phase are still combined into dimers,
and consequently the band is formally half-filled, it can be assumed that the U/W ratio can
subtly change from <1 to >1 around T < TMI, so that a Mott transition can interfere with the
structural transition. A Mott insulating state is usually suppressed under external pressure,
essentially because of a change in W caused by the decrease in the unit cell size. Indeed, as
shown in Figure 2a, the behavior of the resistance as a function of temperature below the
transition temperature strongly depends on the external pressure. The resistance increase
upon cooling at low pressures is gradually suppressed when the pressure increases. At the
same time, the transition temperature increases with the pressure. Thus, it seems that at all
pressures, at least up to 8 kbar, free and localized electrons may coexist, and the fraction of
free electrons increases with increasing pressure.

At 0.5 K and starting from a pressure of p = 5 kbar, magnetoresistance oscillations can
be observed (see Figure 4a). The oscillation frequency is F ≈ 240 T, which corresponds to an
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orbit with a cross-section of approximately 10% of the area of the first BZ in the conducting
plane. This is in good agreement with the calculated FS of the low-temperature triclinic
cell (see Figure 5b). The increases in magnetoresistance and amplitude of oscillations with
increasing pressure (Figure 4a) may indicate an increase in the concentration of free carriers
with increasing pressure because of the increase in HOMO–HOMO interactions. Thus, one
can probably think of a partial delocalization of electrons and the restoration of the FS of
the triclinic phase due to pressure.

The oscillation frequency practically does not change with increasing pressure. An
estimate of the cyclotron mass of the electrons associated with quantum oscillations at
a pressure of 5 kbar gives a value of m* ≈ 2.1 m0 (m0 is the mass of a free electron),
which decreases by approximately 10% as the pressure increases to 8 kbar (Figure 4b).
Such behavior is typical in the vicinity of the M-I transition and could be due to the mass
renormalization by many-body interactions [13]. The decrease could be due to an increase
in the concentration of free carriers, and as a consequence a weakening of the electron
correlations [13]. The field dependences of the oscillation amplitude in Dingle coordinates
for two-dimensional systems (see the example in the inset in Figure 4b) makes it possible to
calculate the Dingle temperature. In the present case, TD ≈ 1.5 K and does not change with
pressure. This fact excludes the influence of a change in scattering under pressure over the
amplitude of the magnetoresistance oscillations. In addition, a good agreement between the
field dependence of the amplitude and the Lifshitz–Kosevich model (Figure 4b) indicates
the absence, at least in our range of fields, of the contribution of the incoherent interlayer
transfer to the oscillations [14].

Finally, let us note that the suppression of the dielectric state when localized and
delocalized electrons coexist at each pressure looks rather unusual. In particular, in the
isostructural metal κ-(BEDT-TTF)2Hg(SCN)2Cl, the Mott-type transition at T ≈ 30 K shifts
under pressure towards lower temperatures and is completely suppressed even at a pres-
sure of 0.7 kbar, where the initial metallic state is completely restored [15,16]. However,
in contrast with the present system, the transition is not accompanied by a change in the
structure. It is possible that for a more accurate description of the process of stabilization of
the metallic state in κ-(BEDT-TTF)2Hg(SCN)2Br, it will be necessary to take into account the
low-temperature state of the localized electrons in the absence of pressure, called a dipole
liquid, characterized by charge distribution fluctuations inside the dimer [5].

6. Methods
6.1. Synthesis

The crystals of κ-(BEDT-TTF)2Hg(SCN)2Br were prepared using a technique similar
to that described in [17] via the electrocrystallization of BEDT-TTF in the presence of
Hg(SCN)2, [Me4N]SCN·1.5 KBr, and dibenzo-18-crown-6 in 1,1,2-trichloroethane at a
temperature of 40 ◦C and a constant current of 0.3 µA [17].

6.2. X-ray Structure Determination

The X-ray diffraction studies of κ-(BEDT-TTF)2Hg(SCN)2Br crystals were carried out
on an Agilent XCalibur single-crystal diffractometer with an EOS CCD detector in the
temperature range of 80–300 K. From 300 to 100 K, the crystal structure did not experience
any changes. At temperatures below 100 K, additional weak superstructure reflections
appeared in the diffraction field. In the X-ray experiment carried out at 80 K, the diffraction
field was limited to a hemisphere. In this way, we avoided the loss of reflections for any
choice of unit cell. The hydrogen atoms of ethylene groups were calculated geometrically.
All calculations were performed using the SHELXTL software package [18].

6.3. Conductivity Measurements

The resistance and magnetoresistance were measured using the standard four-contact
method using a synchronous detector on single-crystal samples with characteristic dimen-
sions of 0.5 × 0.3 × 0.03 mm3. A measuring current with a frequency of 20 Hz, the value
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of which did not exceed 10 µA, was directed perpendicularly to the conductive layers of
the crystal. The sample was mounted in a high-pressure chamber filled with a silicon oil
as a pressure medium, which ensured the operation under quasi-hydrostatic conditions
up to a pressure of p = 8 kbar at low temperatures. The pressure was controlled through
the resistance of the manganin sensor. The measurements were carried out in an insert
with 3He pumping, which made it possible to operate in the temperature range from room
temperature to 0.5 K. A magnetic field up to 17 T created by a superconducting solenoid
was used and was directed normal to the conducting layers along the current direction.

6.4. Band Structure Calculations

The tight-binding band structure calculations were of the extended Hückel type [19].
A modified Wolfsberg–Helmholtz formula was used to calculate the non-diagonal Hµν

values [20]. All valence electrons were taken into account in the calculations and the basis
set consisted of Slater-type orbitals of double-ζ quality for C 2s and 2p and S 3s and 3p,
and of single-ζ quality for H 1s. The ionization potentials, contraction coefficients, and
exponents were taken from previous work [21].

7. Concluding Remarks

The crystal structure of the organic quasi-two-dimensional metal κ-(BEDT-TTF)2Hg(SCN)2Br
was studied before and after the metal-to-insulator transition at TMI ≈ 90 K, and the evolu-
tion of the FS was calculated based on the new data. The behaviors of the resistance and
magnetoresistance as a function of both the magnetic field and temperature under external
pressures of up to 8 kbar were studied. The main conclusions of this study are as follows:

(1) The κ-(BEDT-TTF)2Hg(SCN)2Br undergoes a first-order phase transition at
TMI ≈ 90 K, where the crystal structure changes from monoclinic above TMI to triclinic
below TMI. The repeat unit of the donor layer below the transition contains twice the
number of dimers and the internal structure of these dimers changes;

(2) Band structure calculations have shown that this phase transition can be described
on the basis of a folding model that rearranges the FS and suggests a metal–metal transition;

(3) In contrast with the monoclinic high-temperature phase, the metallic state of the
triclinic phase is probably unstable to the transition toward a Mott insulating state, which
leads to the growth of the resistance when the temperature drops below TMI ≈ 90 K;

(4) The application of external pressure suppresses the Mott transition and restores
the metallic state of the triclinic phase. The frequency of the detected quantum oscillations
of the magnetoresistance is in good agreement with the calculated FS for the triclinic phase.

These results provide interesting differences with respect to the physical behavior of
the room temperature isostructural κ-(BEDT-TTF)2Hg(SCN)2Cl salt.

Author Contributions: S.I.P., R.B.L. and V.N.Z. carried out the transport property measurements.
G.V.S. performed the structural study. E.C. undertook the theoretical study. S.A.T. and E.I.Z. synthe-
sized high-quality crystals, and S.I.P. and E.C. wrote and reviewed the manuscript with contributions
from all authors. All authors have read and agreed to the published version of the manuscript.

Funding: The work at the Federal Research Center of Problems of Chemical Physics and Medicinal
Chemistry was carried out within the project of state assignment number AAAA-A19-119092390079-8.
V.N.Z. acknowledges the support of the Russian Foundation for Basic Research No. 21-52-12027.
The work in Spain was supported by the MICIU (Grant PGC2018-096955-B-C44) and Generalitat de
Catalunya (2017SGR1506). E.C. acknowledges the support of the Spanish MICIU through the Severo
Ochoa FUNFUTURE (CEX2019-000917-S) Excellence Center distinction.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

163



Magnetochemistry 2022, 8, 152

References
1. Ishiguro, T.; Yamaji, K.; Saito, G. Organic Superconductors, 2nd ed.; Springer: Berlin, Germany, 1998.
2. Ivek, T.; Beyer, R.; Badalov, S.; Culo, M.; Tomic, S.; Schlueter, J.A.; Zhilyaeva, E.I.; Lyubovskaya, R.N.; Dressel, M. Metal-insulator

transition in the dimerized organic conductor κ−(BEDT-TTF)2Hg(SCN)2Br. Phys. Rev. B 2017, 96, 085116. [CrossRef]
3. Hemmida, M.; von Nidda, H.A.K.; Miksch, B.; Samoilenko, L.L.; Pustogow, A.; Widmann, S.; Henderson, A.; Siegrist, T.; Schlueter,

J.A.; Loidl, A.; et al. Weak ferromagnetism and glassy state in κ-(BEDT-TTF)2Hg(SCN)2Br. Phys. Rev. B 2018, 98, 241202.
[CrossRef]

4. Yamashita, Y.; Sugiura, S.; Ueda, A.; Dekura, S.; Terashima, T.; Uji, S.; Sunairi, Y.; Mori, H.; Zhilyaeva, E.I.; Torunova, S.A.; et al.
Ferromagnetism out of charge fluctuation of strongly correlated electrons in κ-(BEDT-TTF)2Hg(SCN)2Br. NPJ Quantum Mater.
2021, 6, 87. [CrossRef]

5. Hassan, N.M.; Thirunavukkuarasu, K.; Lu, Z.; Smirnov, D.; Zhilyaeva, E.I.; Turunova, S.; Lyubovskaya, R.N.; Drichko, N. Melting
of charge order in the low-temperature state of an electronic ferroelectric-like system. NPJ Quantum Mater. 2020, 5, 15. [CrossRef]

6. Le, T.; Pustogow, A.; Wang, J.; Henderson, A.; Siegrist, T.; Schlueter, J.A.; Brown, S.E. Disorder and slowing magnetic dynamics in
κ−(BEDT−TTF)2Hg(SCN)2Br. Phys. Rev. B 2020, 102, 184417. [CrossRef]

7. Jacko, A.C.; Kenny, E.P.; Powell, B.J. Interplay of dipoles and spins in κ-(BEDT−TTF)2X, where X= Hg(SCN)2Cl, Hg(SCN)2Br,
Cu[N(CN)2]Cl, Cu[N(CN)2]Br, and Ag2(CN)3. Phys. Rev. B 2020, 101, 125110. [CrossRef]

8. Mori, T.; Mori, H.; Tanaka, S. Structural Genealogy of BEDT-TTF-Based Organic Conductors II. Inclined Molecules: θ, α, and κ

Phases. Bull. Chem. Soc. Jpn. 1999, 72, 179–197. [CrossRef]
9. Kartsovnik, M.V. High Magnetic Fields: A Tool for Studying Electronic Properties of Layered Organic Metals. Chem. Rev. 2004,

104, 5737–5782. [CrossRef] [PubMed]
10. Aldoshina, M.Z.; Lyubovskaya, R.N.; Konovalikhin, S.V.; Dyachenko, O.A.; Shilov, G.V.; Makova, M.K.; Lyubovskii, R.B. A new

series of ET-based organic Metals: Synthesis, Crystal structure and properties. Synth. Met. 1993, 56, 1905–1909. [CrossRef]
11. Yudanova, E.I.; Hoffmann, S.K.; Graja, A.; Konovalikhin, S.V.; Dyachenko, O.A.; Lyubovskii, R.B.; Lyubovskaya, R.N. Crystal

structure, ESR and conductivity studies of bis(ethylenedithio)tetrathiafulvalene (ET) organic conductor (H8-ET)2[Hg(SCN)2Br]
and its deuterated analogue (D8-ET)2[Hg(SCN)2Br]. Synth. Met. 1995, 73, 227–237. [CrossRef]

12. Jung, D.; Evain, M.; Novoa, J.J.; Whangbo, M.-H.; Beno, M.A.; Kini, A.M.; Schultz, A.J.; Williams, J.M.; Nigrey, P.J. Similarities and
Differences in the Structural and Electronic Properties of κ-Phase Organic Conducting and Superconducting Salts. Inorg. Chem.
1989, 28, 4516–4522. [CrossRef]

13. Imada, M.; Fujimori, A.; Tokura, Y. Metal—Insulator transition. Rev. Mod. Phys. 1998, 70, 1041–1263. [CrossRef]
14. Grigoriev, P.M.; Kartsovnik, M.V.; Biberacher, W. Magnetic-field-induced dimensional crossover in the organic metal α-(BEDT-

TTF)2KHg(SCN)4. Phys. Rev. B 2012, 86, 165125. [CrossRef]
15. Lohle, A.; Rose, E.; Singh, S.; Bayer, R.; Tatra, E.; Ivek, T.; Zhylyaeva, E.I.; Lyubovskaya, R.N.; Dressel, M. Pressure dependence

of the metal-insulator transition in κ-(BEDT-TTF)2Hg(SCN)2Cl: Optical and transport studies. J. Phys. Condens. Matter 2017,
29, 055601. [CrossRef] [PubMed]

16. Lyubovskii, R.B.; Pesotskii, S.I.; Zverev, V.N.; Zhilyaeva, E.I.; Torunova, S.A.; Lyubovskaya, R.N. Hydrostatic-Pressure-Induced
Reentrance of the Metallic State in the κ-(ET)2Hg(SCN)2Cl Quasi-Two-Dimensional Organic Conductor. JETP Lett. 2020, 112,
582–584. [CrossRef]

17. Hassan, N.; Cunningham, S.; Mourigal, M.; Zhilyaeva, E.I.; Torunova, S.A.; Lyubovskaya, R.N.; Schlueter, J.A.; Drichko, N.
Observation of a quantum dipole liquid state in an organic quasi-two-dimensional material. Science 2018, 360, 1101–1104.
[CrossRef] [PubMed]

18. Sheldrick, G.M. Crystal structure refinement with SHELXL. Acta Cryst. C 2015, 71, 3–8. [CrossRef] [PubMed]
19. Whangbo, M.-H.; Hoffmann, R. The band structure of the tetracyanoplatinate chain. J. Am. Chem. Soc. 1978, 100, 6093–6098.

[CrossRef]
20. Ammeter, J.A.; Bürgi, H.-B.; Thibeault, J.; Hoffmann, R. Counterintuitive Orbital Mixing in Semiempirical and ab Initio Molecular

Orbital Calculations. J. Am. Chem. Soc. 1978, 100, 3686–3692. [CrossRef]
21. Pénicaud, A.; Boubekeur, K.; Batail, P.; Canadell, E.; Auban-Senzier, P.; Jérome, D. Hydrogen-bond tuning of macroscopic

transport properties from the neutral molecular component site along the series of metallic organic-inorganic solvates (BEDT-
TTF)4Re6Se5Cl9.[guest], [guest = DMF, THF, dioxane]. J. Am. Chem. Soc. 1993, 115, 4101–4112. [CrossRef]

164



Citation: Pouget, J.-P. Spin-Peierls,

Spin-Ladder and Kondo Coupling in

Weakly Localized Quasi-1D

Molecular Systems: An Overview.

Magnetochemistry 2023, 9, 57.

https://doi.org/10.3390/

magnetochemistry9020057

Academic Editors: Laura C. J. Pereira

and Dulce Belo

Received: 16 January 2023

Revised: 8 February 2023

Accepted: 10 February 2023

Published: 13 February 2023

Copyright: © 2023 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

magnetochemistry

Review

Spin-Peierls, Spin-Ladder and Kondo Coupling in Weakly
Localized Quasi-1D Molecular Systems: An Overview
Jean-Paul Pouget

Laboratoire de Physique des Solides, Université Paris-Saclay, CNRS, 91405 Orsay, France;
jean-paul.pouget@u-psud.fr

Abstract: We review the magneto-structural properties of electron–electron correlated quasi-one-
dimensional (1D) molecular organics. These weakly localized quarter-filled metallic-like systems
with pronounced spin 1/2 antiferromagnetic (AF) interactions in stack direction exhibit a spin charge
decoupling where magnetoelastic coupling picks up spin 1/2 to pair into S = 0 singlet dimers. This
is well illustrated by the observation of a spin-Peierls (SP) instability in the (TMTTF)2X Fabre salts
and related salts with the o-DMTTF donor. These instabilities are revealed by the formation of a
pseudo-gap in the spin degrees of freedom triggered by the development of SP structural correlations.
The divergence of these 1D fluctuations, together with the interchain coupling, drive a 3D-SP ground
state. More surprisingly, we show that the Per2-M(mnt)2 system, undergoing a Kondo coupling
between the metallic Per stack and the dithiolate stack of localized AF coupled spin 1

2 (for M = Pd, Ni,
Pt), enhances the SP instability. Then, we consider the zig-zag spin ladder DTTTF2-M(mnt)2 system,
where unusual singlet ground state properties are due to a combination of a 4kF charge localization
effect in stack direction and a 2kF SP instability along the zig-zag ladder. Finally, we consider some
specific features of correlated 1D systems concerning the coexistence of symmetrically different 4kF

BOW and 4kF CDW orders in quarter-filled organics, and the nucleation of solitons in perturbed SP
systems.

Keywords: 1D organic conductor; electron–electron correlated system; spin-charge decoupling;
magnetoelastic coupling; spin-Peierls transition; kondo coupling; spin ladder

1. Basic Interactions in Quasi-1D Molecular Systems

Since the discovery of a metal-like conductivity in 1954, when perylene (Per) was
exposed to Br, a new field of research opened among organic materials, with the synthesis
in 1960 of the molecular acceptor TCNQ (tetra-cyanoquinodimethane), and in 1970 the
discovery of the molecular donor TTF (tetra-thiafulvalene), rapidly followed by the combi-
nation of acceptor (A) and donor (D) stacks in the same structure. This led to a large family
of charge-transfer organic conductors such as Qn(TCNQ)2 in 1960, NMP-TCNQ in 1965,
and then TTF-TCNQ in 1972 (the chemical name of organic molecules quoted in the text is
given in the annex). These findings were followed by the unexpected discovery in 1977 that,
when exposed to AsF5, the conductivity of trans-polyacetylene, (CH)x, can be raised by
more than seven orders of magnitude. These pioneering works open an incredibly large and
fecund area of research, bolstered by the continuous discovery of new physical phenomena,
now forming the so-called domain of “organic electronics”. These finding were rapidly
followed by potential applications and the realization of technological devices [1].

The originality of organic metals is due to the fact that these materials exhibit low 1D
or 2D electronic properties when coupled to a soft molecular structure. The low electronic
dimension generally triggers electronic (charge or spin) collective density wave (CDW
or SDW) instabilities not found in conventional 3D metals. In addition, because of the
presence of a soft underlying lattice, the electronic instability allows the stabilization of
unconventional ground states involving coupled charge/spin and lattice modulations, the
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most popular one being the 2kF Peierls ground state found in 1D systems such as trans-
polyacetylene. Incommensurate 2kF CDW/Peierls modulations were initially detected in
1D metallic charge transfer salts such as TTF+ρ-TCNQ−ρ, formed of segregated stacks of
donor (D) and acceptor (A) with a D to A charge transfer of ρ = 0.59, and where the Fermi
wave vector of each individual 1D electron gas is simply given by kF= ρ/4 in a reciprocal
chain unit. CDW physics, conjointly observed in 1D inorganic systems, have been recently
summarized in [2]. Another remarkable originality of organic quasi-1D systems is that,
due to the large spatial extent of organic molecules, the intra-stack electronic transfer
integral, t//, is comparable to the intra-site (U) and first neighbor inter-site (V1, V2 . . . )
Coulomb repulsions entering into the 1D extended Hubbard model, which models the
properties of the correlated 1D electron gas quite well [3]. This allows the rationalization of
the experimental observation of various 2kF density wave instabilities, as well, to account
for the unexpected CDW instability (discovered in TTF-TCNQ) at the 4kF wave vector,
where the 4kF wave vector is the first Fourier component of a lattice of localized charge
of the Wigner type (for more detail, see [4]). Although 4kF collective charge localization
waves were initially observed in incommensurately filled electronic systems, a stronger
effect occurs in salts with one charge per site or every two sites. Thus, special attention
has been devoted in the literature to studying half-filled (ρ = 1) and quarter-filled (ρ = 1/2)
organic systems, leading to a better interplay between charge and antiferromagnetically
(AF) coupled spin degrees of freedom. These commensurate systems allow the efficient
stabilization of ground states not known in 3D materials, such as the spin-Peierls (SP)
ground state typical of 1D systems [4]. SP ground states stabilized in many of them are
more specifically considered in this review.

The basic aspect of the electronic phase diagram of half-filled and quarter filled 1D
electron gas is described in refs. [5–9], respectively. Then, the modification of phase di-
agrams, taking explicitly into account the important coupling of electrons with lattice
degrees of freedom (electron–phonon and magnetoelastic coupling), was considered in
refs. [10,11]. Figures 1 and 2 exhibit a large panel of instabilities and of ground states
experimentally observed in various half-filled and quarter-filled 1D molecular systems,
respectively. In particular, both Mott insulator and 1D Luttinger liquids stabilized by size-
able electron–electron correlations present either antiferromagnetic or spin-Peierls ground
states (Figures 1 and 2). There are, however, subtle differences between half-filled and
quarter-filled situations which depend on the degree of charge localization and electronic
interactions, such as the magnitude of the gap of charge, ∆ρ, an the antiferromagnetic
exchange interaction J between S- 1

2 (Sections 2 and 3).
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2. Half-Filled (ρ = 1) Versus Quarter-Filled (ρ = 1/2) Organic Systems

The dilemma particularly concerns quarter-filled 1D dimerized systems of current
interest whose electronic structure is basically that of a quarter-filled HOMO (LUMO)
band for the donor (acceptor) stack (ρ = 1/2). However, due to lattice dimerization, a
band gap, 2∆D, opens at the Brillouin zone boundary ±π/a, where a is the chain param-
eter of the dimerized stack. For non-interacting electron, this splits the HOMO band by
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twice the difference of intra- and inter-dimer transfer integrals: 2∆D = 2|tintra − tinter|.
Thus, if only the upper band of the dimerized chain is relevant, the electronic system
could be considered as half-filled (ρ = 1). If not, it should be considered as quarter-filled
(ρ = 1/2). The clarification of the dilemma requires a consideration of all the interactions,
knowing that lattice dimerization (or 4kF BOW ordering of the stack- see Figure 2) induces
a 4kF lattice potential, allowing second-order electron–electron Umklapp scattering which,
in the presence of large electron–electron repulsions, tends to localize the charges [12,13].
By taking into account these effects, the gap of charge, ∆ρ, relevant for the charge local-
ization process, becomes a complex function of ∆D but also of the coulomb interaction
parameters [14].

Thus, if in the T range of interest (let us say below 300 K) ∆ρ is larger than
1000 K(~πTmax), the system can be considered as effectively half-filled. In this limit, each
electron is localized in the bonding state (antibonding state) of the acceptor (donor) dimer.
Charges are frozen, so that there is no charge degree of freedom available in the dimer. This
means that there is no possibility for a charge disproportion (or charge ordering, CO) inside
the dimer. As in the case for a half-filled system (Figure 1), the only low T instabilities are
those driven by Heisenberg AF coupling between localized S- 1

2 in each dimer, eventually
coupled to a phonon field in order to achieve an SP ground state. This situation occurs in
quarter-filled strongly localized A2Y compounds, where Y is a monovalent cation, such as
MEM(TCNQ)2, which exhibits at 335K a first order transition to a 4kF BOW phase (with
dimerization of the acceptor TCNQ stack accompanied by a modification of the cation Y
sublattice), opening a very large energy gap of ∆ρ = 0.64 eV, then an SP ground state at
18 K. To a lesser extent, this also occurs in quarter-filled D2X salts, where D is a deriva-
tive of the TTF molecule and X a monovalent anion, adopting the prototypal structure of
the (TMTSF)2X/(TMTTF)2X (i.e., Bechgaard/Fabre salts) [15]. In this category, organics
(DIMET)2SbF6 and (t-TTF)2Br (where ∆ρ ∼ 3400 K) exhibit an AF ground state at 12 K
and 35 K, respectively, while (BCP-TTF)2PF6 and AsF6 (where ∆ρ∼ 2000 K) exhibit an SP
ground state at 32.5 K and 36 K, respectively.

In the opposite situation, where the gap of charge is smaller, ∆ρ ∼ πTρ < 1000 K,
the system is really quarter-filled with non-frozen intra-dimer charge degrees of freedom.
In these systems, Tρ is the temperature of minimum of conductivity, corresponding to
the 4kF BOW charge localization temperature. This situation is relevant for the Fabre
salts (TMTTF)2X where Tρ ∼ 230 K, with an activation energy of conductivity of be-
low ∆ρ

2 ∼ 350 K. At intermediate temperature, around 100 K, those salts undergo a
CO/ferroelectric phase transition causing a polar charge rearrangement inside the dimers
(Figure 2), accompanied by an anion X displacement. This transition is followed at lower
temperature by another phase transition to either AF or SP ground states (for a recent
review on quarter-filled organic systems, see [16]). Note that, for a true quarter band-filling,
fourth-order Umklapp scattering processes are relevant to interpret the physical properties,
as in the Fabre salts [13].

3. Antiferromagnetic Coupling in Spin-1/2 Weakly Localized Organic Stacks

When charges are localized, their S- 1
2 interact via an antiferromagnetic Heisenberg

coupling. In the case of first neighbor interaction, J, the Hamiltonian simply reads:

Hspin = J ∑
i

SiSi+1 (1)

No magnetic transition occurs for an isolated S = 1/2 AF chain due to thermal and
quantum fluctuations. In fact, in the presence of these fluctuations, the spin susceptibility,
χspin, can be exactly calculated [17]. From both the magnitude and the thermal dependance
of χspin, the first neighbor AF J interaction defined by (1) can be obtained. The fit of
the experiment data of organics using expression (1) leads to a large panel of J values. J
increases along the sequence J = 77 K for the half-filled (ρ = 1) TTF donor chain of the 1:1
TTF—CuBDT compound [CuBDT is CuS4C4(CH)4] and, for various A and D quarter-filled
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chain (ρ = 1/2) 2:1 compounds, J = 138 K in MEM-(TCNQ)2 [4], J = 270 K (see Figure 4 in
Section 4) in (BCP-TTF)2AsF6 [18], J = 460 K in (TMTTF)2PF6-D12 [19](see Figure 3), and
similar J values are found for other Fabre salts with different anion X [20]; somewhat larger
J are found for the substituted donor o-DMTTF: J = 490(30)K–530(30)K in (o-DMTTF)2X
with X = Br and I, respectively, [21] and J~520(50)K with X = NO3 [22]. The increase of J
seems to be correlated with an enhanced charge delocalization in the stack direction. Note
that a satisfactory fit of J is obtained if the experimental spin susceptibility (measured at
1 bar) is corrected by the thermal volume expansion. This correction is shown in Figure 3
for deuterated TMTTF2PF6. In these Fabre salts, J is quite large, which means that the spins
(charge) are weakly localized. Additionally, for a significantly delocalized spin system,
χspin, can be equally well accounted from a first neighbor 1D extended Hubbard model.
Such a calculation, detailed in note [23], is also shown in Figure 3 which provides Coulomb
interaction parameters U and V1, scaled by the DFT transfer integral t ≈ 0.18–0.2 eV on
the TMTTF stack. These values are twice as small as those calculated for the TTF stack of
TTF-TCNQ [24]. Note that deviation between the fit and experimental data of Figure 3
could be reduced at high temperatures by using a larger U (~6t), and at low temperatures
by including a non-negligeable second neighbor interaction V2 ≈ V1/2.
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Figure 3. Temperature dependence of the spin susceptibility, χspin, of deuterated TMTTF2PF6. The
filled circles give the ambient pressure SQUID measurements, and the empty circles give the spin
susceptibility at constant volume. The continuous red line is the fit of χspin with the expression of the
spin susceptibility of the localized S—1/2 AF Heisenberg chain [17]. The adjustment shown in the
figure, which takes into account both the absolute value and the thermal dependence of χspin, gives J
≈ 464 K [19]. The dotted blue line is the fit of χspin for the 1D extended Hubbard model, as detailed
in note [23].

A large range of first neighbor AF coupling J1 values is also obtained from the fit of
the high temperature spin susceptibility, χspin, in the half-filled dithiolate chain (ρ = 1)
of Per2M(mnt)2 [25]: J1 = 38 K for M = Pt, from 100 K to 240 K in M = Ni and 270 K for
M = Pd (see Figure 7 in Section 5). χspin is additionally modified upon cooling, firstly by the
SP fluctuations, and then by the Kondo interaction with the electronic degrees of freedom
on the Per stack for M = Ni and Pd. Kondo interactions add a frustrated second neighbor
AF coupling J2 on the dithiolate stack (see Section 5).

4. Spin-Peierls Fluctuations on Donor Stacks in D2X Weakly Localized Conductors

All AF organics considered in the last section are subject to a spin-Peierls (SP) instability
when the S = 1/2 AF donor stack is coupled to a phonon field. This leads to a 3D phase
transition at finite TSP toward an S = 0 non-magnetic ground state accompanied by a
dimerization of the S = 1/2 AF chain. Additionally, this second order phase transition is
announced by an important regime of SP pre-transitional structural fluctuations which
develop below the so-called mean-field SP transition temperature TMF

SP of the chain, which
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is significantly higher than TSP. In most of the SP compounds, magneto-structural coupling
picks up singlet fluctuations of the AF chain and correlates them into an SP short-range
order. This local order is revealed by a decrease of χspin, due to the formation of a pseudo-
gap in the spin degrees of freedom, which develops in the T range of structural fluctuations
below TMF

SP [26]. The observation of a pseudo-gap in χspin is the signature of a classical
(adiabatic) regime of instability. It is found in many SP materials [2,4,18,27], some of
which are considered below. However, there are other compounds such as TTF—CuBDT,
MEM-(TCNQ)2 [4,18] and Per2Pt(mnt)2 [25] where SP pre-transitional lattice effects do
not affect the spin susceptibility. There, the SP instability occurs in the anti-adiabatic
(quantum) regime of fluctuation. Anti-adiabatic effects are observed in materials exhibiting
the smallest AF exchange interaction J, or where charge/spin are strongly localized. Non-
adiabaticity is due to the fact that the phonon energy h̄Ω0 of the critical lattice mode is
larger than the magnetic energy ~J [28]. More precisely, the classical–quantum crossover
for an SP transition in a Heisenberg chain occurs for h̄Ω0 ≈ ∆MF/2, where the mean-
field SP gap, ∆MF, is related to TMF

SP by ∆MF ≈ 2.47kBTMF
SP [29]. Additionally, when

non-adiabaticity effects are important, the Hamiltonian (1) is modified by the introduction
of next near neighbor exchange interactions. This is the case for the SP inorganic compound
CuGeO3 [30].

In the adiabatic limit, SP fluctuations develop a pseudo-gap in the magnetic excitation
spectrum of the Heisenberg chain. The energy dependence of the pseudo-gap is controlled
by the spatial extension of the SP correlation length, quantitatively calculated in ref. [26].
Figure 4 shows the associated drop of spin susceptibility below about TMF

SP ≈ 120 K in
(BCP-TTF)2AsF6. It occurs in the temperature range where quasi-1D SP fluctuations are
developing (Figure 4). Below TSP = 35 K, these short-range fluctuations condensed into
3D superlattice reflections, which implies a long-range dimerized SP order [18,26,31]. The
development of the SP pseudo-gap in deuterated TMTTF2PF6 has been precisely studied by
inelastic neutron scattering measurements of the energy dependance of magnetic excitations.
It reveals a drop in the magnetic density of states in an energy range of ∆MF upon cooling
below TMF

SP ≈ 40 K [32]. Figure 5 shows both the drop in spin susceptibility and, in inset
the decrease in amplitude of magnetic excitation energy. The pseudo-gap, a precursor at an
SP transition, is also found in other D2X weakly localized conductors with large J such as
(o-DMTTF)2NO3 [22].
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5. Kondo Coupling between Localized and Delocalized Stacks in the Per2-M(mnt)2 
Series 

A very original family of 2:1 charge transfer salt is the α-Per2-M(mnt)2 series, whose 
array projected perpendicularly onto the chain direction is shown in Figure 6a. It contains 
a metallic quarter-filled Per stack subject to a Peierls instability and dithiolate chains. For 
M = Au and Cu close shell dithiolate molecules are non-magnetic, while for M = Pt, Ni and 

Figure 4. Spin susceptibility of (BCP-TTF)2AsF6, showing the development of a pseudo-gap below
TMF

SP ≈ 120 K when quasi-1D SP fluctuations of chain dimerization develop. Spin susceptibility
abruptly drops at the TSP = 35 K SP phase transition, below which satellite reflections due to the
dimerization are detected. The inset presents the PF6 salt X-ray diffuse scattering patterns taken
(right part) in the regime of quasi-1D SP fluctuations (green arrows), and (left part) in the 3D-SP
dimerized phase (superlattice reflections surrounded by red circles). The figure combines results
taken from refs. [18,31].
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Figure 5. Spin susceptibility of deuterated TMTTF2PF6 near the SP transition, showing the develop-
ment of a pseudo-gap below 40 K (χRPE has been kindly provided by C. Coulon). The inset gives the
thermal dependance of the amplitude of the pseudo-gap at 5 meV in the same T range. The energy
dependence of the pseudo-gap, obtained from neutron measurements [32], is also schematically
represented.

5. Kondo Coupling between Localized and Delocalized Stacks in the
Per2-M(mnt)2 Series

A very original family of 2:1 charge transfer salt is the α-Per2-M(mnt)2 series, whose
array projected perpendicularly onto the chain direction is shown in Figure 6a. It contains
a metallic quarter-filled Per stack subject to a Peierls instability and dithiolate chains. For
M = Au and Cu close shell dithiolate molecules are non-magnetic, while for M = Pt, Ni
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and Pd dithiolate derivatives, localized S = 1/2 chains with AF interactions are formed
(Figure 6b). Such a coupled stack array presents very original physical properties which are
reviewed in [1,33]. It exhibits, in particular, three types of substantial interchain exchange
interactions J⊥ (named J′, J” and J”’ in Figure 6a), whose importance is assessed by the
observation of a single EPR line at a g value intermediate between those of dithiolate and
Per molecules in the Pd [34] and Pt [35] derivatives. This coupling allows a subtle interplay
between Peierls and spin-Peierls instabilities, respectively, located in the Per and M = Pt,
Ni and Pd dithiolate stacks [36]. In this respect, and based on the finding of substantial
J⊥ values, a Kondo-type of inter-chain magnetic coupling (Figure 6b) was proposed to
be a relevant interaction in the Pt salt [35]. However, it was recently realized [25] that
most visible effects arise from Per-dithiolate Kondo coupling in the less studied Ni and
Pd salts. In them, the SP instability occurs in the adiabatic regime, at the difference of the
non-adiabatic SP regime of the Pt salt [25].
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Here, we consider specifically the Pd salt, where the effects of SP instability and of 
Kondo coupling are very remarkable. Figure 7 shows the thermal dependance of the spin 
susceptibility of the Pd salt obtained from ref. [36]. At high temperature, χspin follows the 
thermal dependance of the spin susceptibility of the S = 1/2 AF Heisenberg Hamiltonian 
(1) with J = 270 K (J1 in Figure 6b). Then, below ~100 K χspin drops strongly when 1D SP 
structural correlations on the Pd(mnt)2 stack develop [37] (see insert of Figure 7). This 
behavior bears some resemblance to that exhibited by (BCP-TTF)2AsF6 below  𝑇ௌெி (Fig-
ure 4), with, however, a larger rate of decrease of χspin. The rate of decrease is enhanced 
below about 40 K, as revealed by a change of slope (brown dotted lines in Figure 7). This 
behavior is ascribed to the relevance of the Per-dithiolate exchange Kondo interaction, 
which sets a J2 AF interaction of the same sign as J1 (see Figure 6b and ref [25] for more 
detail). This induces a drop of χspin which is so rapid that, at the SP transition of 28 K, only 

Figure 6. (a) Crystal structure of α-Per2-M(mnt)2 projected along the stack direction b, which reveals
the presence of segregated Per and dithiolate stacks. The atoms are labelled. First, neighbor inter-
stack [M(mnt)2]—Per AF exchange coupling J⊥ are schematically indicated (note that there are
three different types of interactions per Per). (b) Schematic representation of competing S = 1/2 AF
exchange couplings in α -Per2-M(mnt)2 derivatives for M = Ni, Pd and Pt. J1 is the first neighbor
direct AF exchange interaction on dithiolate stack. J2 is the second neighbor indirect RKKY exchange
interaction mediated by the induced 2kD

F SDW on the Per stack.

Here, we consider specifically the Pd salt, where the effects of SP instability and of
Kondo coupling are very remarkable. Figure 7 shows the thermal dependance of the spin
susceptibility of the Pd salt obtained from ref. [36]. At high temperature, χspin follows the
thermal dependance of the spin susceptibility of the S = 1/2 AF Heisenberg Hamiltonian
(1) with J = 270 K (J1 in Figure 6b). Then, below ~100 K χspin drops strongly when 1D
SP structural correlations on the Pd(mnt)2 stack develop [37] (see insert of Figure 7).
This behavior bears some resemblance to that exhibited by (BCP-TTF)2AsF6 below TMF

SP
(Figure 4), with, however, a larger rate of decrease of χspin. The rate of decrease is enhanced
below about 40 K, as revealed by a change of slope (brown dotted lines in Figure 7). This
behavior is ascribed to the relevance of the Per-dithiolate exchange Kondo interaction,
which sets a J2 AF interaction of the same sign as J1 (see Figure 6b and ref [25] for more
detail). This induces a drop of χspin which is so rapid that, at the SP transition of 28 K, only
1/3 of χspin remains (this is different to (BCP-TTF)2AsF6, where, without AF frustration,
90% of χspin remains at TSP—see Figure 4).
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perature and spin–spin correlations with a power-law dependance. This contrasts with 
spin-ladders with an even number of legs, which present a gap in the magnetic excitation 
spectrum so that the spin susceptibility drops exponentially towards zero upon cooling 
into a spin-liquid ground state lacking long-range order. The even-leg ladders can be seen 
as spin singlet pairs, with spin–spin correlation decaying exponentially due to the pres-
ence of a finite spin gap. 

Two-leg spin ladders are found both in inorganic and organic states. In the inorgan-
ics, such as the transition metal oxide α’-NaV2O5 and the family of 1D incommensurate 
composite crystals M14Cu24O41 with M= La, Y, Sr, Ca, ladders exhibit a rectangular struc-
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Figure 7. Thermal dependence of the spin susceptibility of Per2-Pd(mnt)2 (data taken from ref. [36]
and kindly provided by M. Almeida). At high temperature, χspin behaves as the spin susceptibility of
the S-1/2 AF Heisenberg Hamiltonian (1) with J = 270 K on the dithiolate stack. Below 100 K, χspin

deviates from this dependence due to the onset of SP fluctuations forming a pseudo-gap. Below 40 K
(Tper coupling), the deepest rate of decrease is due to the Kondo coupling with the Per stack. The X-ray
pattern in inset reveals the presence of 1D-SP structural fluctuations on the Pd(mnt)2 stack at 40 K
which are responsible for the pseudo-gap regime (see [37] for more details). The 3D SP transition
achieving the condensation of diffuse lines into superstructure spots occurs at TSP = 28 K.

6. Spin-Ladder Behavior in the (DT-TTF)2M(mnt)2 Series

Spin-ladders are a class of low dimensional magnetic system built with a finite number
of magnetically (generally AF) coupled spins chains. These spin systems are intermediate
between 1D isolated magnetic chains and the 2D magnetic layer. However, their unex-
pected magnetic properties have attracted a lot of attention relevant for the study of low
dimensional and topological quantum systems [38]. Earlier studies show that, depending
on the number of interacting spin chains (legs in the spin-ladder), quite different magnetic
behaviors are observed. AF coupled S = 1/2 spin-ladders with an odd number of legs
behave as isolated chains with a finite spin susceptibility upon approaching zero tem-
perature and spin–spin correlations with a power-law dependance. This contrasts with
spin-ladders with an even number of legs, which present a gap in the magnetic excitation
spectrum so that the spin susceptibility drops exponentially towards zero upon cooling
into a spin-liquid ground state lacking long-range order. The even-leg ladders can be seen
as spin singlet pairs, with spin–spin correlation decaying exponentially due to the presence
of a finite spin gap.

Two-leg spin ladders are found both in inorganic and organic states. In the inorganics,
such as the transition metal oxide α’-NaV2O5 and the family of 1D incommensurate
composite crystals M14Cu24O41 with M = La, Y, Sr, Ca, ladders exhibit a rectangular
structure with transverse AF exchange interactions along the rung of the ladder. In the
organics considered below, the two legs are linked by AF zig-zag interactions.

Organic ladders were first reported in the DTTTF2-M(mnt)2 family of 2:1 charge
transfer salt whose structure is represented in Figure 8. These salts are composed of layers
of alternating dithiolate stacks and double stacks of DTTTF donors. Double stacks are
related by screw axis symmetry, so that donors form a zig-zag chain. (DT-TTF)2M(mnt)2
salts with M = Au, Cu, Pt and Ni are the first organic materials found to exhibit spin-ladder
physics [39]. Since then, many other organic compounds, reviewed in [40], have exhibited
similar spin-ladder behavior.
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the charge degrees of freedom are involved. The metal insulator transition thus corre-
sponds, for a 1D system, to a 4kF charge localization (Figure 2). One should discard a 2kF 
Peierls transition, which should also open a (non-observed) gap in the spin degrees of 
freedom. In a single chain compound, a 4kF charge localization occurs either on one bond 
out of two (4kF BOW) or one site out of two (4kF CDW). These two types of 4kF modulation 
exhibit an inversion symmetry either on the bonds or on the sites, respectively. In the case 
of the DTTTF zig zag ladder, where the 21-screw axis is removed (Figure 8) the inversion 
symmetry elements located on the left and right chains forming the ladder in its metallic 
state are both removed. Thus, the 4kF modulation appears to be a mixture of BOW and 
CDW (or CO) modulations (see Section 7). However, the structural refinement performed 
at 120K in the Cu derivative [43] shows, basically, the formation of CDW stack alternating 
“neutral” and “ionic” nearly equidistant donors along b (lower part of Figure 8). The same 
type of 4kF transition was previously reported in DTTTF2-Au(mnt)2 [39], with, however, 
the observation of a short-range order below ~220 K instead of the long-range order below 
235 K in the Cu salt. In the Au derivative, infra-red spectroscopy indicates an incomplete 
charge disproportion (0.5 ± δ) of about 2δ~0.35–0.4 between donors [44]. Finally, note that 
inversion symmetry, located in the middle of the ladder, and relating its two peripheric 
chains ( see Figure 11 at the end of the section), could be absent since the structural 

Figure 8. Crystal structure of DTTTF2-Cu(mnt)2 perpendicular to the stack direction (top) and along
the stack b direction (bottom), showing the 21-screw axis symmetry between donor stacks in the
metallic state. The atoms are labelled in the top figure. The break of 21 symmetry below the 4kF

transition doubles the b periodicity and leads to a charge disproportion with alternating hole rich
(red) and hole poor (grey) donors.

The most interesting compound, DTTTF2-Cu(mnt)2, incorporates the non-magnetic
close shell Cu(mnt)2 dithiolate molecule. It is a quarter-filled D2X 1D metal at ambient
conditions with the P21/c monoclinic space group. It undergoes a second-order electronic
transition at 235 K (T4kF ) [41], from a weakly localized regime to gapped insulator, together
with the development of a 3D superstructure doubling the b periodicity [41] (Figure 9a).
As this transition leaves the spin susceptibility unaffected [42] (Figure 9b), only the charge
degrees of freedom are involved. The metal insulator transition thus corresponds, for
a 1D system, to a 4kF charge localization (Figure 2). One should discard a 2kF Peierls
transition, which should also open a (non-observed) gap in the spin degrees of freedom.
In a single chain compound, a 4kF charge localization occurs either on one bond out of
two (4kF BOW) or one site out of two (4kF CDW). These two types of 4kF modulation
exhibit an inversion symmetry either on the bonds or on the sites, respectively. In the
case of the DTTTF zig zag ladder, where the 21-screw axis is removed (Figure 8) the
inversion symmetry elements located on the left and right chains forming the ladder in
its metallic state are both removed. Thus, the 4kF modulation appears to be a mixture of
BOW and CDW (or CO) modulations (see Section 7). However, the structural refinement
performed at 120K in the Cu derivative [43] shows, basically, the formation of CDW stack
alternating “neutral” and “ionic” nearly equidistant donors along b (lower part of Figure 8).
The same type of 4kF transition was previously reported in DTTTF2-Au(mnt)2 [39], with,
however, the observation of a short-range order below ~220 K instead of the long-range
order below 235 K in the Cu salt. In the Au derivative, infra-red spectroscopy indicates
an incomplete charge disproportion (0.5 ± δ) of about 2δ~0.35–0.4 between donors [44].
Finally, note that inversion symmetry, located in the middle of the ladder, and relating its
two peripheric chains (see Figure 11 at the end of the section), could be absent since the
structural refinement of the Cu derivative [43] indicates that, with different charges, the
inversion symmetry is weakly broken between stacks (lower part of Figure 8).
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the development of a pseudo-gap, due to 4kF fluctuations in the metallic state. 
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χspin allows the determination of frustrated AF exchange interactions; they are nearly twice 
as large along the zig-zag (rung) direction (J┴ = 218 K) as along the stack direction (J// = 121 
K)—see the insert of Figure 9b [42]. In this temperature range, the spin gap result from 
frustrated AF interactions between J┴ and J//. In this respect, the zig-zag ladder chain bears 
some resemblance with the J1-J2 frustrated AF chain on the Pd(mnt)2 dithiolate stack con-
sidered in Section 5. The spin gap is more visible at a low temperature, where the spin 
susceptibility exhibits activated behavior below 50 K (Figure 9b). Here, χspin clearly be-
haves as the spin susceptibility of an SP compound (see Section 4). From the high and low 
temperature fits, the same spin gap value Δ≈123 K is obtained [42]. However, since the 
high temperature and low temperature gap values are nearly identical, there is no appar-
ent magnetic symmetry breaking in the temperature, from which one deduces that there 
is no real enhancement of a low temperature 2kF-SP lattice modulation. However, optical 

Figure 9. Thermal dependance of the logarithm of the resistivity (a) and of the RPE spin susceptibility
(b) of DTTTF2-Cu(mnt)2 (data originally published in ref. [41,42], respectively, are kindly provided in
a modified form by M. Almeida). The b*/2 superlattice reflections appearing below T4kF are shown
(red circles) in the X-ray pattern of the insert of figure (a). The thermal dependance of χRPE if fitted at
high temperature by χspin of the frustrated ladder (red curve) with J⊥ and J// is represented in the
figure, and at low temperature by χladder (blue curve), whose analytical expression is given. In (a),
the weak increase of resistivity on approaching T4kF from higher T could be due to the development
of a pseudo-gap, due to 4kF fluctuations in the metallic state.

The most interesting aspect of DTTTF2-Cu(mnt)2 concerns the thermal behavior of
the spin susceptibility, which reveals the formation of a spin gap, ∆. Above 50 K, the fit
of χspin allows the determination of frustrated AF exchange interactions; they are nearly
twice as large along the zig-zag (rung) direction (J⊥ = 218 K) as along the stack direction
(J// = 121 K)—see the insert of Figure 9b [42]. In this temperature range, the spin gap result
from frustrated AF interactions between J⊥ and J//. In this respect, the zig-zag ladder
chain bears some resemblance with the J1-J2 frustrated AF chain on the Pd(mnt)2 dithiolate
stack considered in Section 5. The spin gap is more visible at a low temperature, where the
spin susceptibility exhibits activated behavior below 50 K (Figure 9b). Here, χspin clearly
behaves as the spin susceptibility of an SP compound (see Section 4). From the high and
low temperature fits, the same spin gap value ∆≈123 K is obtained [42]. However, since
the high temperature and low temperature gap values are nearly identical, there is no
apparent magnetic symmetry breaking in the temperature, from which one deduces that
there is no real enhancement of a low temperature 2kF-SP lattice modulation. However,
optical measurements indicate a modification of the vibrational spectrum below 70 K in the
Au derivative [45], which has been attributed to the formation of the spin gap. Therefore,
the problem of the coexistence of 2kF SP and of 4kF charge modulations in the whole
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temperature range remains ambiguous. Below, we provide an argument for the presence of
a high temperature SP modulation.

The electronic structure of the zig-zag ladder in its quarter-filled metallic state is
quite subtle. A simple tight binding analysis of the ladder structure shown in Figure 10a,
which reveals the presence of two bands. Depending on the ratio of zig-zag (td) and
intra-chain (ts) transfer integrals, two different conduction band fillings can be found. In
a free electron representation, one obtains the following: (1) for dominant ts (>1.7td), two
partially-filled 1D conduction bands which could exhibit a combined inter-band 2(kF1+ kF2)
nesting process at b*/2 (Figure 10b); and (2) for dominant td (>0.58ts), an upper partly filled
1D conduction band with a simple 2kF nesting process could occur at the same b*/2 wave
vector (Figure 10c). A more accurate electronic structure determination, with a dispersion
resembling the ones shown in Figure 10, is calculated in ref. [46] with an extended Hückel
Hamiltonian. With a ts/td~1.7 ratio, the electronic structure of the Au derivative is at the
borderline between dispersions given in Figure 10b,c. However, with a larger ts/td~3 ratio,
the Ni and Pt derivatives have a two-conduction band structure, as shown in Figure 10b.
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Figure 10. Band structure of the quarter fill zig-zag ladder shown in (a). With one-half hole per donor
and for decreasing ratio of transfer integrals ts/td one shifts from a two partially filled band structure
(b) to a half-filled upper band structure (c). The Peierls instability is achieved by an inter-band nesting
process in (b) and by an intra-upper band nesting process in (c). For half a hole per donor, both FS
nesting processes always occur at b*/2.

At first glance, the stabilization of a 2kF Peierls ground state, as predicted by the
free electron band structures of Figure 10, does not correspond to physical reality because
χspin does not drop at T4kF (Figure 9b). However, a 2kF SP instability of the zig-zag
lattice of localized spin, which exhibits a modulation of the same symmetry as a 2kF
Peierls instability on the same zig-zag chain, could be stabilized without affecting χspin.
Here, the quadrupling of the zig-zag periodicity d in a diagonal direction (2kF

d = d*/4)
due to an SP instability induces a doubling of the chain periodicity along b, as does the
4kF

b = b*/2 charge localization in the stack direction. Thus, as shown in Figure 11, both
types of instabilities of the same periodicity could coexist. This argument is assessed from
theoretical calculations of the instability of a quarter-filled ladder chain treated with the
extended Hubbard Hamiltonian coupled to a phonon field [47]. The CDW and BOW
patterns thus calculated, assuming an important diagonal coupling, are shown in Figure 11.
In this representation it is easy to understand that the spin gap should open from spin
singlet pairing along the diagonal bond exhibiting the strongest AF exchange coupling,
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J⊥ > J//. However, this interpretation should be validated by a precise determination of
the SP modulated structure.
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this figure, the centrosymmetric bond and charge patterns are kept for simplicity.

More complex behaviors, not yet completely understood, are found in the DTTTF2-
M(mnt)2 series with M = Pt and Ni [46,48]. As for the Per2-M(mnt)2 materials with the same
M (Section 5), the complexity arises from the additional presence of dithiolate paramagnetic
ions forming an S = 1/2 AF chain, which compete with the frustrated AF interactions
previously found in the donor ladder. DTTTF2-M(mnt)2 with M = Pt and Ni is a better
conductor than the Au and Cu analogues. However, they still exhibit a metal–insulator
transition, but at a twice smaller T4kF [46,48]. In the Pt derivative the transition stabilizes
the 2b periodicity as for the Cu and Au derivatives [46]. However, the Pt and Ni salts
exhibit two interacting magnetic subsystems, as shown by EPR measurements for which the
width of the single line is observed to increase dramatically as the conductivity increases.
Both salts show two different types of AF interaction, and at a lower temperature exhibit
a transition not yet fully understood: it is possibly of the AF type in the Ni salt and
of the SP type in the Pt salt. The SP instability of the ladder found in the Au and Cu
derivatives is apparently less stable in Pt and Ni derivatives. However, it could be restored
by the dimerization of the dithiolate stack, setting a 2b SP lattice periodicity, as for Per2-
M(mnt)2. However, the Pt derivative exhibits upon cooling an enhanced disorder between
neighboring stacks, which is certainly caused by frustrated coupling between dimerized
dithiolate and DTTTF stacks.

7. Coexistence of 4kF BOW and 4kF CDW Orders in Quarter-Filled Systems

The spin ladder DTTTF2-M(mnt)2 with M = Au or Cu superimposes, in a single phase,
three modulations which generally occur through different transitions in the Fabre salts
(TMTTF)2PF6: namely a 4kF BOW on the dimerized stack in as grown material, which
is enhanced below Tρ~230 K, and then a 4kF CDW around TCO~60 K followed by a low
temperature SP transition at 18 K. The 4kF modulations are interesting because the BOW
destroyed the inversion centers on the site and the CDW on the bonds (Figure 2). As a result,
the combined 4kF (BOW + CDW) modulation destroys all the inversion centers so that
each stack becomes polar. This property is conserved in the 3D stack array of (TMTTF)2X
with octahedral anion X, so that these Fabre salts exhibit electronic ferroelectricity below
TCO [49]. Note that, in addition, the 3D ferroelectric ground state should be stabilized by a
cooperative displacement of the anions X towards the hole rich donors [16,50].

In spite of the presence of giant dielectric anomalies at TCO, structural modifications
are weakly apparent in the ferroelectric phase. Charge disproportion is revealed, in addition
to optical means [51], by X-ray determination of the modulation of electronic density (and
the loss of inversion symmetry in the structure) [52]. Atomic displacements below TCO were
evidenced by neutron diffraction experiments [53], which probably reveal the deformation
of the H-bond network, which couple methyl terminal groups of the TMTTF with the

177



Magnetochemistry 2023, 9, 57

anions [16]. The TCO transition is also revealed by small lattice anomalies probed by
high resolution thermal expansion measurements in the c* direction, where donor layers
and anions alternate [54,55]. However, the most surprising finding is the observation
of a splitting of the ESR spectrum in the CO ground state, with magnetic axes rotation
indicating a broken magnetic symmetry [56–58]. Such measurements reveal, in addition to
a modification of the thermal dependence on the ESR linewidth ascribed to an enhanced
anion displacement below TCO [57], a superlattice modulation between the spin chains
along c [58]. This unexpected result has been interpreted as linked to a space modulation
of the CDW, whose origin remains elusive because there is no structural evidence of a
doubling of the c periodicity while keeping the ferroelectric phase.

Finally, note that defects of charge ordering, inducing phase shift in the 4kF CDW,
strongly perturb the ferroelectric order. This is, in particular, the case for irradiation defects
in the Fabre salts [50]. Here, defects nucleate local polarization and induce a relaxor type of
dynamics.

8. Soliton Nucleation in Perturbed Spin-Peierls Compounds

The low energy magnetic excitations of the Heisenberg chain are a continuum of non-
interacting spinons [59,60]. In this continuum, in the presence of a magnetoelastic coupling,
“2kF” pre-transitional SP lattice fluctuations progressively develop, in the adiabatic limit, a
pseudo-gap below TMF

SP , as previously discussed in Section 4. The energy dispersion of the
pseudo-gap has been measured by inelastic neutron scattering in the Fabre salts [32]. Issued
from the magnetic excitation spectrum, a fraction of spinons is pinned by defects under the
form of solitons. This is revealed by the detection of Rabi oscillations of pinned solitons in
AF magnetic chains of (TMTTF)2X (X = PF6, AsF6) [61] and o-DMTTF)2X (X = Cl, Br) [62].
The formation of static solitons breaks the longitudinal coherence of the SP dimerized order,
as schematically represented in Figure 12. In this situation, and in order to recover the
optimal lateral coupling between dimers located on neighboring SP chains, each defect
should nucleate a pair of a soliton and anti-soliton, where each dimerization defect bears
an unpaired S = 1/2. Defects thus reduce the intrachain SP correlation length, on ξ//, but
also break the inter-chain SP phase–phase correlations more drastically (Figure 12). In this
situation, the superstructure reflections of the SP ground state are transformed into diffuse
lines (the Fourier transform of the local SP order) whose width allows the determination of
ξ//
−1. Diffuse lines thus remain the signature of a local (basically 1D) SP order spatially

limited by the presence of defects and various disorders. This effect is well documented in
irradiated Fabre salts, where point defects due to irradiation centers break the SP lattice
coherence and create unpaired S = 1/2, which manifest with a low temperature Curie-type
paramagnetic response revealed by ESR [63,64]. Detailed ESR studies of defects have been
performed in as-grown (TMTTF)2X [61], o-(DMTTF)2X [62,65,66]. One-dimensional local
SP correlations are also revealed in as-grown Per2M(mnt)2 systems with M = Ni [67] and
Pt [25] compounds. Unpaired spins 1/2 have been identified by low temperature NMR
measurements in the Pt compound [68]. Conversely, for low amounts of substituent, local
1D–SP structural correlations coexist with 3D–SP dimerization superstructure reflections
in Si doped CuGeO3 [69]. This proves that dimerization in SP organics is more sensitive
to defects than in SP inorganics such as CuGeO3. The SP pattern of CuGeO3 doped with
various elements has been quantitively analyzed in ref. [69].
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Figure 12. Schematic representation of a pair of a spin 1/2 soliton (S) and spin+1/2 anti-soliton (S)
shifting the phase of the SP intra-chain dimerization on ξ//. In addition, between the S and S entities
the phase shift between neighboring dimers changes from π to 0. This enhances the inter-dimer
coupling energy from Wmin to Wmax, as schematically indicated.

Note that coherent spin dynamics of solitons have been detected by ESR in the organic
spin chain compounds (o-DMTTF)2X [62] and (TMTTF)2X [70] with natural defects. More
precisely, defects polarize the AF coupled spins in their vicinity. This leads to a finite local
alternating magnetization around the site of the defect, which can be described in terms
of a soliton, i.e., a S-1/2 quasiparticle built of many correlated spins, pinned to the defect.
Thus, in the presence of a large number of defects, the S-1/2 quasiparticles can interact
AF so that the overlap between these magnetic regions is able to achieve a 3D AF order.
Of course, this order coexists with local SP correlated 1D regions previously considered.
The coexistence of both types of order are observed [71,72] in the quarter-filled organic salt
(TMDMTSF)2PF6, where the TMDMTSF non-centrosymmetric donor, built with one half of
the TMTTF molecule and one half of the TMTSF, is randomly oriented in a stack direction.
Similar phase diagrams revealing a coexistence between SP and AF orders are determined
in the SP system CuGeO3 substituted by various elements [73].

Finally, note that under a high magnetic field of the magnitude of the SP gap, the SP
dimerized ground state is destabilized towards a lattice of periodic solitons exhibiting an
incommensurate periodicity in chain direction, which varies with the amplitude of the ap-
plied magnetic field. The resulting phase diagram is observed in many SP compounds [74],
including the organic Fabre salts [75] under a high magnetic field. The structure of the
high field soliton lattice of CuGeO3 has been determined both by magnetic and struc tural
measurements [76,77].

9. Concluding Remarks

The organic conductors where electronic kinetic energy is comparable to Coulomb
repulsion provide an exceptional panel of correlated systems in which unexpected ground
states are stabilized. These effects are more clearly revealed in systems exhibiting a 1D
electronic anisotropy, and in compounds with a commensurate charge transfer such as the
quarter-filled “conductors”. This leads, in particular, to spin-charge decoupled physics and
the stabilization of new ground states such as the spin-Peierls one. Such ground states are
especially stabilized in the organic state, presenting an important lattice response due to the
presence of an underlying soft molecular lattice, which thus provides a significant magneto-
elastic coupling. In this review, we summarize such features in three families of quarter
filled donor organics: (1) the single stack D2X salts which provide clear-cut examples of
spin-charge decoupling and low temperature SP instabilities; (2) the segregated two-stack
Per2-M(mnt)2 compounds where the Kondo coupling between the AF dithiolate chain and
the metallic Per chain unexpectedly enhance the SP instability; and (3) the spin ladder
DTTTF2-M(mnt)2 compounds where the double donor stack forming a zig-zag ladder
exhibits, simultaneously, a charge localization and an SP gapped ground state. In this
review, we have especially presented a unified description of the electronic and structural
instabilities in these families of materials.
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Annex: Chemical Names of Organic Molecules Quoted in the Main Text

Per perylene
(CH)x polyacetylene
TCNQ tetracyanoquinodimethane
Qn quinolinium
NMP N-methylphenazinium
MEM N-methyl-N-ethylmorpholinium
TTF tetrathiafulvalene
DIMET dimethyl-ethylene-tetrathiafulvalene
t-TTF trimethylene-tetrathiafulvalene
TMTTF tetramethyl-tetrathiafulvalene
TMTSF tetramethyl-tetraselenafulvalene
BCP-TTF benzo-cyclopentyl-tetrathiafulvalene
o-DMTTF ortho-dimethyl-tetrathiafuvalene
DTTTF dithiophen-tetrathiafulvalene
mnt maleonotril-dithiolate
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Abstract: Lanthanide metal–organic frameworks (Ln-MOFs) showing single-molecule magnet (SMM)
properties are an ever-growing family of materials where the magnetic properties can be tuned
by various interrelated parameters, such as the coordinated solvent, temperature, organic linkers,
lanthanide ions and their coordination environment. An overview of the general synthetic method-
ologies to access MOFs/Ln-MOFs and the peculiarities and parameters to control and/or fine-tune
their SMM behavior is herein presented. Additionally, diverse challenging strategies for inducing
SMM/SIM behavior in an Ln-MOF are discussed, involving redox activity and chirality. Furthermore,
intriguing physical phenomena such as the CISS effect and CPL are also highlighted.

Keywords: lanthanide metal–organic frameworks; single-molecule magnets; single-ion magnets

1. Introduction

Metal–organic frameworks (MOFs), crystalline porous materials formed by the self-
assembling of metal ions (nodes) with organic ligands (linkers) [1–3], are attracting con-
siderable interest in material science given their fascinating architectures, which can be
tailored by a proper chemical design of linkers and nodes, and the richness of their chemi-
cal and physical properties [4–6], which make them promising platforms in a plethora of
applications such as fuel storage, CO2 capture, drug delivery, sensing and catalysis [7–9].
As far as magnetic MOFs are concerned, those exhibiting molecular properties, i.e., single-
molecule magnets (SMMs), have attracted extensive attention in the field of chemistry,
physics and material science due to their potential applications in cutting-edge molecular
spintronics and quantum computing devices [10]. SMMs are fascinating materials [11] that
have been continuously investigated since the first discovery of Mn12O12(OAc)16(H2O)4
(known as Mn12) by Sessoli et al. and the synthesis of the first LnIII–SMM complex based
on DyIII [12–14]. The SMM efficiency is evaluated by three different parameters: (i) the
blocking temperature (TB), i.e., the highest temperature at which the magnetization is
preserved during a given period of time [15]; (ii) the coercive magnetic field (Hc), described
as the magnetic field needed to turn to zero the magnetization of an SMM; and (iii) the
effective energy barrier (Ueff), the most used parameter, which indicates the energy required
to convert an SMM into a paramagnet.

Although reported in the literature are many examples of magnetic MOFs, very few
show SMM behavior [16]. On the other hand, porosity, the intrinsic property of MOFs,
is typically favored by the use of long linkers, i.e., linkers bearing bulky pendant arms,
whereas magnetic interactions require short distances between the metal nodes [17]. Thus,
the chemical design of MOF-based SMMs is a challenging aspect, and, among the synthetic
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strategies envisaged to develop MOF-based SMMs with efficient TB, Hc and Ueff values,
the use of LnIII ions with large magnetic anisotropy occupies a prominent place.

Indeed, lanthanide-based MOFs (Ln–MOFs) are a class of porous materials that have
attracted great interest during the last few decades thanks to their intrinsic advantages such
as lanthanide coordination versatility and a wide range of applications due to their unique
properties based on f-electrons offering the possibility to combine both luminescent centers
and magnetic properties in the same crystal lattice, building up multifunctionality [18].
Lanthanides’ valence electrons are located in 4f orbitals, which are shielded from the ligand
field by fully filled 5s2 and 5p6 orbitals. For this reason, the 4f orbitals do not split due to
weak interactions between the ligands and the orbitals, and the coordination environment
around the 4f ion remains almost unaltered, giving rise to strong spin–orbit coupling
interactions. The most used LnIII ions to fabricate SMMs are TbIII, DyIII, ErIII and HoIII.
Particularly, TbIII and DyIII are the best candidates, since their electronic structure exhibits
large magnetic anisotropy due to the strong angular dependence of 4f orbitals [19].

Recently a second generation of SMM-based MOFs, known as single-ion magnet
(SIM) MOFs, started to rapidly develop since the first report of the Ln(bipyNO)4(TfO)3
(bipyNO = 4,40-bypyridyl-N,N0-dioxide, TfO = triflate) 3D coordination framework by
Espallargas et al. [20] (vide infra). SIMs consist of single centers that exhibit slow mag-
netic relaxation [10], and, consequently, SIM-MOFs are formed by ordered assemblies
of lanthanide ions and different bridging linkers, featuring extended and porous high-
dimensional frameworks with tunable magnetic properties.

The present work aims to provide an overview, through selected examples, of the
different strategies currently employed to integrate SMM/SIM functionality into an MOF.
The MOF framework is then used as a suitable scaffold to constrain or tune the local
geometries of lanthanide nodes (ions or clusters) and arrange diverse organic linkers
into ordered assemblies, featuring a combination of structural diversity and SMM/SIM
behavior. In this context, conventional and/or unconventional synthetic approaches toward
SMMs/SIMs are also exploited.

2. Synthetic Methodologies

MOFs in general and Ln-MOFs in particular are conventionally obtained by combining
organic linkers and metal ions via solvothermal and slow diffusion reactions (layering).
Recently, other synthetic strategies have been explored as microwave-assisted, electro-
chemical, mechanochemical or sonochemical methods, as reported in Scheme 1. The final
product is often obtained in the form of single crystals, suitable for X-ray structural studies,
microcrystalline powders, nanocrystals or films [21]. Solvothermal synthesis is the most
used technique to develop crystalline MOFs and consists of a combination of linkers and
metal salts in a closed autoclave, heated under autogenous pressure. The crystal size and
morphology are strongly influenced by several parameters, such as the solvent, temper-
ature, concentration, pH, reaction time, etc. The major advantages are the control of the
reaction conditions and the obtainment of single crystals suitable for structural characteri-
zation. The diffusion method consists of a slow mixing of metal salts and linker solutions
by layering one on top of the other, taking advantage of their different densities. This
technique is particularly useful for growing single crystals suitable for structural analysis.
In the microwave-assisted method, the reactor is heated by electromagnetic waves. The
parameters that influence the size and morphologies of the final product are similar to the
solvothermal one, but the major advantages are low reaction time, energy saving and micro-
crystalline materials. In the mechanochemical methods, reactions between metal salts and
linkers occur under high-speed grinding in a ball mill at ambient pressure. Metal oxides
are frequently employed as starting precursors, and the crystallinity of the final product is
generally low, but it could be improved by using different precursors or by adding a small
amount of solvent. This method is economical and eco-friendly and very few or no solvents
are used, but it affords poor crystalline final products. The electrochemical method is used
for the synthesis of MOF thin films (from nano to microscale) whose morphologies could be
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finely tuned by changing the electrosynthesis parameters (e.g., electrolytes, current density,
additives and reaction time). This technique has in principle several advantages over the
aforementioned methodologies, such as high-purity products, mild conditions and the
facile control of film features, but in the case of Ln-MOFs, it may suffer from a reduction of
LnIII ions on the cathode during the process. In the sonochemical method, MOF synthesis
occurs at room temperature by the application of high-energy ultrasound to a reaction
mixture; this method is easy, rapid, environmentally friendly and allows for the obtainment
of nanoscale MOFs with high crystallinity and different morphologies [22,23].
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The strategies to obtain high-temperature SMM-based Ln-MOFs are almost the same as
for their molecular counterpart, and they could be summarized as follows: (i) make a proper
choice of the crystal field for the LnIII metal ion, taking into account its axial anisotropy;
(ii) conduct large crystal field splitting by choosing the proper ligand field, whose shape
should match the electronic density of the free metal ions [11,24,25]; (iii) commence strong
magnetic interaction between the LnIII ions, induced by the proper choice of diamagnetic
or radical paramagnetic bridging ligands; and (iv) use isotopic LnIII ions to suppress the
hyperfine coupling, which favors the quantum tunnel of the magnetization relaxation
process [26].

Furthermore, Ln-MOFs/coordination polymers (CPs) could be post-modified by exter-
nal stimuli, such as (i) solvato-switching, principally due to the change in the coordination
environment after solvent exchange or removal; (ii) photo-switching, through a mechanism
where a change in the ligand with photochromic moieties is observed after irradiation,
which could affect Ln-Ln distances and/or the coordination environment; (iii) redox-
switching, through post-reduction/oxidation of the linker affording open-shell species,
which could affect the exchange interactions of LnIII ions, and also through a change in
the open-shell species shape; and (iv) metal-ion exchange, where the incorporation of
LnIII ions in a preformed MOF framework occurs via exchange with a suitable cation,
as reported by Pardo et al. [27]. Here, CaII ions could be exchanged by different LnIII

ions (LnIII = Dy, Ho, Er) and NO3
−, for charge compensation, inside the preformed MOF

(vide infra). Recently, Long et al. reported on the use of mixed-valence DyII/III ions in a dinu-
clear complex affording strong magnetic exchange interactions due to M–M bond formation
and, consequently, high Ueff [28]; moreover, it has been reported that magnetic exchange
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between DyIII ions could be enhanced through the presence of soft donors, leading to
excellent SMM behavior with high Ueff [14,29].

The post-modification (vide supra) of Ln-SMM-MOFs/CPs [27,30] occurred, in some
cases, via an interesting on/off mechanism, particularly suitable for data manipulation
applications, while in other cases, it led to a change in the SMM behavior, but in both cases,
particular attention should be devoted to the reversibility of the process [31–33].

As highlighted by Powell et al. [34], another promising synthetic strategy is the use of
a secondary building unit (SBU) acting as an SMM center, which can govern coordination
numbers and the local geometry of the metal nodes of the assemblies in 2D/3D frameworks.
Indeed, MOFs have ordered arrangement of SMMs units, one of the most significant
advantages with respect to their molecular counterpart [18,34]. For example, Murugesu
et al. reported on a binuclear complex [Dy2(hmi)2(NO3)2(MeOH)2] (H2hmi = 2-hydroxy-3-
methoxyphenyl methylene (isonicotino)hydrazine) exhibiting SMMs, which could form
a 2D network due to the coordination of DyIII ions to the peripheral pyridyl N atoms of
the linker. The 2D framework [Dy2(hmi)2(NO3)2(MeOH)2]n∞ MeCN shows remarkably
higher Ueff than the binuclear complex [35,36].

3. Single-Molecule Magnet/Ion-Based Ln-MOFs (SMM/SIM-MOFs)

The use of MOFs as a rigid platform (vide supra) to constrain and chemically tune
the coordination geometries of lanthanide nodes, featuring high coordination numbers,
has been shown to be a straightforward strategy for the rational control of SMM behavior,
as demonstrated by a proper change in the synthetic conditions (nature of the solvents,
temperature, etc., vide infra).

The solvent can play a crucial role in determining the supramolecular architecture, as re-
ported by Cheng et al. [37]. Two different MOFs, formulated as {[Dy2(FDA)3(DMF)2]·1.5DMF}n
(1) and [Dy2(FDA)3(DMF)2(CH3OH)]n (2) (H2FDA=furan-dicarboxylic acid, see Chart 1), have
been obtained, where the use of the DMF/CH3OH) solvent mixture leads to a moderate distor-
tion of the DyIII ions coordination sphere in 2 from an ideal D4d with respect to 1, resulting in a
considerable improvement of the SMM behavior (Figure 1). Theoretical calculations demon-
strated that DyIII ions in 1 and 2 MOFs exhibit biaugmented trigonal-prismatic geometries (C2v),
and the estimated (calculated) deviation parameters are 1.579 (4.076) and 0.671 (1.786) for 1 and
2, respectively, supporting the observed moderate deviation from an ideal D4d symmetry in
the latter than in the former. Because of the occupancy of the two coordinated solvents, the
FDA2− ligands in 2 adopt a µ2-η1:η1-bridging coordination mode, resulting in a less distorted
DyO8 polyhedron of D4d symmetry. When methanol was removed from 2, a different MOF,
formulated as {[Dy2(FDA)3(DMF)2]·2.2DMF} (1′), was obtained, where a seven-coordinate DyIII

ion is present, surrounded by six carboxylic oxygen atoms and one DMF molecule. The DyIII ion
shows a monocapped triangular-prismatic C2v geometry, and a three-dimensional stp topologi-
cal framework is constructed by connecting, via FDA2– ligands, DyIII ions into one-dimensional
chains. Remarkably 1′ does not show slow relaxation of magnetization, highlighting the role
played by the lanthanide coordination geometry in tuning the SMM behavior. Furthermore,
the corresponding 1@Y and 2@Y, diluted by diamagnetic Y(III) ions, which should reduce or
eliminate magnetic interactions between dysprosium(III) ions, show similar SMM behavior as
the pristine 1 and 2 MOFs, confirming that magnetization relaxation depends on the Dy(III)
ions’ crystal field induced by the observed moderate deviation from the ideal D4d geometry.

The temperature can also induce a fine-tuning of the coordination geometry of
lanthanide ions in Ln-MOFs, which can significantly influence the SMM properties,
also providing insights into the magneto-structural relationship. Cheng et al. reported
on [Dy3(OBA)4(HCOO)(H2O)(DMF)]n (3) and [Dy(OBA)(HOBA)(H2O)2]·3DMF}n (4)
(H2OBA = 4,4′-oxybis(benzoate)acid) Ln-MOFs, obtained by reacting Dy(NO3)3·6H2O
with H2OBA for 3 days at 160 ◦C (3, orthorhombic, Cmc2ı̄ space group) and 80 ◦C
(4, triclinic space group P1). Interestingly, 3 undergoes a reversible structural transfor-
mation to 4 by standing in its mother liquor for two days at room temperature and
vice versa by heating 4 in its mother liquor up to 120 ◦C for 3 days. This process, ther-
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mally induced, provokes a dramatic change in SMM properties, leading to switchable
“ON/OFF” SMM behavior due to a significant change in the coordination geometries of
the DyIII ion from the C2v/C4v in 3 (paramagnet) to D4d symmetry in 4 (SMM) because
of a variation of its coordination mode.
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Figure 1. Constraining and Tuning the Local Geometries of Lanthanide Ions in Dy MOFs 1 and 2.
Reprinted with permission from [37].

The study of the mechanism of the structural conversion process from 4 to 3 evidenced
the crucial role of temperature in constructing the 3D framework, breaking inter-layer π· · ·π
stacking interactions and hydrogen bonds and leading to the coordination environment
around the DyIII ion of C2v/C4v symmetry, observed in 3, as shown in Figure 2 [38].
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The careful choice of lanthanide nodes with a proper coordination environment is also
a challenging strategy to construct an MOF with SMM properties. Particularly, mononu-
clear lanthanide complexes, where the first coordination sphere consists of the LnIII ion
surrounded by hard atoms (O, N) in a square-antiprismatic geometry, which is shown to
favor SIM behavior, are promising candidates, as reported by Coronado et al. [20] through
the novel family of Ln-MOFs formulated as [Ln(bipyNO)4](TfO)3·x solvent (Ln=Tb (5);
Dy (6); Ho (7); Er (8); and bipyNO= 4,4′-bypyridyl-N,N-dioxide, TfO = triflate]. The
choice of the linker is very important as well, as long linkers (vide supra), such as bipyNO,
are preferred since they are capable of keeping lanthanide centers isolated and reducing
dipole interactions.

These 3D Ln-MOFs exhibit slow magnetic relaxation, behaving as SIM-MOFs, as
confirmed by magnetic measurements (Figure 3).

Interestingly, the incorporation of large anions as polyoxometalates (POMs), particu-
larly [Mo6O19]2− polyanions, reported in Figure 4, does not affect the magnetic behavior,
and retainment of slow magnetic relaxation is observed, despite the exchange with triflate
anions. This is due to the preservation of the structural features of the 3D framework,
despite the sterically hindered POM anions, which are located in the cavity of MOFs but
far from the lanthanide centers. These findings further demonstrate that SIM behavior is
strictly related to the lanthanide coordination geometry and also pave the way to introduce
non-innocent POM anions into multifunctional SIM-MOFs or to use POM-MOFs, which
are materials with very large surface areas and thus potential candidates for applications in
heterogeneous catalysis, where large porosity is required [20].
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The combination of post-synthetic methodologies (PSMs) with the molecular ap-
proach, consisting of the use of metal complexes as suitable linkers toward selected
metal nodes, is a powerful strategy for governing the structure of SMM-MOFs and
tuning their magnetic properties through a fine modulation of their structural charac-
teristics. In fact, it has been shown that small structural changes in the coordination
geometry of the lanthanide ion in an SMM-MOF provoke significant changes in its mag-
netic behavior. Pardo et al. [27] reported on the use of an oxamato-based tetranuclear
CoIII complex as a suitable building block toward CaII metal ions to construct a dia-
magnetic CaII-CoIII 3D MOF, formulated as {CaII

6(H2O)24[CoIII
4(tpatox)4]}·44H2O (9),

(tpatox6− = N,N’,N-tris(4-phenyl)aminetris(oxamate)). Interestingly, the oxamate-
based complex is formed by tetrahedral cages obtained by combining a multitopic
linker, the bulky tripodal tpatox ligand (N,N,N-tris(4-phenyl)aminetris(oxamate), with
CoIII ions. When the metal-ion exchange post-synthetic method is used, by replacing
CaII ions with TbIII, DyIII, HoIII and ErIII ions, isostructural LnIII–CoIII 3D MOFs formu-
lated as {[TbIII

6(H2O)24[CoIII
4(tpatox)4]](NO3)6}·49H2O (10),

{[DyIII
6(H2O)24[CoIII

4(tpatox)4]](NO3)6}·53H2O (11),
{[HoIII

6(H2O)30[CoIII
4(tpatox)4]](NO3)6}·44H2O (12) and

{[ErIII
6(H2O)24[CoIII

4(tpatox)4]](NO3)6}·58H2O (13) are obtained through a
single-crystal-to-single-crystal solid-state process (Figure 5). It is noteworthy that
11 and 13 MOFs, containing Kramers’ ions as metal nodes, exhibit slow relaxation of
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magnetization, thus behaving as SIM-MOFs, while the one-pot reaction between the
related Na12[CoIII

4(tpatox)4]·6H2O and Ln(NO3)3·5H2O salts did not afford 10–13. The
crucial role of post-synthetic and molecular approaches to construct MOFs with SIM
properties is therefore evidenced.
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It has been shown that the coordination geometry of lanthanide ions, in a rigid scaf-
fold as an MOF, can significantly influence its SIM/SMM properties. It is noteworthy
that in the case of flexible MOFs [39,40], flexibility may be due to a reversible dehydra-
tion/hydration process, when coordinated water molecules are present in the first coordi-
nation sphere of the LnIII ion. As a consequence, a change in the coordination environment
is observed, resulting in a significant modulation of the relaxation of the magnetization
barrier. Very recently, some of us [40] reported on two multifunctional 3D polymorphic
frameworks (14a,b), formulated as [Er2(trz2An)3(H2O)4]n·xH2O (x = 10, a; x = 7, b), show-
ing a combination of luminescent and magnetic properties, where 14a is a 3D flexible
MOF. These two polymorphs were obtained by combining the NIR-emitting ErIII ion with
the 3,6-N-ditriazolyl-2,5-dihydroxy-1,4-benzoquinone (H2trz2An) linker, bearing bulky
triazole-based pendant arms. Moreover, 14a shows a reversible structural phase transi-
tion to a partially dehydrated 3D structure, formulated as [Er2(trz2An)3(H2O)2]n·2H2O
(14a_des; des = desolvated), from ennea- to octa-coordination of the ErIII coordination
geometry through a reversible loss of a water molecule, which occurred under vacuum
or heating up 360 K. Remarkably, structural flexibility provokes the fine-tuning of both
luminescent and SIM properties, involving a moderate change in NIR emission and a slight
improvement of the magnetic blocking temperature in the dehydrated structural phase.
The dehydration/hydration mechanism has been investigated by theoretical calculations,
which evidenced that the observed improvement of magnetic properties is mainly due to
the variation in the ligand field induced by the loss of the water molecule (Figure 6).

Redox activity has been demonstrated to be an efficient strategy for tuning the con-
ducting and magnetic properties in MOFs due to the generation of organic radicals, which
can improve magnetic exchange between metal nodes [4,40–42]. Redox-active linkers can
affect also the SMM behavior; therefore, they can act as switchable nodes for constructing
redox-controlled SMM-MOFs. Linkers based on a tetrathiafulvalene (TTF) core, which
possess different oxidation states, such as radical TTF·+ and diamagnetic TTF2+ species, are
efficient ON/OFF redox switches. Zhou et al. [32] have combined, via a solvothermal reac-
tion, ennea-nuclear lanthanide clusters showing SMM behavior, as inorganic nodes, and
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TTF-based linkers, as redox switches, to construct 3D SMM-MOFs. Interestingly, crystals of
Ln9(µ3-OH)13(µ3-O)(H2O)9(TTFTB)3] (H2TTFTB = tetrathiafulvalene tetrabenzoic acid)]
were obtained with LnIII = Dy (15), Tb (16) and Er (17). As an example, in 15, each Dy9
cluster is linked to TTFTB4- linkers through 12 carboxylate groups, which coordinate in a
syn-syn bidentate mode, leading to a framework formed by 12-connected hexagonal prisms
combined with 4-connected TTFTB4- linkers, which coordinate in a square planar manner,
resulting in a shp-a topology (shp = square hexagonal prism) as reported in Figure 7a,b).
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Remarkably, these multifunctional MOFs, which are isostructural, possess, other than
high porosity (Brunauer–Emmett–Teller surface areas of 1515, 1635 and 1800 m2·g−1 for
15, 16 and 17, respectively), redox activity and slow relaxation of magnetization, which
can be switched OFF upon post-synthetic oxidation with I2 of the TTFTB linker to its
corresponding radical S = 1/2 cation and I3

− anion or by solvent exchange of DMF (N,
N-dimethylformamide) guest molecules with cyclohexane or I3

− anions inside the cavities.
Most importantly, this process is reversible, and the SMM behavior can be switched ON
through a reduction in the DMF solution. Furthermore, structural features are also retained
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in the corresponding oxidized MOFs. These promising results show that the fine-tuning of
the SMM behavior via redox activity of the organic building blocks can provide a valuable
way to control, through external stimuli and/or solvent exchange, the SMM properties of
lanthanide clusters within a rigid platform as an MOF for future applications in functional
devices based on redox-switchable and multi-stimuli responsive SMM-MOFs.

Very recently, Seco et al. [43] reported on a novel family of 3D magneto-luminescent
Ln-MOFs, formulated as a {[Ln5L6(OH)3(DMF)3]·5H2O}n-based 3-amino-4-hydroxybenzoic
acid linker (H2L) and LnIII ions (Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm and Yb), including
NIR emitters (Nd, Er and Yb). They are isostructural, and, most importantly, they are mul-
tifunctional, showing a combination of porosity, photoluminescence and SMM behavior.
In particular, the latter is observed in Dy (18), Er (19) and Yb (20) MOFs due to the oblate
or prolate character of lanthanide ions, which depend on the electronic distribution of
the coordination geometry. Specifically, in oblate-type ions (DyIII), magnetic anisotropy is
enhanced by axially coordinated donor atoms of the linker, showing the highest electron
density, while in prolate-type ions (ErIII, YbIII), coordination at equatorial positions is pre-
ferred to induce greater magnetic anisotropy. Magnetic measurements on 18–20, reported
in Figure 8, evidence that no frequency dependence is present without applying an external
field due to quantum tunneling of magnetization (QTM). Under a static field (1000 Oe),
QTM is suppressed, and, interestingly, frequency dependence is observed only in 20, which
represents, according to the authors, the first 3D SMM-MOF containing NIR-emitting YbIII

ions, since Yb-MOFs are rare. Magnetic diluted yttrium-based MOFs were prepared to ob-
tain insights on the magnetization relaxation process, and the magnetic studies evidence the
crucial role of the electron density distribution, the prolate vs. oblate nature of lanthanide
ions in tuning the magnetic anisotropy and thus the SMM properties. Photoluminescence
studies on Eu/Tb-MOFs and their corresponding heterobimetallic MOFs (stoichiometric
ratio 50:40:10/5) evidence the potential of the doped materials as ratiometric thermometers.
Additionally, the microporous structure of these MOFs makes them potential candidates
for CO2 capture and separation, particularly Dy-MOF (18), which is the material showing
the best performance in terms of sorption capacity.
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The use of chiral linkers in a hybrid platform as an MOF is a challenging strat-
egy to study physical phenomena related to the interaction of chiral materials with a
polarized electromagnetic field, such as circularly polarized luminescence (CPL) [44],
the emission of circularly polarized light upon irradiation, which can have poten-
tial applications in optical data storage and spintronics [45]. Ln-MOFs are then
promising candidates, since lanthanide(III) ions can boost the CPL performances [46],
even though the studies on chiral Ln-MOFs, including those showing SMM behavior,
are still scarce due to the difficulties of governing chirality in a hybrid framework.
Cepeda et al. [47] reported on a new family of 3D chiral magneto-luminescent Ln-
MOFs of formula {[Ln2(µ4-tar)2(µ-tar)(H2O)2]·3H2O}n), with [LnIII = Tb, Dy, Ho, Er
and Tm and x = 3 or 4, depending on the counteranion with the D- or L- tartrate
(tar = 2R, 3R-dihydroxybutanedioate) chiral linker. These enantiomerically pure MOFs
are all isostructural, thermally stable and flexible, showing different phases depending
either on the ion size or the temperature variation, ranging from partially (Ln-L′ and
Ln-L′′) to fully (Ln-L′′′) dehydrated structures. Magnetic studies show that Tb-, Dy-
and Er-L-MOFs (21, 22 and 23) exhibit SMM behavior upon application of an exter-
nal field and discrete values of an energy barrier (Ueff) due to a residual QTM (in
particular for Dy-MOF, 22), which is suppressed through a magnetic dilution with
yttrium(III) in the related yttrium-based MOFs, as reported in Figure 9. The dehydra-
tion/hydration process is reversible and, remarkably, modulates both the magnetic
and photoluminescence responses.

Number 22, which shows tunable SMM and luminescent properties, which depend
on the dehydration/hydration process, has the potential to be used in humidity-sensing
applications. Number 21 represents the second example of a chiral MOF showing the CPL
property. In the CPL spectrum of 21, reported in Figure 10, the emission assigned to the
7F5←5D4 transition is split mainly into two bands, centered at 540 and 555 nm, due to the
degeneration removal of sublevels induced by the environment chirality.

These two bands show opposite signs and luminescence dissymmetry factor values
around 4 × 10−3, which, although modest, are similar to those reported in the literature for
terbium coordination polymers. Most importantly, 22 (Dy-L-MOF, vide supra) represents the
first example, to the best of our knowledge, of a multifunctional chiral Ln-MOF showing
chirality-induced spin selectivity (CISS) [48,49], the generation of a spin-polarized current
by injecting electrons through a chiral material without the presence of a magnetic field.
The first report on the performance of Dy-L-MOF as an almost ideal spin filter is made by
San Sebastian et al. [50]. The impressive spin selectivity found is due to the 3D helicoidal
packing pattern, which may boost the electronic conduction along the crystallographic
axes through the helices. The CISS effect is also influenced by the large spin-orbit coupling
of dysprosium (III) ions, which, along with the 3D helicity exhibited by this MOF, may
be responsible for the observed remarkably high spin polarization values. In Figure 11, a
schematic representation of the CISS effect is reported.
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4. Summary and Outlook

Ln- MOFs have been demonstrated to be suitable platforms for the rational control
of SMM behavior by the fine modulation of different parameters, such as synthetic
protocols, involving temperature and the nature of the solvents, a careful choice of
linkers and metal nodes, including preformed SMMs, and, most importantly, the co-
ordination geometry, involving a rigid or flexible scaffold. The use of redox-active
linkers has been shown to be a challenging strategy for achieving the fine-tuning of the
SMM behavior through external stimuli and/or solvent exchange in redox-switchable
and multi-stimuli-responsive SMM-MOFs. On the other hand, chiral linkers allow for
exploiting physical phenomena such as CPL [44] and the CISS effect, observed for the
first time in a 3D helicoidal Dy-MOF, which showed unprecedented spin polarization
values. In this scenario, the combination of porosity with SMM and luminescent proper-
ties offers a route to building up multifunctionality as a powerful tool to further tune
these properties through intermolecular interactions between guest molecules present
in the pores and the 3D framework. It should be highlighted that a rational design of
high-performance SMMs/SIMs, with improved energy barriers for the magnetization
reversal, requires a careful choice of the coordination environment of lanthanide ions
in terms of the ligand field. With this view, the linker donor atoms possessing high
electron density should coordinate oblate LnIII ions (Dy and Tb) at the axial positions,
while prolate ions (Er and Yb) should be coordinated at the equatorial positions, in or-
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der to maximize their anisotropic electron density (vide supra). As perspectives, the use
of soft linkers, unexplored in the SMM-MOF field probably due to the hard character of
the LnIII ions, can be challenging due to the occurrence of strong exchange interactions
observed in their molecular counterpart, a binuclear DyIII complex bridged by sulfur
atoms [29]. Furthermore, paramagnetic radical linkers should be developed, since
these open-shell ligands have the potential to mediate strong magnetic interactions
unless LnIII centers bridged by these ligands exhibit short distances [51]. A further
achievement is represented by photo-switchable MOFs, not reported up to now, since
a change in magnetic properties with light could be promising in the construction of
spintronic devices. In conclusion, these relevant findings pave the way to construct
next-generation materials with improved performances for optical data storage and
spintronic applications.
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