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The global clinical demand for biomaterials is constantly increasing due to the aging
population [1,2]. Biomaterials are biocompatible materials made of metal [3–5], poly-
mer [6–8], bioactive glass [9–11], ceramic [12–17] or a composite of these materials. The
International Union of Pure and Applied Chemistry (IUPAC) defines biocompatibility as
the ability of a material to be in contact with a biological system without producing an adverse
effect [18–23]. Academic and industrial research permanently develops new biomaterials
with extended lifespans and improved properties to repair or replace tissue functions of
the body. Implanted materials need specific biological, physical, chemical, and mechanical
properties to interact appropriately with the physiological environment. The biomedical
applications of biomaterials include, but are not limited to, joint replacements, bone im-
plants, intraocular lenses, artificial organs, artificial ligaments and tendons, dental implants,
blood vessel prostheses, heart valves, skin repair, cochlear implants, drug delivery systems,
stents, nerve conduits, surgical sutures, pins and screws for fracture stabilization, and
surgical mesh.

This topical collection gathers feature articles and reviews presenting the latest achieve-
ments in the field and the next challenges for future investigations of the design and
applications of biomaterials (Figure 1).

Figure 1. Biomaterials studied in the articles of this topical collection: Pires et al. [24], Andreucci
et al. [25], Chatzipapas et al. [26], Turek et al. [27], Mejía Rodríguez et al. [28], Pais et al. [29], Jia
Uddin [30], Islam and Tarique [31], Efstathiadis et al. [32], Bertrand et al. [33], Andreucci et al. [34],
Nuswantoro et al. [35].
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In their article, Pires et al. designed a low-power device for non-invasive blood glucose
monitoring [24]. The blood glucose concentration is measured with a near-infrared sensor
integrated into a small box placed on the tip of the patient’s finger. This innovative device
provides high-precision measurements.

In another article, Andreucci et al. describe the use of 3D images from CT scans
of patients and 3D printing (also known as additive manufacturing) for mandibular os-
teotomy [25]. This method of maxillofacial surgery aims to readjust the position of the
lower jaw (mandible). The material used to produce the 3D-printed craniofacial implant is
nylon, a bioactive polymer material with properties close to bone.

The article by Chatzipapas et al. describes an innovative 3D printing method to
produce a biocompatible artificial liver including veins and arteries [26]. Polylactic acid
(PLA) is used to create a mold of a liver that is filled with biocompatible light-bodied
silicone (polysiloxane). Molds of the veins and arteries are printed using polyvinyl alcohol
(PVA). The method is relevant in producing artificial livers with expected applications in
medical training, personalized medicine, and organ transplantation.

In another article, Turek et al. describe a reverse engineering (RE) method to accurately
reconstruct the geometry of three-dimensional computer-aided designed (3D CAD) mod-
els [27]. They show the influence of the measurement parameters, the accuracy of the data
fitting, and the parameterization method on the precision of the model. Their innovative
method produces accurate bone models (hip bone and femur) with a ±0.1 mm deviation.

Mejía Rodríguez et al. use finite element analysis (FEA) to study polymeric cranial
implants under different design parameters [28]. They describe the mechanical behavior of
poly(methyl methacrylate) (PMMA) and polyether ether ketone (PEEK) and discuss the
impact of thickness and perforations used in surgical procedures. They conclude that both
PMMA and PEEK biomaterials are suitable for producing cranial implants because they
withstand deformation in the normal direction.

Another article by Pais et al. reports a computational analysis of the mechanical
behavior of tibial implants used in total knee arthroplasty (TKA) [29]. They describe the
influence of the knee joint implant properties on the bone remodeling process of the tibia
after implantation. The results show the impact of the length of the tibial stem on the
maximum stress and displacement distributions in the proximal tibia.

Jia Uddin’s article describes a new method using CT scans and histopathological
images to improve lung cancer detection and classification [30]. Deep learning technologies
are used to improve the precision and reliability of lung cancer diagnostics for early
detection and treatment.

In their article, Islam and Tarique studied the performance and optimization of gam-
matone filters used to design cochlear implants [31]. This theoretical research evaluates the
impact of several parameters such as the filter bandwidth, signal frequency, and interfer-
ences on the cochlear implant performance.

Efstathiadis et al. investigate the mechanical behavior of polylactic acid (PLA) spec-
imens made by using a 3D printing process called fused filament fabrication (FFF) [32].
The specimens are printed in a biomimetic Voronoi structure inspired by the microstruc-
ture of the shell of the sea urchin Paracentrotus lividus. The experimental results of this
biomimetic design strategy are compared with computational results obtained by finite
element analysis.

The research proposed by Bertrand et al. focuses on the mechanical strength of calcium
phosphate cement scaffolds produced by 3D printing [33]. This biomaterial is expected to
be used for bone tissue repair. The authors describe the influence of the number of printed
layers and the influence of the needle’s inner diameter on the compressive strength of the
3D-printed bioceramic scaffolds.

The tribological study by Andreucci et al. describes the use of blood as a biological
lubricant for drilling and screwing implants into bone [34]. The viscosity of the blood
plasma combined with the elastic properties provided by the red blood cells improves the
sliding and frictional interfaces between the bone and implant surfaces.
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Nuswantoro et al. comprehensively review various types of bio-based adhesives used
in orthopedic applications [35]. They are polymer materials with powerful properties for
bone fracture healing. In addition to strong adhesion characteristics, bio-based adhesives
exhibit biocompatibility, biodegradability, large molecular weight, excellent resorbability,
ease of use, and low immunoreactivity.
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Abstract: Bone fracture healing involves complex physiological processes that require biological
events that are well coordinated. In recent decades, the process of fracture healing has been upheld
through various treatments, including bone implants and bio-adhesive utilization. Bio-adhesion can
be interpreted as the process in which synthetic or natural materials adhere to body surfaces. Bio-
based adhesives have superiority in many value-added applications because of their biocompatibility,
biodegradability, and large molecular weight. The increased variety and utilization of bio-based
materials with strong adhesion characteristics provide new possibilities in the field of orthopedics in
terms of using bio-based adhesives with excellent resorbability, biocompatibility, ease of use, and low
immunoreactivity. The aim of this review is to provide comprehensive information and evaluation of
the various types of bio-based adhesives used clinically with a specific focus on their application in
orthopedics. The main properties of bio-based adhesives, their benefits, and challenges compared
with the traditional bio-based materials in orthopedics, as well as the future perspectives in the field,
have also been outlined and discussed.

Keywords: adhesion; bio-based adhesives; bio-polymers; ceramics; orthopedic; biomaterials

1. Introduction

1.1. Bone Fracture Healing

Bone fracture healing involves complex physiological processes that require biological
events that are well coordinated. The knowledge of this process has significantly increased
since the expansion of comprehension of the various factors and biological pathways in-
volved. In the near future, advanced developments in bone fracture healing are expected.
It is already known that numerous bone diseases can lead to secondary trauma, aging,
and metabolic disorders, but a new treatment protocol can solve these problems effectively.
Bone fracture healing can be distinguished into direct (primary) and indirect (secondary)
healing according to histological perspective. When inflexible internal fixation anatomi-
cally diminishes the fracture sections, subsequently, it can lead to direct fracture healing
and reducing inter-fragmentary strain. A direct endeavor by the cortex to establish new

Designs 2022, 6, 96. https://doi.org/10.3390/designs6050096 https://www.mdpi.com/journal/designs5
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Haversian systems by shaping different remodeling aggregations known as cutting cones is
involved in this process; the purpose of this process is to reestablish mechanical continuity.
The osteoblasts that are required for bone remodeling are differentiated from osteoprogen-
itor cells that are produced by vascular endothelial cells and perivascular mesenchymal
cells. During this process, there are no periosteal or only a few reactions recorded (there is
no callus formation) [1,2].

Usually, bone fracture healing is conducted by indirect fracture healing. This pro-
cess involves callus formation that is produced by the combination of intra-membranous
and endochondral ossification. Micro-motion can upgrade this process, which is also
hindered by rigid fixation. New bone tissue can be formed straightforwardly through
intra-membranous ossification without forming cartilage from committed osteoprogenitor
cells in the first place and mesenchymal cells which, not yet differentiated, dwell within the
periosteum arranged away from the fracture location. Callus formation is produced from
this process, which is known as a hard callus. In this process of bone fracture healing, bone
marrow is contributed to bone healing at the early phase of bone healing where endothelial
cells are changed into polymorphic cells which have an osteoblastic phenotype. After that,
the process is continued by recruitment, proliferation, and differentiation of mesenchymal
cells into cartilage, which gets to be calcified and eventually replaced by bone. This process
is known as endochondral ossification. The bone healing process requires a few stages,
i.e., an initial stage of hematoma formation and inflammation, subsequent angiogene-
sis and formation of cartilage, cartilage calcification, cartilage removal, bone formation,
and ultimately bone remodeling. In this type of fracture, healing the adjacent periosteum
and the external soft tissues forms an early callus as a bridge, known as soft callus, and the
fracture fragments in the location will stabilized by this callus. The ongoing investigations
aimed at better understanding of bone regeneration have provided advanced knowledge
of the cellular and molecular processes that oversee these occasions [1–5]. The process
of fracture healing is upheld through various treatments, including bone implants and
bio-adhesive utilization.

1.2. Bio-Adhesion and Bio-Based Adhesives

Bio-adhesion can be interpreted as the process in which synthetic or natural materials
adhere to body surfaces. Bio-based adhesives have found increased utilization in a wide va-
riety of value-added applications due to their sustainability, renewability, biocompatibility,
biodegradability, and large molecular weight [6,7]. Bio-adhesion has been extensively used
in various biomedical applications, such as orthopedics, orthodontics, surgery, drug admin-
istration systems, etc. [8–10]. The constituent utilized for bio-adhesives can be derived from
natural resources or be synthesized. In its application, the bio-adhesive must have some
capability including the reduction of surgery time, seals strengthening, ease to remove
materials, user friendly, enhanced quality of sealing air leaks, etc. Bio-based adhesives, used
in biomedical applications, should meet certain criteria such as excellent biocompatibility,
resorbability, ease of handling, good strength with effectiveness in biological conditions,
and typically low immunogenicity [11]. Bio-based adhesives have found increased applica-
tion in surgery as sealants and hemostats. Bio-based adhesives have an objective to bond
the tissues during the healing period of injuries and maintain a strategic distance from
the foreign body reaction at the injury location. In addition, bio-based adhesives ought to
work at a particular site and progress along with the healing process with the most extreme
safety, i.e., they should not impair the surrounding tissues. The challenging assessment of
bio-adhesion is in the wet surfaces, but marine organisms like mussels, fungi, and other
bacteria have provided a natural solution to this problem. The bio-based adhesive proteins
produced by marine mussels provided them with the ability to adhere to extremely wet
surfaces. The adhesive proteins produced by mussels, called mussel foot prints (MFP),
are characterized by excellent adhesion characteristics. The MFP is mainly consisted of 3,
4 Dihydroxyphenylalanine (DOPA), derived from tyrocine. The binding and solidifying
properties of MFP obtained from catechol side chain of DOPA are cross-linked with the
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surface of the substrate by chemical reactions. The MFP inspired the development of novel
bio-based adhesives materials to fulfill the demands of satisfactory adhesive ability to wet
surfaces by utilizing the advantages provided by adhesive proteins [11–13].

The inspiration for developing sustainable bio-based adhesives are based on plants
and animals that have inherent bio-adhesion to substrates and tissues. Character sim-
ilarity with nature is the main factor for the efficient utilization of high-performance,
bio-based adhesives in various applications. Bio-based adhesives based on proteins or
polysaccharides can imitate the process of blood coagulation. Typical examples of protein-
based bio-based adhesives are fibrin sealants, gelatin, and collagen, while examples of
polysaccharide-based bio-adhesives include alginate, chondroitin, and chitosan [14–16].
In addition, bio-adhesion construct can be utilized for drug delivery system (DDS) via drug
carriers into specific sites [17,18]. Bio-based adhesives can also be utilized to hold mucous
or epithelial tissues. Bio-based adhesives that adhere to mucosal tissue surfaces are called
mucoadhesives. Mucoadhesives are characterized by easy administration and enhanced
adhesion which provides extended contact time and active agent protection, resulting in
better patient adherence to the treatment. Ocular cavities, rectal, vaginal, oesophageal,
oral, and nasal bio-based adhesives are typical examples of tissue location that provide
muco-adhesion [12,19,20].

In spite of the various advantages of the bio-adhesion, it also can cause adverse effect
such as bio-fouling. Bacterial bio-film can cause an infection or inflammation like cystic
fibrosis and endocarditis that is more often to have prominent resistance against antibiotics.
It is considered that there are over 500 type of bacteria which can be found on teeth and
gums [12,19,21,22]. The aim of this review is to provide comprehensive information and
critical evaluation on the various types of bio-based adhesives used clinically with a specific
focus on their application in orthopedics. The main properties of bio-based adhesives, their
benefits and challenges compared with the traditional bio-based materials in orthopedics,
as well as the future perspectives in the field, have also been outlined and discussed.

2. Sources and Types of Bio-Based Adhesives

Bio-based adhesives can be classified into internal and external ones in accordance
with their function and application conditions. Internal bio-based adhesives are largely
used in intracorporal conditions with direct contact to organs, tissues, and body fluids.
Internal bio-based adhesives have two specific characteristics, i.e., the bio-based adhesives
should be able to dissolve in a liquid solution without adding the organic solvent to the
primary constituents. Moreover, the primary constituents of bio-based adhesives must
be capable to conduct cross linkage. Internal bio-based adhesives are developed to be
in contact with internal organs and fluids frequently, so bio-based adhesive must have
minimum toxic content along with aqueous solutions. Bio-based adhesives have special
characteristics that can set up their adhesive function as it were when it is conducting
cross-linking with the substrate in a wet environment just like the internal organs that
have liquid circulation with rich blood supply. Toxicities due to long-term application and
adverse effects may happen in the patient’s body, in case the bio-based adhesives applied
inside the body are unable to dissolve and degrade in body fluids which are excrete by ex-
cretion system. In general, external bio-based adhesives are applied in topical medications,
e.g., epidermal grafting and wound closure [11,19,23,24].

Cyanoacrylate-based tissue adhesive is the most broadly utilized type of external
bio-based adhesive. The application of this material can be found at wound dressings
treatment, plastic surgeries, and skin transplantations. Some examples of cyanoacrylate-
based bio-adhesive are Trufill n-BCA and Dermabond. USA Food and Drug Association
(FDA) have approved these types of bio-based adhesives. Cyanoacrylates are distinguished
by points of interest, such as their short time for bio-adhesion and improved bonding
strength. Nevertheless, in application at tropical zones formaldehyde and respective alkyl
compound of cyanoacrylates can be harmful to the human body. This toxic component can
also act as carcinogenic agent that can cause tumor or cancer if used for long time period
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separated from the common complications like necrosis, thrombo-embolic, and septic
complications. Cyanoacrylates could see expanded utilization in numerous applications in
case the optimum brittleness and adhesion strength of the material can be optimized by
adjusting the length of alkyl groups [25].

Other common synthetic polymers, used in bone adhesive applications are polyurethanes,
poly(methyl methacrylate)s (PMMAs) (Figure 1), and polycyanoacrylates. Polyurethanes
can be synthesized from polyisocyanates and polyols using ultraviolet light orcatalyst.
Shifting the orientation of the molecule, chemical groups, cross-linking, and crystallinity
of polyurethanes makes this material degrade optimally when utilized as bio-adhesive.
If the composition of the molecule, degree of cross-linking, and stiffness of polyurethanes
are tuned, these polymers can show diverse properties, suitable for a wide variety of appli-
cations, such as bio-based adhesives, wound dressing treatment, tube of catheter, and bone
fillers. Since polyurethanes have been widely utilized as bio-based adhesives for soft tissue
and sealants, they have found a recent application as bone adhesives. The mechanism
that occurs when these polymers physically adhere to bone is through hydrogen bonding,
but also through chemical process that involve the arrangement of urea bonds through
reaction of the amine at mineralized collagenous extracellular matrix of bone with carba-
mate group of polyurethanes. In any case, the biomedical environment stability of this
material in long-term utilization is still questionable, whereas degradation of this polymer
through hydrolysis and enzymatic process is reported by several studies concluding that
the degradation caused by in vivo utilization is negligible [26].

Figure 1. Formation of a polymer chain of PMMA cement. Reused from an Open Access article [27].

Kryptonite is a polyurethane-based polymer used as bone adhesive. Recent studied
have reported its successful functional adherence to bone tissue in order to get vertebral
augmentation, cranial reconstruction, and sterna closure. Kryptonite covers calcium car-
bonate powder, castor oil-based polyol, and a reactive isocyanate. However, for utilization
as bone cement the formulation of this polymer still should be optimized. In addition,
a novel adhesive which has foam-like form consisted of 4,4-methylene diphenyl diiso-
cyanate (MDI)M which was polyurethane-based polymer, a polycaprolactone-based polyol
with biodegradable properties and hydroxyapatite particles reinforcement was developed
in order to achieve applications of bone-to-bone bonding. Based on the mechanical testing,
it can be concluded that a four-fold improved adhesion yields a better result compared to
conventional PMMA cement. However, this four-fold improved bio-adhesion is still not
considered adequate to attain optimal bone healing since bio-adhesion of PMMA adhesives
to bone tissue is slightly low. The cytocompatibility of this adhesive is firstly assessed
in vitro which affirmed the good result. At that point, the healing of broken frog hind limb
tarsus bone was conducted as the in vivo response. The tissue immunological response
of the adhesive material is found based on histological results that comparable to control
specimens of bone tissue. However, the estimate impediments of the animal species hold
the appropriate evaluation of adhesive to bone bonding strength. In this manner, in order
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to convincingly as certain the biocompatibility of this material, long-termin vivo studies
are required [26].

Actually, PMMA cements show weak bio-adhesion to bone in damp conditions be-
cause of hydrophobic properties of this material. Mechanical interlocks with the porous
bone are formed when PPMA adhesive is placed. In common, PMMA is encapsulated
by fibrous instead of hard tissue, but unfavorable tissue reactions have been reported for
bio-adhesives from PMMA-based. In spite of the fact mutagenesis has been reported in
bacteria related to utilization of PMMA but carcinogenesis still unknown to be associated
with these biomaterials. During application of the PMMA, heat can be released to the
surrounding bone tissue caused by an exothermic polymerization reaction that eventually
might lead to thermal necrosis. Numerous endeavors have been reported to improve the
adhesion of PMMAs to bone, such as bone pre-treatment, intermediate bonding agent
application, and PMMA cement chemical modification [11,23,28,29].

In the first place, cyanoacrylates were developed for household, automotive, and con-
struction industries. Dermabond®, Indermil®, Glubran®, and Histoacryl® are examples of
cyanoacrylate-based soft tissue bio-based adhesives that are already commercially available.
Although this biomaterial has been utilized in clinics as bone glue, cyanoacrylates have
not been purposed particularly for application as bone bio-based adhesive. Cyacrin was a
cyanoacrylate adhesive, used for the first time in 1963 for bone adhesive, but this material
was characterized by high infection rate, no adhesion after the placement, formation of
fistula, and several local reactions. Furthermore, Biobond is an ethyl cyanoacrylate which,
mixed with polyisocyanate and nitrile rubber, yields better initial results based on in vivo
testing. Carcinogenicity is associated with cyanoacrylates that have short alkyl chains due
to the releasing of formaldehyde and cyanoacetate caused by erosion of the polymers that
happen through hydrolysis reaction. Because of that, American Food and Drug Admin-
istration banned methyl cyanoacrylate-based adhesives for human use. Cyanoacrylates
that have longer alkyl chain showed a gentler reaction in bone tissue based on further stud-
ies, due to steric hindrance and hydrophobicity that makes this material degrade slower.
A cyanoacrylate-based adhesive called butyl 2-cyanoacrylate, known as Histoacryl® is
already recognized for utilization in surgery to conduct wound closure because of its
biocompatibility. Besides, several potential bone adhesives for fractures healing are also
tested, such as butyl, isobutyl and octyl 2-cyanoacrylates. However, inadequate bonding
strength for stabilization at fracture location after six weeks, cytotoxicity, and inflammatory
responses in undiluted form are reported in some cases, although cytotoxicity was appro-
priate when diluted with culture medium for ten times. For general, cyanoacrylates-based
bio-based adhesives need more biocompatibility studies in order to better determine their
utilization as bone adhesives [11,25,28,30].

There are numerous natural polymers that function as bone bio-based adhesives,
mostly polymers consisted of animal-inspired bio-based adhesives, such as frog, sandcas-
tle, mussel, polysaccharides, and fibrin glue [31–38]. The most broadly utilized material
for soft tissue bio-based adhesives, sealants, and hemostatic agents is fibrin. Fibrin is a
fibrous non-globular protein involved in the blood clotting mechanism. However, there are
numerous factors that affect the fibrin gel architecture, such as thrombin and fibrinogen
concentration, temperature of preparation process, pH, ionic strength, and concentration of
calcium ion can affect the materials mechanical properties. The gel mechanical strength will
be affected by the presence of Factor XIII covalently cross-linking with the polymer chains.
Moreover, the adhesive strength of the fibrin-based adhesive can be affected by water,
fat, and collagen contents. However, the adhesive strength of fibrin-based bio-adhesive
against bone tissue is still low when compared to synthetic bio-adhesives (0.17 MPa), which
can also be assumed due to the poor cohesive strength of the fibrin itself, although the
fibrin-based bio-adhesive adhere to bone tissues through the formation of covalent bonds
between carboxylic acid groups within the collagenous matrix of bone tissue with amino
groups of fibrin or fibronectin. Based on the excellent biocompatibility, biodegradability,
and cost-effectiveness, fibrin-based bio-adhesive prove to be more superior to synthetic
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bio-adhesives such as cyanoacrylates. Therefore, these materials proved to be extensively
utilized in orthopedic surgery. Currently, the fibrin-based adhesives are utilized for treat-
ment to osteochondral defects. Accelerated revascularization of the osteochondral fragment
can be achieved by using fibrin sealant in a thin layer form, this process also confidently
followed by union and healing of bone fracture [11,39–41].

There are several important groups of polysaccharides utilized as soft tissue adhesives
and hemostatic materials, such as chitin, chitosan, dextran or chondroitin. These materials
yield biocompatible and biodegradable adhesives that are composed of natural sugar build-
ing blocks that are easy to prepare and apply [21,42–45]. A study reported the successful
developed of novel biocompatible and degradable biopolymers based on a two-component
bio-adhesive system (chitosan and starch). Based on biomechanical studies, it is known
that these bio-adhesive polymers have better strength of bio-adhesion when compared
to fibrin glue, but they also have a poorer strength of bio-adhesion than cyanoacrylates
on bovine cortical bone specimens. Excellent biocompatibility was also demonstrated in
in vitro cell testing, so this bio-based adhesive can be a promising candidate for clinical
utilization [21,42,46–48].

A cellulose polysaccharides-based scaffold with good mechanical properties and
suitability for load-bearing bone healing applications has been reported. Plant cell walls
have a linear polysaccharide of D-glucose units linked by β(1→4) glycosidic bonds that are
called cellulose. These materials have a particular strength and provide water-insoluble
properties despite their hydrophilic nature because of the highly cohesive hydrogen-bonded
structure that composed the cellulose fibers. The character of the cellulose made the
scaffolds provide a good compressive strength, which is similar to the mid-range of human
trabecular bone. Esterification reaction between the carboxylic acid groups within the bone
tissue organic matrix and hydroxyl groups within cellulose was the main mechanism that
provides the bio-adhesion of this material. However, in 24 h this adhesive exhibited a
weight loss about 10–15% because of degradation under in vitro conditions. In order to
decrease the degradation of this scaffold, its chemical structure should be modified for
better tissue engineering applications [7,11,23,46,49].

In order to anchor themselves to in water or wet environment, saltwater animals,
as well as marine worms, limpets, mussels, and oysters, produce bio-based adhesive
proteins. In an environment that has various levels of salinity and humidity there is an or-
ganism like Mytlius edulis (blue mussel) that has the capability to adhere itself to a substrate,
either inorganic or organic. Furthermore, a non-sticky material such as polytetrafluoroethy-
lene (PTFE) can also adhere to this organism. However, there are some technical difficulties
due to extraction and high production cost that hold this bio-adhesive to utilize widely in
many practical applications. Moreover, large exogenous proteins produced from mussel
adhesive utilization can trigger an allergic reaction based on in vivo examination. Because
of that, there are many bio-mimetic polymers that have been developed in order to assess
the characters and examine the constituents that provide mussels with substantial adhesive
capability. Based on the research, it is known that a high concentration of compound at
the interface of adhesive substrate of mussels endow this animal with strong adhesive
ability. This compound belongs to the so called DOPA groups. Furthermore, it was found
that Fe(DOPA)3 was formed from cross-linking reaction between high concentration iron
on mussel adhesive with cathecolic hydroxyl group of DOPA. The concentration of iron
in mussel bio-adhesives is actually higher (100,000 times) than its concentration in the
peripheral water. Ultimately, the bonding between protein and protein or bonding of
protein and surface for adhesion actually occurs when iron induces the oxidation of DOPA
to produce an organic radical [10–12,50,51].

Because bone is made up of both organic and inorganic components, the type of
bio-adhesion that bone has, either to organic or inorganic chemicals, has become the
most important factor to take into account in the process of developing bone bio-based
adhesives. Because the carboxylic acid and the hydroxyl groups from the catechol of
DOPA can establish ionic bonding with calcium, there is a presumption that DOPA could
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adhere to bone tissue. The process of in vivo maturation of new bones takes place when
DOPA stimulates the formation of bone tissue. Additionally, the newly growing bones
have a density that is comparable to that of normal bone, as well as in vitro osteogenic
differentiation of osteoblast cells. The creation of adhesives modeled after mussels is
also being carried out by mixing DOPA, also known as 3,4-dihydroxyphenethylamine
(dopamine), with synthetic polymers and hydrogels such as PEG, Pluronic®, and PMMA
co-polymers recently. Because of the development that was carried out, a wide variety of
tissue bio-based adhesives and hydrogels are now manufactured. However, their potential
use as bone bio-based adhesives has been the subject of intensive research [13,47,52–56].

Phragmatopoma calafornica is another marine animal that has inspired researchers in
developing bio-based adhesives. This animal produces a bio-based adhesive, commonly
known as sandcastle glue. This bio-based adhesive is made of polyphenolic proteins
that function as shield for the animal by pasting sea shell, sand, and grains together.
These proteins are oppositely charged polyelectrolytes which coagulate due to pH changes.
The protein produced by this animal can be a promising bone bio-based adhesive material
since the presence of phosphate and amine side groups. The Australian frog Notaden bennetti
is known to secrete a protein-based material which can produce a sticky elastic hydrogel
rapidly. This protein is considered as frog glue. It is known that there are proteins (55–60%
of dry weight) rich in glycine (15–16 mol %), proline (8–9 mol %), glutamic acid/glutamine
(14–15 mol %), and 4-hydroxyproline (4–5 mol %) which compose this frog glue. Research
indicated that this frog glue can solidify spontaneously and function well as a bio-based
adhesive in wet environments by creating a proteinaceous pressure-sensitive adhesive.
This frog glue can conduct covalent bonding with amines which consist in collagen matrix
of bone because the main proteins contain carboxylic acid groups. It is reported that the
glue performed significantly better than fibrin glues, although this bio-based adhesive did
not perform better as cyanoacrylate in a repair model of ovine meniscal cartilage. This frog
glue also enhanced bone-tendon fixation in an ovine model of rotator cuff repair. However,
further research must be performed to examine its utilization as a bio-based adhesive
for orthopedic applications; even this material has a good in vivo biocompatibility and
resorbability. Overall, the distinctive characters of the frog bio-adhesive suggest that a
bio-mimetic co-polymer can have a substantial potency for utilization as bone bio-based
adhesive [11,12,19,49,53,56–58].

Another material that can be considered for utilization as a bio-based adhesive is from
the ceramics group. It is already know that there are various ceramics materials that can be
utilize in orthopedic application including calcium phosphate and hydroxyapatite [59–61].
Hydroxyapatite can actually be synthesized chemically from the precipitate of calcium and
phosphate. However, this material can also be synthesized from natural resources included
clam shells, egg shells, or animal bones like bovine bone [62–68]. Hydroxyapatite was cho-
sen as bio-based adhesive material in orthopedic application because of its biocompatibility
and bio-activity, since hydroxyapatite is actually a natural matrix of human bone which
constructs the bone tissue along with protein and other organic compound [69–73].

Hydroxyapatite has been used widely for numerous applications in orthopedics, such
as metal implants coating, bone graft, bone cement, bone adhesive, and bone scaffold.
There are many studies that have been conducted in order to examine the ability of hy-
droxyapatite to perform a good bone healing either as used as implants coating, bone graft,
bone cement, bone adhesive, or bone scaffold. The result of these study demonstrated
that hydroxyapatite can enhance the adhesive bonding (osseointegration) between metal
implant and bone tissue. As bone graft and bone cement, hydroxyapatite also shows a
good result. Furthermore, as a scaffold, hydroxyapatite demonstrated a good performance
since this material can promote new bone remodeling without any serious negative effect.
Ultimately, hydroxyapatite can be a good candidate as bone bio-adhesive for utilization
in orthopedic applications [69,71,74–83]. Summarized information on different bio-based
adhesive materials, preparation, and applications is given in Table 1.
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Table 1. Summary of Bio-Adhesive Source, Materials, Preparation, and Applications.

No. Materials Mechanical Properties Preparation Applications Reference

1.

1. Dopamine methacrylamide
(DMA)

2. Methacrylic anhydride
(MPC)

1. Surface Roughness (Ra) =
14.5 nm

2. Shear strength 54.6 MPa
Polymerization

1. Implant
coating

2. Self-
lubrication

[84]

2.

1. Hidroksiapatit (HA)
2. Polyvinyl

Alcohol/K-carrageenan
(PVACar)

1. Cumulative Release (CR) 200%
in 200 h (pH 7.4) and 60% in
250 h (pH 3.0)

Polymerization Bone Scaffold [85]

3.

1. Poly(dopamine) (DP)
2. Nitrodopamine (NDP)
3. Titanium oxide nanotubes

(NT-TiO2/Ti)

1. Surface Roughness 128 nm
(Poly(dopamine)) and 220 nm
(Nitrodopamine)

2. Surface Energy 56.98 mJ/mm2

(Poly(dopamine) and
69.05 mJ/mm2 (Nitrodopamine)

3. Bending resistance 8.64 MPa
(Poly(dopamine)) and 5.32 MPa
(Nitrodopamine)

Polymerization Implant Coating [86]

4.

1. Albumin/genipinbioglue
2. Bovine serum albumin

(BSA)
3. Genipin (GP)

1. Adhesion strength 0.98 N Polymerization Tissue glue [87]

5. 1. Chitosan

1. Tensile bond strength up to
0.024 ± 0.0036 MPa

2. Shear bond strength up to
0.031 ± 0.0069 MPa

3. Fracture toughness of
2.38 ± 0.54 J/m2

Cross-linking Bone glue [88]

6.

1. Chitosan-graft-polypeptide
2. N-carboxyanhydrides

(NCAs)—3,4-di-
hydroxyphenylalanine-N-
carboxyanhydride
(DOPA-NCA)

3. Cysteine-NCA (Cys-NCA)
4. Aginine-NCA (Arg-NCA)

1. Lap-shear adhesion strength
195.97 ± 21.1 kPa and
3080 ± 320 kPa

2. Tensile adhesion strength 642.70
± 61.1 kPa

Ring opening
polymerization Bone glue [89]

7. 1. Chitosan

1. Tensile strength 0.082 ± 0.03
MPa

2. Elasticity 19.42 ± 6.9%
elongation

Cross-linking Bone Glue [90]

8.

1. Tris(trimethylsiloxy)silyl
(M3T)

2. Trimethoxysilane propyl
methacrylate (TMOSPMA)

3. Propyl methacrylate (PMA)
4. Terpolymer (M3T-co-PMA-

co-TMOSPMA)

1. Water Contact Angle
98 +/− 0.4◦

2. Pencil hardness B
Polymerization Anti-bacterial

implant coating [91]

9.

1. Tantalum
2. Magnesium
3. Polydopamine

(Ta-PDA-Mg)

1. Compression strength
116.46 ± 1.01 MPa

2. Elastic modulus 4.85 ± 0.11 GPa
3D Printing Scaffold and

drug release [92]
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Table 1. Cont.

No. Materials Mechanical Properties Preparation Applications Reference

10.
1. Polydimethylsiloxane and

poly(ether) ether ketone
(PDMS-PEEK)

1. Elastic modulus 3.68 MPa
2. Ultimate tensile

strength1.57 MPa
3. Elongation at break180.74%

Polymerization

1.
Orthodontic
prosthetic

2. Artificial
vein

3. Cartilage
Scaffold

[93]

11. 1. Sodium alginate hydrogel 1. Elastic modulus4–21 kPa Cross-linking Tissue
engineering [94]

12.

1. Visible-light-acti- vated
naturally derived polymer
(gelatin)

2. Antimicrobial peptide
(AMP)

1. Adhesive strength55.3 G 6.7 kPa
2. Lap shear strength 60 kPa
3. Burst pressure37.7 G 6.5 kPa

Cross-linking Scaffold for teeth [95]

13. 1. Poly(2-oxazoline) 1. Tensile strength 1–4 MPa
2. Tensile Modulus 20–80 MPa Polymerization Bone implant [96]

14.

1. Poly(octamethylene
maleate (anhydride) citrate)
(POMaC)

2. Poly(ethylene glycol)
diacrylate (PEGDA)

1. Young’s modulus
1.22 ± 0.01 MPa

2. Tensile strength
0.163 ± 0.010 MPa

3. Elongation 15.44 ± 0.05
4. adhesive strengths 190 g.cm−2

1. 3D
Printing

2.
Polymerization

Scaffold [97]

15.

1. Soybean
2. Porcine Bone
3. Xanthan Gum
4. Calcium Chloride
5. Phosphate buffer saline

(PBS)
6. Ethyl ether

1. Adhesion strength 361 kPa Polymerization Bone adhesive [98]

16.

1. Bovine serum albumin
(BSA)

2. Electro-oxidized
alginate-dopa

3. Polyacrylic acid (PAA)

1. Shear strength on vessel 80 kPa,
stomach 30 kPa, liver 30 kPa,
intestine 32 kPa, and heart
40 kPa.

2. Adhesion strength on vessel
0.25 MPa, stomach 0.13 MPa,
liver 0.15 MPa, intestine
0.1 MPa, and heart 0.15 MPa

Cross-linking

1. Closing
wound in
surgeries

2. Fixing im-
plantable
devices

3.
Haemostasis

[99]

17.

1. Hydrogel system
(MGC-g-CD-ic-TCS)
composedbytriclosan
(TCS)-complexed
beta-cyclodextrin
(β-CD)-conjugated
methacrylated glycol
chitosan (MGC)

1. Lap shear strength 40 kPa
Photo-cross-
linking via
Visible Light
Irradiation

Tissue
bio-adhesive and
anti-bacterial

[100]

18.
1. TiO2 nanotube (TNT)
2. Icariin (Ica)
3. Polydopamine (DP)

1. Surface roughness159 nm
2. Surface Energy59.27 mJ/m2

Electrochemical
Anodization

Bone implant
osseointegration [101]
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Table 1. Cont.

No. Materials Mechanical Properties Preparation Applications Reference

19.
1. Sulfate-Catechol

Biopolymer
1. Compresive strength

7.8 ± 1.0 kPa
Carbodiimide coupling
reaction

Soft tissue
engineering [102]

20.

1. Bio-adhesive
polysaccharide-based
hydrogels

2. Carboxymethyl chitosan
3. Modified sodium alginate
4. Tannic acid

1. Adhesion strength
162.6 kPa

1. Dynamic covalent
bonds

2. Photo-triggered
covalent bonds

3. Hydrogen bonds
4. Multi-cross-linking

1. Wound healing
2. Hemostatic
3. Anti-bacterial

[103]

21.
1. Polymerization N-acryloyl

aspartic acid (PAASP)
1. Adhesion

strength120 kPa Polymerization
1. Tissue and

organ repair
2. Wound healing

[104]

22.
1. Nitrodopamine (NDP)
2. Poly-Dopamine (DP)

1. Surface roughness
220 ± 9 nm

2. Surface energy
56.98 mJ/m2

3. Elongation 60 N
4. Adhesive strength

8.64 MPa

Melt grafting Implant Coating [86]

23.

1. Polycaprolactane (PCL,
Mw 45,000)

2. Beta-tricalcium phosphate
(βTCP)

1. Shear
strength157.6 ± 25.1 kDa Cross-linking Bone scaffold [105]

24.

1. Multifunctional injectable
temperature-sensitive
gelatin-based adhesive
double-network hydrogel
(DNGel)

1. Adhesive strength
3.75 MPa

1. Cross-linking
2. Facile dual-syringe

methodology
Wound healing [106]

25.

1. PMMA
2. CaP
3. BG
4. Collagen
5. ECM
6. BcP
7. Alginate
8. Chitosan
9. HA

1. Compressive strength
15 MPa

1. Polimerization
2. Cross-linking
3. 3D Printing

1. Bone Adhesive
2. Bone Scaffold
3. Bone Graft
4. Bone Cement

[107]

26.
1. Isocyanate-terminated

urethane methacrylate
precursors (UMP)

1. Tensile strength
34 ± 4 MPa Polymerization Orthodontic [108]

27.

1. Polycatechol (PC)
2. Pyrocatechol (PC), lithium

chloride (LiCl), sodium
chloride (NaCl), potassium
chloride (KCl),
tetramethylammonium
chloride (NMe4Cl),
potassium nitrate (KNO3)
and N, N-bis(2-
hydroxyethyl) glycine
(bicine)

1. Adhesion Fad/R ~ 27.36
mN/m Polymerization

1. Implant
coating

2. Tissue
engineering

[56]
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Table 1. Cont.

No. Materials Mechanical Properties Preparation Applications Reference

28.
1. Poly(γ-glutamicacid)

(γ-PGA)-dopamine (PGADA)
1. Adhesive strength

260 kPa Cross-linking Tissue adhesive [109]

29.

1. Dopamine modified chondroitin
sulfate (CSD)

2. N-(3-dimethylaminopropyl)-N′-
ethylcarbodiimide
hydrochloride/N-
hydroxysuccinimide(EDC/NHS)

1. Lap shear strength
163.3 ± 9.1 kPa Coupling reaction

1. Bone graft
2. Implant

coating
[110]

30. 1. Semiflexible biopolymers (modeling) 1. Adhesive strength
range (εA ≥ 2.5 kBT)

1. Cross-
linking

1. Tissue
engineering [111]

31.
1. Ethylene propylene diene monomer

rubber (EPDM)
1. Tensile strength

378 ± 17 MPa Polymerization Tissue engineering [112]

32.
1. Dopamine-conjugated

dialdehyde−HA (DAHA) hydrogels
1. Adhesive strength of

90.0 ± 6.7 kPa Cross-linking Wound healing [55]

33.
1. Silk fibroin (SF)
2. Poly(ethylene glycol) (PEG)

1. Tensile strength
503.32 ? 16.54 kPa Cross-linking Wound healing [113]

34.

1. 3,4-dihydroxyphenyalanine (DOPA)
2. dopamine (DA)
3. 3,4-dihydroxybenzaldehyde(DBA)
4. 3-(3,4-dihydroxyphenyl) propionic

acid (DPPA)

1. Adhesive strength
57 kPa

1.
Polymerization

2. Cross-
linking

Tissue adhesive [52]

35.
1. IPAM
2. BPAM
3. SAM

1. Adhesive strength
5.7 kPa

Genetic
engineering Tissue adhesive [51]

36. 1. P-D-C/A/W hydrogel 1. Adhesive strength
5.5 kPa Cross-linking

1. Biomedicine
2. Flexible

electronic
[114]

37.
1. Novel gelatin-based hydrogel system

crosslinked using a carbodiimide
2. Chlorhexidine (CHX)

1. Burst strength (sealing
ability) 233–357 mmHg

2. Tensile modulus
47–69 kPa

3. Compressive modulus
58–104 kPa

4. Tensile strain 42–113%

Cross-linking

1. Local
treatment for
periodontal
infections

[115]

38. 1. Chitosan-based Adhesive

1. Tensile strength
0.024 ± 0.0036 MPa,

2. Shear strength
0.031 ± 0.0069 MPa

3. Fracture toughness
2.38 ± 0.54 J/m2

Cross-linking Bone Bio-Adhesive [88]

39. 1. Catechol-conjugated chitosan (CCs) 1. Adhesive shear
strength64.8 ± 5.7 kPa

1. Chemical
Conjugation

2. Chemical
Oxidation

Surgical Adhesive [54]
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Table 1. Cont.

No. Materials Mechanical Properties Preparation Applications Reference

40.

1. 3,4-dihydroxyphenyl propionic
acid (DPA)

2. Dopamine (DA)
3. Chitosan (CS)
4. y-polyglutamic acid yPGA)

1. Adhesive
strength150 kPa Cross-linking

1. Bone
adhe-
sive

2.
Wound
heal-
ing

[53]

41.

1. 3,4-dihydroxyphenylalanine
(DOPA)

2. l-3,4-dihydroxyphenylalanine
methyl ester (l-DOPAME)

3. Candida antartica fraction B
(CAL-B) lipase

1. Covalent adhesion
100% after 90 min

1. Direct conjugation of DOPA
at the C-terminus on the
surface of the protein

2. Protein conjugation with
tailor-made glycopolymers
(DOPA-hyaluronic acid (HA)
polymers) at the N-terminus

Tissue
adhesive [47]

42. 1. Polypetide-based adhesive

1. Covalent
cross-linked
adhesives 110 mN
with F·w-1 = 22
N·m-1

1. Recombinant protein fusion
2. DOPA modified polymers or

peptide
3. Polymerization
4. Cross-linking

1. Tissue
adhe-
sive

[49]

43.

1. Coldwater fish skin “type A”
gelatin (G7041)

2. Alginic acid sodium salt (A1112)
3. Crosslinking agent: N-(3-dimethy

laminopropyl)-N-
ethylcarbodiimide hydrochloride
(EDC, E7750)

4. Fillers: Sodium montmorillonite
(Cloisite Na+)

5. Kaolin (K1512)
6. Cellulose fibers TECHNOCEL®

300 (fiber length 500 μm)

1. Bonding strength
400 and 485 KPa

2. Burst strength
605 and 562

3. Tensile strength 90
kPa

4. Young’s Modulus
150 kPa

Cross-linking Wound
healing [116]

44.
1. PEGDMA
2. Poly(ethylene glycol)

1. Adhesion strength
150 kPa Cross-linking Tissue

engineering [117]

45.

1. Magnesium oxide (MgO)
2. Poly(ethylene

glycol)-block-poly(propylene
glycol)-block-poly(ethylene
glycol) (PEG-PPG-PEG,
Pluronic® L-31)

3. Dopamine

1. Tensile
strength ≤ 4.5 MPa

2. Adhesion strength
125 kPa

Cross-linking Tissue
engineering [118]

46.

1. Acrylamide
2. Acrylic acid
3. N, N’-Methylenebis (acrylamide)
4. 3-(trimethoxysilyl) propyl

methacrylate (TMSPMA, Aladdin,
S111153)

5. Hydrogel ini- tiators include
α-Ketoglutaric acid (Aladdin,
K105571) and α, α’-
Azodiisobutyramidinedihydrochloride
(V50, ShangHaiD&B Biological
Science and Technology Co. Ltd.,
Shanghai, China)

1. Work of debonding
129 J/m2 Cross-linking Tissue

engineering [119]
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Table 1. Cont.

No. Materials Mechanical Properties Preparation Applications Reference

47.
1. Polycaprolactane (PCL, Mw 45,000),

and beta-tricalcium phosphate (βTCP)
1. Shear strength

157.6 kDa ± 25.1 3D printing

1. Scaffold
2. Tissue

engineer-
ing

[105]

48.

1. Cellulose-reinforced catechol-modified
polyacrylic acid-Zn2+

2. PAA, N,N0- dicyclohexylcarbodiimide (DCC)
and sodium tetraborate (Na2B4O7)

3. Cellulose fibers
4. Dopamine hydrochloride (DOPA HCl),

N-hydroxysuccinimide (NHS)and zinc
chloride (ZnCl2)

5. Cellulose nanocrystals
6. Polyvinyl alcohol glue, polyurethane glue, epoxy

glue and cyanoacrylate glue

1. Bonding strength
10 MPa

Amidation
reaction

Implant
coating [120]

49.

1. (L)-Lactic acid, anhydrous glycerol,
and methacrylic anhydride

2. p-Toluenesulfonic acid (≥99.0%; Merck)
3. Toluene (≥99.8%; Merck)
4. 2-Hydroxyethylmethacrylate (HEMA)
5. MMA (≥99.0%, Merck)
6. Benzoylperoxide (BP) (A75%; Merck)
7. ASA and N,N,N′,N′- tetramethylethylenediamine

1.
Thermal−mechanical
properties (LSS:
8.62 MPa, Tdeg:
370 ◦C)

Condensation
reaction of
glycerin
and LA

Biomedical
application [121]

50.

1. PEG crosslinked by trilysine amine
2. Polyethylene glycol (PEG)—polyethylenimi ne

(PEI) copolymer
3. Polyurethane polymer

1. Ultimate Tensile
Strength
21.6 ± 8.4 MPa

2. Elastic Modulus
83.3 ± 34.9 MPa

Cross-linking Spinal sealant [30]

51.
1. Dopamine (DA)
2. Sodium carboxymethyl cellulose (CMC)
3. Catechol-modified CMC–DA

1. Adhesion strength
11.37 ± 2.62 kPa

1.
Carbodiimide
chem-
istry
method

2. Cross-
linking

Wound healing [46]

52.
1. Chitosan
2. Protocatechuic acid (PCA)

1. Adhesion strength of
4.56 ± 0.54 MPa

Michael-type
addition Bio-glue [58]

53.
1. Poly (ethylene glycol) (PEG) based sealants
2. Albumin and glutaraldehyde

1. Adhesion strength
0.31 MPa Cross-linking

1. Sealing
graft

2. Bone
graft

[50]

54.
1. TGI/HA-CS (tilapia type I gelatin/hyaluronic

acid-chondroitin sulfate)

1. Compressive
strength
11.34 ± 1.18 MPa

Cross-linking temporomandibular
joint disc [122]

55. 1. CAG@PLys@PDA-Cu2+

1. Tensile stress 5.5 MPa
(Strain 400%)

2. Tensile zzzstrangth
5.3 MPa

3. Young′s Modulus
1 Mpa

step-wise
modifi- cation
of parallel-
microgroove-
patterned

Endothelial
healing [123]
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3. Preparation of Bio-Based Adhesives

Based on the numerous studies that have been conducted in order to examine the bio-
adhesive synthesis and preparation, it can be concluded that there are two major process
used to produce a bio-adhesive, i.e., polymerization and cross-linking [12,21,23,28,124–126].
The cross-linking process usually utilizes some type of bonding that can happen in the
reaction, including hydrogen bonding, ionic bonding, host–guest interaction, hydrophobic
bonds, imine bonds, disulfide bond, Acylhydrazone bonds, Diels-Alder reaction, boronate
bonds, and oxime bonds [125]. In orthopedic surgery and orthodontics, poly(methyl
methacrylate)s (PMMA) has been widely used. The polymerization of methyl methacrylate
(MMA) via a free radical process utilizing an azo compound or peroxide as an initiator is a
method to produce PMMA. Commercially, polymerization can be conducted, i.e., in bulk,
solution, suspension, or emulsion. A viscous paste will be formed after blending these
constituents which solidify via monomer radicals or anionic polymerization [11,26].

Alkyl 2-cyanoacrylates are now the most researched and most widely used group
of bone adhesives. By altering the length of the alkyl chain, it is possible to produce a
wide range of different 2-cyanoacrylates esters. The structure of poly (alkyl cyanoacrylate)
(PACA), which was investigated for potential use in bone bio-based adhesives, is presented
in Figure 2 [127]. The polymerization process can be carried out at room temperature
without the need of a heating step, the addition of a catalyst, or the application of pressure
thanks to the profound reactivity of these materials. The reaction that must take place in
order to generate these materials begins with the anionic polymerization of the monomers,
which is triggered by water. The acrylate bond can be broken by a nucleophilic attack
carried out by weak bases such as water or amines. In order to accomplish bio-adhesion to
bone, an electron-withdrawing nitrile group polarizes the acrylate bond. Because of this,
the acrylate bond is susceptible to nucleophilic attack by weak bases, such as the amines
that are found in the collagenous matrix of bone tissues. Increasing the length of the alkyl
chain can, in general, result in greater polymerization rates, stronger bonding strengths in
bone tissues, and can form more flexible chains [25].

Figure 2. Structure of Poly (alkyl cyanoacrylate) (PACA). Reused from an open access article [127].

Mixing a solution that contains a fibrinogen source (from plasma, platelet-rich plasma),
or heterologous/autologous cryoprecipitate) and factor XIII with another separate solution
consisting of thrombin source (bovine, human, or recombinant), anti-fibrinolytic agent,
and calcium to prevent rapid fibrinolysis is the most common method that is used to
produce fibrin-based adhesive systems. When brought together, these substances cause the
formation of a clot that is devoid of cells. During this process, thrombin cleaves fibrinogen,
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which results in the production of soluble fibrin monomers. These monomers then self-
assemble into loosely aggregated fibrils via hydrogen bonding, and then into a more robust
cross-linked fibrin polymer via covalent bonding. Thrombin also activates factor XIII,
which, in the presence of calcium, provides for the formation of covalent bonds between
fibrin polymer chains. However, a considerable amount of preparation is required before
employing this adhesive made from biomaterials [11,39].

Starch was oxidized with periodic acid in order to produce aldehyde side groups, and
chitosan was used as the amino-group carrier throughout this process. In the bio-based
adhesives system, amino groups that are present in the surrounding tissues will react with
aldehyde groups in a manner analogous to that of chitosan. After being mixed together in
water, the two components produce a Schiff’s base, which results in a covalent cross-linking
that allows for a strong adhesion to tissue. This is accomplished by the production of
covalent bonds. The bio-based glue had the potential to form bonds with any other exposed
amino groups, such as those that are present in shattered bone for example. In addition,
increasing the bio-adhesion strength to bone can be accomplished by conjugating starch or
dextran compounds with 3,4-dihydroxy—phenylalanine (DOPA) [21,42,46–48]. A study
reported that free radical copolymerization of monoacryloxyethyl phosphate (MAEP),
dopamine methacrylate (DMA), and acrylamide (Aam) are used to produce bio-mimetic
adhesive complex. This bio-based adhesive has the capability to bond wet bones together
either in vitro and in vivo, demonstrating suitability for utilizing in the reconstruction of
craniofacial fractures, and showed good degradability and osteoconductivity [11].

Biocompatible in situ-gelling Schiff’s base reaction and ionic interactions was con-
ducted to produce carboxymethyl cellulose (CMC)-glycol chitosan (GC) hydrogel, a po-
tential three-dimensional (3D) printing biomaterial ink for tissue engineering applications,
the probable reaction is shown at Figure 3 [15]. A successful strategy to address cell-
behavior on biomaterials was also presented by the plasma enhanced–chemical vapor
deposition (PE-CVD) of polyethylene oxide-like (PEO)-like coatings [128]. Moreover,
Tris(trimethylsiloxy)silyl (M3T) containing methacrylate copolymers with low surface
energy were designed and synthesized [91].

Figure 3. Probable mechanism of gel formation using Schiff’s base reaction method. Reused/adapted
with permission from Ref. [15]. 2020, Elsevier, License Number 5401720806257.
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Chitosan thiomer derivatives are utilized in order to produce a novel three-dimensional
(3D) scaffold with potential soft tissue repair applications. A covalent coupling reac-
tion was conducted to synthesize amino acid-grafted chitosan (cysteine, CHICys) and
N-acylated chitosan (11- mercaptoundecanoic acid, CHIMerc) derivatives, and hydrogel
scaffolds were produced by freeze-drying process. They were comprehensively character-
ized by swelling and degradation behaviors, NMR, FTIR, and Raman spectroscopy, SEM,
and X-ray microcomputed tomography [14]. A series of chitosan-graft- polypeptides were
synthesized by ring-opening polymerization of three N-carboxyanhydrides (NCAs)—3,4-di-
hydroxyphenylalanine-N-carboxyanhydride (DOPA-NCA), cysteine-NCA (Cys-NCA) and
arginine-NCA (Arg- NCA)—using partial-NH2-protected chitosan as an initiator since
inspired by the mussel foot protein and chitosan-based macromolecular adhesives. Based
on the result, these copolymers demonstrated good biodegradability and low cytotoxicity
for application in orthopedic implant and scaffold [89].

A research also reported utilizing the 3,4-dihydroxyphenylalanine (DOPA), l-3,4-
dihydroxyphenylalanine methyl ester (l-DOPAME), and Candida antartica fraction B (CAL-
B) lipase in order to produce bio-based tissue adhesive by conducting direct conjugation
of DOPA at the C-terminus on the surface of the protein and protein conjugation with
tailor-made glycopolymers (DOPA-hyaluronic acid (HA) polymers) at the N-terminus [47].
The above are some examples of preparation process of bio-based adhesive production.

4. Characterization of Bio-Adhesives

4.1. In Vitro Methods
4.1.1. Shear Strength Measurement

The strength of bio-adhesion is commonly characterized by using mechanical testing,
including crack growth assessment, peel test, and shear strength test. In the case of
mucoadhesive assessment, shear strength measurements are commonly utilized to measure
the forces within the mucus layer that slides each other in a parallel direction to the contact
plane. Another method that can be utilized to measure the mucoadhesive strength is the
flow channel method. The method assesses the shear strength by measuring the force
needed to get the particle of adhesive from the mucin gel surface using forced humid
air via flow cell. Furthermore, in order to assess the development of crack yielding from
the dental implant, the bending tests were also conducted in the application of bio-based
adhesive in orthodontic. The cracks are usually produced as a result of polymerization
due to the shrinkage of the composite materials used in the implant. Characterization and
interpretation of the bending test results is conducted using Griffith’s energy balance model.
For example, the teeth elastic energy (usually the average elastic energy of tooth and the
dental implant material) and the crack surface energy is set up using this balancing model.
The experimental crack development assessment will decide the strain energy release rate
or the stress intensity while the Poisson’s ration and modulus of the implant material will
calculate the fracture energy [9,11,12,19,23].

4.1.2. Peel Strength Evaluation

Fractographic techniques, e.g., transmission electron microscopy (TEM) or scanning
electron microscopy (SEM), are used in order to assess the quality of the dental implants-
surface after performing the tensile test. American Standards for Testing and Materials
(ASTM) with various tests are conducted on the interface of adhesion and the substrates.
In order to obtain better shear strength, peel strength, and adhesion failure temperature,
a pressure-sensitive adhesive (PSA) is formed as a composite material by supplementing it
with montmorillonite, an organo-clay based element [14].

4.1.3. Flow through Experiment and Plate Method

The flow through channel method, which is the macro-scale measure of flow rate that
can yield the depletion of bio-adhesive coated over the substrate sphere, is conducted to
measure the mucoadhesion of DDS. The biophysical assessment method is conducted to
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measure the fluctuation in sedimentation coefficient that emerges due to the molecular
weight change through an analytical centrifuge. The Wilhelm plate method is used for sur-
face tension evaluation by utilizing natural or synthetic mucus rather than a conventional
water medium. This method is known for use as macro-scale bio-adhesion assessment
method. This method is conducted by coating a plate with any polymer material before the
changes in interfacial properties and the bio-adhesion property are measured with respect
to time [11,19].

4.2. Ex Vitro Methods
4.2.1. Adhesion Weight Method

A specific test method is developed in order to determine the weight of adherent
particles that emerged in the interior mucous layers of guinea pig digestive tract due to the
ion exchange. The particle size effect and adhesion charge after 5 min of time with the pig’s
digestive tract was determined using this method. Based on the result it is recommended
that the weight of the digestive tract increased due to bio-adhesion. However, when a
larger change within the biological tissue emerged due to regeneration or degeneration
of the digestive tract tissues, this method will posture a diminished reproducibility of the
data [11,19].

4.2.2. Fluorescent Probe Methods

Fluorescent probe methods could determine the relationship between the polymer
molecules and epithelial cell membranes. The formulation of an orally utilized bio-
based adhesive polymer can actually be improved by knowing its structural requirements.
The investigated bio-based adhesives can be tagged on to the cell membrane which consists
of proteins and the lipid bi-layer membranes and the variations in fluorescent spectrum
are noted. Excimer and monomer bands are two different Pyrene bands shown by these
materials, and environmental viscosity will administer the ratio of these bands. Because of
that, by assessing the bands ratio, the viscosity changes can be noted. Based on this result,
it can be concluded that the adhesion strength is directly related to the viscosity change.
The bond between polymer and protein membrane can be observed using a quantitative
method (fluorescence depolarization), while the interactions of soluble polymers can be
compared with that of peel of the cell [11,19].

5. Challenges

Based on the findings, presented in numerous research articles, it can be seen that
bio-based adhesives have demonstrated their superiority in various medical applications.
At present, the application of bio-based adhesives in the medical sector, including orthope-
dics, is an area of great scientific interest due to the recent advances in their formulations.

Bio-based adhesives consist of synthetic materials and natural materials. A number
of studies have shown that synthetic materials have advantages from several aspects,
especially with regards to mechanical properties [129]. Synthetic materials have adhesive
strength, shear strength, and tensile strength which are much higher than natural materials,
but these synthetic materials have major weaknesses in terms of biocompatibility and
cytotoxicity, as it is known that synthetic materials have elements that are toxic to the
human body. Meanwhile, natural materials have advantages in terms of biocompatibility
and cytotoxicity because they are acceptable for use in the human body, but these materials
still have weaknesses in terms of mechanical properties. Several studies have shown
that the adhesive strength produced from bio-based adhesives derived from natural raw
materials is still very low and is only sufficient to meet the need for adhesives for soft
tissue or surgical sutures. Therefore, it is necessary to conduct future research to optimize
the material properties of bio-based adhesives in order to obtain materials that have both
satisfactory mechanical properties and good biocompatibility properties.

Bio-based adhesives for orthopedic applications, which are produced from utilization
of natural resource polymers, are less studied. The main challenge in using bio-based
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adhesives for orthopedic applications is meeting the stringent requirements for high bond
strength in a demanding clinical environment [116]. Markedly, bio-based adhesives have
better biodegradability and biocompatibility properties, although bio-based adhesives from
synthetic or chemical preparation have higher adhesion strength to bone. Polymers known
as hydrogels are more suitable to be used in bio-based adhesive applications for soft tissue
than bio-based adhesives for bone adhesive due to the low cohesive strength produced
by these materials. A more rational design should be executed to develop bio-based
adhesive materials with particular bonding strength to bone tissue. Bone type, age of the
patients, fracture location, samples storage, and treatment can affect the physicochemical
properties of bone, so a particular method is required to characterize the properties of
bio-based bone adhesives. Various distinctive assessment methods have been conducted,
including the foremost common butt tensile strength tests, which compromise coordinate
comparison between various tests. In this respect, the establishment of standardized and
reproducible assessment protocols for the adhesion strength of bio-based adhesives to bone
is of utmost importance.

Another obstacle in this field is lowering the cost of bio-based adhesive materials [117].
Several researchers have emphasized the growing need to convert available agricultural
wastes into biocompatible and biodegradable products [118,119]. Nonetheless, research on
the subject is still lacking, necessitating ongoing investigations.

6. Future Perspectives

Polymers with biodegradability properties, prepared using synthetic or chemical
methods, can be designed by tuning the chemical groups, the degree of cross-linking,
viscosity, and surface tension. They represent a promising approach for bone fracture
healing. The chemical composition of bone must be the main consideration for future
bone adhesive design. A matrix consisting of organic collagen (≈30 wt.%), reinforced by
nanocrystals of calcium phosphate mineral (≈70 wt.%), is the main constituent of bone
tissue. Biodegradable polymers, such as PEG or alginate, can be outlined to connect
firmly to bone tissue through functionalization with the addition of chemical groups,
which have high bonding strength with bone components. N-hydroxysuccinimide esters
(NHS esters) are known to build solid covalent amide bonds with primary amines found
within the collagenous extracellular bone matrix. On the other hand, a few functional
groups are known to bind to Ca2+ as present within the mineral phase of bone tissue,
i.e., hydroxyapatite. Bisphosphonates (BP) are anti-osteoporotic particles that are known
for their uncommonly strong affinity for hydroxyapatite. Moreover, in this manner, BP-
functionalized polymers might strongly adhere to bone by forming ionic bonds between
pendant BP groups and Ca2+. Organic compounds, consisting of carboxyl groups with
strong adhesion for Ca2+, generally include proteins, sequences of peptide, amino acids in
single form, and carboxyl groups, such as sulfate groups, hydroxyl, and catechol. Moreover,
the adhesion to bone can be improved by expanding the amount of functional (side) groups
with high affinity to bone in the polymer.

The use of bio-based adhesives can reduce the complicated invasive techniques cur-
rently used in orthopedics, which in turn will result in improved patient treatment protocols
and quality of life. It can be expected that, in the future, the bio-based bone adhesive materi-
als with more judicious design will permit bone fracture fixation utilizing internal fixation.

Future research should be focused on comprehensive studies of the suitability of
various bio-based adhesives for bone tissue scaffolds, development of innovative injectable
adhesives for fracture treatment, and mechanical testing of bio-based adhesives intended
for orthopedic applications. The existing studies in the field remain rather limited, and
the results will be of great importance for the development of bio-based adhesives for
orthopedic applications with optimal performance.
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Abstract: Biotribology is applied to study the friction, wear, and lubrication of biological systems
or natural phenomena under relative motion in the human body. It is a multidisciplinary field
and tribological processes impact all aspects of our daily life. Tribological processes may occur
after the implantation of an artificial device in the human body with a wide variety of sliding and
frictional interfaces. Blood is a natural bio-lubricant experiencing laminar flow at the lower screw
velocities associated with drilling implants into bone, being a viscoelastic fluid with viscous and fluid
characteristics. The viscosity comes from the blood plasma, while the elastic properties are from the
deformation of red blood cells. In this study, drilling parameters according to material properties
obtained by Finite Element Analysis are given. The influence of blood on the resulting friction
between the surfaces is demonstrated and correlated with mechanical and biological consequences,
identifying an innovative approach to obtaining a new lubricant parameter for bone drilling analysis.
The lubrication parameter (HN) found within the limitations of conditions used in this study is
10.7 × 10−7 for both cortical bone (D1) and spongy bone (D4). A thermal-structural analysis of
the densities of the soft bone (D4) and hard bone (D1) shows differences in only the equivalent
stress values due to the differences in respective Young moduli. The natural occurrences of blood
as a lubricant in bone-screw perforations are poorly investigated in the literature and its effects are
fundamental in osseointegration. This work aims to elucidate the relevance of the study of blood as a
lubricant in drilling and screwing implants into bone at lower speeds.

Keywords: bio-lubricant; lubrication parameter; bone drilling; blood; bioactive kinetic screw

1. Introduction

Blood is a special type of fluid connective tissue derived from mesoderm and com-
posed of plasma (55%) and cellular elements (45%), erythrocytes (red blood cells), leuko-
cytes (white blood cells), and thrombocytes (platelets). Its color changes according to
the gas it carries within its structure, being bright red when carrying oxygen, or dark
purple when carrying carbon dioxide. It represents 8% of body mass, is slightly alkaline
(pH = 7.35–7.45), has a temperature of 37 ◦C, a viscosity 3 to 4 times greater than that
of water, and its average volume in the human body is five liters [1]. Blood transports
hormones to organs and causes them to change their physiology, regulates the pH, restricts
fluid loss during an injury, acts as a defense against pathogens and toxins, and regulates
the body temperature [2]. Plasma is the pale-yellow-colored liquid component of blood
that holds its cellular elements in suspension and is constituted of water (91.5%), proteins
(7%), namely albumins, globulins, and fibrinogen, and other solutes (1.5%) electrolytic ions,
gases, nutrients, and waste products [3]. The function of plasma is to absorb, transport, and
release heat through water, maintain osmotic balance through albumins and provide body
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defense through globulins, blood clotting through fibrinogen, and pH buffering through its
electrolytic ions. Red blood cells are circular biconcave non-nucleated cells, measuring 7 to
8 μm in diameter and 2.5 μm in thickness with a life span of 120 days, presenting red color
(hemoglobin pigment) [4]. Red blood cells transport oxygen (oxyhemoglobin) from lungs
to tissues and carbon dioxide (deoxyhemoglobin) from tissues to lungs via the hemoglobin
molecules (Hb) that represent 13 to 15 g per 100 mL of blood. Each molecule of Hb carries
four molecules of oxygen [5].

When drilling into bone tissue cuts a blood vessel, the body starts the process to
keep homeostasis through hemostasis, which begins with the vascular phase, in which
the diameter of the blood vessels decreases, and endothelial cells (the inner layer of blood
vessels) releasing chemical factors; next, in the platelet phase, a platelet plug forms and other
chemicals are released (ADP, clotting factors); then coagulation or blood clotting occurs,
where in addition to platelets, fibrinogen is converted to fibrin to form a net-like structure
to form a clot; finally, fibrinolysis occurs, and, after the blood vessel is completely healed
and new connective tissue has formed, the now unnecessary blood clot is removed [6].

Blood behaves as a non-Newtonian fluid and its viscosity varies with shear rate,
decreasing at high shear rates (shear-thinning fluid) and vice versa. Blood viscosity also in-
creases with increases in red cell aggregability, in coagulating blood, falls with the thrombus
formation, while in non-coagulation blood, retains almost the same value, as shown by the
activated clotting time and fibrinogen concentration tests. Blood viscosity is determined by
plasma viscosity, hematocrit (red blood cell volume), and the mechanical properties of red
blood cells, mainly erythrocyte deformability and erythrocyte aggregation [7]. The viscosity,
equivalent to friction in fluids, of blood at 37 ◦C is normally 4 × 10−3 pascal-seconds [8].
The friction arising from bone-implant contact (BIC) during drilling converts kinetic en-
ergy into thermal energy. Between bone-implant surfaces, blood flows naturally after the
surgical cutting of the bone blood vessels during drilling, and filling this gap with blood
is desirable to obtain the initial phase of inflammation and subsequent osseointegration.
Hydrophilic features are desired on implant surfaces to attract and adhere blood in the
initial process of inflammation in the bone-implant contact healing process [9]. Although
surgery damages bone tissue, it also triggers a cascade of wound-healing events that stimu-
late osseointegration, improving implant stability through bone remodeling [10]. The shear
rate (τyx) for a fluid flowing (blood) [11] between bone and a BKS implant, one moving
at a constant speed (BKS) and the other stationary (bone) is determined by the change in
pressure (ΔP), the distance between fluid flow (L) and the diameter of the bone-implant
interface micro gap (y), defined by Equation (1):

τyx =
ΔP y

L
(1)

The Stribeck curve is a fundamental concept in the field of tribology. It shows that
friction in fluid-lubricated contacts is a non-linear function of the contact load, the lubricant
viscosity, and the lubricant entrainment speed (sliding speed), differentiating boundary
lubrication (bone-implant contact), mixed lubrication (bone-implant contact gap filled by
blood) and hydrodynamic lubrication (load supported by hydrodynamic pressure) [12]. For
the contact between two fluid-lubricated surfaces, the Stribeck curve shows the relationship
between the so-called Hersey Number (HN) [13], a dimensionless lubrication parameter
that shows the relationship between viscosity and load, and how friction changes with
increasing velocity. The Hersey number is defined as Equation (2):

HN =
ηN
P

(2)

where η is the dynamic viscosity (Pa·s = N·s/m2) of the fluid, N is the entrainment speed
of the fluid, which is equal to the velocity of BKS Implant insertion (m/s), and P is the
Insertion Torque applied (Nm).
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Boundary lubrication is related to bone-implant contact without the effect of the blood
as a lubricant and is commonly analyzed by insertion torque forces [13]. Hydrodynamic
lubrication is related to the pressure in the plasma and cells involved in the inflammation
process initiated by the surgical cut made by drilling into the bone. Mixed lubrication,
the objective of this study, correlates the influence of roughness contact between the bone-
implant load, supported by both surfaces and the liquid lubricant (blood) [13]. The mixed
lubrication regime can be determined by the (λ) ratio of the film thickness to the root-
mean-square (RMS) surface roughness of the two frictional surfaces. When 1 < λ < 3
the lubrication condition is considered mixed lubrication. The RMS surface roughness of
Ti6Al4V implants is in the range of 6–14 μm [14–16] depending on the surface treatment
applied, and the roughness—the linear dimensions of the bone tissue—range from 5.5
to 6.5 μm, depending on the quality of the bone drilling cut [17]. Both can change either
slightly or significantly during drilling wear. To maintain full blood film lubrication, the
minimum film thickness must be greater than 15–18 μm, which is generally the case in
actual physiological conditions when 150 μm is the distance between the screwed implant
and the bone bed site after healing [18]. The analysis of the Stribeck curve shows that the
lubricant decreases the coefficient of friction proportionally to the velocity applied, likewise
when the lubricant is blood, higher speeds can also aggregate the red blood cells increasing
its viscosity and decreasing its lubricant properties. Understanding the ideal speed for
insertion torque in bone screw implants can optimize the use of the blood as a lubricant,
inherent to the surgical cut of the drilling process, and maintain its biological properties,
improving the healing process and predictable results in osseointegration [19].

The mechanical properties of bone tissue are widely studied and discussed in the
literature [20]. Several properties can be quantified, including the stiffness (S), the ultimate
load that corresponds to the load at failure, the energy or work to failure (U), and ultimate
displacement. The elastic region, before yield, represents Young’s modulus (material
stiffness), and the plastic region, a post-yield nonlinear region that contains the ultimate
stress and the failure point. Yield stress is the transition to nonlinear behavior, which means
that the stress begins to cause permanent damage to the bone structure. The maximum
stress and strain that the bone can sustain are called the ultimate stress (strength) and
ultimate strain. These properties are strongly dependent on the loading mode (tensile,
compression, bending, or shear) and determine the mechanical response of the bone tissue
to drilling operations [21]. Bone density varies between individuals and throughout life. A
basic concept accepted in the literature is the structural and functional properties differences
between cortical bone and trabecular bone. Trabecular bone has the same structures as
compact bone, but they are not arranged in osteons, containing the same components.
Instead, it has very distinct trabeculae (small beams of bone) separated by macroscopic
spaces filled with red bone marrow or yellow bone marrow. The trabeculae are organized
on the long lines of stress and help to reduce the weight of the bone [22]. The less-dense
trabecular bone presents larger spaces (lacunae) in its composition, filled with higher blood
quantity than cortical bone [23]. Maximum insertion Torque analyses clearly show the
influence of different bone densities, and their relationship is robustly described in the
literature. However, the lubricating effect of the blood into the bone-implant contact during
drilling and screwing, and the lower torque obtained in the insertion of implants into
trabecular bone, are not correlated in the literature and may influence these results [21].

The friction coefficient is independent of the applied normal force and displacement
rate [24] but depends on the properties of the bone tissue surrounding the implant and
on the properties of the implant surface [10]. The test of bone against implant surfaces
produced a variety of different force-displacement curves and a wide range of friction
coefficients (in the range of 0.19 to 0.78) [25–27].

Maximum insertion torque (MIT) values can range from 15 to 150 Ncm [28] with
a mean value of 78.30 Ncm. The mean MIT is typically higher in D1 cortical bone
(126.67 Ncm) and lower in D4 spongy bone (40.22 Ncm) [29]. A statistically significant
correlation is found between bone volume and MIT values (r= +0.771, p < 0.0001). No sta-
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tistically significant correlation is found between implant length and/or diameter and MIT
in all bone densities. About 50–80% of bone-implant contact is described in the literature as
clinically successful implants. Some results suggest that no matter the initial percentage of
BIC, the final Osseointegration is about 58–60% BIC if the bone remodeling equilibrium
state is reached [18].

Many studies on BIC are on the secondary stability (biological) of bone implants,
and only the values of maximum insertion torque are described in primary or mechanical
stability analysis, without the determination of BIC in this initial and fundamental phase
to promote healing. Understanding BIC in primary stability, mainly in cases of high
(D1) and low (D4) bone density increases our understanding of osseointegration. The
interface between the implant and bone tissue presents a dynamic environment expressed
by mechanical and biological interactions between the surfaces. The surgical trauma
caused by drilling and screwing the screw into the bone promotes hemorrhage, the first and
most important step of the healing process in osseointegration [3–7,14–16]. The objective
of this work is to use finite element analysis (FEA) of drilling an implant into the bone
with specific parameters to introduce innovative theoretical hypotheses of the correlation
between blood as a natural biological lubricant, bone densities, maximum insertion torque,
and a coefficient of friction that is a result of those interactions. The focus is on mechanical
stability or primary stability and its immediate mechanical behaviors after bone plastic and
elastic deformation due to the drilling and screwing process. Within the limitations of this
study, we found a new lubrication parameter for bone drilling.

2. Materials and Methods

BKS is an innovative mechanical device with inherent biomechanical properties [22]
including the bone compacting factor inside the BKS, allowing us to determine the absolute
bone density through invasive direct measurement in the region of interest.

Applying simple biomechanical concepts of bone drilling, screwing, biocompatibility,
and bone implant, the engineering design of BKS was created to, among other character-
istics, optimize the surgical technique and reduce the trauma of bone perforation, with a
smaller number of drillings, as seen in Figure 1.

 
Figure 1. BKS as a dental implant applied in the Finite Element Analysis drilling and screwing into
the bone simultaneously.

In this work, three-dimensional finite element modeling and numerical analysis were
carried out to facilitate thermal-structural analysis. The 3D models were built in Solidworks
® and ANSYS 2020 R2 ®—Workbench 2020 R2 software programs. The BKS modeling was
carried out in Solidworks and imported into ANSYS Workbench, as shown in Figure 1.
After importing the Solidworks model into ANSYS, a cortical bone block (workpiece) was
constructed, representing the surrounding dental bone.
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Based on the geometrical models, finite element meshes were generated. The numeri-
cal model was prepared in ANSYS 2020 R2 ®—Workbench 2020 R2. The BKS model and
the bone disc were meshed with 3D SOLID elements.

In the presented simulation, the BKS tool was provided with TiAl64V parameters as
seen in Table 1, and cortical bone (Table 2) with two distinct parameters to compare bone of
density D1 (1.85 × 10−6 kg/mm3) and D4 (0.45 × 10−6 kg/mm3). First, for bone of density
D1, an angular velocity of 300 rpm and a feed rate equal to 0.1 mm/s vertically down into
the bone were applied. Second, the steps were applied to bone of density D4. In both cases,
a thrust load of 80 N was used with a temperature of 39 ◦C in the absence of irrigation, as it
is intended to be used in ongoing research.

Table 1. BKS Implant properties applied in FEA [21,30].

Ti6Al4V (Grade 5)

Young’s Modulus, MPa 2.0 × 105

Poisson’s Ratio 0.3

Maximum Yield Stress, MPa 1450

Initial Yield Stress, MPa 850

Density, kg/mm3 4.51 × 10−6

Coefficient of Thermal Expansion, 1/◦C 8.5 × 10−6

Table 2. Bone properties applied in FEA [21,30].

Cortical Bone

Poisson’s Ratio 0.3

Maximum Yield Stress, MPa 125

Initial Yield Stress, MPa 10

Coefficient of Thermal Expansion, 1/◦C 8.9 × 105

Young’s Modulus, MPa (D1) 17,000

Young’s Modulus, MPa (D4) 175.12

Density, kg/mm3 (D1) 1.85 × 10−6

Density, kg/mm3 (D4) 0.45 × 10−6

In the present study, an electric motor EM-12L with a maximum power of 59 W was
selected with angular speeds of between 100 and 40,000 rpm [30]. The relation between the
torque (Mt in Nm), the maximum electrical power during drilling (P in W), and the speed
of rotation (n in rpm) are determined according to Equation (3).

Mt = 9.55
P
n

(3)

According to this equation, the torque is equal to 187.8 Ncm at a rotational speed of 300
rpm. The FEA results obtained were applied to determine optimal parameters for insertion
of the new BKS biomechanical design, as seen in Figure 2, relating them to the mathematical
concepts used in tribology to support the proposed hypothesis of the lubricating effect
of blood when drilling implants into bone, and the advantages of choosing the drilling
parameters based on the geometry and surface of the bone implant.

33



Designs 2023, 7, 21

Figure 2. Schematic diagram of BKS Screw in the cortical bone block (workpiece).

3. Results

In previous studies [30] the formation of the plastic strain over different time instants
of the bone drilling process was described. As expected, the BKS screw during the drilling
process does not present plastic strain. Bone material during perforation presents high
plastic strain which increases with the amount of material removed [30–32]. The soft bone
(D4) and hard bone (D1) densities used in the thermal-structural analysis show differences
in only the equivalent stress values, which, in the case of D1 equals 102.6 MPa, and in
the case of D4 equals 1.056 MPa; and normal stress values, which is the case of D1 equals
−92.7 MPa, and in the case of D4 equals −0.955 MPa, due to the differences in respective
Young moduli. The results for deformation and strain followed the same trend.

3.1. FEA Bone Density D1 (1.85 × 10−6 kg/mm3, 17,000 MPa)

The results of drilling the implant into bone of density D1 are shown in Figures 3–7:

Figure 3. Thermal-Structural Analysis. Bone total deformation 0.013 mm.

Figure 4. Thermal-Structural Analysis. Equivalent Stress 102.6 MPa.
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Figure 5. Thermal-Structural Analysis. Equivalent Elastic Strain 0.0068.

Figure 6. Thermal-Structural Analysis. Y-axis Normal Stress −92.7 MPa.

Figure 7. Thermal-Structural Analysis. Y-axis Normal elastic Strain 0.0018.

3.2. FEA Bone Density D4 (0.45 × 10−6 kg/mm3, 175.12 MPa)

The results of drilling the implant into bone of density D4 only changed in terms of
equivalent and normal stress values, since they depend on the Young modulus.

The displacement and deformation are the same because the remaining conditions are
equal, as seen in Figures 8 and 9.

Figure 8. Thermal-Structural Analysis. Equivalent Stress 1.056 MPa.
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Figure 9. Thermal-Structural Analysis. Y-axis Normal Stress −0.955 MPa.

4. Discussion

Previous studies of BKS implants [22,30–32] obtained by FEA, when analyzed from
the biological perspective, describe the plastic deformation promoting bone tissue rupture
(osteotomy fracture), blood vessel rupture, the release of salts, enzymes, acids, proteins,
macromolecules, and cell death; and the elastic stress/strain of the BKS in the bone, with
the blood from cutting and drilling the bone around the screw, and the higher stress/strain
obtained in the MIT at the apex of the BKS in contact with the bone at the end of the drilling.
As soon as the BKS implant is drilled into the bone, the inflammation process starts through
the release of blood adjacent to the cutting, deformation, and stress areas.

Microscopically, the cut bone tissue and blood vessels develop at the interface of the
cutting edge of the drilling site, exactly where the bone will be stressed on the threaded
walls of the BKS, as analyzed in the results by FEM. Since in the BKS surgical technique, the
drilling is not performed by an undersized drill, it is possible to determine and control the
plastic and elastic stress/strain, which varies only with the relative bone densities, during
the BKS insertion. The coefficient of friction is independent of the applied normal force and
the displacement rate [33].

Applying equation (2), where η is the dynamic viscosity of the blood (4 × 10−3 N·s/m2),
N is the entrainment speed of the fluid, that is equal to the velocity of BKS Implant insertion
(5 × 10−4 m/s), and P is the insertion torque applied (1.87 Nm), we can determine the
dimensionless lubrication parameter (HN) where, for a given viscosity and load, the
Stribeck curve shows how friction changes with increasing velocity, resulting in:

HN =
4 × 10−3 × 5 × 10−4

1.87
(4)

The lubrication parameter (HN) found within the limitations of the conditions em-
ployed in this study is 10.7 × 10−7 for both the cortical bone (D1) and spongy bone (D4)
properties defined as shown in Table 2, and the BKS Implant properties in Table 1.

The Stribeck Curve helps us to understand the lubrication regimes where the interface
between the bone-implant acts [13]. A meta-analysis [24] compared the suitability of various
parameters used to characterize wettability in tribological systems and showed the relation-
ship between wettability and the friction factor for multiple lubricant-surface pairings.

The differences in equivalent stress values, 102.6 MPa, and 1.056 MPa for D1 and
D4 respectively, and normal stress values, of −92.7 MPa and −0.955 MPa for D1 and D4,
respectively, indicate that the bone blood vessels adjacent to the BIC site suffer different
stresses under those densities, which has already been proven in the literature to interfere
in the healing process, slowing, or preventing, it [34].

The bleeding and clotting time measures the clotting time of the blood and is depen-
dent on the proper functioning of platelets in the blood vessels with normal hemostasis
occurring between 2 and 7 min [35]. Most individuals have a bleeding time of less than
4 min, showing that the lubricating capacity of blood, before its clotting, should become
active immediately after cutting the bone through the initial drilling.
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More time spent with multiple bone drilling not only damages the bone bed [36] but
also increases the time between initial bone drilling and final implant screwing, decreasing
the benefit of blood as a lubricant and its sliding across the implant surface [34–36]. With
the new BKS design, simultaneous drilling and screwing and low applied speed ensure that
the blood acts as a lubricant and can maintain its normal functions. The benefits of blood in
intimate contact with the bone-implant surface have already been robustly described in
the literature, and the optimal surface for this to occur in a controlled manner is still being
sought [18,34].

Bone is tensioned and compressed during the drilling and screwing of implants.
On the compression side, bone undergoes a cascade of events that result in upregulated
osteoclasts absorbing bone, and, on the tension side, bone undergoes a separate cascade of
events that result in upregulated osteoblasts, which create bone. These result in resorption
on the compression side and apposition on the tension side, remodeling in such a way
that enables the implant to develop long-term osseointegration [37]. By understanding
and respecting these parameters, we optimize the probability of achieving controlled and
successful results.

Within seconds of the drilling and cutting forces being applied, the bone blood vessels
are distorted on the compression side, and they will be partially compressed and partially
dilated on the tension side. In minutes, with those blood vessels having been distorted, the
blood flow is altered, and oxygen and carbon dioxide levels will change. This change in
oxygen tension will trigger inflammatory mediators like prostaglandins and RANKL to be
released [38].

Limitations in experimental in vivo research and computational modeling due to the
not-well-established mixed-lubrication mechanism, the high computational costs required
to model the bearing surfaces within a relatively large contact area, and the complexity
of geometry analyzing lubrication of biological and non-biological surfaces (drilling bone
screws, hip, and knee joints) with biological lubricants, inhibit the development of the field
of tribology [27,39].

Highlighting the importance of the inflammatory process and the lubricating effect of
the blood during bone drilling, we can promote future studies to determine other blood
lubrication parameters at different bone densities, different blood viscosities (pathologies),
other bone screw insertion speeds, and different implant geometries, comparing the results
and improving the osseointegration prognosis. In addition, biofunctionalization may
shorten the healing period of osseointegrated biomaterials [40].

5. Conclusions

A new BKS biomechanism for bone screws and implants was presented as a bone
implant screw to show how blood could influence the resulting friction between bone-
implant surfaces, correlating with mechanical and biological properties, defining a novel
approach to obtain a new lubricant parameter in the analysis of drilling into bone. The
natural effect of blood as a lubricant in bone-screw perforations is not investigated in
the literature and its effects are paramount in bone healing. This work has elucidated
the relevance of blood as a lubricant in drilling and screwing bone at lower speeds with
pre-defined parameters.

The lubrication parameter (HN) found within the limitations of the conditions em-
ployed in this study is 10.7 × 10−7 for both cortical bone (D1) and spongy bone (D4).

Thermal-structural analysis of soft bone (D4) and hard bone (D1) densities shows dif-
ferences only in equivalent stress values, due to the differences in respective Young moduli.
This is ongoing research and future studies will be able to experimentally determine the
advantages and disadvantages of blood as a bio-lubricant.
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Abstract: For the treatment of bone defects, biodegradable, compressive biomaterials are needed as
replacements that degrade as the bone regenerates. The problem with existing materials has either been
their insufficient mechanical strength or the excessive differences in their elastic modulus, leading to
stress shielding and eventual failure. In this study, the compressive strength of CPC ceramics (with a
layer thickness of more than 12 layers) was compared with sintered β-TCP ceramics. It was assumed
that as the number of layers increased, the mechanical strength of 3D-printed scaffolds would increase
toward the value of sintered ceramics. In addition, the influence of the needle inner diameter on
the mechanical strength was investigated. Circular scaffolds with 20, 25, 30, and 45 layers were 3D
printed using a 3D bioplotter, solidified in a water-saturated atmosphere for 3 days, and then tested for
compressive strength together with a β-TCP sintered ceramic using a Zwick universal testing machine.
The 3D-printed scaffolds had a compressive strength of 41.56 ± 7.12 MPa, which was significantly higher
than that of the sintered ceramic (24.16 ± 4.44 MPa). The 3D-printed scaffolds with round geometry
reached or exceeded the upper limit of the compressive strength of cancellous bone toward substantia
compacta. In addition, CPC scaffolds exhibited more bone-like compressibility than the comparable
β-TCP sintered ceramic, demonstrating that the mechanical properties of CPC scaffolds are more similar
to bone than sintered β-TCP ceramics.

Keywords: calciumphosphate cement; CPC; β-TCP; 3D printing; mechanical properties; sinter ceramics

1. Introduction

Europe and the USA are in the midst of demographic change. The consequences of
this are becoming more and more apparent every year [1,2]. In the EU, the average age
continues to rise. One in five Europeans are already older than 65 [3]. In Germany, one in
two are older than 45 and one in five are older than 66 [4]. In the US, the average age is
38.1 and, according to a study by the U.N. [5], the average age forecast is 43.1 years in 2050.
As a result, age-related diseases such as those affecting the musculoskeletal system are
continuing to increase in prevalence. For example, the implantation of a hip endoprosthesis
is already the sixth most common surgical intervention in Germany [6]. With the increase
in the prevalence of such surgeries, the demand for clinically approved bone replacement
materials will also continue to grow. However, until now, many problems, e.g., with
metallic implants, have been caused by the imbalance in the elasticity moduli between
bone and the metals used. This thus results in so-called stress shielding (undesirable or
too weak bone growth) [7]. Biodegradable biomaterials are a potential alternative whose
support function decreases as the healing process progresses due to their eventual complete
degradation, which allows the support function of the bone to eventually take over [8].
In the past, biodegradable calcium phosphate ceramics in particular have stood out due
to these characteristics [9–11], especially because they have a similar composition to bone
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and can be degraded by the bone cells. However, in order for this degradation to function
correctly, it is necessary to have sufficient porosity [12]. Both hydroxyapatite (HA) and beta
tricalcium phosphate (β-TCP) are suitable for these applications—HA because it is the same
material as in bone, and β-TCP because it is also a calcium phosphate like HA but has better
solubility [8]. However, there is still a large difference between CaP ceramics and bone,
particularly in the fracture elongation of bones, which can be up to 1–2%, compared to
ceramics, which break at best at 0.1% [13]. Moreover, the compressive strength and Young’s
modulus are in some cases (for ceramics) up to a factor of 10-foldgreater [14], which again
raises the problem of stress shielding. Bone does not consist exclusively of HA, but rather
of nano-crystalline HA platelets packed in collagen strands. Additionally, bone adapts to
mechanical loads according to Wolff’s law and becomes stronger in stressed areas [15], and
no biomaterial has so far been able adapt to the changing forces that bone experiences.

In addition to these issues, ceramics partially shrink during the sintering process,
sometimes by even up to 30% [16], which must be taken into account for a precisely fitting
shape, e.g., for filling defects in the bone. It is easier to create implants from a larger ceramic
block directly on site in the operating room based on the bone defect. It also makes sense
to use artificial substitute materials in view of an increasingly aging population, due to
the limited availability of natural grafts. Additive manufacturing processes in particular
have enormous potential, especially for individual patient care. For example, if bone
material is missing after a fracture or after the removal due to infection, this individual
lesion can be converted into a digital 3D construct (CAD) using clinical imaging techniques
(CT, MRI) [17]. This 3D model of the damaged bone can then be used to produce a
bone substitute [18], e.g., by milling it from a sinter ceramic block (HA or β-TCP) or by
3D printing. This bone substitute can then be perfectly adapted to the individual case
and can ensure mechanical stability, and can thus take over the function of the damaged
bone during the healing period. Additive manufacturing also offers a great opportunity
for patient-specific replacement. These replacements can be custom-made from calcium
phosphate cement (CPC) using 3D printing [19]. This also has the advantage of being a
biodegradable ceramic [19,20], which can be broken down by the body. Ideally, once it has
done its job and the bone has healed, it is completely degraded. This eliminates the need
for a second surgery to remove the structure, with all of the associated risks. To enable
even faster healing and new bone formation, additives such as growth factors and/or
antibiotics [21–23] can also be incorporated into the cement. Commercially available CPC
especially for injection at defect sites in the bone or for 3D printing do not set until they
come into contact with water. For this purpose, an oil phase is usually dispersed, which
escapes during the imaging reaction and can be absorbed by the body [20]. As with other
cements, the setting reaction with water takes time [24]. During this period, the CPC
scaffolds cannot be mechanically loaded. Importantly, printed CPC scaffolds could serve
as a support and guidance structure during the bone healing process. In addition, the
surface of the printed CPC scaffold plays an important role in regeneration [25]. In this
work, both systems, namely sintered ceramics and 3D-printed CPC scaffolds, were to be
compared with regard to their mechanical properties [22,26] to determine if 3D-printed
scaffolds exhibited similar mechanical properties to bone. To achieve this, we first focused
on 3D printing more than 12 layers [27–29] so that we could produce comparably sized
specimens. The working hypotheses were that (1) as the number of layers increased, the
mechanical strength of the 3D-printed CPC scaffolds would increase and (2) the internal
needle diameter would influence the mechanical strength, which would better mimic the
mechanical strength of the bone than what is possible with sintered ceramics.

2. Materials and Methods

2.1. Materials

Conical printer needles with 0.2 (article No.: 561751MA) and 0.25 (article No.: 561751MA)
mm inner diameters were purchased from VIEWEG GmbH (Kranzberg, Germany). The CPC
paste for printing (20 mL, article No.: 087-020-PL) was purchased from Innotere (Radebeul,
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Germany). Phosphate buffered saline (PBS) (Thermo Fisher Scientific, Waltham, MA, USA)
was purchased from ThermoFisher (article No.: 14190-094).

2.2. β-TCP Ceramics

The β-TCP ceramics used in this work were produced according to our specifications
by the Robert Mathys Foundation (RMS) [11,22,23,30]. In this process, 20 g of tricalcium
phosphate (Art. No. 102143, Merck, Switzerland) and 80 g of α-tricalcium phosphate
(α-TCP; Ca3(PO4)2) were mixed with a 60.0 ± 0.2 g solution of 0.2 M Na2HPO4 and 1%
polyacrylic acid (Art. No. 81132, Fluka, Switzerland; Mw = 5.1 kDa). The paste was stirred
intensively for 2.5 min and then transferred to a plastic syringe. The plastic syringe was
70 mm long and had a diameter of 23 mm. After 45 min, the paste was covered with
10 mL of PBS (part no. P5368, Sigma, USA), at pH 7.4, and incubated at a temperature of
60 ◦C for 3 days. The green bodies were then dried at the same temperature. Sintering was
performed at 1250 ◦C for 4 h with a heating and cooling rate of 1 ◦C/min. The ceramic
cylindrically shaped bodies were then cut to a diameter of 7 mm and a length of 25 mm. In
a final step, the ceramic scaffolds were washed in an ethanol bath and calcined at 900 ◦C to
burn away all abrasive particles and organic residues [31].

2.3. Three-Dimensional Printing

We used a 3D bioplotter (EnvisionTec, Gladbeck, Germany) with a low-temperature
print head and conical needles made from polypropylene with inner diameters of 0.2 and
0.25 mm to print the round geometry that we developed. The CPC paste used was made
by Innotere GmbH (Innotere, Radebeul, Germany). It consisted of synthetic calcium and
phosphate salts finely dispersed in a biocompatible oil phase of short-chain triglycerides
(caprycil/capric triglycerides) together with two further emulsifiers (polyoxyl-35-castor
oil/cetyl phosphate). The triglycerides and the polyoxyl-35-castor oil (castor oil) were both
based on pure raw vegetable materials [32].

2.3.1. Optimizing Printing Parameters

The parameters were referred to as optimized if the printed strand width was similar
in width to the inner needle diameter of the needle used. In the present case, for an inner
needle diameter of 0.20 mm, the desired strand width was 0.20 mm. The same then applied
for an inner needle diameter of 0.25 mm. This was important so that the structure did not
collapse. The geometry therefore needed to remain the same from layer to layer. To achieve
this, the printing parameters were varied. The printing parameters were:

• The pressure (bar);
• The printing speed (mm/s);
• The needle offset (mm);
• The post-flow (s);
• The pre-flow (s).

The 3D printing parameters determined the way the material was printed. They had a
special influence on the width of the printed strands. Thus, the first task was to determine
the optimal printing parameters. In a previous work, these printing parameters were
determined using the “Parameter Tuning” of the “Visual Machines” software [28]. For this
purpose, several lines were printed where pressure and speed were varied. However, it was
found that the measured widths depended on the printed shape (e.g., circle) and did not
correspond in comparison to the printed line using the “Parameter Tuning” function. That
is, the printed shapes also played a role in the actual printed strand width. So, to find the
optimal printing parameters for the CAD model (see Figure 1), single-layer samples of the
CAD model were printed, varying the printing parameters. The pre-flow was kept at 0.15 s.
The scaffolds were printed with conical needles (Vieweg GmbH, Kranzberg, Germany)
with a diameter of 0.20 (Art. No.: 501611) and 0.25 mm (Art. No.: 501610).

42



Designs 2023, 7, 87

  
(a) (b) 

Figure 1. CAD model used for 3D printing; all values in mm; (a) 3D model; (b) model with dimensions.

2.3.2. Printing the Round Geometries with More Than 12 Layers

In previous works [33,34], cube-shaped geometries were printed using patterns from
the Visual Machines software (EnvisionTec, Gladbeck, Germany). In one of our previous
works [28], round structures with a layer rotation of 1◦ showed good results regarding
mechanical strength, but were limited to 12 layers. In addition, there were printing errors
such as delamination of the layers. The CPC paste itself probably caused this problem.
This is because the CPC paste is not solid after printing, which means that the printed
strands are not stable and are deformed by their own weight. To counteract this, water was
sprayed onto the green body after a defined number of printed layers to add strength to
the structure. A preliminary test was conducted to determine when the water needed to be
sprayed onto the green bodies and how much time was needed after that for the structure to
be sufficiently strong for additional layers. Water was sprayed onto the green bodies every
7 layers for the samples printed with a needle with a 0.20 mm inner diameter and every
5 layers for those printed with a needle with an inner diameter of 0.25 mm (see Table 1). The
scaffolds were set for 3 days at 37 ◦C according to Akkineni et al. [35] in an incubator in a
water-saturated atmosphere. After this time, half of the printed scaffolds were additionally
incubated in phosphate buffered saline (PBS) for 1 week with daily changes of the PBS.

Table 1. Three-dimensional printing parameters used.

Sample Pressure (bar)
Printing

Speed (mm/s)
Needle Offset

(mm)
Post Flow (s)

Water Applied
after Layer

020_20layers 1.0 4.5 0.16 0.0 7
020_25layers 1.0 4.5 0.16 0.0 7
020_30layers 1.0 4.0 0.16 0.0 7
020_45layers 1.0 4.0 0.16 0.0 7
025_20layers 0.9 5.2 0.22 −0.05 5
025_25layers 0.8 4.5 0.22 −0.05 5
025_30layers 0.9 4.3 0.22 −0.05 5
025_45layers 0.9 5.3 0.22 −0.05 5

020 = 0.20 mm; 025 = 0.25 mm inner diameter of the needle used.

2.4. Characterization of the Scaffolds: 3D-Printed and Sintered

The dimensions of all scaffolds (3D-printed and sintered) were measured with a dig-
ital caliper (Burg-Wächter, Wetter-Volmarstein, Germany). The surface roughness (center
roughness) was characterized by means of 3D laser scanning microscopy (Keyence VK-X
200; Keyence, Osaka, Japan) at 200x and 400x magnification. For phase composition anal-
ysis, XRD (Bruker D8 Advance, Bruker Corp., Billerica, MA, USA) and ESEM (FEI Quanta
250 FEG, FEI, Hilsboro, OR, USA) with an EDX unit (Oxford Instruments, Abingdon, UK)
were used. The measuring conditions of ESEM were 20 kV acceleration voltage, 115 Pa
pressure and, for EDX, 10 kV, 5 min counting time (lifetime) and area scan. The measuring
conditions of Bruker D8 Advance were as follows: Bragg–Brentano geometry, equipped with
a Cu anode and secondary graphite monochromator, scintillation counter, 40 kV/40 mA,
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1◦2 theta/min, step size 0.02◦2 theta. The following Rietveld refinement analysis of the XRD
data was performed by using profex 4.3 (freeware, www.profex-xrd.org). The porosity of the
β-TCP scaffolds was measured via mercury porosimetry Porotec 140/440 (Porotec GmbH,
Hofheim, Germany). The overall porosity of the 3D-printed scaffolds was determined using
image analysis with Gimp 2.10.34 (open-source image editor, gimp.org). The mechanical
strength, compression modulus and maximum failure load of the different scaffolds were
determined using a Zwick Z005 universal testing machine (Zwick/Roell, Ulm, Germany).
For this purpose, a compression test was performed with a preload of 1 N applied to the
scaffolds, and the maximum failure load was determined at a traverse speed of 1 mm/s in a
displacement-controlled manner.

2.5. Statistics

All results are expressed as means ± standard deviations. Measured values were ana-
lyzed using one-way analysis of variance (ANOVA) with a significance level of
p < 0.05. Origin 2022 Professional SR1 (OriginLab, Northampton, MA, USA) was used for
all statistical analyses.

3. Results

3.1. Characterization of the Scaffolds
3.1.1. Dimensions

The results of the dimensions of the printed or sintered scaffolds, which were measured
with the aid of a caliper gauge, are shown in Table 2. The scaffolds printed with 0.20 and
0.25 mm needles had a diameter of 10.5 ± 0.10 mm. The height varies (depending on
the number of layers) from 3.4 to 9.5 ± 0.10 mm. No differences in height were observed
between samples incubated for one week in PBS and the samples that were not incubated
(please see Table 2 and Figure 2).

Table 2. Comparison of dimensions of the scaffolds (3D-printed and sintered).

Scaffold Height (mm) Diameter (mm)

020_20layer 3.4 10.5
020_20layer + PBS 3.4 10.5

020_25layer 4.3 10.5
020_25layer + PBS 4.3 10.5

020_30layer 5.0 10.5
020_30layer + PBS 5.0 10.5

020_45layer 7.5 10.5
020_45layer + PBS 7.5 10.5

025_20layer 4.4 10.5
025_20layer + PBS 4.4 10.5

025_25layer 5.3 10.5
025_25layer + PBS 5.3 10.5

025_30layer 6.4 10.5
025_30layer + PBS 6.4 10.5

025_45layer 9.5 10.5
025_45layer + PBS 9.5 10.5

Sinter ceramics 7 7
020 = 0.20 and 025 = 0.25 mm; +PBS = incubation in PBS for 1 week after 3 days in a water-saturated atmosphere.

44



Designs 2023, 7, 87
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(c) (d) 

  
(e) (f) 

Figure 2. Cont.
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(g) (h) 

  
(i) (j) 

Figure 2. Top (left column) and side view (right column) of the scaffolds used; (a,b) 20 layers;
(c,d) 25 layers; (e,f) 30 layers; (g,h) 45 layers; (i,j) sinter ceramics.

3.1.2. Strand Width and Surface Roughness (Sa)

The strand widths were measured by comparing scaffolds with and without post-
consolidation in PBS. For the scaffolds printed with a 0.20 mm needle, the minimum
strand width was 267.26 ± 31.83 μm (20 layers) and the maximum was 369.83 ± 32.16 μm
(30 layers). There was no significant difference in strand width between the samples with
and without PBS post-consolidation. For the scaffolds printed with 0.25 mm needles, the
maximum was 475.50 ± 52.98 μm (20 layers) and the minimum was 331.95 ± 26.12 μm
(45 layers). Just as for the scaffolds printed with 0.2 mm needles, no significant differences
were found between the scaffolds printed with 0.25 mm needles with and without post-
consolidation in PBS. In general, however, all strand widths are larger than the inner needle
diameters of 0.2 mm and 0.25 mm, respectively (please see Figure 3).

The values of the measured surface roughness Sa for the scaffolds printed with 0.20 mm
needles ranged from 4.42 ± 1.79 μm to 7.16 ± 1.76 μm. The samples with incubation in PBS
showed a rougher surface. The surface roughness Sa measurements for the scaffolds printed
with 0.25 mm needles showed mean values ranging from 4.15 ± 0.97 μm to 6.17 ± 1.55 μm.
A comparison is shown in Figure 3.
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(a) (b) 

 
(c) (d) 

Figure 3. Overview of resulting strand width and surface roughness Sa by using a needle with a
(a,b) 0.20 mm and (c,d) 0.25 mm inner diameter.

3.1.3. Phase Composition (EDX and XRD)

In the EDX investigation, a calcium phosphate ratio of 1.53 was determined for the
sintered ceramic. This means that it is most likely β-TCP [8]. The additional XRD exam-
ination (compared to the β-TCP standard, and following Rietveld refinement analysis)
confirmed this hypothesis (99.5% β-TCP and traces of CPP). Additional ESEM images
of the 3D-printed scaffolds and sinter ceramics are shown in Figure A1. Phase composi-
tion analysis of the 3D-printed scaffolds using XRD with subsequent Rietveld refinement
analysis revealed a composition of 9% calcium-deficient hydroxyapatite (CDHA), 46%
hydroxyapatite (HA), 27% α-TCP and 18% dicalcium phosphate (DCPA). The XRD patterns
of the scaffolds used are summarized in Figure 4. The Rietveld refinement analyses can be
found in Figure A2 in the Appendix A.
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(a) (b) 

 

 

(c)  

Figure 4. Elemental analysis and phase composition of the β-TCP sinter ceramics; (a) EDX spectrum;
(b) XRD pattern in comparison to the β-TCP standard and (c) XRD pattern of the CPC after setting in
a water-saturated atmosphere for 3 d. The EDX spectrum was obtained with an Oxford EDX unit
for 5 min using the area scan mode, lifetime. The XRD patterns were obtained using Bruker D8
Advance—measurement conditions: 40 kV/40 mA, 1◦2 theta/min, step size 0.02◦2 theta.

3.1.4. Porosity

Our β-TCP ceramics had pore sizes in the range of 1–5 μm (orange bars in Figure 5a)
and were very porous (see also the ESEM images in the Appendix A). The (weighted)
pore size distribution was determined with the mercury porosimeters Pascal 140 and
440, as summarized in the following diagram in Figure 5 (purple curve—Pascal 140; red
curve—Pascal 440). The average pore diameter was 4.2 ± 0.6 μm. The total porosity was
determined with a value of 41.7 ± 2.1%. The total porosity of the 3D-printed scaffolds
determined via image analysis was 38.8 ± 2.7%. No significant differences could be
observed (see Figure 5b).
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(a) (b) 

Figure 5. (a) Pore size distribution of the β-TCP ceramics determined using Pascal 140 (purple)
and 440 (blue curve) mercury porosimeters; (b) boxplot of porosity of β-TCP vs. CPC, with no
significant differences.

3.1.5. Mechanical Properties

The compressive strength values of the 3D-printed scaffolds ranged from
14.97 ± 1.08 MPa as a minimum to 41.6 ± 7.12 MPa as a maximum. With a few exceptions,
there was no difference in the compressive strength of samples with post-incubation or no
post-incubation in PBS. There was no significant difference in the compressive strength
values of the sintered β-TCP ceramics between native samples or those incubated in PBS.
The compressive strength of the sintered β-TCP ceramics was 24.16 ± 4.44 MPa, which
was within the compressive strength range of the 3D-printed scaffolds and comparable
to the values of the 3D-printed scaffolds with 20 and 25 layers (0.20 mm needle i.d.) with
incubation in PBS and the scaffolds with 20, 25 and 30 layers (0.25 mm needle i.d.). Looking
at the areas underlying the compressive strength of the 3D-printed scaffolds as well as the
β-TCP ceramic, both had similar overall porosities, except for the fact that the pores were
more contiguous in the 3D-printed scaffold than in the β-TCP ceramic. Figure 6 shows an
overview of the different compressive strengths for the sintered ceramic and 3D-printed
scaffolds. Table 3 shows the summary of the compressive moduli for the 3D-printed and
sintered scaffolds. There were no significant differences between the samples post-cured
in PBS and the samples that were not post-cured. However, a trend can be seen in the
samples incubated in PBS where the compression modulus increases as the number of
layers increases, while the compression modulus for the sintered ceramics is significantly
higher than for the 3D-printed scaffolds.

 
(a) (b) 

Figure 6. Cont.
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(c) 

Figure 6. Comparison of compressive strength for 3D-printed scaffolds regarding needle inner
diameter: (a) 0.20 mm; (b) 0.25 mm; (c) sinter ceramics. * p < 0.05.

Table 3. Overview of compression moduli for 3D-printed and sintered scaffolds.

Compression Modulus [MPa]

Number of Layers
0.20 mm Needle Inner Diameter 0.25 mm Needle Inner Diameter

PBS No PBS PBS No PBS

20 5.65 ± 1.19 6.62 ± 0.89 7.87 ± 1.32 6.57 ± 1.93

25 7.46 ± 1.15 5.82 ± 1.25 9.47 ± 2.60 6.06 ± 1.81

30 9.72 ± 0.64 10.75 ± 0.81 8.47 ± 0.99 4.94 ± 1.94

45 10.13 ± 2.54 7.67 ± 0.79 13.42 ± 1.74 9.42 ± 2.84

β-TCP Ceramics PBS No PBS

50.9 ± 3.81 51.92 ± 4.13
at p < 0.05, there were no significant differences between the PBS/no PBS groups.

Figure 7 shows an example of a CPC scaffold after mechanical testing. It can be seen
that the upper outer rings up to the base ring have been blown off, whereas the central
rings are still standing. This damage pattern is representative for all tested CPC scaffolds.

  
(a) (b) 

Figure 7. Cont.
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(c) (d) 

Figure 7. Fracture behavior of 3D-printed CPC scaffolds (a,b) before and (c,d) after mechanical tests.

4. Discussion

4.1. Strand Width and Surface Roughness Sa

The characterization of the samples with respect to the strand widths did not show
any significant differences whether post-consolidation in PBS was performed after printing
or not. This is due to the fact that water was sprayed every five to seven layers during 3D
printing for intermediate consolidation of the green bodies in order to prevent the samples
from slumping. In the work of Blankenburg et al. [28], only 12 layers of maximum height
could be achieved before printing defects such as delamination occurred. By spraying with
water, more than 12 layers could be printed. For time reasons, we limited ourselves to
45 layers, because after spraying with water, we waited 30 s before resuming the printing
process. The fact that the strand widths were larger than the inner diameter of the needles
is not surprising. This was due to the 3D plotting process, in which an overlay of the
strands of 10–20% needs to be achieved to obtain the maximum strength of the construct.
Raymond et al. [36] described a similar 3D plotting with 10% overlapping strands. As in
Blankenburg et al. [28], there were no significant differences in the surface roughness of the
scaffolds regardless of whether the samples were incubated in PBS or not. There were also
no significant differences in surface roughness between the two needles with a 200 and
250 μm inner diameter.

4.2. Elemental Analysis EDX and XRD and Microstructure by ESEM

Elemental analysis using EDX (Ca/P ratio 1.53) and XRD (Rietveld refinement with
profex 4.3) yielded 99% β-TCP, as observed in similar studies by our group followed by
Rietveld refinement analysis. We have already performed similar verifications for the sinter
ceramics in the past [22,37,38]. The Rietveld refinement analysis of the 3D-printed scaffolds
resulted in a main phase of HA of about 46%, followed by 27% α-TCP, 18% DCPA and
9% CDHA. Fathi et al. [39] also describe the formation of a CDHA phase after their CPC
was soaked for a week in water. Our ESEM images showed similar fractured surfaces as
described by Fathi et al. [39]. The microstructure of the β-TCP is comparable with that
previous published by Mayr et al. [40] or Bohner et al. [11].

4.3. Mechanical Properties

The compressive strength of the 3D-printed scaffolds increased with the number
of layers for the scaffolds printed with an inner needle diameter of 0.20 mm to a max-
imum value of 35.86 ± 3.56 MPa at 30 layers. For the scaffolds printed with an inner
needle diameter of 0.25 mm, the compressive strength decreased from 41.56 ± 7.12 MPa to
23.12 ± 1.71 MPa as the number of layers increased. From the preliminary tests and pre-
vious work [28], it was found that 3D printing with a larger inner needle diameter also
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increased the compressive strength. Looking at the results in Figure 6 for the 20-layer
scaffold only, this assumption is correct. The compressive strength of the 20-layer scaf-
folds printed with a needle with an inner diameter of 0.25 mm was 39.1 ± 2.3% higher
than that of the scaffolds printed with a needle with an inner diameter of 0.20 mm. Our
working hypothesis was that, in addition, with an increasing number of layers, an increase
in compressive strength would also be expected. Incubation in PBS led to a doubling of
the compressive strength in the previous work [28], so we also incubated in PBS in this
work. The increase in compressive strength was only noticeable in the scaffolds printed
with a 0.25 mm needle inner diameter, at 27.9 ± 7.9%. Only two of four scaffolds showed
an increase in compressive strength when printed with a 0.20 mm inner diameter needle.
The reason for the deviation in compressive strength in terms of the number of layers is the
formation of micro-cracks due to wetting with water during 3D printing. In addition, the
bond between the wetted layers and the subsequent printed layer was not as strong as the
bond between the non-wetted layers.

Nevertheless, the 3D-printed scaffolds were more compressive than the microporous
β-TCP sintered ceramics, with a compressive strength of 24.16 ± 4.44 MPa. Similar values
have already been determined in previous studies [22,30,40]. Miyamoto et al. [41] achieved
a compressive strength of 4–10 MPa with their CPC scaffolds. Li et al. [42] also used
round geometries, but unfortunately they did not perform mechanical tests. Additionally,
Raymond et al. [36] only achieved values of 1–6 MPa with their 3D-printed CPC scaf-
folds depending on geometry. Similarly, Wu et al. [43] reached a compressive strength of
3.57 ± 0.12 MPa with their 3D-printed calcium silicate scaffolds. However, one must
considering that the bone tissues for which the scaffolds are intended as a substitute during
healing, namely cancellous and compact bone, have compressive strength values (in the
upper range) of 6–45 MPa and 80–150 MPa, respectively [44]. Based on the work of other
authors such as Olszta et al. [45], our 3D-printed scaffolds achieved values slightly above
those for cancellous bone (2–20 MPa) and in the range between cancellous and compact
bone [46].

Looking at compressibility (since we were limited to compression testing due to the
scaffold geometry) rather than fracture elongation, the 3D-printed scaffolds were able to
compress by 4–5% before total failure occurred (without first breaking out parts erupted
from the scaffolds), whereas the β-TCP scaffolds broke after compression by only 0.05–0.1%.
This is also reflected in the much lower compressive modulus values in Table 3. Thus, at
least in terms of fracture elongation and compressibility, the 3D-printed scaffolds are in the
range of bone [13].

4.4. Novelty Character and Limitations of the Present Study

Previous 3D printing experiments were limited to 12 layers [27,28] because otherwise
the green body would deform under its own weight, which led to printing errors such as
stringing, oozing or layer separation when printing more than 12 layers. Wu et al. [47] only
studied CPC scaffolds at a 2 mm height. By spraying during printing after five to seven
layers, it was possible to prevent the CPC from collapsing. This shows that future CPC
scaffolds can be 3D printed as a bone substitute material of any height using the described
technique. The limitation of this technique lies in the time factor. Three-dimensionally
printing six scaffolds at the same time takes 1 min per layer and, with the breaks for
spraying, this results in a pure printing time of 49 min for spraying after five layers and 48
min for spraying after seven layers. Of course, this problem could be circumvented by using
a different CPC. However, slow-setting CPCs have not yet been described for 3D printing in
the literature. This would also cause another problem: the printing parameters would vary
over time as the setting process begins, and the results would no longer be reproducible.

5. Conclusions

In this work, we wanted to compensate for the disadvantages of sintered β-TCP
ceramics, namely the fracture elongation, through 3D printing of comparable (external)
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geometries. We showed that CPCs’ 3D printing could be improved so that more layers
(above 12) can be printed. Thus, by spraying with water, we were able to print significantly
more layers than in previous works [28]. This prevented the green body from collapsing
under its own weight during 3D printing. The surface roughness was in a similar range
and did not differ significantly from the conical printer wires used. While post-curing
in PBS did not lead to a significant increase in the compressive strength as in previous
works [28], importantly, thanks to the 3D printing geometry, we were able to double the
compressive strength compared to sintered ceramics to achieve values similar to compact
bone. Since we were limited to a compression test with our scaffolds, we could not measure
fracture elongation, but rather the compressibility of the scaffolds. The 3D-printed scaffolds
could be compressed by 4–6% to failure, whereas the β-TCP scaffolds failed after being
compressed by 0.05–0.1%. Thus, the mechanical properties of 3D-printed CPC scaffolds
are more similar to bone than the sintered β-TCP ceramics. This could be useful for the
regeneration of bones in the musculoskeletal system where a load-bearing function is
required during bone healing.
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Figure A1. Cont.
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(c) (d) 

Figure A1. ESEM images of the (a,b) 3D-printed scaffolds and (c,d) sinter ceramics.

 
(a) 

Figure A2. Cont.
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(b) 

Figure A2. Rietveld refinement analysis of the XRD pattern of (a) β-TCP ceramics; (b) CPC (after 3d in
water saturated atmosphere); pattern recorded using Bruker D8 Advance with a Cu Kα X-ray source.

 
(a) (b) 

 

 

(c)  

Figure A3. Maximum failure load for scaffolds 3D printed with a (a) 0.20 mm needle inner diameter,
a (b) 0.25 mm needle inner diameter and (c) β-TCP sinter ceramics scaffolds.
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Abstract: The present paper investigates the mechanical behavior of a biomimetic Voronoi structure,
inspired by the microstructure of the shell of the sea urchin Paracentrotus lividus, with its characteristic
topological attributes constituting the technical evaluation stage of a novel biomimetic design strategy.
A parametric design algorithm was used as a basis to generate design permutations with gradually
increasing rod thickness, node count, and model smoothness, geometric parameters that define a
Voronoi structure and increase its relative density as they are enhanced. Physical PLA specimens were
manufactured with a fused filament fabrication (FFF) printer and subjected to quasi-static loading.
Finite element analysis (FEA) was conducted in order to verify the experimental results. A minor
discrepancy between the relative density of the designed and printed models was calculated. The
tests revealed that the compressive behavior of the structure consists of an elastic region followed
by a smooth plateau region and, finally, by the densification zone. The yield strength, compressive
modulus, and plateau stress of the structure are improved as the specific geometric parameters are
enhanced. The same trend is observed in the energy absorption capabilities of the structure while
a reverse one characterizes the densification strain of the specimens. A second-degree polynomial
relation is also identified between the modulus, plateau stress, and energy capacity when plotted
against the relative density of the specimens. Distinct Voronoi morphologies can be acquired with
similar mechanical characteristics, depending on the design requirements and application. Potential
applications include lightweight structural materials and protective gear and accessories.

Keywords: biomimicry; strategy; Voronoi; 3D printing; mechanical behavior; compression; finite
element analysis; FEM

1. Introduction

Cellular structures can be commonly found in nature and have been observed in
bones, seashells, and the plant kingdom [1–3]. Such structures are a product of billions
of years of natural evolution and manage to achieve exceptional mechanical properties
while maintaining low weight and minimal usage of material and energy [4], traits that
are vital for the survival of organisms in nature. More specifically, the shell of the sea
urchin Paracentrotus lividus has been shown, under scanning electron microscope (SEM)
analysis, to be comprised of a porous structure known as the stereom which resembles a
foam, as illustrated in Figure 1 [5]. The porous calcite shell provides the urchin with the
necessary toughness and impact resistance to protect itself from environmental threats and
predators [6–8].
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Figure 1. (a) A fresh sample of the sea urchin Paracentrotus lividus; (b) the porous structure of its shell.

Cellular structures have a variety of cells shapes and can generally be categorized
as honeycombs [9], closed- or open-cell foams [10], and lattice formations with regularly
arranged cells like gyroid [11], truncated cuboctahedron [12], and octet-truss [13] lattices.
The natural formation of the urchin’s stereom closely resembles the geometric formation
of a 3D Voronoi diagram [14]. As a result, Voronoi diagrams have been employed for the
design and fabrication of biomimetic porous structures and materials [1,15]. Traditional
fabrication techniques include gas injection in melts [16], the co-expansion method of pow-
ders, and blowing agents mixtures [17], or foaming by gases produced through a reduction
reaction [18], and are mainly used to produce polymer and metal foams [19–21]. Such
structures have found application as energy absorption parts in the aeronautic and automo-
tive industries [22], insulators [23], automotive catalysts [24], and in medical applications
like orthopedic implants [19,25]. Nevertheless, the above construction techniques have
held back the accuracy, the complexity, and the reproducibility of such structures [10,26].
Advancements in 3D printing technologies make it possible to overcome these obstacles
and fabricate intricate porous materials efficiently, with high precision and control over
their geometry, in a large variety of advanced materials [27–31].

Another constraint for the design and fabrication of cellular structures and materials
has been the available Computer Aided Design (CAD) software. Until recently, researchers
have generally been limited to simplistic Voronoi design techniques with limited control
over the model’s geometric parameters and have relied on the overall relative density of
the structure as a characterization basis [32–34]. Although relative density has been proven
to play an important role in the mechanical performance of such topologies [35,36], several
geometric characteristics can alter a sample’s relative density [15,17,37]. Progress in algorith-
mic, parametric design enables designers, nowadays, to create fully customizable algorithms
containing several interactive parameters that can control a wide range of the geometric
attributes of the cellular structure while requiring little computational power [38–40]. As a
result, new approaches to the study and mechanical characterization of such morphologies
can be explored based on their topological design.

The present paper aims to examine the technical evaluation of a biomimetic Voronoi
structure inspired by the porous microstructure of the stereom of the sea urchin
Paracentrotus lividus as part of the development of a novel strategy for biomimetic de-
sign. More specifically, the goal of the study is to investigate the mechanical performance of
the structure in relation to its characteristic geometric properties. A parametric algorithm
was implemented for the emulation of the biological structure. The biomimetic digital
model was taken as the basis for the generation of a series of models with variable design
parameters. The node count, the rod radius, and the smoothness of the geometry were
modified, and physical specimens were printed in a fused filament fabrication (FFF) 3D
printer. The mechanical properties and fracture behavior of the structure were examined
experimentally under quasi-static compression loading and finite element analysis (FEA)
was carried out to validate the results.

59



Designs 2023, 7, 113

2. Materials and Methods

2.1. Biomimetic Design Strategy

A novel biomimetic design strategy that was developed as part of the present research
serves as a guideline for the technical evaluation of the Voronoi structure inspired by
Paracentrotus lividus shell microstructure. The strategy consists of three separate stages:
“Research and Analysis”, followed by “Abstraction and Emulation”, and concluded with
the “Technical Evaluation” phase. The workflow of the strategy is not linear, but instead
consists of bi-directional feedback loops that inform and counter-inform the three stages
as seen in Figure 2. More specifically the “Technical Evaluation” phase incorporates the
prototyping of the structure with the aid of additive manufacturing technologies and the
mechanical characterization through testing of the physical samples combined with finite
element analysis (FEA). The printing process was informed by the topological intricacies of
the structure while fabrication constraints counter-informed the design. Furthermore, the
functional role of the biological structure informed the testing process and FEA.

 

Figure 2. The stages “Research and Analysis”, “Abstraction and Emulation”, and “Technical Evaluation”
of the novel biomimetic strategy are interconnected via bi-directional feedback loops. The Technical
Evaluation stage consists of prototyping and mechanical characterization of the biomimetic model.

2.2. Design Parameters and 3D Printing

A parametric design algorithm, emulating the morphogenetic process of a 3D Voronoi
diagram [5], was developed with the aid of the computer-aided design (CAD) software
Rhinoceros 3D and Grasshopper 3D (v. Rhino 7, 7.1.20343.09491, Robert McNeel & Associates,
Seattle, WA, USA) in a previous stage of this research. A custom set of points is created within
a bounding geometry. Spheres are drawn around each point and are expanded at the same
rate until they come into contact so that planar faces are created that form convex polyhedrons.
Their edges are extracted, forming the rods of the Voronoi structure. A custom thickness can
be applied to them with the aid of the plug-in Dendro (ECR Labs, Los Angeles, CA, USA).
The same tool is used to smooth out the volume. The algorithm was further developed by
applying a volume Boolean union between the original Voronoi volume and the volume that
is derived after the smoothing process. This was deemed necessary to ensure constant rod
thickness beyond the boundaries of the smoothing operation around the volume’s nodes,
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which are the junction points of 2 or more rods. The updated definition is illustrated in
Figure 3 as scripted in the Grasshopper environment.

A baseline model (Model 1) was established [5], with XYZ dimensions of
40 mm× 40 mm × 40 mm, node count of 60, rod radius 1.8 mm, and smoothness scale 1.
Variations of this model were generated with successive changes in geometric parameters
that define a 3D Voronoi structure and have significant impact on its relative density [14].
Initially, the node count was changed to 80 and then to 100. Afterwards, the rod ra-
dius was altered to 2 mm and 2.2 mm. Lastly, the smoothness was set to 4 and 7. All
the geometric parameters of the models are shown in Table 1. The 3D printing of the
specimens was conducted with a Creality Ender 3 Pro printer (Shenzhen Creality 3D Tech-
nology Co., Shenzhen, China) using a commercial PLA filament (NEEMA3D, Petroupolis,
Greece). The slicing process was carried out on the Ultimaker Cura slicer (v.4.9.1, Ulti-
maker, Utrecht, The Netherlands). An outer wall speed of 15 mm/s was selected. The
speed for inner walls and infill was set at 30 mm/s. The layer thickness was adjusted at
0.2 mm, as a compromise between quality and printing time which ranged from 6 to 7 h. A
lines infill pattern was chosen along with 100% infill density. A 0.4 mm diameter nozzle
was used which was heated to 205 ◦C, while the temperature of the build platform was set
at 55 ◦C. No additional support structures were utilized. The complete printing parameters
can be found in Table 2. The digital and the 3D printed models are illustrated in Figure 4.

Table 1. Geometric parameters of the printed and tested models.

Model Node Count Rod Radius (mm) Smoothness Scale

1 60 1.8 1
2 60 2 1
3 60 2.2 1
4 80 1.8 1
5 100 1.8 1
6 60 1.8 4
7 60 1.8 7

Table 2. Printer parameters.

Printer Parameter Value

Nozzle size 0.4 mm
Materials PLA

Layer Thickness 0.2 mm
Wall Thickness 0.8 mm

Infill Pattern Lines
Infill Density 100%

Outer Wall Speed 15 mm/s
Inner Wall Speed 30 mm/s

Infill Speed 30 mm/s
Printing Temp. 205 ◦C

Build Plate Temp. 55 ◦C
Support No

Print Time 6–7 h
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Figure 4. Designed and fabricated samples: (a) Model 1; (b) Model 2; (c) Model 3; (d) Model 4;
(e) Model 5; (f) Model 6; and (g) Model 7.

2.3. Compression Testing Supported by FEA

Three specimens of each model were printed (for a total of 21) in order to derive a
statistical model of the mechanical properties of the Voronoi structure. The compressive
behavior of the printed samples was examined on a Testometric M500-50AT system (Testo-
metric company, Rochdale, United Kingdom) and compression tests were conducted with
a constant deformation rate of 5mm/min. The ANSYS™ software (Ansys® Academic
Research Mechanical, Release 23.1, ANSYS, Inc., Canonsburg, PA, USA) was used to study
the mechanical behavior of all the Voronoi lattice structures. An explicit dynamic analysis
was conducted to accurately simulate the mechanical response of the lattices which was
necessary to capture their large deformations and bi-linear material behavior.

A convergence study was performed to ensure a mesh-independent response, which
showed that stress convergence was achieved with nearly 130,000 elements for each verifi-
cation model. Specific density or relative density is defined as the ratio of the density of a
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porous material to that of the solid material from which it is made [41]. The porosity P (%)
of each sample was determined according to the following equation [18]:

P =

(
1 − ρ

ρs

)
× 100 (1)

where ρ is the density of the Voronoi structure in g/cm3 and ρs is the density of
PLA (1.24 g/cm3) [42]. Stress σ (MPa) was calculated as the ratio between force F (N)
and the apparent cross-sectional area A (mm2) of the specimens [43]:

σ =
F
A

, (2)

Strain ε (%) was estimated as the percentage of the ratio between deflection L (mm)
and initial height h (mm) of the samples [44]:

ε =
L
h

100, (3)

In order to calculate the energy absorption capacity of the biomimetic Voronoi struc-
ture, the densification strain εD must first be determined. Densification strain is the effective
strain when the cells of the Voronoi structure have entirely collapsed, and further strain
would compress the bulk PLA material. The densification strain εD of porous materials
is derived based on its energy absorption efficiency [45], which is calculated with the
following equation:

η(ε) =
1

σ(ε)

∫ ε

0
σ(ε)dε, (4)

The densification strain εD is the strain that corresponds to the maximum value of
the η(ε) curve [32,45]. After this point, the stress increases rapidly, as the bulk material is
compressed, resulting in a substantial drop in the efficiency of the structure [32]. A typical
energy efficiency curve is illustrated in Figure 5 for Model 1 of the designed and fabricated
specimens. The energy absorption efficiency η of the model is plotted against the strain
ε. The value of strain corresponding to the maximum value of the efficiency curve is the
densification strain εD of Model 1 [45].

Figure 5. A typical energy efficiency curve η(ε) for Model 1 of the biomimetic Voronoi structure and
the respective densification strain.
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The plateau stress σpl is a significant parameter used to assess the compressive perfor-
mances of porous materials as it describes the plateau region of the stress–strain curve of
cellular solids and is calculated by the following equation [46]:

σpl =
1

εD − εy

∫ εy

εD

σ(ε)dε, (5)

where εy is the yield strain, which corresponds to the onset of plastic deformation.
Porous structures absorb energy at an almost constant load until the densification

strain, when the load rapidly increases. Thus, the energy absorption capacity Wv (MJ/m3)
of the foams is estimated by the energy absorbed per unit of volume up to the densification
strain εD. [45]:

Wv =
∫ εD

0
σ(ε), (6)

And the specific energy absorption Wm (KJ/kg) as the energy absorbed per unit
of mass [47]:

Wm =
Wv

ρ
(7)

3. Results and Discussion

3.1. Characterization of the Biomimetic Voronoi Structure

In order to examine the mechanical response of the biomimetic Voronoi structures, it
is necessary to first evaluate the impact of the changes in the geometric parameters of the
structure on the overall relative density of the designed unit cells. It is also important to
determine and compare the relative density of the 3D printed samples in relation to the
designed ones and identify potential discrepancies. In Table 3, the designed relative density of
the digital models is compared to the calculated values of the 3D printed physical models.
First of all, it becomes obvious that the relative density of the structure can be increased
either by increasing the thickness of the rods, or by raising the number of total nodes or
by smoothing the geometry, as more material is added to it. More specifically, the relative
density of the baseline Model 1 is 0.44 for the digital model and 0.4 ± 0.004 for the printed
one, a discrepancy of 9.09%. In Models 2 and 3, the designed relative density is raised to
0.52 and 0.61, respectively, as the thickness of the rods is also raised to 2 mm and 2.2 mm.
The calculated relative density of Model 2 is 0.48 ± 0.005, a difference of 7.69% and relative
density of Model 3 is 0.56 ± 0.005, a difference of 8.2%. In Models 4 and 5, as the nodes are
increased to 80 and 100, so increases the designed relative density to 0.53 and 0.60. Once
again, a discrepancy of 7.55% and 8.33% can be observed in the calculated values which were
determined to be 0.49 ± 0.03 and 0.55 ± 0.03, respectively. The designed relative density of
Model 6 (smoothness 4) is 0.46 and the relative density of Model 7 (smoothness 7) is 0.5. The
value for the printed Model 6 is 0.42 ± 0.08, a deviation of 8.7% and for the printed Model 7
is 0.46 ± 0.02, a discrepancy of 8%. It becomes evident that the difference in relative density
between the digital and physical models is consistent among all specimens, a trend that can
be attributed to limitations of the fused filament fabrication technology [48].

3.2. Compression Results of the Biomimetic Voronoi Structures
3.2.1. Compressive Behavior, Strength, and Modulus

The compression tests of the biomimetic Voronoi structure reveal a repeated behavior
across all specimens which can be distinguished into three separate zones. The first is
the elastic zone where the stress increases linearly. It is followed by a long plateau region
where the rods of the structure progressively buckle and collapse while absorbing energy
up until the densification strain. At this point, all the cells of the Voronoi have completely
collapsed and the densification portion begins which is characterized by a sharp increase
in stress as the bulk material is compressed. Figure 6 shows frames of the samples during
compression. The second and third column of frames document the gradual failure of the
rods in the plateau region. The failure mechanism of the rods can be traced to buckling
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and layer delamination, as shown in Figure 7, a behavior that is characteristic to 3D printed
structures [17,32]. The fourth frames column highlights the fully compacted cells at the
onset of the densification zone. It becomes evident that a recurring trend emerges across
all models despite their geometric discrepancies that is in agreement with the typical
mechanical behavior of porous structures as documented in relevant literature [17,32,34].

Table 3. Designed relative density of the models compared to the calculated values of the 3D
printed specimens.

Model
Designed

Relative Density
Calculated

Relative Density
Discrepancy (%)

1 0.44 0.40 ± 0.004 9.09
2 0.52 0.48 ± 0.005 7.69
3 0.61 0.56 ± 0.005 8.2
4 0.53 0.49 ± 0.03 7.55
5 0.6 0.55 ± 0.03 8.33
6 0.46 0.42 ± 0.08 8.7
7 0.5 0.46 ± 0.02 8

The above behavior can also be observed in the stress–strain curves of the models
in Figure 8. The curves can be generally considered smooth, with minimal oscillations
since the rods compact without fracturing catastrophically. Table 4 shows the mechanical
properties of the biomimetic Voronoi models as calculated based on the data derived from
the stress–strain curves. Several trends can be identified. As the thickness of the rods
increase in Models 2 and 3, so does the strength of the structure. More specifically, the
yield strength, σy, of Model 1 (baseline) is 6.26 ± 0.12 MPa, 8.80 ± 0.12 MPa for Model 2,
and 10.84 ± 0.10 MPa for Model 3. The compressive modulus E of the porous structure
is also improved as the rods become thicker. Model 1 has a compressive modulus of
310.29 ± 15.38 MPa, Model 2 has 443.64 ± 1.10 MPa, and Model 3 has 603.66 ± 13.93 MPa.
It should be noted that the strength and modulus of the structures are significantly lower
than those of PLA because of their porous geometry and anisotropic layer bonding in
the rods [49].

Table 4. Mechanical properties of the biomimetic Voronoi structures.

Model Porosity (%)
Yield Strength

(MPa)

Compressive
Modulus

(MPa)

Densification
Strain (%)

Plateau
Stress (MPa)

Energy
Capacity
(MJ/m3)

Specific Energy
Capacity (KJ/kg)

1 60.43 ± 0.43 6.26 ± 0.12 310.29 ± 15.30 49.39 ± 1.28 6.15 ± 0.09 2.94 ± 0.11 6.01 ± 0.30

2 52.03 ± 0.47 8.80 ± 0.12 443.64 ± 1.10 47.61 ± 1.14 9.38 ± 0.14 4.32 ± 0.14 7.26 ± 0.31

3 44.25 ± 0.50 10.84 ± 0.10 603.66 ± 13.93 47.43 ± 0.47 12.64 ± 0.22 5.78 ± 0.09 8.38 ± 0.20

4 50.99 ± 0.28 9.47 ± 0.13 498.31 ± 8.83 48.68 ± 1.30 10.31 ± 0.02 4.85 ± 0.14 7.98 ± 0.19

5 44.69 ± 0.32 11.55 ± 0.40 658.07 ± 80.29 46.57 ± 0.42 13.55 ± 0.55 6.07 ± 0.19 8.85 ± 0.27

6 58.04 ± 0.85 7.40 ± 0.06 381.33 ± 11.40 48.88 ± 1.59 7.42 ± 0.08 3.51 ± 0.14 6.75 ± 0.37

7 54.23 ± 0.21 8.57 ± 0.45 443.01 ± 14.37 45.07 ± 0.83 8.94 ± 0.40 3.89 ± 0.19 6.85 ± 0.31

The yield strength of Model 4 is 9.47 ± 0.13 MPa and the yield strength of Model 5 is
11.55 ± 0.40 MPa. Their compressive modulus is 498.31 ± 8.83 MPa and 658.07 ± 80.29 MPa,
respectively. It can be concluded that as the number of nodes of a Voronoi structure is raised,
so increases the structure’s strength and stiffness. Furthermore, Model 6 has a yield strength
of 7.40 ± 0.06 MPa and compressive modulus of 381.33 ± 11.40 MPa, and Model 7 has
8.57 ± 0.45 MPa and 443.01 ± 14.37 MPa, respectively. It becomes obvious that when
smoothing out the overall geometry, and essentially filleting its sharp edges, its strength and
stiffness are improved, a principle that generally applies to design and engineering [50,51].
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Figure 6. Compressive behavior up until the densification point of: (a) Model 1; (b) Model 2;
(c) Model 3; (d) Model 4; (e) Model 5; (f) Model 6; and (g) Model 7.
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Figure 7. Microscopic images in (α,β) show typical failure points of the rods as they buckle under
compressive load and the bonded 3D printed layers are separated.

Figure 8. Stress–strain curves of the biomimetic Voronoi models.

3.2.2. Densification Strain, Plateau Stress, and Energy Absorption

The densification strain, εD, of Model 1 is 49.39 ± 1.28%. Model 2 has a densification
strain of 47.61 ± 1.14%, and Model 3, 47.43 ± 0.47%. The densification strain of Model 4
is 48.68 ± 1.30% and Model 5, 46.57 ± 0.42%. Models 6 and 7 have a densification strain
of 48.88 ± 1.59% and 45.07 ± 0.83%, respectively. A reverse trend can be identified in
these results. As the thickness of the rods, the number of nodes, and the smoothness of the
structure are raised, the densification strain gradually decreases. This can be attributed
to the additional PLA material that increases its overall compressible volume, allowing
for smaller densification strain values and the observed decline. The plateau stress, σpl, of
Model 1 is 6.15 ± 0.09 MPa, while the plateau stress for Models 2 and 3 were calculated at
9.38 ± 0.14 MPa and 12.64 ± 0.22 MPa, indicating a rising trend as the struts become thicker.
A similar trend is noticed as the node count is raised according to the values of Models’
4 and 5 plateau stress which are 10.31 ± 0.02 MPa and 13.55 ± 0.55 MPa, respectively.
The same can be said for enhancing the smoothness of the structure, since Models 6 and
7 demonstrate plateau stresses of 7.42 ± 0.08 MPa and 8.94 ± 0.41 MPa, respectively. A
correlation between the strength of the structure and plateau stress can be traced. Thicker
rods, more nodes, and smoother edges increase not only the compressive strength of the
Voronoi structure but also the sustained stress at which the structure progressively collapses
up until the densification point is reached.

The baseline Model 1 has an energy capacity Wv of 2.94 ± 0.11 MJ/m3 and specific
energy capacity Wm of 6.01 ± 0.30 KJ/kg. The calculated energy capacity and specific
energy capacity for Model 2 are 4.32 ± 0.14 MJ/m3 and 7.26 ± 0.31 KJ/kg and Model 3 are
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5.78 ± 0.09 MJ/m3 and 8.38 ± 0.20 KJ/kg, respectively. Similarly, to yield strength and
plateau stress, the energy absorption capability of the structure increases as the radius of
the rods is raised. Model 4 is characterized by an energy capacity of 4.85 ± 0.14 MJ/m3

and a specific capacity of 7.98 ± 0.19 KJ/kg while Model 5 shows 6.07 ± 0.19 MJ/m3 and
8.85 ± 0.27 KJ/kg, respectively. Thus, it becomes obvious that the Voronoi structure can
absorb more energy when the count of its nodes is increased. Lastly, the capacities of
Models 6 and 7 are 3.51 ± 0.14 MJ/m3 and 3.89 ± 0.19 MJ/m3 and their specific capacities
are 6.75 ± 0.37 KJ/kg and 6.85 ± 0.31 KJ/kg; therefore, smoother Voronoi geometries
have superior energy absorption. Overall, enhanced geometric parameters result in higher
energy dissipation through rod buckling and collapse at higher constant stress rates.

3.2.3. Correlation of Mechanical Properties to Relative Density

When the modulus of the different samples is plotted against their relative density, a
second-degree polynomial correlation is revealed (R2 = 0.9596), as illustrated in Figure 9a.
The same relation can be observed when the energy absorption capacity (R2 = 0.9783) of
the samples is plotted against their respective relative densities, as shown in Figure 9b. A
second-degree polynomial expression (R2 = 0.9804) also describes the relation between plateau
stress and relative density in Figure 9c. This trend can be translated as an accelerated increase
in the mechanical properties of the structure as more material is added to it and its relative
density is raised. It becomes obvious that such an improvement can be achieved either by
increasing the thickness of the rods, or by raising the number of the nodes, or by smoothing
the geometry, depending on the design requirements or technical and fabrication constraints.

3.3. FEA Validation of Experimental Results

The verified material model from the FEA-supported nanoindentation method [5]
has been introduced into the FE model to assess the compression performance of the
Voronoi structures. Furthermore, a computational model was utilized to assess the stress
response of the 3D printed specimens when subjected to compression. A thorough explicit
dynamic analysis was carried out to precisely replicate the mechanical behavior of the
lattice structures. This was crucial to accurately represent their substantial deformations
and material behavior characterized by a bi-linear pattern. A study has been conducted to
confirm that the results were consistent regardless of the mesh density, finding that stress
convergence was obtained with approximately 130,000 elements in each model used for
verification. The Voronoi structures were subjected to a stepwise vertical velocity applied
to the top plate, while the reaction force was measured at the bottom with a fixed boundary
condition. The experimental results were used to obtain actual values of the vertical
displacement. The force values were determined from the deformation and compared to
the experimental results.

The meshing was produced with hexahedral elements for the top compression plate
and tetrahedral elements for more complex geometries. Figure 10a displays the force-
displacement behavior obtained through finite element analysis (FEA), which demonstrates
good agreement between the force-displacement data generated by the FEA simulations
and the experimental compression tests for the 3D printed specimens. However, at larger
displacements, the experimental curves deviate more from the FEA simulation because
of the greater influence of 3D printing defects on the bending response. The material
model parameters were analyzed to minimize the differences between the simulated and
experimental force-displacement data. Thus, the deformation and equivalent von Mises
stress distribution results for the 3D printed Voronoi lattice structures under compressive
load, presented in Figure 10b,c, may accurately identify the regions of high stress in the
structures. In contrast to previous research [52–62], lattice structures similar to those in our
current study exhibited improved physical and mechanical characteristics, particularly in
terms of a more significant enhancement in compressive strength and energy absorption.
Based on the mechanical test results, it can be concluded that using computationally
generated (FEA) compression test data, combined with actual measurements, could be an
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effective method for characterizing the mechanical deformation behavior of 3D printed
Voronoi configurations.

Figure 9. A second-degree polynomial correlation is discernible when the following factors are
plotted against their relative densities: (a) Elastic modulus; (b) energy capacity; and (c) plateau stress
of the Voronoi structures.
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Figure 10. (a) Experimental load–displacement response for the Voronoi lattice structures curve-fitted
by FEA generated data; (b) vertical deformation and (c) stress distribution of the Voronoi structure
under compression load, utilizing the PLA material properties in the FE model.

4. Conclusions

The technical evaluation stage of a Voronoi structure, inspired by the shell of the sea
urchin Paracentrotus lividus, has been the focus of the present paper. The stage entails
3D printing the structure followed by mechanical characterization through testing of the
physical samples combined with finite element analysis. It is part of a novel biomimetic
design strategy that consists of three separate stages: “Research and Analysis”, “Abstraction
and Emulation”, and “Technical Evaluation” that are interconnected via bi-directional loops
of feedback.

A parametric algorithm was utilized for the generation of seven different structures
with progressive changes in the geometric parameters of rod thickness, node count, and
edge smoothness. All the physical specimens were printed with the aid of FFF technology
and commercial PLA filament. A consistent divergence was observed between the designed
and fabricated relative density of the models which can be attributed to limitations of the
3D printing technology. Compression testing of the physical specimens reveals a common
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behavior, characterized by an initial linear elastic zone, followed by a long plateau region
of progressive collapse of the structure until the densification point is reached in which the
cellular structure has completely collapsed, and the bulk material starts to compress. The
yield strength and Elastic modulus of the structure increases as the rod thickness, node
count, and smoothness are increased. The plateau stress is also raised as the geometric
parameters of the structure are enhanced. However, a reverse trend is detected in the
densification strain which can be explained by the additional PLA material that increases
the overall compressible volume of the material.

The energy capacity and specific energy capacity of the biomimetic structure is also
improved as the rod thickness, node count, and smoothness are increased. A second-degree
polynomial relation between the Elastic modulus, plateau stress, and energy capacity of
the structure and its relative density is detected which is due to accelerated enhancement
of its mechanical properties as more material is added. The present research has shown
that the relative density and, subsequently, the material properties of a biomimetic Voronoi
structure can be enhanced, with great accuracy and reproducibility, through diverse design
strategies, either by increasing the thickness of the rods, raising the node count, or by
smoothing out sharp edges, depending on the application or design requirements. The
conducted finite element analysis validates the above results through good agreement
between the force–displacement data generated by the simulations and the experimental
compression tests.

Potential applications of the biomimetic Voronoi structure include lightweight struc-
tural materials in architectural applications, protective gear and accessories like helmets,
or automotive parts. Further research includes the implementation and validation of the
biomimetic strategy of analysis, emulation, and technical evaluation in other cases of bio-
logical shells to development a series of biomimetic solutions that could serve as the basis
of a comprehensive database of biomimetic design concepts.
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Abstract: Commercially available cochlear implants are designed to aid profoundly deaf people in
understanding speech and environmental sounds. A typical cochlear implant uses a bank of bandpass
filters to decompose an audio signal into a set of dynamic signals. These filters’ critical center
frequencies f0 imitate the human cochlea’s vibration patterns caused by audio signals. Gammatone
filters (GTFs), with two unique characteristics: (a) an appropriate “pseudo resonant” frequency
transfer function, mimicking the human cochlea, and (b) realizing efficient hardware implementation,
could demonstrate them as unique candidates for cochlear implant design. Although GTFs have
recently attracted considerable attention from researchers, a comprehensive exposition of GTFs
is still absent in the literature. This paper starts by enumerating the impulse response of GTFs.
Then, the magnitude spectrum, |H( f )|, and bandwidth, more specifically, the equivalent rectangular
bandwidth (ERB) of GTFs, are derived. The simulation results suggested that optimally chosen filter
parameters, e.g., critical center frequencies, f0; temporal decay parameter, b; and order of the filter, n,
can minimize the interference of the filter bank frequencies and very likely model the filter bandwidth
(ERB), independent of f0

b . Finally, these optimized filters are applied to delineate a filter bank for a
cochlear implant design based on the Clarion processor model.

Keywords: basilar membrane; clarion processor; cochlear implant; equivalent rectangular bandwidth
(ERB); gammatone filter (GTF) bank; pseudo-resonant frequency

1. Introduction

Speech communication is an integral part of our daily life. During speech production,
a speaker encodes information into a continuously time-varying wave propagated through
a medium [1]. The wave propagates from a speaker to a listener through the vibration of
air particles. Finally, a listener perceives the information contained in the sound wave.

The human peripheral auditory system is one of the most critical components of
speech perception. The human peripheral auditory system consists of three major parts [2]:
the outer, middle, and inner ears, as shown in Figure 1. Sound enters the outer ear through
the pinna, travels down to the auditory canal, and vibrates the eardrum. The middle ear,
consisting of three bones, transports the vibration of the eardrum to the inner ear. The main
component of the inner ear is the snail-shaped cochlea, a coiled tube filled with fluid [3].
Within the cochlear fluid, there exists a basilar membrane. The sound vibration at the
eardrum ultimately generates a compressed sound wave in the cochlear fluid and causes a
vertical vibration in the basilar membrane. The basilar membrane is mechanically tuned at
different frequencies. It plays a vital role in distributing sound energy in frequencies along
the cochlea’s length, as shown in Figure 2. The wavelengths of audible sound can cover a
wide range of scales. As depicted in this figure, the lower frequencies are located near the
‘apex’. In contrast, the higher frequencies are at the far end, called ‘base’. The low-frequency
waves can have wavelengths of up to 17 m (20 Hz), while the highest frequencies can be as
small as 1.7 cm (20,000 Hz).
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Figure 1. The components of human ear [1]. Sound enters the outer ear through the pinna and travels
down to the middle and inner ears. Finally, it reaches the cochlea and vibrates the basilar membrane.

Figure 2. The tuning frequencies of the basilar membrane [4]. The basilar membrane is tuned to
different frequencies from the apex to the base. The lower frequencies are near the apex, whereas the
higher frequencies are near the base. The tuning frequency spacing also increases towards the base.

In conjunction with the basilar membrane, the hair cells translate mechanical infor-
mation into neural information. If the hair cells are damaged, the auditory system cannot
transform sound into neural impulses. The sound never reaches the brain because of the
damaged hair cells. Many causes can damage hair cells, including diseases, congenital
disorders, and specific drug treatments. Damaged hair cells can degenerate adjacent audi-
tory neurons, too. Damaged neurons and hair cells can make a person profoundly deaf.
However, recent research [5] has shown that the most common cause of deafness is the loss
of hair cells rather than the loss of auditory neurons.

Hearing loss is the third most common health problem affecting the elderly popu-
lation after heart disease and arthritis, according to some statistics [6]. Hair cells can be
damaged over time, being open to continuous mechanical stress from environmental issues,
including sounds. Various factors, e.g., aging, genetic defects, and ototoxic drugs, also
cause additional risks of cell damage [7]. This damage can be mild to severe, causing even
the death of hair cells. Unfortunately, human hair cells do not regenerate. The repair of
hair cells is crucial for continued auditory function throughout life. Clinicians recommend
several drugs to restore the proper functioning of hair cells when the damage is minor.
Sudden hearing loss resulting from viral infection is medically treated with corticosteroids.
Corticosteroids may also be used to reduce cochlear hair cell swelling and inflammation
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when exposed to loud noise. However, clinical restoration of damaged hair cells from
aging and genetic causes remains a research issue. Recently, gene therapy has been proven
effective in restoring the functionality of damaged hair cells due to genetic factors in sev-
eral animal models [8]. Even the perceptual quality of voice signals is greatly affected by
hearing mechanisms [9]. A degraded voice can, in turn, be a biomarker of a human’s health
status, including both structural and neurological malfunctions in speech and hearing
mechanisms [10–13].

A cochlear implant can play an important role here as it can excite the neurons through
electrical stimulation to restore the hearing ability of a deaf person. The main idea is by-
passing the standard hearing mechanism and electrically stimulating the auditory neurons.

Researchers have proved that frequency analysis performed concerning the cochlea
can be modeled as a bandpass filter bank. Various filters have been proposed to implement
bandpass filter banks. One of the earliest proposed filters is the rounded exponential
function (‘roex’) [14]. The authors have shown that an exponential function can represent
the auditory filter shape successfully. A novel reverse correlation technique has been
introduced to better model the auditory filter [15]. Another function called ‘revcor’ has been
introduced to define the impulse response of the peripheral auditory filters. Peculiarly, this
function provides the impulse response of a sharp bandpass filter. Consequently, the GTF
has been introduced in [16] to provide an analytic mathematical function approximating
the ‘revcor’ function. Other researchers have further developed the GTF to make it suitable
for practical design purposes [17,18]. One of the main merits of the GTF is its convenient
mathematical form. Hence, its properties can be easily derived analytically compared to
similar filters, including ‘roex’ filters. One of the pioneering works that investigated various
properties of the GTF has been presented in [19]. The authors have defined the GTF as
an infinite impulse response (IIR) filter in the time domain and described its provenance
and some of its elementary properties. They also examined the behavior of the GTF in the
frequency domain. They provided a way of calculating the parameters needed for a GTF to
have a specified ERB. The authors provided an efficient digital implementation of the GTF
on a general-purpose computer. A digital multiple-pass IIR filter technique has also been
proposed to implement the GTF [20] for practical designs.

Recently, the GTF has drawn researchers’ attention to sound event detection, speech
signal processing, voice pathology detection, and speech recognition. In [21], the authors
have proposed a GTF-based automatic speech recognition (ASR) technique. They demon-
strated that GTFs are promising in terms of improving the robustness of ASR systems
against noise compared to the Mel-Frequency Cepstral Coefficient (MFCC) and Perceptual
Linear Prediction (PLP). GTF-based parametric filter banks have been proposed in [22] to
detect speech. Three filter banks based on Mel, Gammatone, and Gaussian filters have been
investigated in that work. The comparative investigation showed that the GTFs provided
the highest speech detection accuracy compared to the Gaussian and Mel filters. A GTF-
based sound event detection and localization (SEDL) system has been presented in [23].
The authors demonstrated that GTFs could boost the performance of state-of-the-art SEDL
algorithms. In [24], the authors have applied the GTF to produce an image representation of
sound signals for audio surveillance. They called this image representation a Cochleagram.
The authors have shown that the proposed Cochleagram provided more noise robustness
than cepstral features, namely Mel-Frequency Cepstral Coefficients and the spectrogram
image feature (SIF). A learnable GTF bank is proposed to classify environmental sounds
in [25]. The authors demonstrated that the learnable filter parameters of the GTFs could
preserve the spectro-temporal domain features of environmental sound and can achieve
high classification accuracy. In [26], the authors have shown that the GTF could enhance
the performance of hearing aids. They concluded that the GTFs could provide a high
hearing aid speech quality index (HASQI). A GTF-based speaker recognition system has
been proposed in [27]. The authors have argued that conventional speaker recognition
systems perform poorly under noisy conditions. They introduced a novel spectral feature
called the Gammatone frequency cepstral coefficient (GFCC). They showed that this feature
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captured speaker characteristics and performed substantially better than conventional
spectral features under noisy conditions. The results showed significant performance
improvements over related systems under a wide range of signal-to-noise ratios. In [28],
the performances of the cochlear implants (CIs) have been investigated by using three
different filters, namely GTF, DAPGF (Differentiated All-Pole GTF), OZGF (One-Zero GTF)
and BUTF (Butterworth). Filter parameters, including the filter order (N), the filter quality
factor (Q), and the number of channels (C) and their combinations, were tested using
objective and subjective metrics in that work. The simulation results concluded that the Q
and N parameters are crucial for designing cochlear implants.

Although the GTF has attracted considerable attention from researchers, as mentioned
above, a comprehensive exposition on the GTF is still absent in the literature other than the
work presented in [29]. That work has provided a tutorial introduction to the GTF without
much detail. The main goals of this investigation are as follows:

a. Explore the effects of filter parameters: order n, carrier frequency fc, carrier phase
ϕ, temporal decay coefficient b, and Gammatone distribution function r(t), on the
impulse response h(t) of the GTF.

b. Derive the transfer function of the GTF from the definition of the h(t) by using the
Fourier transform and its properties.

c. Investigate the effects of the above filter parameters on the transfer function H( f ) of
the GTF.

d. Derive the expression for ERB of the GTF.
e. Design a filter bank using the GTF for a given pseudo-resonant fc.
f. Demonstrate the application of the GTF in cochlear implant design.

The structure of this investigation is organized as follows: Section 2 explains the
impulse response and spectrum of GTFs. Section 3 elaborates on the ERBs. Section 4
describes the possible application of GTFs in cochlear implant design. Section 5 addresses
some underlying design issues and challenges. Finally, the paper concludes with a synopsis
of key findings and explores possible routes for future research.

2. Impulse Response and Spectrum of GTFs

In [30], a Gammatone function has been used to model the basilar membrane displace-
ment in the human ear. It has been further investigated, and it was shown that a GTF can
be used to approximate responses recorded from the cochlear nucleus in cats [16]. In a
similar work [31], a Gammatone function was used to model the impulse responses based
on the auditory nerve fiber recordings in cats. Finally, the term “Gammatone filter” was
introduced in [32], and its impulse response was defined as follows:

h(t) = ctn−1e−2πbtcos(2π fct + ϕ)u(t) (1)

where c is the proportionality constant, n is the filter order, b the temporal decay constant,
fc is the carrier frequency, ϕ is the carrier phase, and u(t) is the unit step function. The
expression of h(t) can be broken down into two components, namely the carrier component
and the Gamma distribution function.

Let us assume that the carrier component is denoted by

c(t) = cos(2π fct + ϕ) (2)

and the Gammatone distribution function is defined by

r(t) = tn−1e−2πbtu(t) (3)

Hence, the impulse response of the GTF can be expressed as

h(t) = cs(t)r(t) (4)
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Figure 3 shows the plot for h(t) of the GTF with its constituent components. In the plot,
factor c has been set to bn

(n−1)! to make the integration under the curve of Gamma distribution
equal to one. The other parameters are arbitrarily set to b = 125, and fc = 1000 Hz. The
filter order n of a GTF is an important design parameter. It controls the relative shape of
the filter impulse response, as demonstrated in Figure 4. The relative shape becomes less
skewed as the filter order n increases. The carrier phase, ϕ is also an important property
that determines the relative position of the envelope.

Figure 3. The components of a GTF impulse response: Gammatone distribution r(t) (top), the carrier
tone c(t) (middle), and the impulse response h(t) (bottom). The amplitude of the carrier tone is
modulated according to the Gammatone distribution function.

Figure 4. The Gammatone impulse response, h(t) of the GTF with varying order, n. The relative
shape becomes less skewed as the filter order n increases.

Observation 1. When the filter order is higher, the impulse response of the GTF becomes less
skewed and vice versa.

The Fourier transform of the GTF’s impulse response h(t) will be derived to investigate
its frequency domain behaviors. From the convolution property of the Fourier transform,
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we know that if z(t) = x(t)y(t), then Z( f ) = X( f ) ∗ Y( f ) (Appendix A). By applying this
property to (4), we can express H( f ) as

H( f ) = c[S( f ) ∗ R( f )] (5)

where S( f ) is the Fourier transform of s(t), R( f ) is the Fourier transform of r(t), and H( f )
is the Fourier transform of h(t). We can find the Fourier transform of r(t) by using the
Fourier transform identity, x(t) = e−a(t)u(t) ↔ X( f ) = 1

a+j2π f (Appendix B). Substituting
a = 2πb, we can find the Fourier transform of x(t) as

x(t) = e−2πbtu(t) ↔ X( f ) =
1

2πb + j2π f
(6)

From the property of the Fourier transform (Appendix A), we also know that if

x(t) ↔ X( f ) , then tmx(t) ↔ (−j2π)−m dm

d f m X( f ) .

By substituting m = (n − 1), we can express the Fourier transform of r(t) as

r(t) = tn−1e−j2πbtu(t) ↔ R( f ) = (−j2π)−(n−1) dn−1

d f n−1

(
1

2πb + j2π f

)
(7)

If we substitute n = 2 in (7), we can find te−j2πbtu(t) ↔ 1
(2πb+j2π f )2 . Similarly, if we

substitute n = 3, we can find, t2e−j2πbtu(t) ↔ (2)!
(2πb+j2π f )3 . Proceeding in the same way, we

can find the Fourier transform of r(t) as

r(t) = tn−1e
−j2πbt

u(t) ↔ R( f ) =
(n − 1)!

(2πb + j2π f )4 (8)

The Fourier transform of r(t) can be alternatively expressed as

R( f ) = (n − 1)!(2πb)−n
(

1 + j
f
b

)−n
(9)

Now, let us find the Fourier transform of the carrier signal, c(t). The carrier signal is
given by c(t) = cos (2π fct + ϕ), which can be alternatively expressed as
c(t) = 1

2 ej2π fctejϕ + 1
2 e−j2π fcte−jϕ. By using the Fourier transform identities ej2π fc ↔ δ( f − fc) ,

and e−j2π f0 ↔ δ( f + f0) , the Fourier transform of c(t) can be expressed as

C( f ) =
1
2

ejϕδ( f − fc) +
1
2

e−jϕδ( f − fc) (10)

Substituting the Fourier transform of s(t) and r(t) in (5), we can determine the expres-
sion of H(f ) as

H( f ) = c(n − 1)!(2πb)−n
(

1 + j
f
b

)−n
∗
[

1
2

ejϕδ( f − fc) +
1
2

e−jϕδ( f + fc)

]
(11)

By using the convolutional property of the delta Dirac function (Appendix C),

x( f ) ∗ δ( f − fc) = x( f − fc),

We can find the final expression of the H( f ) as
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H( f ) = c(n − 1)!(2πb)−n

[
1
2

ejϕ
(

1 + j
f − fc

b

)−n
]
+ c(n − 1)!(2πb)−n

[
e−jϕ

(
1 + j

f + fc

b

)−n
]

(12)

The plots for the R( f ) and H( f ) are shown in Figure 5. This figure shows that the
H( f ) produces two copies of the R( f ) separated by the two times the carrier frequency, fc.

Figure 5. The magnitude spectrum of r(t), i.e., R( f ) (top) and the magnitude spectrum of h(t), i.e.,
H( f ) (bottom). R( f ) has a maximum value at, f = 0. On the other hand, H( f ) has two maxima, and
they are located at ± fc.

Observation 2. The Fourier transform of the Gamma distribution component of the GTF impulse
response has one maximum value at f0 = 0 Hz. However, the Fourier transform of the impulse
response has two maxima, and the location of these two maxima depends on the carrier frequency.
To avoid interference, these two frequency components shall be sufficiently separated by selecting a
high carrier frequency.

The Fourier transform of h(t) can be expressed in terms of the Fourier transform of
r(t). From (5), we can write

H( f ) = c
[

R( f ) ∗
{

1
2

ejϕδ( f − fc) +
1
2

e−jϕδ( f + fc)

}]
(13)

H( f ) =
1
2

[{
ejϕR( f − fc) + e−jϕR( f + fc)

}]
(14)

where R( f ) is given by (9) and can be alternatively expressed as

R( f ) =
(n − 1)!

[2πb + j2π f ]n
(15)

The expression of H( f ) can be further simplified by assuming

k =
c
2
(n − 1)!(2πb)−n (16)

P( f ) = ejϕ[1 + j( f − fc)/b]−n (17)

82



Designs 2024, 8, 16

P∗( f ) = e−jϕ[1 − j( f − fc)/b]−n (18)

Replacing f with – f , we can modify (18) as

P∗(− f ) = e−jϕ[1 + j( f + fc)/b]−n (19)

Then, we can express H( f ) as

H( f ) = k[P( f ) + P∗(− f )] (20)

The impulse response of the GTFs and their transfer functions are plotted in Figure 6
for varying parameters of fc/b. The figure shows that, fc/b is another critical parameter
that affects the decaying behavior of the filter impulse response and filter transfer function.

Figure 6. The filter impulse responses, h(t), and their spectrums H( f ), with the varying magnitude
of fc/b. The value of fc

b ≥ 4 ensures that the two frequency components of GTF do not interfere
with each other.

Observation 3. Whenb is small (i.e., fc/b is large), h(t) will decay slowly. On the other hand,
|H( f )| will decay more rapidly and vice versa.

Observation 4. The larger the ratio fc/b, the less the components of KP( f ) and KP∗( f ) overlap,
and less interference between KP( f ) and KP∗( f ) will occur.

In general, H( f ) can be expressed in terms of magnitude and phase spectrum as
H( f ) = |H( f )|e−j∅, where |H( f )| is the magnitude of H( f ), and ∅ = phase spectrum of
H( f ). The power spectrum of H( f ) is expressed by

|H( f )|2 = H( f )H∗( f )
= k2[P( f ) + P∗(− f )][P∗( f ) + P(− f )]]

= k2[P( f )P∗( f ) + P∗( f )P∗(− f ) + P( f )P(− f ) + P∗(− f )P(− f )]

(21)

By using the Fourier transform property (Appendix B), we can simplify the following
expressions as P( f )P∗( f ) = |P( f )|2 and P∗(− f )P(− f ) = |P(− f )|2. Hence, P( f )P(− f ) +
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P∗( f )P∗(− f ) = P( f )P(− f ) + [P( f )P(− f )]∗ = 2Re[P( f )P(− f )] and |H( f )|2 can be ex-
pressed as

|H( f )|2 = k2
[
|P( f )|2 + |P∗(− f )|2 + 2Re{P( f )P(− f )}

]
(22)

Assume Q( f ) = 1 + j( f − fc)/b. The Q( f ) can be expressed in terms of magnitude
and phase as Q( f ) = |Q( f )|ejθ1( f ), where the magnitude is defined by

|Q( f )| =
√

1 + ( f− fc)
2

b2 , and the phase spectrum is defined by θ1( f ) = tan−1
[

f− fc
b

]
, now,

P( f ) can be expressed in terms of Q( f ), as

P( f ) = ejϕ[Q( f )]−n = ejϕ
[
|Q( f )|ejθ1( f )

]−n
(23)

Substituting f with – f , we can find the expression of Q(− f ) as Q(− f ) = 1+ j(− f − fc)
= 1 − j( f + fc)/b. Now, Q(− f ) can be expressed in terms of magnitude and phase as fol-
lows Q(− f ) = |Q(− f )|ejθ2( f ), where the magnitude of Q( f ) is defined as

|Q(− f )| =
√

1 + ( f− fc)
2

b2 , and the phase θ2( f ) = tan−1
[
− f− fc

b

]
. Now, P(− f ) can be ex-

pressed in terms of Q(− f ) as

P(− f ) = ejϕ[Q(− f )]−n = ejϕ
[
|Q(− f )|ejθ2( f )

]−n

= ejϕ|Q(− f )|−ne−jnθ2( f )
(24)

We can express the terms presented in (22) as follows

|P( f )|2 = |Q( f )|−2n =

√
1 + ( f − fc)

2/b2
]−2n

=
[
1 + ( f − fc)

2/b2
]−n

(25)

Similarly,

|P(− f )|2 = |Q(− f )|−2n =

√
1 + ( f + fc)

2/b2
]−2n

=

[
1 +

( f + fc)
2

b2

]−n

(26)

P( f )P(− f ) = ejϕ[Q( f )]−nejϕ[Q(− f )]−n = [Q( f )Q(− f )]−nej2ϕ (27)

Let us find the expression of Q( f )Q(− f ) by

Q( f )Q(− f ) = [1 + j( f − fc)/b][1 − j( f − fc)/b]

= 1 − j( f− fc)
b − j2 f− fc

b
f+ fc

b + j f− fc
b

= 1 + j f− fc− f+ fc
b + f 2− fc

2

b2

= 1 + f 2− fc
2

b2 − j2 f
b

(28)

The expression of Q( f )Q(− f ) can be expressed in terms of magnitude and phase as
Q( f )Q(− f ) = |A( f )|ejθ( f ), where the magnitude |A( f )| can be expressed as

|A( f )| =
√[

1 + f 2− fc
2

b2

]2
+
[

2 fc
b

]2
and θ( f ) = tan−1

[
−2 fc/b

1+ f 2− fc2

b2

]
. Hence, P( f )P(− f )

can be expressed as

P( f )P(− f ) =

⎡
⎣(1 +

f 2 − fc
2

b2

)2

+

(
2 fc

b2

)2
⎤
⎦
−n/2

ej[2ϕ−nθ( f )] (29)
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Taking the real part of P( f )P(− f ), we can write

Re[P( f )P(− f )] =

⎡
⎣(1 +

f 2 − fc
2

b2

)2

+

(
2 fc

b2

)2
⎤
⎦
−n/2

cos [2ϕ − nθ( f )] (30)

Substituting all the derived terms in (22) we write the final expression of the power
spectrum as

|H( f )|2 = k2

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎣ 1

1 + ( f− fc)
2

b2

⎤
⎦

n

+

⎡
⎣ 1

1 + ( f+ fc)
2

b2

⎤
⎦

n

+ 2

⎡
⎢⎢⎢⎢⎣

1√(
1 + f 2− fc

2

b2

)2
+
(

2 fc
b

)2

⎤
⎥⎥⎥⎥⎦

n

cos [2ϕ − nθ( f )]

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(31)

= k2

⎧⎨
⎩
[

b2

b2 + ( f − fc)
2

]n

+

[
b2

b2 + ( f + fc)
2

]n

+ 2

⎡
⎣ b√

(b2 + f 2 − fc)
2 + (2 fcb)2

⎤
⎦

n

cos [2ϕ − nθ( f )]

⎫⎬
⎭ (32)

The power spectrum, |H( f )|2 is plotted in Figure 7 for varying fc/b. Based on the
expression of |H( f )|2 in (32) and the plot in Figure 7, we can make the following observations:

Observation 5. When b is small, h(t) will decay slowly; however, |H( f )|2 will decay more rapidly.

Observation 6. Although KP( f ) and KP∗( f ) have their maximum at ± fc, the power spectrum
|H( f )|2 does not necessarily have a maximum at ± fc Hz.

Observation 7. When KP( f ) and KP∗( f ) overlap significantly for small fc/b, |H( f )|2 has the
character of a low pass filter with the peak at the origin.

Observation 8. As fc/b is increased (for fixed order), the single peak splits and the maxima move
outwards and eventually converges to ± fc.

Figure 7. The plot of the power spectrum of the GTF, |H( f )|2 with varying fc
b for n = 2. The plot

shows that the power spectrum decays rapidly with a higher value of fc
b . This faster decay reduces

the interference between the frequency components of the GTF.

Since the purpose of the GTF in auditory modeling is to model a bandpass filter, the
components KP( f ) and KP∗( f ) must be well separated, and it is required to make fc/b
large enough. In this case, we can simplify the expression of H(f ) as

H( f ) = KP( f ) when f ≥ 0 (33)
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= KP∗(− f ) when f < 0 (34)

In addition, P( f )P∗(− f ) ≈ 0. The power spectrum expressed in (32) will be simplified as

|H( f )|2 ≈ k2
[
|P( f )|2

]
when f ≥ 0 (35)

|H( f )|2 ≈ k2

⎧⎨
⎩
⎡
⎣ 1

1 + ( f− fc)
2

b2

⎤
⎦

n⎫⎬
⎭ when f ≥ 0 (36)

Similarly, we can find

|H( f )|2 ≈ k2
[
|P∗(− f )|2

]
when f < 0 (37)

|H( f )|2 ≈ k2

⎧⎨
⎩
⎡
⎣ 1

1 + ( f+ fc)
2

b2

⎤
⎦

n⎫⎬
⎭ when f < 0 (38)

For large fc/b, the carrier phase ϕ does not have any effect on the maximum value of
the power spectrum. For small fc/b, the carrier phase ϕ influences where the maximum
power spectrum occurs. Holdsworth shows that the optimum range of fc/b should be
4 < fc/b < 8 for auditory modeling [15].

3. Equivalent Rectangular Bandwidth (ERB)

The ERB is a measure commonly used in psychoacoustics that approximates the
bandwidth of the filters in human hearing. The ERB of a filter H( f ) is typically defined as
the width of a rectangular filter whose height equals the maximum of the power spectrum
of H( f ) and possesses the same amount of power. Based on this definition, the rectangular
bandwidth HERB can be expressed as

HERB =

∫ +∞
−∞ |H( f )|2d f

2|H( f0)|2
(39)

where |H( f0)|2 is the maximum value of the power spectrum, which occurs at ± f 0. By
using Perseval’s theorem, the energy of a signal, h(t), can be expressed as

E =
∫ +∞

−∞
|H( f )|2d f =

∫ +∞

−∞
|h(t)|2dt (40)

Hence, the expression of the rectangular bandwidth can be expressed as

HERB =

∫ +∞
−∞ |H( f )|2d f

2|H( f0)|2
=

∫ +∞
−∞ |h(t)|2dt

2|H( f0)|2
(41)

Let us assume ȟ(t) = |h(t)|2; hence, HERB can be expressed as

HERB =

∫ +∞
−∞ ȟ(t)dt

2|H( f0)|2
=

∫ +∞
−∞ |h(t)|2dt

2|H( f0)|2
(42)

From the definition of the Fourier transform of ȟ(t), we can write

Ȟ( f ) =
∫ +∞

−∞
ȟ(t)e−j2π f tdt (43)
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The dc component of Ȟ( f ) can be found by substituting f = 0 in (43) and can be
expressed as

Ȟ(0) =
∫ +∞

−∞
ȟ(t)dt (44)

By substituting
∫ +∞
−∞ ȟ(t)dt by Ȟ(0) in (39), we can find an alternative expression for

the equivalent rectangular bandwidth, HERB as

HERB =

∫ +∞
−∞ |H( f )|2d f

2|H( f0)|2
=

∫ +∞
−∞ |h(t)|2dt

2|H( f0)|2
=

Ȟ(0)

2|H( f0)|2
(45)

Squaring the (4), we can find the expression of ȟ(t) as

ȟ(t) = [cr(t)s(t)]2

= c2r2(t)s2(t)
(46)

This expression can be further simplified as

ȟ(t) = c2ř(t)š(t) (47)

where
ř(t) = r2(t)

=
[
tn−1e−2πbt

]2

= t2n−2e−j4πbtu(t)

(48)

and
š(t) = s2(t)= cos2(2π fct + ϕ) (49)

By taking the Fourier transform of both sides of (47) and applying the convolution
property of the Fourier transform, we can write

Ȟ( f ) = c2[Ř( f ) ∗ Š( f )
]

(50)

where Ř( f ) = Fourier transform of ř(t), and Š( f ) = Fourier transform of š(t). Now, we need
to find the Fourier transform of ř(t) and š(t) and substitute in (50). Applying the Fourier
transform property tme−atu(t) ↔ m!(a + j2π f ))−(m+1) . Substituting m = 2n − 2, and
a = 4πb, we can find the ř(t) = t2n−2e−4πbtu(t) ↔ Ř( f ) = (2n − 2)!(4πb + j2π f )−(2n−1) .
This expression can be further simplified as

Ř( f ) = (2n − 2)!
[

4πb
(

1 + j
2π f
4πb

)]−(2n−1)

Ř( f ) = (2n − 2)!(4πb)−(2n−1)
[

1 + j
f

2b

]−(2n−1)
(51)

Now, the expression of š(t) can be simplified as

š(t) = cos 2(2π fct + ϕ)

= 1
2 [1 + cos (4π fct + 2ϕ)]

= 1
2 + 1

2

[
ej(4π fc t+2ϕ)+e−j(4π fc t+2ϕ)

2

]
= 1

2 + ej2ϕ

4 ej2(2π fct) + e−j2ϕ

4 e−j2(2π fct)
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Taking the Fourier transform, we can express the Fourier transform of š(t) as

Š( f ) =
1
2

δ( f ) +
1
4

ej2ϕδ( f − 2 f c) +
1
4

e−jϕδ( f + 2 fc) (52)

Substituting the value of Ř( f ) and Š( f ) in (50), we find the expression of Ȟ( f ) as

Ȟ( f ) = c2(2n − 2)!(4πb)−(2n−1)
[

1 + j
f

2b

]−(2n−1)
∗
[

1
2

δ( f ) +
1
4

ej2ϕδ( f − 2 f c) +
1
4

e−j2ϕδ( f + 2 fc)

]

By using the convolution property of the delta dirac function, the above expression
can be further simplified as

Ȟ( f ) = c2(2n − 2)!(4πb)−(2n−1)
{[

1
2

(
1 + j f

2b

)]−(2n−1)
+ 1

4 ej2ϕ
[
1 + j ( f−2 fc)

2b

]−(2n−1)

+ 1
4 e−j2ϕ

[
1 + j ( f+2 f c)

2b

]−(2n−1)
} (53)

By substituting f = 0, we can find the expression of Ȟ(0) as

Ȟ(0) = c2(2n − 2)!(4πb)−(2n−1)

⎧⎪⎨
⎪⎩

1
2 + 1

4 ejϕ
[
1 − j fc

b

]−(2n−1)

+ 1
4 e−jϕ

[
1 + j fc

b

]−(2n−1)

⎫⎪⎬
⎪⎭ (54)

Let us assume X = ej2ϕ

4

[
1 − j fc

b

]
and X∗ = e−j2ϕ

4

[
1 + j fc

b

]
. We can express X as

X = ej2ϕ

4

[
1 − j fc

b

]
, substituting θ1( f ) = tan−1

[
− fc

b

]
= ej2ϕ

4

[√
1 + fc

2

b2

]
eθ1( f )

(55)

= 1
4

[√
1 + fc

2

b2

]
e

θ1( f )+j2ϕ

= 1
4

[√
1 + fc

2

b2

]
ej[2ϕ+θ1( f )]

(56)

Similarly, it can be proved that X∗ can be expressed as

X∗ = 1
4

⎡
⎣
√

1 +
fc

2

b2

⎤
⎦ej[−2ϕ+θ2( f )]

where θ2( f ) = tan−1
[

fc
b

]
. However, θ2( f ) = π − θ1( f ). Hence, X∗ can be expressed as

X∗ = 1
4

⎡
⎣
√

1 +
fc

2

b2

⎤
⎦e−j[2ϕ+θ1( f )]

By using the complex variable identity Xm + (X ∗)m
= 2Re[Xm] = 2|X|mcos (mθ). We

can write the expression of Ȟ(0) as

Ȟ(0) = c2(2n − 2)!(4πb)−(2n−1)

⎧⎪⎨
⎪⎩

2
4

(
1 + fc

2

b2

)− 2n−1
2

cos[2ϕ − (2n − 1)θ1( f )] + 1
2

⎫⎪⎬
⎪⎭ (57)

Substituting f = f0 in (32) we can find the expression of |H( f0)|2 as
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|H( f0)|2 = k2

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎣ 1

1 + ( f0− fc)
2

b2

⎤
⎦

n

+

⎡
⎣ 1

1 + ( f0+ fc)
2

b2

⎤
⎦

n

+ 2

⎡
⎢⎢⎢⎢⎣

1√(
1 + f0

2− fc
2

b2

)2
+
(

2 fc
b

)2

⎤
⎥⎥⎥⎥⎦

n

cos [2ϕ − nθ( f )]

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(58)

Substituting Ȟ(0) and
∣∣∣H( f0)

∣∣∣ in (45), we can find the final expression of the HERB as

HERB =
Ȟ(0)

2|H( f0)|2
=

c2(2n − 2)!(4πb)−(2n−1)

{
2
4

(
1 + fc

2

b2

)−(2n−1)/2
cos [2ϕ − (2n − 1)θ1( f )] + 1

2

}

k2

⎧⎪⎪⎨
⎪⎪⎩
⎡
⎣ 1

1+ ( f0− fc)
2

b2

⎤
⎦

n

+

⎡
⎣ 1

1+ ( f0+ fc)
2

b2

⎤
⎦

n

+ 2

⎡
⎢⎢⎣ 1√(

1+ f0
2− fc2

b2

)2
+
(

2 fc
b

)2

⎤
⎥⎥⎦

n

cos [2ϕ − nθ( f )]

⎫⎪⎪⎬
⎪⎪⎭

(59)

According to the definition of the HERB, we substitute fc = f0 in (59) and can find the
final expression of HERB as

HERB =

c2(2n − 2)!(4πb)−(2n−1)

{
2
4

(
1 + fc

2

b2

)−(2n−1)/2
cos [2ϕ − (2n − 1)θ1( f )] + 1

2

}

2k2

⎧⎨
⎩1 +

⎡
⎣ 1

1+ (2 f c)
2

b2

⎤
⎦

n

+ 2

⎡
⎣ 1√

1+
(

2 fc
b

)2

⎤
⎦

n

cos [2ϕ − nθ( f )]

⎫⎬
⎭

(60)

Defining two more design parameters η and μ as

η =
c2(2n − 2)!(4πb)−(2n−1)

2k2 (61)

μ =

{
2
4

(
1 + fc

2

b2

)−(2n−1)/2
cos [2ϕ − (2n − 1)θ1( f )] + 1

2

}
⎧⎨
⎩1 +

⎡
⎣ 1

1+ (2 f c)
2

b2

⎤
⎦

n

+ 2

⎡
⎣ 1√

1+
(

2 fc
b

)2

⎤
⎦

n

cos [2ϕ − nθ( f )]

⎫⎬
⎭

(62)

Substituting k = c
2 (n − 1)!(2πb)−n (61), we can find the final expression for η as

η = c2(2n−2)!(4πb)−(2n−1)

2( c
2 (n−1)!(2πb)−n)

2

= c2(2n−2)!(4πb)−(2n−1)

2 c2
22 [(n−1)!(2πb)]2

= (2n−2)!
[(n−1)!]2

(πb)23−2n

(63)

The variation in HERB with f0
b is plotted in Figure 8. The maximum value of μ is 1/2

when fc
b is sufficiently large. With this value of μ, HERB = ημ becomes approximately

HERB ≈ η/2

HERB ≈ (2n − 2)!(πb)22−2n

[(n − 1)!]2
(64)

Hence, HERB becomes proportional to b and independent of f0. As mentioned above,
the resonant frequencies along the basilar membrane vary from 20 Hz at the apex to
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20,000 Hz at the base. Hence, it is essential to make the bandwidth of the filter independent
of the carrier frequency, f0. This makes the GTF a unique candidate for auditory modeling
in cochlear implants.

Figure 8. The variation in HERB with f0
b . This figure shows that HERB remains independent of f0

b , for
f0
b > 3, and μ ≈ 1/2.

4. Application of GTFs in Cochlear Implant Design

Almost 40 years ago, researchers initiated the restoration of normal hearing in deaf
people via electrical stimulation of the auditory nerve [33]. Since then, they have been
investigating different techniques for delivering electrical stimuli to the auditory nerve so
that profoundly deaf people understand normal speech. Advances in signal processing
largely contribute to the continuous and steady improvement of cochlear implant users.
Several review papers on this topic have been published [34–37]. Recently, prosthetic
devices [38–41], called cochlear implants [42,43], can be implanted in the inner ear to
restore the partial hearing ability of profoundly deaf people. By using cochlear implants,
some individuals can now communicate like normal people.

Initially, single-channel implants were tested in human subjects in the early 1970s [44–46].
Single-channel implants provide electrical stimulation at a single site in the cochlea using
a single electrode. These implants are of interest because of their simplicity in design,
as they do not require much hardware. The first experiments were discouraging as the
patients reported unintelligible perception of speech. Later, related research works have
been focused on multi-channel implants. Unlike single-channel implants, multi-channel
implants provide electrical stimulation at multiple sites in the cochlea using an array of
electrodes. An electrode array is used to stimulate different auditory nerve fibers at various
places in the cochlea. Different electrodes are stimulated depending on the frequency of
the signal. Electrodes near the base of the cochlea are stimulated with high-frequency
signals, while electrodes near the apex are stimulated with low-frequency signals, as shown
in Figure 2. In multi-channel cochlear implants, signal processing is the most important
component [47], and a bank of bandpass filters is used to split the input sound signals into
a set of parallel signals [47]. In this work, we are proposing to use GTFs instead.

To investigate the application of GTFs in cochlear implantation, a commercially avail-
able cochlear implant processor model called Clarion [33,42], as shown in Figure 9, is used
in this work. The Clarion processor uses a microphone, worn at ear level, to capture the
incoming sound. The sound is digitized and analyzed by a processor. The processor divides
the signal into several channels based on frequency and translates the information in each
channel into instructions that are transmitted to and control an implanted receiver that
drives the implanted electrode array. The array of electrodes consists of 6–22 intra-cochlear
electrodes distributed along the length of the cochlea. Stimuli delivered to an electrode
preferentially excite the nerve fibers nearby.
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Figure 9. The signal processing steps in the Clarion processor. The main components of a cochlear
implant are the microphone, speech processors and the electrodes. The speech processor consists of a
bank of bandpass filters that split the incoming sounds into parallel components that are subsequently
processed by a bank of lowpass filters. The pulse generator produces non-linearly mapped pulses to
excite the electrodes.

The proposed model slightly varies from the Clarion processor. In the proposed model,
the audio signal is first pre-emphasized [48] to boost the higher frequency components,
as shown in Figure 10. The signal is then divided into channels by a set of GTFs instead
of bandpass filters that are used in the Clarion processor. The main reason is that the
bandpass filters do not represent the way the human auditory system responds to sounds.
In addition, the hardware implementation of the bandpass filters is not as straightforward
as the GTF. The next stage in the implant’s processing is the extraction of the envelope
of the signal from each channel. This is achieved by rectification and lowpass filtering.
Full-wave rectification is used in this model. A dc component is introduced during the
rectification methods, and the harmonics that typically fall above the Nyquist frequency
are aliased to lower frequencies. The rectified signal is lowpass filtered using a 16th-order
moving-average filter [49]. In a cochlear implant, the amplitude envelopes of each channel
modulate a biphasic pulse train, which has a repetition rate of 800 to 4000 pulses per
second (pps). Each modulated pulse train is delivered to a separate electrode, emulating
the tonotopic arrangement of the cochlea. The GTFs are designed to cover a range of
frequencies representing the basilar membrane [50–54]. In this work, these filters were
designed based on the specifications mentioned in [21]. The center frequency and the
bandwidth of these eight GTFs are listed in Table 1, and the magnitude spectrum of the
GTF bank is shown in Figure 11. Those GTFs perform spectral analysis and convert an
acoustic wave into a multichannel representation by mimicking the basilar membrane
motion [55]. These GTFs have been designed in a way that f0

b = 4, as mentioned above.
The filter order n was set to 4.0. The shape of the magnitude characteristic of the GTFs with
order 4 is very similar to that of the roex function [56] that is commonly used to represent
the magnitude response of the human auditory filter [57].
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Figure 10. The proposed model uses GTF. The sound signal is pre-emphasized and is split into eight
parallel signals by the GTF bank. The envelope detectors extract the signal envelops, which pass
through the lowpass filter. Non-linear mapping is performed to reduce the interference among the
electrodes.

Table 1. The center frequency and the bandwidth of the GTFs.

Bandwidth (Hz) Center Frequency (Hz)

158 50
173 186
276 389
478 690
788 1139
1249 1807
1936 2802
2960 4282

Figure 11. The magnitude spectrum of the GTF. The tuning frequencies and the bandwidth of the
filters are determined by the specifications mentioned in Table 1. As depicted in this figure, the filter’s
bandwidth increases with the tuning frequency. The eight filters are identified with different colors
and line styles.

5. Design Issues and Challenges

Despite the impressive ability of cochlear implants to improve sound audibility and
speech understanding in profoundly deaf people, several significant challenges remain
to address to maximize the benefits of this device. One major challenge is the substantial
variability of audio perception among different gender groups, demographics, and ages.
Research is still ongoing to correlate neural and cognitive function in cochlear implant users.
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There is a need to devise simple assessment measures to evaluate the perceptional outcomes
of cochlear implant users. Poorer frequency discrimination abilities and neural deficits
resulting from long-term deafness pose extra challenges to audio perception for cochlear
implant users [58,59]. Rather than a physiologic point of view, some technological issues
also need future investigation. A healthy cochlea transmits temporal-frequency information
of audible sounds through around 3000 inner hair cells, but an implanted version could
deliver a degraded version of such information resulting from signal processing (e.g., signal
compression, bandpass filtering, temporal envelope extraction) and only a small number
(up to eight) of electrodes in this design. As mentioned above, the number of spectral
channels used for most CI users is likely less than eight due to factors including channel
interactions. Signal processing also removes delicate temporal structures that may hinder
normal hearing regarding melody contents [60].

While cochlear implants have proven to be beneficial for many individuals with
profound hearing loss, there are some potential drawbacks to consider:

Cost: The potential physiological design challenges mentioned above could make
cochlear implants expensive, and the cost may not always be fully covered by insurance.
This financial aspect can be a barrier for some individuals.

Surgical Risks: Though the implantation process involves a mild surgery, like any
surgical procedure, there are inherent risks like infections, bleeding, and issues related
to anesthesia.

Learning Curve: Adjusting to hearing with a cochlear implant requires time and effort.
Some individuals may find the initial period challenging as they learn to interpret the new
auditory signals.

Maintenance and Upkeep: Cochlear implants require ongoing maintenance, including
regular checks and adjustments. The external components also need to be cared for to
ensure optimal functioning.

It is essential for individuals considering cochlear implants to discuss these aspects
with their healthcare providers and audiologists. Despite these considerations, many
people with cochlear implants experience significant improvements in their ability to hear
and communicate.

6. Conclusions

The design and optimization of GTFs are proposed for cochlear implants. The complex
spectrum and equivalent rectangular bandwidth of GTFs have been derived and investi-
gated. One of the key findings is that the frequency domain behavior of the GTF strongly
depends on fc

b . Additionally, the optimal choice of a design parameter, i.e., fc/b ≥ 4 could
minimize the interferences of the filter frequency components. A smaller value of b can
cause the power spectrum, |H( f )|2 to decay faster and hence can reduce the interference of
the filter output. It is concluded that the ERB of the GTF has a strong influence on b, and
becomes independent of fc for fc/b ≥ 4.

This research provides a theoretical and simulation-based analysis of GTFs to explore
their applicability for cochlear implants. The details of the hardware implementation are
yet to be investigated. The presented filter bank is designed with eight filters. However,
the number of filters (and hence the number of electrodes) to optimize the cochlear im-
plants is still an open issue. Reducing the interferences among the electrodes also needs
future investigation.
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Appendix A Properties of Fourier Transform

Operation x(t) X(f )
Time Convolution x(t) ∗ y(t) X(f )Y(f )
Multiplication by t tmx(t) (−j2π)−m dm

d f m X( f ).
Modulation x(t)cos 2π f0t 0.5X( f − f0) + 0.5X( f + f0)

Frequency Convolution x(t)y(t) X( f )Y( f )
Time Shifting x(t − t0) X( f )e−j2π f t0

Frequency Shifting x(t)ej2π f 0t X( f − f0)

Appendix B Short Table of Fourier Transform

x(t) X(f )
e−a(t)u(t) 1

a+j2π f .
ej2π f0t δ( f − f0)

e−j2π f0t δ( f + f0)
cos 2π f0t 0.5δ( f − f0) + 0.5δ( f + f0)

cos (2π f0t + ϕ) 0.5ejϕδ( f − f0) + 0.5e−jϕδ( f − f0)

Appendix C Some Important Formulae

X( f ) =
∫ +∞

−∞
x(t)e−j2π f tdt

x(t) =
∫ +∞

−∞
X( f )e+j2π f td f

x(t) ∗ δ(t − t0) = x(t − t0)

E =
∫ +∞

−∞
|x(t)|2dt =

∫ +∞

−∞
|X( f )|2d f

X( f )X( f )∗ = |X( f )|2

References

1. Rabiner, L.R.; Schafer, R.W. Auditory, and Speech Perception. In Theory and Applications of Digital Speech Processing, 1st ed.;
Prentice-Hall: Upper Saddle River, NJ, USA, 2011; pp. 138–145.

2. Chittka, L.; Brockmann, A. Perception Space—The Final Frontier. PLoS Biol. 2015, 3, 564–568. [CrossRef]
3. Quateri, T.E. Production and Classification of Speech Sounds. In Discrete-Time Speech Signal Processing: Principles and Practices;

Prentice-Hall: Upper Saddle River, NJ, USA, 2001; pp. 72–76.
4. Islam, R.; Abdel-Raheem, E.; Tarique, M. A Novel Pathological Voice Identification Technique through Simulated Cochlear

Implant Processing Systems. Appl. Sci. 2022, 12, 2398. [CrossRef]
5. Hinojosa, R.; Marion, M. Histopathology of profound sensorineural deafness. Ann. N. Y. Acad. Sci. 1983, 405, 459–484. [CrossRef]
6. Blackwell, D.L.; Lucas, J.W.; Clarke, T.C. Summary Health Statistics for US Adults: National Health Interview Survey; Vital and Health

Statistics, Series: 10; Number 260; National Health Survey; National Library of Medicine: Bethesda, MD, USA, 2014; pp. 1–161.
7. Wagner, E.L.; Shin, J.B. Mechanisms of Hair Cell Damage and Repair. Trends Neurosci. 2019, 42, 414–424. [CrossRef]
8. Taiber, S.; Cohen, R.; Yizhar-Barnea, O.; Sprinzak, D.; Holt, J.R.; Avraham, K.B. Neonatal AAV gene therapy rescues hearing in a

mouse model of SYNE4 deafness. EMBO Mol. Med. 2021, 13, e13259. [CrossRef] [PubMed]
9. Antje, H.; Helen, H.; Melanie, A.F. The relationship of speech intelligibility with hearing sensitivity, cognition, and perceived

hearing difficulties varies for different speech perception tests. Front. Psychol. 2015, 6, 782. [CrossRef]
10. Islam, R.; Tarique, M.; Abdel-Raheem, E. A Survey on Signal Processing Based Pathological Voice Detection Techniques. IEEE

Access 2020, 8, 66749–66776. [CrossRef]
11. Islam, R.; Tarique, M. A novel convolutional neural network based dysphonic voice detection algorithm using chromagram. Int.

J. Electr. Comput. Eng. 2022, 12, 5511–5518. [CrossRef]

94



Designs 2024, 8, 16

12. Islam, R.; Abdel-Raheem, E.; Tarique, M. A study of using cough sounds and deep neural networks for the early detection of
COVID-19. Biomedical. Eng. Adv. 2022, 3, 100025. [CrossRef] [PubMed]

13. Islam, R.; Abdel-Raheem, E.; Tarique, M. Voiced Features and Artificial Neural Networks to Diagnose Parkinson’s Disease
Patients. In Proceedings of the International Conference on Electrical and Computing Technologies and Applications, Ras Al
Khaimah, UAE, 23–25 November 2022; pp. 132–136. [CrossRef]

14. Patterson, R.D.; Moore, B.J.C. Auditory filters and excitation patterns as representations of frequency resolution. In Frequency
Selectivity in Hearing; Moore, B.C.J., Ed.; Academic Press: Cambridge, MA, USA, 1986; pp. 123–177.

15. Boer, E.D.; Kuyper, P. Triggered Correlation. IEEE Trans. Biomed. Eng. 1968, BME-15, 169–179. [CrossRef]
16. Johannesma, P.I.M. The pre-response stimulus ensemble of neurons in the cochlear nucleus. In Proceedings of the Symposium on

Hearing Theory, Eindhoven, The Netherlands, 22–23 June 1972; pp. 58–69.
17. Boer, E.D.; Jongh, H.R.D. On cochlear encoding: Potentialities and limitations of the reverse-correlation technique. J. Acoust. Soc.

Am. 1978, 63, 115–135. [CrossRef] [PubMed]
18. Boer, E.D.; Kruidenier, C. On ringing limits of the auditory periphery. Biol. Cybern. 1990, 63, 433–442. [CrossRef] [PubMed]
19. Holdsworth, J.; Patterson, R.; Nimmo-Smith, I.; Rice, P. Implementing a Gammatone Filter Bank. In SVOS Final Report Part A: The

Auditory Filterbank; MRC Applied Psychology Unit: Cambridge, UK, 1988.
20. Patterson, R.; Nimmo-Smith, I.; Holdsworth, J.; Rice, P. The Auditory Filterbank. In SVOS Final Report. Part A; MRC Applied

Psychology Unit: Cambridge, UK, 1988.
21. Qi, J.; Wang, D.; Jiang, Y.; Liu, R. Auditory features based on Gammatone filters for robust speech recognition. In Proceedings of

the IEEE International Symposium on Circuits and Systems (ISCAS), Beijing, China, 19–23 May 2013; pp. 305–308. [CrossRef]
22. Cai, X.; Ko, S. Development of Parametric Filter Banks for Sound Feature Extraction. IEEE Access 2023, 11, 109856–109867.

[CrossRef]
23. Jacome, K.G.R.; Grijalva, F.L.; Masiero, B.S. Sound Events Localization and Detection Using Bio-Inspired Gammatone Filters and

Temporal Convolutional Neural Networks. IEEE/ACM Trans. Audio Speech Lang. Process. 2023, 31, 2314–2324. [CrossRef]
24. Sharan, R.V.; Moir, T.J. Subband Time-Frequency Image Texture Features for Robust Audio Surveillance. IEEE Trans. Inf. Secur.

2015, 10, 2605–2615. [CrossRef]
25. Park, H.; Yoo, C.D. CNN-Based Learnable Gammatone Filterbank and Equal-Loudness Normalization for Environmental Sound

Classification. IEEE Signal Process. Lett. 2020, 27, 411–415. [CrossRef]
26. Salehi, H.; Suelzle, D.; Folkeard, P.; Parsa, V. Learning-Based Reference-Free Speech Quality Measures for Hearing Aid Applica-

tions. IEEE/ACM Trans. Audio Speech Lang. Process. 2018, 26, 2277–2288. [CrossRef]
27. Zhao, X.; Shao, Y.; Wang, D. CASA-Based Robust Speaker Identification. IEEE Trans. Audio Speech Lang. Process. 2012, 20,

1608–1616. [CrossRef]
28. Cosentino, S.; Falk, T.H.; McAlpine, D.; Marquardt, T. Cochlear Implant Filterbank Design and Optimization: A Simulation Study.

IEEE/ACM Trans. Audio Speech Lang. Process. 2014, 22, 347–353. [CrossRef]
29. Darling, A.M. Properties and Implementation of Gammatone Filters: A Tutorial. Available online: https://www.phon.ucl.ac.uk/

home/shl5/Darling1991-GammatoneFilter.pdf (accessed on 4 March 2023).
30. Flanagan, J.L. Models for approximating basilar membrane displacement. Bell Syst. Tech. J. 1960, 39, 1163–1191. [CrossRef]
31. Boer, E.D. On the Principle of Specific Coding—A System Analysis of the Inner Ear Mechanism. In Proceedings of the International

Federation of Automatic Control, Genova, Italy, 4–8 June 1973; Volume 6, pp. 187–194. [CrossRef]
32. Aertsen, A.M.H.J.; Johannesma, P.I.M.; Hermes, D.J. Spectro-temporal receptive fields of auditory neurons in the grass frog. Biol.

Cybern. 1980, 38, 235–248. [CrossRef]
33. Dau, T.; Püschel, D.; Kohlrausch, A. A quantitative model of the effective signal processing in the auditory system. I. Model

structure. J. Acoust. Soc. Am. 1996, 99, 3615–3622. [CrossRef]
34. Zeng, F.G. Trends in cochlear implants. Trends Amplif. 2004, 8, 1–34. [CrossRef]
35. Loizou, P.C. Signal-processing techniques for cochlear implants. IEEE Eng. Med. Biol. Mag. 1999, 18, 34–46. [CrossRef] [PubMed]
36. Rubinstein, J.T. How cochlear implants encode speech. Curr. Opin. Otolaryngol. Head Neck Surg. 2004, 12, 444–448. [CrossRef]

[PubMed]
37. Ay, S.U.; Zeng, F.G.; Sheu, B.J. Hearing with bionic ears [cochlear implant devices]. IEEE Circuits Devices Mag. 1997, 13, 18–23.

[CrossRef]
38. Loeb, G. Cochlear prosthetics. Annu. Rev. Neurosci. 1990, 13, 357–371. [CrossRef] [PubMed]
39. Millar, J.; Tong, Y.; Clark, G. Speech processing for cochlear implant prostheses. J. Speech Hear. Res. 1984, 27, 280–296. [CrossRef]

[PubMed]
40. Parkins, C.; Anderson, S. Cochlear Prostheses: An International Symposium; New York Academy of Sciences: New York, NY,

USA, 1983.
41. Loizau, P.C. Mimicking the Human Ear. IEEE Signal Process. Mag. 1998, 15, 101–130. [CrossRef]
42. Schindler, R.; Icessler, D. Preliminary results with the Clarion cochlear implant. Laryngoscope 1992, 102, 1006–1013. [CrossRef]
43. Kessler, D.; Schindler, R. Progress with a multi-strategy cochlear implant system: The Clarion. In Advances in Cochlear Implants;

Hochmair-Desoyer, I., Hochmair, E., Eds.; Manz: Vienna, Austria, 1994; pp. 354–362.
44. House, W. A personal perspective on cochlear implants. In Cochlear Implants; Schindler, R., Merzenich, M., Eds.; Raven Press:

New York, NY, USA, 1985; pp. 13–16.

95



Designs 2024, 8, 16

45. House, W.; Urban, J. Long-term results of electrode implantation and electronic stimulation of the cochlea in man. Ann. Otol.
Rhinol. Laryngol. 1973, 82, 504–517. [CrossRef] [PubMed]

46. House, W.; Berliner, K. Cochlear implants: Progress and perspectives. Ann. Otol. Rhinol. Laryngol. 1982, 295 (Suppl. 91), 1–124.
47. Loizou, P.C.; Dorman, M.; Tu, Z. On the number of channels needed to understand speech. J. Acoust. Soc. Am. 1999, 106,

2097–2103. [CrossRef] [PubMed]
48. Bäckström, T. Introduction to Speech Processing: Pre-Emphasis. Available online: https://speechprocessingbook.aalto.fi/

Preprocessing/Pre-emphasis.html (accessed on 26 January 2024).
49. Oppenheim, A.V.; Schafer, R.W. Digital Filter Design Techniques. In Digital Signal Processing; Prentice Hall: Upper Saddle River,

NJ, USA, 1975; pp. 239–250.
50. Dau, T.; Püschel, D.; Kohlrausch, A. A quantitative model of the effective signal processing in the auditory system. II. Simulations

and measurements. J. Acoust. Soc. Am. 1996, 99, 3623–3631. [CrossRef] [PubMed]
51. Patterson, R. Auditory images: How complex sounds are represented in the auditory system. Acoust. Sci. Technol. 2000, 21,

183–190. [CrossRef]
52. Cooke, M. A glimpsing model of speech perception in noise. J. Acoust. Soc. Am. 2006, 119, 1562–1573. [CrossRef] [PubMed]
53. Kubin, G.; Kleijn, W.B. Multiple-description coding (MDC) of speech with an invertible auditory model. In Proceedings of the

IEEE Workshop on Speech Coding Proceedings, Model, Coders, and Error Criteria (Cat. No.99EX351), Porvoo, Finland, 20–23
June 1999; pp. 81–83. [CrossRef]

54. Kubin, G.; Kleijn, W.B. On speech coding in a perceptual domain. In Proceedings of the IEEE International Conference on
Acoustics, Speech, and Signal Processing, Phoenix, AZ, USA, 15–19 March 1999; pp. 205–208. [CrossRef]

55. Patterson, R.D.; Holdsworth, J.A. A functional model of neural activity patterns and auditory image. Adv. Speech Hear. Lang.
Process. 2004, 3, 547–563.

56. Unoki, M.; Irino, T.; Glasberg, B.; Moore, B.C.; Patterson, R.D. Comparison of the roex and gammachirp filters as representations
of the auditory filter. J. Acoust. Soc. Am. 2006, 120, 1474–1492. [CrossRef]

57. Schofield, D. Visualizations of the Speech Based on a Model of the Peripheral Auditory System; NPL Report DITC 62/85; National
Physical Laboratory: Teddington, UK, 1985.

58. Zhang, F.; Underwood, G.; McGuire, K.; Liang, C.; Moore, D.R.; Fu, Q.-J. Frequency Change Detection and Speech Perception in
Cochlear Implant Users. Hear. Res. 2019, 379, 12–20. [CrossRef]

59. Medscape General Medicine. Hearing Loss: Does Gender Play a Role? Available online: https://www.medscape.com/
viewarticle/719262_6?form=fpf (accessed on 21 January 2024).

60. Reich, R.D. Instrument Identification through a Simulated Cochlear Implant Processing System. Master’s Thesis, Massachusetts
Institute of Technology, Cambridge, MA, USA, 2012.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

96



Citation: Uddin, J. Attention-Based

DenseNet for Lung Cancer

Classification Using CT Scan and

Histopathological Images. Designs

2024, 8, 27. https://doi.org/

10.3390/designs8020027

Academic Editor: Richard Drevet

and Hicham Benhayoune

Received: 9 January 2024

Revised: 11 March 2024

Accepted: 13 March 2024

Published: 18 March 2024

Copyright: © 2024 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Attention-Based DenseNet for Lung Cancer Classification Using
CT Scan and Histopathological Images
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Abstract: Lung cancer is identified by the uncontrolled proliferation of cells in lung tissues. The
timely detection of malignant cells in the lungs, crucial for processes such as oxygen provision and
carbon dioxide elimination in the human body, is imperative. The application of deep learning
for discerning lymph node involvement in CT scans and histopathological images has garnered
widespread attention due to its potential impact on patient diagnosis and treatment. This paper
suggests employing DenseNet for lung cancer detection, leveraging its ability to transmit learned
features backward through each layer continuously. This characteristic not only reduces model
parameters but also enhances the learning of local features, facilitating a better comprehension of
the structural complexity and uneven distribution in CT scans and histopathological cancer images.
Furthermore, DenseNet accompanied by an attention mechanism (ATT-DenseNet) allows the model
to focus on specific parts of an image, giving more weight to relevant regions. Compared to existing
algorithms, the ATT-DenseNet demonstrates a remarkable enhancement in accuracy, precision, recall,
and the F1-Score. It achieves an average improvement of 20% in accuracy, 19.66% in precision, 24.33%
in recall, and 22.33% in the F1-Score across these metrics. The motivation behind the research is to
leverage deep learning technologies to enhance the precision and reliability of lung cancer diagnostics,
thus addressing the gap in early detection and treatment. This pursuit is driven by the potential of
deep learning models, like DenseNet, to provide significant improvements in analyzing complex
medical images for better clinical outcomes.

Keywords: lung cancer detection; DenseNet; attention mechanism; CT scans; histopathological images

1. Introduction

Cancer has long been acknowledged as a perilous disease with the potential for
fatal outcomes. Lung cancer, a prevalent malignancy globally, stands out as a significant
contributor to cancer-related mortality in both developed and developing nations. The
majority of cases involve non-small-cell lung cancer (NSCLC), boasting a modest 5-year
mortality rate of only 18%. Despite notable advancements in medical science leading to
increased overall cancer survival rates, such progress is less pronounced in lung cancer
due to the prevalence of advanced-stage cases among patients [1]. Cancer cells typically
migrate from the lungs to the lymph glands and then enter the bloodstream, with natural
lymph flow directing the spread toward the chest’s center. Timely identification becomes
crucial to preventing metastasis if the cancer spreads to other organs. Late-stage lesions
are commonly treated with nonsurgical approaches like radiation, chemotherapy, surgical
intervention, or monoclonal antibodies. This underscores the pivotal role of follow-up
radiography in monitoring treatment response and tracking temporal changes in tumor
radiography [2]. Cancer analysis is usually conducted in a pathological laboratory using
various methods. Microscopic examinations, including biopsies, and electronic modalities
such as CT scans, ultrasound, and others are employed to examine cancerous tissue. Among
these, the CT scan is the most commonly utilized pathological test and is highly favored for
diagnosis. This imaging technique captures high-resolution, high-contrast images of the
lungs from different perspectives, offering a three-dimensional assessment of the lesion.
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Recent studies have introduced predictive algorithms that leverage the differential
expression of genes to categorize lung cancer patients according to different health out-
comes, including the likelihood of relapse and overall survival rates. Previous research has
underscored the importance of biomarkers in treating non-small-cell lung cancer (NSCLC).
The emergence of artificial intelligence (AI) has facilitated the quantitative evaluation of
radiographic tumor features, an approach referred to as “radiomics” [3]. Evidence from
numerous studies suggests that non-invasive characterization of tumor features through
radiomics offers enhanced predictive accuracy over traditional clinical evaluations.

Since the mid-19th century, pathologists have depended on traditional microscopy
and glass slides to make precise diagnoses. This standard method requires pathologists to
examine numerous glass slides by hand, a process that is both slow and requires significant
effort. The advent of slide-scanning technology, which creates digital slides, has ushered
classical pathology into a digital era, presenting various advantages for histopathology [4].
A key benefit is the use of computer simulations, like automated image analysis, which aids
medical professionals in examining and quantitatively evaluating slides. This advancement
aims to reduce the duration of manual examinations and improve the accuracy, consistency,
and efficiency of pathologists’ workflows. The employment of deep learning techniques
for diagnostic support has recently sparked significant interest in histopathology.

In a clinical context, lung cancer CT scan images and normal lung images exhibit
distinct characteristics that are crucial for accurate diagnosis. Radiologists analyze these
images to identify potential abnormalities and distinguish between healthy and diseased
lung tissue. For example, in CT scans, tumors or masses associated with lung cancer
typically appear as areas of increased density on CT scans. They may be present as
irregular, solid nodules or masses with varying degrees of density. However, normal lung
tissue appears as a relatively homogenous pattern of lower density on CT scans. The
texture is generally uniform, with no significant irregularities or masses.

For the effective classification of cancer and the selection of appropriate treatment
options, a detailed analysis of lymph glands is crucial. Assessing multiple levels of lymph
nodes is key for accurate prognosis and staging, which requires a thorough evaluation
of lymph node condition [5]. Recently, histopathological images have been identified
as reliable indicators of various treatment biomarkers. However, the manual review of
numerous slides is a demanding and time-consuming task for pathologists, who are prone
to errors due to the challenge of remembering which sections have already been reviewed.
Various solutions introduced in this field have been shown to outperform pathologists in
terms of identifying micro-metastases with greater accuracy, especially under the pressure
of a busy schedule. Similarly, in lung cancer, the presence of primary tumor metastases
plays a crucial role in determining the stage of cancer, treatment possibilities, and patient
outcomes, just as it does in breast cancer [6].

DenseNet (Densely Connected Convolutional Networks) is a deep learning archi-
tecture [7] that has demonstrated effectiveness in various image-related tasks, including
medical image analysis. Its unique structure and characteristics contribute to its success in
handling medical CT scans and histopathology images for cancer detection. The combina-
tion of DenseNet architecture with a Squeeze-and-Excitation (SE) block [8], particularly for
channel attention, enhances the model’s capabilities for medical image analysis. The SE
block enhances DenseNet by introducing channel-wise attention. This allows the model
to assign different levels of importance to different channels (features) in the intermediate
representations. In medical images, where certain features or channels are more informative
for detecting specific patterns associated with cancer, channel attention helps to focus on
relevant information. Based on this idea, to surpass the accuracy levels of the existing deep-
learning-based lung cancer detection methods, we propose an attention-based DenseNet
(ATT-DenseNet) for lung cancer detection using CT scan images and histopathological
images. We consider three baseline deep learning algorithms. First, we compare the per-
formance of the proposed method with DenseNet having no attention mechanism. Then,
we compare it with AlexNet [9] followed by SqueezeNet [10]. ATT-DenseNet outperforms
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these two baseline deep learning architectures by achieving increased accuracy and an
increased F1-score. The novelty of this work as inspired by [11] is summarized as follows:

• We introduce the SE feature channel attention block into DenseNet architecture. This
strategic incorporation aims to accentuate cancer-relevant information within the
feature map. By dynamically recalibrating feature responses, our enhancement ensures
greater emphasis on regions pertinent to cancer, thereby amplifying their significance
in the overall analysis.

• The network’s ability is enhanced to focus on crucial features by substituting average
pooling with max pooling in the third transition layer. This modification strategically
places additional emphasis on important regions during the analysis, improving the
model’s capacity to capture relevant patterns associated with lung cancer.

• Drawing inspiration from [11], we implement an efficient method to prevent neuron
deaths during model training. By addressing this challenge proactively, our methodol-
ogy ensures the stability and robustness of the deep learning framework, leading to
improved performance in lung cancer detection tasks.

• Sophisticated data augmentation techniques are employed, including rotation, scaling,
and horizontal flipping, to preprocess both CT scan images [12] and histopathological
images [13]. Furthermore, normalization of the dataset is performed to maintain
appropriate pixel value ranges, thereby preventing potential distortions caused by
excessively high or low values. These preprocessing steps are crucial for enhancing the
model’s ability to generalize across diverse datasets and improve overall performance.

• In contrast with other algorithms, the ATT-DenseNet shows a notable boost in ac-
curacy, precision, recall, and the F1-Score. It attains an average increase of 20% in
accuracy, 19.66% in precision, 24.33% in recall, and 22.33% in the F1-Score across these
performance measures.

In summary, the methodology represents a comprehensive and innovative approach
to lung cancer detection, incorporating cutting-edge techniques in deep learning, strategic
architectural enhancements, and meticulous data preprocessing strategies. By addressing
key challenges and leveraging the latest advancements in the field, we aim to significantly
improve the accuracy and reliability of lung cancer diagnosis, ultimately contributing to
advancements in healthcare and patient outcomes.

The structure of the remainder of this paper is organized as follows: Section 2 delves
into related works, offering a concise review of current methodologies for detecting lung
cancer. Following this, Section 3 thoroughly describes the methodology employed, includ-
ing details of the dataset used, the DenseNet architecture, and the implementation of the
attention block. Section 4 presents the experimental outcomes, showcasing a performance
comparison with leading deep learning architectures currently considered state of the art.
Finally, Section 5 concludes the paper.

2. Related Works

Machine learning algorithms have changed the research paradigm in the whole
community of researchers starting from image processing [14] and network optimiza-
tion [15,16] to healthcare applications. Lung cancer refers to the formation of malignant
cells in the lungs, leading to an overall rise in mortality rates for both men and women
due to the increasing incidence of cancer. The disease involves the rapid multiplica-
tion of cells in the lungs. While lung cancer cannot be completely eliminated, it can
be mitigated [17]. The incidence of lung cancer is directly proportional to the number
of individuals who engage in continuous smoking. Various classification approaches,
including Naive Bayes, SVM, decision tree, and logistic regression, have been employed
to assess the treatment of lung cancer.

2.1. Lung Cancer Detection Using CT Scan Images

Pradhan et al. [18] conducted a comprehensive evaluation of various machine learning
approaches for the detection of lung cancer via IoT devices. This study included an
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extensive review of around 65 publications that applied machine learning algorithms
for the prediction of different diseases. The objective was to investigate a variety of
machine learning strategies for diagnosing a wide range of diseases, particularly focusing
on uncovering existing deficiencies in lung cancer detection when integrated with medical
IoT technology.

Bhatia et al. [19] utilized deep residual learning for lung cancer detection from CT
scans, implementing a series of preprocessing techniques with the help of UNet and ResNet
algorithms. These techniques were designed to accentuate areas within the lungs that are
susceptible to cancer and to extract pertinent features from the scans. The features thus
extracted were fed into several classifiers, such as Adaboost and Random Forest, to make
individual predictions. These predictions from the classifiers were then aggregated to
determine the probability of a CT scan showing signs of cancer.

Shin et al. [20] applied deep learning methods to study the properties of cell exosomes
and to find parallels in human plasma extracellular vesicles. Their deep learning classifier,
tested on exosome Surface-Enhanced Raman Scattering (SERS) data from both normal
and lung cancer cell lines, attained a classification accuracy of 95%. Across a sample of
43 patients, this algorithm found that 90.7% of the plasma exosomes from patients were
more similar to those of lung cancer cells than to those from healthy controls. This sample
included individuals diagnosed with stage I and II lung cancer.

A model for detecting lung cancer that utilizes image analysis and machine learning
has been crafted to discern the presence of lung cancer via CT scans and blood tests [21].
Although CT scan results are generally more effective than mammograms in identifying
lung cancer, patient CT images are often classified simply into normal and abnormal
categories [22,23]. It is important to note that among patients with non-small-cell lung
cancer (NSCLC) who are at the same stage of tumor development, there is a significant
variability in clinical outcomes and performance.

Lakshmanaprabhu et al. [24] presented a groundbreaking automatic diagnosis cat-
egorization system specifically designed for lung CT scans in their study. This system
processes lung CT images utilizing a combination of the Optimal Deep Neural Network
(ODNN) and Linear Discriminant Analysis (LDA) techniques.

2.2. Lung Cancer Detection Using Histopathological Images

A deep learning network, integrated with a tumor cell and metastatic staging system,
was used to evaluate the reliability of personalized treatment recommendations generated
by the deep learning preservation neural network. The effectiveness of the model was
assessed using C statistics. The longevity predictions and treatment strategies produced
by the computational intelligence survival neural network model were made accessible
through the development of a user interface [25].

Ardila et al. [26] introduced a novel system aimed at predicting the risk of lung cancer by
analyzing both historical and current computerized tomography (CT) dimensions of a patient.

The primary inspiration for our research comes from [27], where the authors intro-
duced a classification method for cancer detection based on Convolutional Neural Networks
(CNNs). However, we contend that employing a more sophisticated deep learning architec-
ture, which includes an attention block, can more effectively discern image features, thereby
enhancing the accuracy of cancer detection. Consequently, we introduce ATT-DenseNet as
a novel approach for detecting cancer using CT scans and histopathological images, with
this achieving superior accuracy compared to the CNN baselines previously considered.

Saric et al. introduce an entirely automated technique for detecting lung cancer
in comprehensive slide images of lung tissue samples [28]. The classification process
operates at the image patch level, employing CNNs. The study involves training two CNN
architectures, namely VGG and ResNet, and subsequently comparing their performance.
The findings indicate that the CNN-based methodology exhibits promise in supporting
pathologists during lung cancer diagnosis.
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Shahid et al. utilized a large dataset of lung and colon histopathology images,
equally divided into five classes, for training and validation [29]. They fine-tuned a
pretrained AlexNet by modifying four layers and achieved an initial accuracy of 89%. To
enhance accuracy while maintaining computational efficiency, they applied a contrast
enhancement technique to images in the underperforming class. This improved overall
accuracy to 98.4%.

Yang et al. explore deep learning models’ potential in identifying lung cancer subtypes
and mimics from digital whole slide images (WSIs) [30]. A novel threshold-based approach
is proposed for label inference of WSIs with complex tissue components.

3. Materials and Methods

In this section, we first talk about the datasets that we use for lung cancer detection,
consisting of chest CT scan images and histopathological images. Next, we discuss some
details about the channel attention squeeze and excitation block, which we refer to as an
SE block throughout this paper. Lastly, details regarding the DenseNet architecture are
presented at the end of this section.

3.1. Dataset Description

The dataset contains 15,000 histopathological images, each with dimensions of
768 × 768 pixels and stored in a JPEG format. These images come from a source that
is compliant with HIPAA regulations and has been validated for accuracy. Initially,
the collection included 750 images of lung tissue, which was equally divided among
250 images of benign lung tissue, 250 images of lung adenocarcinomas, and 250 images of
lung squamous cell carcinomas.

• Lung benign tissue;
• Lung adenocarcinoma;
• Lung squamous cell carcinoma.

Figure 1 presents samples associated with these three classes.

 

Figure 1. Histopathological images for lung cancer detection: (a) lung benign tissue, (b) adenocarci-
noma, (c) squamous cell carcinoma.

For the chest CT scan images, we consider three classes of cancer and a normal class.
Among the cancer classes, there are three types: adenocarcinoma, large-cell carcinoma,
and squamous cell carcinoma. A total of 340 images for each class including the normal
class have been used for training and testing. Figure 2 presents sample images from
these classes.
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Figure 2. CT scans for lung cancer detection: (a) adenocarcinoma, (b) large-cell carcinoma, (c) squamous
cell carcinoma, (d) normal.

3.2. DenseNet

DenseNet addresses significant challenges such as vanishing gradients and the ineffi-
cient use of parameters that are common in deep learning models [31]. Its standout feature
is the implementation of dense connectivity, ensuring that each layer is directly linked to
every other layer in a feedforward fashion. This structure promotes the seamless flow of
information and gradients across the network, enhancing learning efficiency and stability.
The fundamental component of DenseNet is the dense block, which consists of a series of
layers where each layer receives input from all preceding layers and, in turn, passes its
feature maps forward. This pattern of dense connections fosters substantial feature reuse
across the network, effectively leveraging and amalgamating learned representations from
various depths. Moreover, DenseNet mitigates the issue of vanishing gradients by intro-
ducing shortcut connections that facilitate a more straightforward flow of gradients during
the training process, thereby improving the model’s training efficiency and performance.

To manage the model’s complexity and computational cost, DenseNet incorporates
transition layers between dense blocks. These transition layers typically include a combina-
tion of convolutional and pooling operations, serving to reduce the number of channels
and downsample spatial dimensions. The growth rate, a hyperparameter, determines the
number of additional channels introduced by each layer in the dense block, influencing the
network’s capacity to learn and represent features.

In addition to dense connectivity, DenseNet often employs bottleneck layers within
each dense block. These bottleneck layers consist of a 1 × 1 convolution followed by a 3 × 3
convolution, enhancing computational efficiency. The architecture typically concludes with
a global average pooling layer, reducing spatial dimensions to a 1 × 1 grid, and a final
classification layer.

The advantages of DenseNet include its ability to effectively utilize parameters, result-
ing in models with fewer parameters compared to traditional architectures. This efficient
parameter usage, combined with dense connectivity, contributes to improved accuracy
and training efficiency. DenseNet has proven particularly effective in image classification
tasks and is widely adopted in the field of computer vision. A simplified representation of
DenseNet is presented as follows:

• Dense block: Assuming that input for the dense block is Xl (output of the lth layer), Hl
is a set of convolutional operations. Next, a function is needed for concatenating input
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with the output of Hl . The output of the lth layer is the concatenation of all previous
layer outputs and the output of the Hl operation.

• Transition layer: Input, Xl (output of the lth dense block). θl is the compression factor
that reduces the number of channels. Next, convolution and average pooling operations
are performed. The output of the transition layer can be represented as follows:

Xl+1 = Conv(AvgPool(Xl)θl). (1)

The transition layer is used to reduce the number of channels and spatial dimensions,
aiding in parameter efficiency.

• Overall DenseNet Structure: If we assume X0 as an input image, and H1, H2, . . ., HL
are dense blocks, θ1, θ2, . . ., θL are compression factors for each transition layer. k is
the growth rate (number of additional channels added by each layer)

The overall structure is a sequence of dense blocks connected by transition layers,
forming a dense and interconnected network. The DenseNet architecture for detecting lung
cancer using chest CT scans and histopathological images is presented in Figure 3.

Figure 3. DenseNet architecture for lung cancer classification.

3.3. SE Block

The attention mechanism functions as a mechanism for resource allocation and can be
categorized into various types, including channel attention, pixel attention, multistage at-
tention, and others. In this study, we focus on the channel attention SE block, as introduced
in [32]. The fundamental concept of this block is to determine feature weights based on the
loss, assigning greater weight to effective feature maps. The SE block consists primarily of
two components: squeeze and excitation.

The squeeze operation in neural network architectures compresses features along
the spatial dimensions, effectively transforming each two-dimensional feature map into a
single real number. This compression process generates a global receptive field, allowing
the network to capture and respond to global information present in the input data. On
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the other hand, the excitation step is akin to the gating mechanism found in Recurrent
Neural Networks (RNNs). This mechanism involves selectively amplifying or dampening
specific features based on their relevance to the task at hand, enabling the network to
focus on the most informative parts of the input data. Together, squeeze and excitation
operations allow a neural network to dynamically adjust the importance of different
channels, enhancing its ability to learn complex patterns and relationships in the data. It
generates weights for each feature channel using parameters and learns these weights to
explicitly model the correlation between feature channels. The graphical representation
of the SE block is depicted in Figure 4. For any given transformation Ftr, mapping the
input X

(
X ∈ RH′×W ′×C′)

to the feature map U where U ∈ RH×W×C, we can construct
a corresponding SE block to perform feature recalibration. The feature U first passes
through a squeeze operation Fsq, which compresses U into a 1 × 1 × C feature. Next,
through excitation operation Fex, the feature from Fsq is excited. Lastly, through Fscale,
the recalibration feature is achieved, where Fscale implies that the weights assigned to
the excitation output are individually applied to each preceding feature channel through
multiplication. Through this process, the original characteristics in the channel dimension
are recalibrated, achieving a fine-tuning of the importance of each feature channel.

 
Figure 4. SE block structure.

The ATT-DenseNet model leverages a sophisticated attention mechanism, specifically
the squeeze-and-excitation (SE) block, to improve its performance in lung cancer detection
using CT and histopathological images. Here is a detailed explanation of how this attention
mechanism is implemented and its impact on the model’s performance:

3.3.1. Implementation of the SE Block

• Squeeze Operation: This component of the SE block compresses the spatial dimensions
of the feature maps. Each two-dimensional feature map is aggregated into a single
real number, effectively summarizing the spatial information into a channel descriptor.
This operation creates a global receptive field for each channel, capturing global spatial
information succinctly.

• Excitation Operation: The excitation step follows the squeezing of feature maps. It
uses a fully connected layer to learn a set of weights for each channel. These weights
are learned during training and are used to model the interdependencies between the
channels. The operation is similar to a gating mechanism in recurrent neural networks
(RNNs), allowing the model to assign adaptive importance to each channel based on
the current input.

• Feature Recalibration: The output from the excitation step, which consists of weights
for each channel, is used to recalibrate the original feature maps. This is achieved by
scaling each channel of the feature map by its corresponding learned weight. The
recalibrated feature maps emphasize informative features while suppressing less
useful ones, enhancing the representational power of the network.

3.3.2. Impact on Model Performance

• Enhanced Feature Representation: By dynamically recalibrating the feature channels
based on their relevance to the task at hand, ATT-DenseNet can focus more on im-
portant features while ignoring irrelevant ones. This results in a more discriminative
feature representation, improving the model’s accuracy in detecting lung cancer.
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• Improved Model Generalization: The ability to adaptively adjust the importance of
features based on the input allows ATT-DenseNet to generalize better across different
datasets and imaging conditions. This adaptability is crucial in medical imaging,
where variability across images is common.

• Efficient Use of Model Parameters: Despite the added complexity of the attention
mechanism, the SE block’s efficient design ensures that the increase in computational
cost and parameters is minimal. This efficiency is particularly important in medical
applications, where model deployment may need to be resource-conscious.

In summary, the attention mechanism used in ATT-DenseNet, embodied by the SE
block, plays a critical role in enhancing the model’s ability to detect lung cancer from
CT and histopathological images. By focusing on relevant features and suppressing
irrelevant ones, the model achieves improved performance metrics, including accuracy,
precision, recall, and the F1-score, making it a powerful tool for early and accurate lung
cancer detection.

The SE block significantly enhances the functionality of the ATT-DenseNet model by
introducing a novel approach to feature recalibration within deep learning architectures.
In its functionality, the SE block first executes a squeeze phase, which aggregates spatial
information across the feature maps by compressing the spatial dimensions of each channel
into a single value. This process captures global contextual information from each feature
map, providing a comprehensive summary of the spatial attributes. Following this, the ex-
citation phase employs a fully connected layer to learn weights for each channel, effectively
determining the importance of each feature based on the aggregated global information.
This mechanism enables the model to understand the intricate relationships between chan-
nels and to assign more weight to those features deemed crucial for the task at hand. The
culmination of the SE block’s process is the feature recalibration stage, wherein the original
feature maps are scaled by the learned channel-specific weights. This recalibration allows
the model to enhance or suppress features based on their learned importance, optimizing
the network’s focus and resource allocation towards the most informative features for the
specific task of lung cancer detection.

The role of the SE block in emphasizing cancer-related information within the feature
maps is pivotal for the enhanced performance of the ATT-DenseNet model in detecting lung
cancer. By dynamically adjusting the emphasis on different features, the SE block enables
the model to concentrate more effectively on the characteristics indicative of cancerous
tissues, such as abnormal growth patterns and irregular tissue structures, while diminishing
the focus on less relevant features. This selective attention to cancer-related features allows
the model to be more sensitive and accurate in identifying potential cancerous lesions
within CT and histopathological images. The ability to discern and prioritize critical cancer-
related information over normal tissue characteristics significantly improves the model’s
diagnostic precision, enabling it to detect lung cancer with greater accuracy, precision, recall,
and F1-score. Through the implementation of the SE block, ATT-DenseNet advances the
field of medical imaging analysis by providing a more effective tool for the early detection
and diagnosis of lung cancer, potentially leading to better patient outcomes through timely
and accurate treatment planning.

3.4. Neuron Death Avoidance

PReLU (Parametric Rectified Linear Unit) is a variation of the popular ReLU (Rec-
tified Linear Unit) activation function commonly used in neural networks [33]. While
ReLU sets all negative values to zero, PReLU allows for a small negative slope, which
is learned during training. Neuron death, or dying ReLU problem, can occur when the
ReLU units always output zero for a particular input during training, leading to those
units no longer updating their weights. This can happen when the input to a ReLU
neuron is consistently negative, causing the gradient to be zero and thus preventing the
weights from being updated. By allowing for a small negative slope in PReLU, even
for negative inputs, it helps to alleviate this issue by providing a non-zero gradient for
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those inputs. This encourages the flow of gradients during backpropagation, preventing
neurons from becoming inactive during training.

3.5. Pseudocode of the Proposed Method

The pseudocode describes a step-by-step method to analyze medical images for
lung cancer using a special computer program. It starts by preparing the images in a
consistent way. Then, for each image, it goes through several layers that automatically
extract important features. A special attention mechanism then focuses on the most relevant
features, making them more prominent for the final decision-making process. Finally, the
program decides whether the image shows signs of lung cancer. The effectiveness of this
process is checked by seeing how accurate and reliable the decisions are.

1. Input: CT Scan and Histopathological Images;
2. Preprocessing: Normalize images to the same scale;
3. For each image in the dataset:

a. Pass image through DenseNet layers:

- Convolutional layers: Extract features from the image;
- Pooling layers: Reduce spatial dimensions of the feature maps;
- Dense blocks: Enhance feature extraction through densely connected layers;

b. Integrate Attention Mechanism:

- Compute attention scores for feature maps generated by DenseNet;
- Multiply attention scores with corresponding DenseNet feature maps;

c. Classification Layer:

- Flatten the attended feature maps;
- Pass through fully connected layers to obtain the final classification;

4. Output: Lung cancer diagnosis (Cancerous or Non-Cancerous);
5. Evaluation:

- Use metrics such as accuracy, precision, recall, and the F1-Score to evaluate
model.

The problem statement in this paper focuses on the challenge of detecting lung cancer
accurately and efficiently using CT and histopathological images. Despite advances in
medical imaging, accurately diagnosing lung cancer early remains difficult due to the
complex nature of tumor appearances and variations in imaging. This paper introduces
the ATT-DenseNet model as a solution to improve diagnostic performance by leveraging
deep learning and attention mechanisms to enhance the model’s ability to focus on relevant
features within the images, aiming to increase the accuracy, precision, recall, and F1-score of
lung cancer detection. In the medical industry, this model could significantly impact early
lung cancer diagnosis, treatment planning, and patient outcomes. It could be integrated into
diagnostic imaging systems in healthcare facilities to assist radiologists and pathologists,
enhancing the precision of lung cancer detection and enabling more personalized treatment
strategies, ultimately leading to better patient care and survival rates.

4. Results

4.1. Parameter Settings and Implementation Details

For all the experimental results conducted, we used AMD Ryzen 7-5800HS CPU, having
40 GB of randomly accessible memory. NVIDIA GeForce RTX 4060 GPU was used for
simulation. Furthermore, we used Tensorflow 2.15.0 and Python 3.10.12 for all the results
acquired. Implementation details of the proposed ATT-DenseNet are described in Table 1. We
used 70% of the data for training, and rest of the 30% data were used for validation.
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Table 1. Hyper parameters associated with the model.

Parameters Values

Number of filters (channels) 32

Growth rate 32

Dropout rate 0.2

Number of dense blocks 4

Learning rate 0.001

Batch size 64

Weight decay 0.0005

Optimizer Adam

4.2. Histopathological Images

First, we present the results associated with cancer detection for histopathological
images. In the context of evaluating the performance of classification models within
machine learning, the confusion matrix stands out as a pivotal tool. This matrix provides a
detailed breakdown of the predictions made by a model, allowing for a nuanced assessment
of its performance in terms of accurately predicting different classes. The confusion matrix
is structured as a table, categorizing predictions into four fundamental types: True Positives
(TP), True Negatives (TN), False Positives (FP), and False Negatives (FN). TPs and TNs
represent instances where the model has correctly predicted the positive and negative
classes, respectively. By contrast, FPs and FNs reflect the errors in prediction, where the
model incorrectly identifies the positive and negative classes.

Derived from the confusion matrix, several key performance metrics that offer insights
into different aspects of the model’s predictive accuracy are accuracy, precision, recall,
and F1 score. These metrics, derived from the confusion matrix, are instrumental in
comprehensively understanding the performance of a classification model. They highlight
not only the model’s accuracy but also the nature and extent of any prediction errors,
thereby guiding further model refinement and optimization.

We had 750 images in total representing three different classes and an even distribution
of 250 images for each class. We reserved 15% of the data for validation, and the results
presented are based on this validation data performance. Figure 5 presents the confusion
matrix for ATT-DenseNet implementation along with two other baselines, namely AlexNet
and SqueezeNet.

Figure 6 presents a performance comparison of DenseNet, Alexnet, and SqueezeNet.
The performance metrics considered are average accuracy, precision, recall and the F1-score.

As we can see from the presented confusion matrices in Figure 5, very few samples
have been misclassified by the DenseNet compared to the baselines. Figure 6 provides a
figure showing the performance of DenseNet against AlexNet and SqueezeNet in terms
of accuracy, precision, recall, and F1 score. For all the performance metrics, DenseNet
performs better. DenseNet’s architecture allows for each layer to have direct access to the
gradients from the loss function and the original input signal, leading to more efficient
training and feature reuse. This is particularly useful in histopathological image analysis,
where subtle features and patterns are crucial for accurate classification. Furthermore, in
DenseNet, each layer receives a “collective knowledge” from all preceding layers, which
improves the flow of gradients throughout the network. This leads to better learning and
performance, as each layer can learn more complex features based on all previous layers.
To further improve the performance, as presented in Section 3, we adopt ATT-DenseNet,
which is our proposed method. We achieved the following performance (Figure 7), which
surpasses the traditional DenseNet, AlexNet and SqueezeNet.
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(a) (b) 

 
(c) 

Figure 5. Confusion matrix for validation data (histopathological images): (a) DenseNet, (b) AlexNet,
(c) SqueezeNet.

 

Figure 6. Performance analysis (histopathological images) of DenseNet, AlexNet, and SqueezeNet:
(a) accuracy, (b) precision, (c) recall, and (d) the F1-score.
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Figure 7. Performance analysis (histopathological images) of the ATT-DenseNet.

Finally, to show the better performance of ATT-DenseNet in a more vivid way, Figure 8
presents a comparison of the accuracy curves over 1000 epochs. As we can see from the
figure, it outsmarts the baselines by significant margins, achieving an average accuracy of
0.954 (95.4 in percentage).

Figure 8. Performance analysis of ATT-DenseNet against all the other CNN baselines in terms of accuracy.

4.3. CT Scan Images

As mentioned in previous sections, the CT scan images used for cancer detection have
four classes. The confusion matrix for the classification using ATT-DenseNet is presented
in Figure 9. We do not extensively present the confusion matrices as we did before for
histopathological images in order to avoid repetition. Furthermore, Figure 10 presents an
accuracy curve comparison.

We can see from Figure 10 that the proposed ATT-DenseNet achieves higher accuracy
compared to all the baselines by achieving 94% average accuracy on the test set of the data.
Similarly, as presented in terms of histopathological images, the F1-score of ATT-DenseNet
is found to be higher than all the other baselines for CT scan images. Finally, we compare
the proposed method with RestNet in terms of accuracy and the F1-score and see that the
proposed method performs better as well.
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Figure 9. Confusion matrix for ATT-DenseNet for lung cancer classification using CT scan images.

Figure 10. Performance analysis of ATT-DenseNet against all the other CNN baselines in terms of
accuracy (CT images).

The proposed ATT-DenseNet mechanism adaptively recalibrates feature responses by
explicitly modeling interdependencies between channels. This means that the method can
dynamically emphasize informative features while suppressing irrelevant ones. By contrast,
DenseNet without attention, SqueezeNet, and AlexNet lack such mechanisms to focus on
the most relevant features, potentially leading to suboptimal feature utilization. Further-
more, the proposed ATT-DenseNet facilitates better discrimination of features by learning
channel-wise relationships. By selectively emphasizing important features, the method
can potentially enhance the discriminative power of the network, leading to improved
classification performance. DenseNet without attention, SqueezeNet, and AlexNet do not
have the capability to learn such discriminative features effectively. The adaptive nature of
ATT-DenseNet allows the method to dynamically adjust feature importance based on the
input, leading to improved generalization across the datasets and scenarios. This adaptabil-
ity enables our model to capture complex patterns in the data more effectively compared
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to the fixed feature mappings of DenseNet without attention, SqueezeNet, and AlexNet.
DenseNet’s dense connectivity pattern enables feature reuse throughout the network, lead-
ing to parameter efficiency. This means DenseNet requires fewer parameters compared to
ResNet or traditional architectures to achieve similar or better performance. With fewer
parameters, DenseNet models can be trained faster and require less memory. DenseNet’s
dense connections facilitate a direct gradient flow from the later layers to the earlier layers
during backpropagation. This helps alleviate the vanishing gradient problem, making it
easier to train very deep networks. That is why, as presented in Figures 8, 10 and 11, we
achieved better accuracy for the proposed ATT-DenseNet.

Figure 11. Performance analysis of ATT-DenseNet against all the other CNN baselines in terms of
accuracy (CT images).

4.4. Computational Complexity and Reproducibility

DenseNet typically has a higher computational cost compared to SqueezeNet due to its
larger number of parameters, with DenseNet often ranging from 20–30 million parameters,
SqueezeNet usually having around 0.7–1.3 million parameters, and AlexNet falling in
between, with approximately 60–70 million parameters. This higher parameter count in
DenseNet leads to increased memory usage during training and inference, as well as longer
training times, especially on datasets with a large number of samples. However, DenseNet’s
parameter efficiency and dense connectivity may offer better feature reuse and representa-
tion learning, potentially leading to higher accuracy and more robust models, particularly
in scenarios with abundant computational resources. This is particularly beneficial in
medical applications such as lung cancer classification, where accuracy is paramount and
where even marginal improvements can have significant clinical implications. The intricate
and nuanced patterns present in medical images require models capable of capturing fine-
grained details, which DenseNet’s dense connectivity facilitates. While the computational
cost may be higher, the potential for improved accuracy and better performance in medical
diagnosis justifies the investment in computational resources. Therefore, despite the higher
computational cost, DenseNet is preferred for medical applications where accuracy and
reliability are critical, even if it requires more computational resources compared to alterna-
tive architectures like SqueezeNet. The results in this section support this statement since
ATT-DenseNet, the proposed method, outperforms the other two baselines with higher
rates of accuracy.

We tested the reproducibility of the results multiple times with different sets of input
extracted from the dataset. In particular, there were 15,000 images in total in the dataset.
We took different batches of 750 images to perform the classification to see whether we
obtained similar results.
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4.5. Clinical Implications and Limitations

The ATT-DenseNet model, designed for lung cancer detection using CT and histopatho-
logical images, has significant clinical implications and potential impacts on patient diag-
nosis and treatment. The model’s innovative approach, which emphasizes relevant image
regions and utilizes advanced data preprocessing techniques, sets a new standard in the
field. By achieving impressive average accuracies of 95.4% for histopathological images and
94% for CT scan images, ATT-DenseNet not only demonstrates superiority over traditional
models like DenseNet, AlexNet, and SqueezeNet but also highlights its potential as a trans-
formative tool in medical diagnostics. This enhanced accuracy and precision in detecting
lung cancer could lead to earlier and more accurate diagnoses, enabling timely and person-
alized treatment plans for patients. Early detection is critical in improving survival rates
for lung cancer patients, as it allows for interventions at a stage when the disease is more
treatable. Furthermore, the ability of ATT-DenseNet to precisely identify cancerous tissues
within images can assist in planning targeted therapies, reducing the need for invasive
diagnostic procedures, and ultimately contributing to better patient outcomes. The model’s
emphasis on relevant regions within the images ensures that clinicians receive focused and
significant diagnostic information, potentially streamlining the decision-making process in
clinical settings and improving the efficiency of lung cancer screening programs.

The proposed method showcases significant improvements in detection metrics. How-
ever, it faces limitations in generalizability and class imbalance. The model’s performance
on diverse datasets is uncertain due to variations in imaging protocols and patient de-
mographics, highlighting the need for models that adapt to different data characteristics.
Additionally, the prevalent issue of class imbalance, where non-cancerous images outnum-
ber cancerous ones, can skew the model towards predicting the majority class, potentially
reducing its sensitivity to cancerous cases. Addressing these challenges requires further
research into robust model design, advanced data augmentation, and balancing techniques
to ensure the model’s effectiveness across varied datasets and improved detection of can-
cerous images. We also want to include some formal methods for AI-based technique
verification [34,35].

5. Conclusions

In this paper, we successfully developed the ATT-DenseNet model, which notably
improved the accuracy, precision, recall, and the F1-score for lung cancer detection using
CT and histopathological images. This model’s innovative approach, which emphasizes
relevant image regions and utilizes advanced data preprocessing techniques, sets a new
standard in the field. The results, with an impressive average accuracy of 95.4% for
histopathological images and 94% for CT scan images, not only demonstrate the superiority
of ATT-DenseNet over traditional models like DenseNet, AlexNet, and SqueezeNet but
also highlight its potential as a transformative tool in medical diagnostics, offering new
possibilities for the early and accurate detection of lung cancer. Future research directions
could explore further enhancements to the ATT-DenseNet model for even greater rates
of accuracy and efficiency in lung cancer detection. Further research could also focus on
reducing the model’s computational requirements to facilitate its deployment in resource-
limited settings, ensuring wider accessibility and use.
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Abstract: Total knee arthroplasty (TKA) stands out as one of the most widely employed surgical
procedures, establishing itself as the preferred method for addressing advanced osteoarthritis of the
knee. However, current knee prostheses require refined design solutions. This research work focuses
on a computational analysis of both the mechanical behavior of a knee joint implant and the bone
remodeling process in the tibia following implantation. This research study delves into how specific
design parameters, particularly the stem geometry, impact the prosthesis’s performance. Utilizing
a computed tomography scan of a tibia, various TKA configurations were simulated to conduct
analyses employing advanced discretization techniques, such as the finite element method (FEM) and
the radial point interpolation method (RPIM). The findings reveal that the introduction of the implant
leads to a marginal increase in the stress values within the tibia, accompanied by a reduction in the
displacement field values. The insertion of the longest tested implant increased the maximum stress
from 5.0705 MPa to 6.1584 MPa, leading to a displacement reduction from 0.016 mm to 0.0142 mm.
Finally, by combining the FEM with a bone remodeling algorithm, the bone remodeling process of
the tibia due to an implant insertion was simulated.

Keywords: total knee arthroplasty; tibia bone; finite element method; meshless methods; bone remodeling

1. Introduction

Total knee arthroplasty (TKA) stands as one of the frequently conducted surgical
interventions in the field of Orthopedics, offering the promise of enhancing functionality,
alleviating pain, and reinstating the quality of life for patients [1]. It is estimated that in the
USA, the growth in surgical requests from 2005 to 2030 will be around 673% (3.48 million) [1].
The main objective of a TKA is to reduce knee pain, based on the replacement of most of
the damaged components of the joint with an implant, and the success of the surgery is
estimated by the absence of pain and functional recovery of the knee in a short period [2].
TKA can encompass the surface of up to three bones: the femur, the patella, and the
tibia; however, the latter is the area where most injuries leading to this surgical procedure
occur [2]. In certain cases, for enhanced implant fixation and stability, a cylindrical extension
known as the tibial stem is incorporated at the distal end of the tibial metal component
whose primary function is to increase implant stability, particularly in challenging cases, by
minimizing micromovements at the bone–implant interface, thereby mitigating the risk of
aseptic loosening [3]. These tibial extensions come in various lengths and widths and can
be secured through different methods, including total cementation, proximal cementation
only, or a press-fit approach without the use of cement [3]. The existence and design of
the tibial extension, including its size and method of fixation, can induce a phenomenon
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referred to as stress shielding, resulting in bone loss in the regions most affected, which
may weaken the implant fixation, requiring the placement of a new prosthesis [4–7]. Stems
are fundamental in most TKAs in aiding the transfer of loads from the damaged articular
and metaphyseal bone to the tibial cortical limit and in distributing the increased stress of a
specific joint [8]. Stems, at the cost of stress shielding, improve mechanical stability through
shearing resistance, reduction in lift-off, and a decrease in micromovement [8]. In cases
where the available bone reserve is inadequate to sustain the prosthesis, the incorporation of
stems is generally advised [9]. When addressing substantial volume defects through bone
grafting, the use of a stem becomes essential to shield the graft from excessive loads, since
the knee joint bears loads several times the body weight and a failure in load transfer by the
stem can subject the remaining trabecular bone to a load surpassing its maximum strength,
resulting in a compromise in the fixation of the component [9]. While there is today a large
consensus about the necessity of a stem for enhancing both the initial mechanical stability
and the ultimate longevity of the component, the recommended lengths and diameters
and fixation methods continue to be subjects of controversy [8]. It is noteworthy that it is
highly unlikely that an ideal length, for example, will ever be determined, due to a huge
heterogeneity in the anatomical characteristics of patients [8,10].

In cemented arthroplasty, the oldest fixation method, the cement ensures the union
between the implant and the bone tissue, providing a uniform load distribution throughout
the extent of the bone–implant interface [11]. However, the cement, usually composed of
polymethyl methacrylate (PMMA), does not provide adhesive properties; it only fills the
gaps located between the bone and the prosthesis [11]. Many studies have indicated that
cemented fixation shows better short- and medium-term results, as it reduces patient pain
and increases mobility and, consequently, their quality of life [11]. This method is mainly
employed in cases of extensive bone damage and a significantly compromised internal
cortex, particularly observed in individuals diagnosed with advanced osteoporosis [8].
However, some incidents with the use of cement have also been reported, as it degrades
over time, causing the release of debris that leads to inflammation of the surrounding
bone [12]. Another point to consider is the surgical intervention of revision, recurrent in
younger patients, since the removal of the cement-fixed prosthesis is quite complicated,
and therefore, this technique is then recommended only for patients over 65 years of age or
patients with poor bone condition, in order to ensure a strong primary fixation [12,13]. The
adversities and complexity related to cemented arthroplasty have encouraged the search
for new fixation methodologies.

Unlike cemented arthroplasty, which results from the mechanical fixation of the
cement, uncemented arthroplasty is based not only on mechanical fixation but also on
the biological junction of the implant to the bone tissue [14]. This new technique aims to
improve, in the long term, the success of implants in young patients, who demonstrate
good bone quality. The main drawback of this approach is the pain in the lower limbs,
which is a consequence of the poor fixation of the implant to the bone tissue [12].

Computational tools such as the FEM have been very useful for researchers in the
field of arthroplasty. Studies using these tools focus on the implant geometry and materials
as well as surgical techniques. With these studies, issues such as the minimization of
stress shielding or micromotions, which can heavily hinder the success of the treatment,
are dealt with. Completo et al. [15] conducted a study using the finite element method,
which evaluated the distribution of loads and stability at the cement-bone interface for two
fixation techniques, cemented and press-fit. The findings revealed that the load transmitted
from the cemented stem to the bone was fourfold higher [15]. Quevedo González et al. [16]
used a computational approach to study the effect on tibial stress of using a smaller tibial
baseplate in order to prevent excessive rotation, having concluded that the consequences of
this undersizing are minimal. Quevedo Gonzalez et al. [17] used a computational approach
to determine that adding an anterior spike to the tibial baseplate would help to decrease
the micromotions between the bone and the implant. Other approaches addressing implant
geometry include the work of Liu et al. [18], who used a topology-optimization approach
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to improve the design of the metal plate, through a porous design, used to treat defects
in the proximal tibia with TKA. Liu et al. [19] compared two techniques used in TKA,
namely, the cement screw and the metal block, and concluded that the use of a metal block
is more suitable for larger defects. Regarding the study of the most suitable materials,
studies such as those of Bhandarkar and Dhatrak [20] and Apostolopoulos et al. [21] deal
with the cushion material and tibial insert, respectively. In the first study, it is concluded
that using a UHMWPE cushion leads to lower stresses in the inserts, and in the second
work, an all-polyethylene TKA is compared to a metal-backed TKA and it is stated that the
all-polyethylene one is cheaper and yields similar results to the metal one, with the disad-
vantage of requiring cement and having less flexibility. Finally, some studies concerning
the arthroplasty of the ankle can also be mentioned, such as that of Jyoti and Ghosh [22]
concerning the optimal resection length, which concluded that stress shielding and micromo-
tion increase with resection depth, and thus, that this should be kept to a minimum; and
the work of Jyoti et al. [23] concerning the interface of the implant, in which it is proposed
that both the friction coefficient between the implant and the bone, and the implant design,
along with the bone quality, heavily influence micromotion, while stress distribution is less
influenced by the friction coefficient and more by the design of the implant and the quality
of the bone.

The present computational approach aims at complementing experimental studies
and international standards such as ISO DIS 22926 [24] and ISO/CD 5092:2023 [25]. Fur-
thermore, this research employs meshless methods to achieve higher accuracy in obtaining
solutions, thereby enhancing the quality of computational studies on implant biomechanics.
Moreover, it incorporates a bone remodeling approach to assess if the implant could cause
considerable bone loss as a result of stress shielding.

2. Numerical Formulation

2.1. Meshless Methods Formulation

Generally, in meshless methods the process initiates with the discretizaton of the
problem’s physical domain with a nodal distribution. Although, as in other discretiza-
tion techniques, regular nodal distributions allow more accurate and stable results to be
achieved, in meshless methods nodes can be irregularly distributed over the problem
domain. Geometry features such as cracks and holes can have a higher nodal density to
anticipate the stress concentration that may occur. Usually, a very dense nodal distribution
will lead to more accurate results, with the consequence of presenting a much higher
computational cost [26].

Next, to integrate the integro-differential equations governing the physical phe-
nomenon under study, it is necessary to create a background integration mesh. Commonly,
background integration cells are created and then filled with integration points representing
volume portions. Most meshless methods requiring integration apply the Gauss–Legendre
integration scheme to the integration cells [26].

The previous stage is followed by the imposition of nodal connectivity through influ-
ence domains. Thus, each integration point searches for a certain number of nodes within
its vicinity (generally, following a radial search). The nodes within its vicinity form the
influence-domain of the integration point. The literature shows that the size of the influence
domain significantly affects the performance of the method.

Then, using the nodes forming the corresponding influence domain, the shape func-
tions (and their partial derivatives) of a given integration point are built, and matrix B,
from Equation (18), can be established.

Taking the example of the displacement field u, the displacement at an integration
point xI can be interpolated using the displacement values of the nodes within the influence
domain of xI ,

u(xI) =
nd

∑
i=1

ϕi(xI)u(xi) (1)
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where the number of nodes inside the influence domain of xI is represented as nd, the
displacement values of each node i belonging to the influence domain of xI is indicated as
u(xi), and ϕi(xI) is the value on node i of the shape functions of xI .

For each integration point xI , a local stiffness matrix is established, KI , Equation (22).
Then, all local stiffness matrices are assembled into a global stiffness matrix, allowing the
final discrete system of equations Ku = F to be obtained, which can be solved to obtain the
displacement field u = K−1F.

2.1.1. Influence Domains

The RPIM uses the concept of influence domains, which is shown schematically in
Figure 1. The influence domain consists of the set of nodes in the vicinity of the interest
point. The nodes within the spatial vicinity of integration point xI constitute the influence
domain of xI . Influence domains can all have the same number of nodes or instead present
different sizes and different numbers of nodes. Moreover, the shape of the influence domain
can be any. In Figure 1a, the influence domains present the same size (r1 = r2), which leads
to a different number of nodes in each influence domain, while in Figure 1b the number of
nodes inside each influence domain is the same due to their different sizes: (r1 �= r2).

x1

nd = 10

r1

x2
nd = 13

r2

(a)

x1

nd = 13

r1

x2
nd = 13

r2

(b)
Figure 1. Influence domains: (a) fixed size; (b) variable size.

2.1.2. Shape Functions

Consider the integration point xI ∈ R3 and its influence domain: XI = {x1, x2, . . . xn} ∈ R3,
with n being the total number of nodes within the influence domain of xI . The shape func-
tion of xI is calculated using only the n nodes belonging to its influence domain. Thus, the
variable field u(xI) can be interpolated at xI using

u(xI) = r(xI)
Ta(xI) + p(xI)

Tb(xI) = {r(xI)
T p(xI)

T}
{

a(xI)
b(xI)

}
(2)

where a(xI) and b(xI) are non-constant coefficients of the radial basis function (RBF), r(xI),
and of the polynomial basis function (PBF), p(xI), respectively. Although the literature
describes several distinct RBFs [27], generally, radial point interpolation techniques apply
the multi-quadrics RBF (MQ-RBF) [28]:

ri(xI) = (d2
iI + (γdc)

2)p (3)

The parameter dc is the size coefficient, directly correlated with the numerical weight
wI of the integration point xI , and the parameter diI is the Euclidean distance between the
integration point xI and the node xi inside the influence domain of xI . The parameters p
and γ are shape parameters and, according to [27], these should present values so that γda
is almost null and p is almost unity, which maximizes the method’s performance.
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The PBF possesses m terms (the monomials), which can be established using Pascal’s triangle.

p(xI) = {p1(xI) p2(xI) · · · pm(xI)}T (4)

In radial point interpolation formulations, the constant PBF p(x) = {1} or the linear
PBF p(x) = {1 x y z}T is generally used.

The number of unknowns in the system Ra(xI) + Pb(xI) = us is n + m. Therefore, to
build a system of equations it is necessary to include a new set of equations. The literature
shows that it is necessary to impose PTa(xI) = 0 to achieve a unique solution [27]. This
leads to the following system of equations:[

R P
PT 0

]{
a(xI)
b(xI)

}
= MT

{
a(xI)
b(xI)

}
=

{
us
0

}
⇒
{

a(xI)
b(xI)

}
= M−1

T

{
us
0

}
(5)

where R [n × n] is the radial moment matrix (Equation (6)), P [n × m] is the polynomial
moment matrix, (Equation (7)), and us is a vector with the field function nodal parameters
[n × 1].

R =

⎡
⎢⎢⎢⎣
(d2

11 + (γdc)2)p (d2
12 + (γdc)2)p · · · (d2

1n + (γdc)2)p

(d2
21 + (γdc)2)p (d2

22 + (γdc)2)p · · · (d2
2n + (γdc)2)p

...
...

. . .
...

(d2
n1 + (γdc)2)p (d2

n2 + (γdc)2)p · · · (d2
nn + (γdc)2)p

⎤
⎥⎥⎥⎦ (6)

P =

⎡
⎢⎢⎢⎣

p1(x1) p2(x1) · · · pm(x1)
p1(x2) p2(x2) · · · pm(x2)

...
...

. . .
...

p1(xn) p2(xn) · · · pm(xn)

⎤
⎥⎥⎥⎦ (7)

By back-substitution in Equation (2), it is possible to obtain

uh = {r(xI)
T p(xI)

T}M−1
T

{
us
0

}
= {ϕ(xI)

T ψ(xI)
T}
{

us
0

}
(8)

In which φ(xI)
T represents the RPI shape function vector, and ψ(xI)

T is a neglectable
vector, a by-product of the additional set of equations: PTa(xI) = 0.

ϕ(xI) =
{

ϕ1(xI) ϕ2(xI) · · · ϕn(xI)
}

(9)

Finally, the RPI shape functions verify the Kronecker delta property, which allows for
the direct imposition of boundary conditions, as they pass through all the nodes in the
influence domain:

ϕi
(
xj
)
= δij

{
1 (i = j)
0 (i �= j)

(10)

as well as satisfying the partition of unity:

n

∑
i=1

ϕi(xi) = 1 (11)

2.2. Weak Form and Discrete System of Equations

Assuming well-known essential boundaries and the initial and final time conditions
(i.e., the compatibility conditions), the energy principle dictates that out of all possible
displacement configurations satisfying such compatibility conditions, the unique final solu-
tion is the one minimizing the Lagrangian functional. The minimization of the Lagrangian
functional for a solid with domain Ω and boundary Γ can be represented as

δ
∫ t2

t1

[
1
2

∫
Ω

ρu̇Tu̇dΩ − 1
2

∫
Ω

εTσdΩ +
∫

Ω
uTbdΩ +

∫
Γt

uTtdΓ
]
= 0 (12)
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where ρ is the solid-mass density, u̇ is the velocity, ε is the strain tensor, σ is the stress tensor,
u is the displacement vector, b are the body forces, and t are the traction forces applied to
the boundary Γ ∈ Ω. The first term of (12) refers to the kinetic energy and is, therefore,
discarded in static problems. The second term is referent to the strain energy and the last
two terms are referent to the work produced by the external forces. The variational operand
can be moved inside the integral and the second integral in (12) is rearranged. Thus, for
Equation (12) to be valid for the compatibility conditions, its integrand must be equal to
zero. Such an equality results in the Galerkin weak form.∫

Ω
δεTσdΩ =

∫
Ω

δuTbdΩ +
∫

Γt
δuTtdΓ (13)

where δε is the virtual strain tensor and δu is the virtual displacement.
The principle of virtual work states that if a solid body is in equilibrium, the virtual

work produced by the inner stresses and the body applied external forces are null when
the body experiments a virtual displacement.

The energy conservation principle states that if the work produced by the inner
stresses is equal to the work produced by the applied external forces, then the body is
in equilibrium. If the work produced by the applied external forces is calculated with a
virtual displacement field and the work produced by the inner stresses is calculated using
a virtual strain field resultant from the same virtual displacement field, then the principle
of virtual work is obtained. Thus, knowing that stresses and strains are related through the
generalized Hooke’s law equation, Equation (14),

σ = Dε (14)

and strains are linearly related to displacements, Equation (15),

ε = Lu (15)

the weak form Equation (13) can be re-written in terms of displacement as follows:
∫

Ω
δuTBTDBudΩ =

∫
Ω

δuTHbdΩ +
∫

Γ
δuTHtdΓ (16)

Inverting the material compliance matrix C, it is possible to obtain the constitutive
material matrix D = C−1. Assuming the Voigt notation, the material compliance matrix C
can be presented as

C =

⎡
⎢⎢⎢⎢⎢⎢⎣

c1 c3 c3 0 0 0
c3 c1 c3 0 0 0
c3 c3 c1 0 0 0
0 0 0 c2 0 0
0 0 0 0 c2 0
0 0 0 0 0 c2

⎤
⎥⎥⎥⎥⎥⎥⎦

(17)

where c1 = 1/E and c3 = −ν/E, being that E and ν are the Young’s modulus and the
Poisson ratio of the material, respectively. In Equation (16), B is the deformation matrix:

B(xI) =
n

∑
i=1

Lϕi(xI) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂φi
∂x 0 0
0 ∂φi

∂y 0

0 0 ∂φi
∂z

∂φi
∂y

∂φi
∂x 0

0 ∂φi
∂y

∂φi
∂z

∂φi
∂z 0 ∂φi

∂x

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(18)

so that the strain and displacement relation is
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ε(xI) = B(xI)u (19)

for any integration point xI . H is a diagonal matrix containing the shape functions ϕ(xI).
The virtual displacement can be removed from (16),

∫
Ω

BTDBdΩu =
∫

Ω
HbdΩ +

∫
Γ

HtdΓ (20)

obtaining the discrete system of equations. Equation (20) can be written in the matrix
form as

Keue = Fe (21)

where the elemental stiffness matrix Ke is

Ke =
∫

Ω
BTDBdΩ (22)

and the force vector Fe is given by

Fe =
∫

Ω
HbdΩ +

∫
Γ

HtdΓ (23)

Finally, the global system of equations is assembled from the element matrices so that
the displacement field can be solved.

2.3. Bone Tissue Remodeling Algorithm

Bone remodeling is a vital process for bone health and maintenance, allowing bones
to develop, repair, and renew throughout life. This process is complex and highly coor-
dinated, involving the removal and replacement of deteriorated bone tissue through the
activity of various cellular components. These components ensure mineral homeostasis
and structural integrity [29]. The cellular groups that sequentially carry out the process
of bone resorption and formation compose the bone remodeling unit, which has been
termed the basic multicellular unit (BMU) [30]. Initially, a BMU is formed by osteoclasts
responsible for bone resorption. Subsequently, the bone surface is covered by reversal
cells and prepared for bone replacement. In the next step, osteoblasts release and deposit
osteoid, the unmineralized bone matrix [29].

The bone remodeling cycle includes five sequential phases: activation, resorption,
reversal, formation, and termination [29].

Several studies [31–34] affirm the correlation between the mechanical properties of
bones and their apparent density. Additionally, various bone tissue models [35–38] in the
literature delineate the evolution of trabecular architecture based on mechanical stimuli,
employing diverse formulations and assumptions.

The apparent density of bone is given by

ρapp =
wsample

Vsample
(24)

where ρapp corresponds to the apparent density, wsample represents the wet mineralized
mass of a given sample, and Vsample represents the volume of the same sample. Alternatively,
it is also possible to represent this property as a function of its porosity p:

ρapp = ρ0(1 − p) (25)

where ρ0 corresponds to the density of compact bone, approximately 2.1 g/cm3, and
porosity p is calculated from Vholes/Vsample, where Vholes is the total volume of holes.

The apparent density holds significance in its connection to the mechanical attributes
of bone tissue, specifically the elasticity modulus and ultimate stress. Belinha [26] employed
polynomial laws to establish a relationship between the mechanical properties of bone
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tissue and apparent density, incorporating a transition density of 1.3 g/cm3 to differentiate
between trabecular and cortical bone.

Thus, in this work the following phenomenological law was considered [26]:

Ebone
cortical [MPa] = 68,357.14ρ3

app − 276,771.43ρ2
app + 386,136.43ρapp − 177,644.29 (26)

Ebone
trabecular[MPa] = 805.86ρ2

app + 721.61ρapp (27)

σbone
c [MPa] = 20.3508ρ3

app + 26.7984ρ2
app (28)

In Equations (26) to (28), Ebone
cortical corresponds to the elastic modulus of cortical bone,

Ebone
trabecular corresponds to the elastic modulus of trabecular bone, and σbone

c corresponds to
the ultimate compressive stress.

In the bone remodeling process, there is strong evidence of the correlation between the
loads (stress or strain) that the area is subject to, and the shape that the bone takes. This has led
to the requirement to develop some semi-empirical laws in order to model how the bone will
functionally adapt to the load case it is subject to. These laws are the basis for computational tools
which aim at predicting bone adaptation under stress or strain states or changes in stiffness [26].
The model employed in this study [39–43] assumes that, regardless of the material law applied,
the induced stress serves as an optimization tool. It aims to maximize structural integrity while
minimizing mass. This perspective is analogous to viewing induced stress as an optimization
tool, where the objective function is minimized, as discussed by Belinha [26].

Figure 2 summarizes the bone remodeling iterative algorithm.

for each load case i

Linear elastic analysis

Weighted critical
variable field

Point subject
to remodeling?

yes

Update density of point xi using
the material law

for all interest points

ρavg =
∑Q

i=1 ρ
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i

Q

ρavg = control
ρ or Δρ

Δt

yes

no

Stop remodeling

it
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n
=
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n
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Figure 2. Flowchart for the bone remodeling algorithm.
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The bone remodeling nonlinear equation is presented as a differential Equation (29) in
which a temporal–spatial based functional, ρapp(x, t), is minimized with respect to time,
and where ρapp(x, t) : R(d+1) → R is defined for the one temporal dimension and the d
spatial dimensions.

∂ρapp(x, t)
∂t

∼= Δρapp(x, t)
Δt

=
(

ρmodel
app

)
tj
−
(

ρmodel
app

)
tj+1

= 0 (29)

It is assumed that the d-dimensional domain is discretized in N nodes, X = {x1, x2, . . . xN}
∈ Ω, leading to Q integration points, where Q = {x1, x2, . . . xQ} ∈ Ω, being that xi ∈ Rd.
The temporal domain is discretized in iterative fictitious time steps tj ∈ R, where j ∈ N.
Within the same iterative time step tj, the average apparent density of the iteration point xI
is defined by ρI = g(σI):

ρmodel
app = Q−1

Q

∑
i=1

(
ρapp

)
I (30)

Then, g(σI) : R3 → R is defined as in (31).

g(σI) = max
(
{σ−1

1 (ρI) σ−1
2 (ρI) σ−1

3 (ρI)}
)

(31)

Here, σj are the principal stresses obtained for integration point xI and σ−1
j (ρI) are the

inverse functions of σj(ρI), defined with the material law.
The inverse equation of stress as a function of apparent density (28) is then applied

to the integration points with von Mises stress values inside the following interval, where
σVM

m = min(σVM) and σVM
M = max(σVM):

σVM(xI) ∈
[
σVM

m , σVM
m + α · ΔσVM

[
∪
]
σVM

M − β · ΔσVM, σVM
M

]
(32)

The parameters α and β define the growth rate and the decay rate of the apparent
density. The remodeling equilibrium is achieved when Equation (33) is verified, where α, β
and ρcontrol

app depend on the analyzed problem.

Δρ

Δt
= 0 ∧

(
ρmodel

app

)
tj
= ρcontrol

app (33)

In summary, at each iteration the linear elastic analysis is run on the model. The
elastic properties of the bone material are obtained from the density at each point using
(26) and (27). With the obtained variable fields, the critical values for the variables are
determined. The points with higher values of stress will have their density increased and
the points with lower stress will have their density decreased, being that the new density
value is determined through (28).

3. Tibia and Implant Numerical Models

In this section, the construction of 3D models for the numerical applications analyzed
in this study is presented. Note that all the calculations were performed using an original
code developed by the authors using the Matlab© (Natick, MA, USA: The MathWorks Inc.)
environment. All the routines and images produced were programmed by the authors
without using any toolbox of Matlab©. Nevertheless, the 3D models were created in
Autodesk Fusion© (San Francisco, CA, USA: Autodesk) and the 3D discretizatons were
produced with ABAQUS© (Johnston, RI, USA: Dassault Systemes Simulia Corp).

The stress and displacement analysis of the proximal tibia was run in three-dimensional
models discretized into 4-node tetrahedral elements. The analysis of osteointegration to
the implant was run on a two-dimensional model in order to allow for a finer mesh and,
consequently, a finer trabecular arrangement. The two-dimensional model was discretized
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into 3-node plane-stress elements. Table 1 summarizes the number of nodes and elements
used for each model.

Table 1. Mesh information for each model.

Implant Length Element Type Nodes Elements

0 4-node tetrahedral 2083 9522
12 mm 4-node tetrahedral 5273 1171
30 mm 4-node tetrahedral 6908 1487
40 mm 3-node plane stress 1901 3630
40 mm 4-node tetrahedral 6299 1360

The knee joint is subjected to loads that vary significantly with the activity the indi-
vidual performs. The loads applied in the model took into account another study, which
analyzed the gait of an individual, where it was concluded that the average peak force was
1645 N [18]. According to the literature, the axial force is considered the primary point
of evaluation of the model’s response, since it was previously determined as an indicator
of injury risk. Thus, it was found that the axial load was 987 N and 658 N for the medial
and lateral platforms of the tibia, respectively, since the load ratio between the medial
and lateral platforms is 60%:40% [18,44]. It is important to note that the applied loads do
not take into account the forces of the ligaments, muscles, and tendons. The tibia is kept
in balance by the surrounding tissues and other bones of the lower limbs. The difficulty
in representing this system in a finite element model leads to simplifications in terms of
boundary conditions. Therefore, the nodes located at the most distal part of the model
were fixed, effectively constraining any rigid-body movement.

Figure 3a shows the boundary conditions applied to the three-dimensional model
without the implant. Equivalent boundary conditions were applied to the implant model
as well. The loads labeled as F1 and F2 were distributed among the nodes in the vicinity
of the positions indicated in Figure 3a, with moduli of 658 N and 987 N, respectively. For
the remodeling analysis, the same two forces were considered. However, in order to more
accurately emulate the shear loading which occurs during locomotion, these two loads
were applied considering a 10º angle, as shown in Figure 3b.

(a) (b)

Figure 3. Schematic representation of the essential and natural boundary conditions applied to (a) the
three-dimensional model and (b) the two-dimensional implant model.
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Concerning the models featuring an implant, these were developed by converting
the mesh model into a spline model, enabling the precise modeling of the implant’s shape.
When the implant comprised three components, as depicted in Figure 4a, the model was
transformed into a spline model as illustrated in Figure 4b. This simplification resulted in a
unified structure with distinct material properties assigned to the bone and implant areas,
as visible in Figure 4c.

Figure 4. Implant model. (a) 1—tibial plate, 2—cement, 3—tibia; (b) simplified assembled model;
(c) simplified model representation showing the implant and surrounding bone.

Healthy cortical bone has an elastic modulus of 17 GPa; however, in this study, this
property was varied (Table 2) in order to check the impact of this change on the distribution
of the effective von Mises stress, as well as on the displacement field. The implant was
considered to be Ti-6Al-4V.

The initial implant model shown in Figure 4a was modeled based on the the commer-
cial implant by DePuy Synthes®.

Table 2. Mechanical properties of the implant material and cortical bone.

Young’s Modulus [GPa] Poisson’s Ratio

Implant—Ti-6Al-4V 110 0.34
Low-stiffness bone 5 0.33

Healthy cortical bone 17 0.33
High-stiffness bone 25 0.33

4. Results and Discussion

4.1. Structural Analysis of the Proximal Tibia

The Von Mises stress does not depend on the Young’s modulus of the material but it
will differ between numerical methods. Thus, Figure 5 shows a set of points to evaluate the
von Mises stress and the respective results.

The displacements, however, will depend on the mechanical properties. Figure 6
shows the displacement field results for the three conditions and both methods. Because
the results for both methods are very similar, only one of them is shown.

Additionally, the displacement was analyzed at two points in the proximal part of the
tibia, labeled in Figure 5a as point A and B. For the three materials and both methods, the
displacement values are shown in Table 3.
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Figure 5. Von Mises stress results: (a) selected points in the model (A and B are two representative
points of load application and, therefore, are used to evaluate the displacement and points 1 to 9 are
the points selected to evaluate stress since each point is further from the fixed ending); (b) von Mises
stress at each point calculated with the FEM and the RPIM.

Figure 6. Displacement field for each material, where the maximum displacements |u|max are 0.050,
0.016, and 0.010 for model 1, model 2, and model 3, respectively.

Table 3. Displacement at two points calculated with the FEM and RPIM for all tested materials.

Method Young’s
Modulus

Point ux [mm] uy [mm] uz [mm] |u| [mm]

FEM

5 GPa A −0.0281 −0.0158 −0.0451 0.0555
B −0.0241 −0.0193 −0.0035 0.031

17 GPa A −0.0082 −0.0046 −0.0132 0.0163
B −0.007 −0.0056 −0.001 0.0091

25 GPa A −0.0056 −0.0031 −0.009 0.0111
B −0.0048 −0.0038 −0.0007 0.0062

RPIM

5 GPa A −0.0286 −0.0161 −0.0471 0.0575
B −0.0246 −0.0203 −0.004 0.0322

17 GPa A −0.0084 −0.0047 −0.0138 0.0169
B −0.0072 −0.0059 −0.0011 0.0094

25 GPa A −0.0057 −0.0032 −0.0094 0.0115
B −0.0049 −0.004 −0.0008 0.0064
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4.2. Structural Analysis of the Implant and Influence of Implant Length

The Von Mises stress fields for all the implant lengths considering healthy bone only
are shown in Figure 7.

Concerning the stress analysis of the model without the implant, the FEM analysis
concluded that the highest stress value occurs for point 2 while the RPIM analysis concluded
that the highest stress value occurs for point 3. This phenomenon is due to the fact that the
stress field is a field that has been extrapolated to the nodes, which means that the stress
value is being smoothed at the nodes. By increasing the number of nodes in the mesh, this
effect starts to diminish, and the maximum stress begins to approach the base of the fixture.

The maximum stress values verified after the insertion of the implant, between 5.0568
and 5.9497 MPa for the FEM and between 4.4690 and 6.1584 for the RPIM, are similar to
the values verified at the unimplanted model of 5.0705 MPa for the FEM and 4.7880 MPa
for the RPIM model, which indicate that stress shielding would not occur. The maximum
stress values occur at similar locations for the implanted and unimplanted models.

Figure 7. Von Mises stress field at the nodes for the tested implants.
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Stress is an important measure to evaluate the occurrence of stress shielding (SS) as it
indicates whether adequate loading is being applied to the bone. It can be quantified as the
stress change before and after implant insertion [45] (34):

SS =
σbone − σimplanted−bone

σbone
(34)

where σbone and σimplantedbone denote the Von Mises stress of the bone without and with
the implant, respectively. Considering the maximum Von Mises stress verified at all stem
lengths, the occurrence of SS can be discarded since the stress value increases after insertion.

The displacement fields for all implant lengths are shown in Figure 8.

Figure 8. Displacement field at the nodes for the tested implants.

The maximum displacement, which occurs at the medial side, is similar with and
without the implant. The unimplanted model, taking into consideration the healthy bone,
is 0.016 mm, while for the FEM this value ranges between 0.0142 and 0.0151 mm and
0.0156 and 0.0171 mm for the RPIM. It should be noted that the mesh model for the tibia
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varies with each implant length, which could account for some of the discrepancies ob-
served between the two methods as the essential and natural boundary conditions were not
being applied to the exact same nodal coordinates. Thus, excluding the RPIM analysis of the
30 mm length implant, the stress verified at the tibia would increase with implant length.

The greater the stiffness of the implant, the less load will be transferred to the bone
from the deformation suffered by the stem [45]. The evaluation of displacements suffered
by the implant is, therefore, an important measure of stress shielding. Since it was verified
that the implant displacements are in the range of the displacements of the intact bone,
similar stiffness values were achieved.

The measured displacements with the RPIM are higher than the FEM while the stress
values are lower. It is expected that the results obtained through RPIM will be closer to the
actual results, after conducting a convergence study (which helps to ensure that the results
are more accurate), or if a denser mesh is generated, as was the case in the study developed
by Marques et al. [46].

In conclusion, the tested stem sizes for an implant in the selected material are not likely
to induce stress shielding. Nevertheless, this study does not consider bone heterogeneities,
which alter the mechanical properties and consequently the structural response.

4.3. Bone Remodeling Analysis

Regarding the osteointegration evaluation, two analyses were considered. First, the
medial and lateral forces were considered as two separate forces acting at two different
moments, and for the second case, those forces acted simultaneously. Figure 9a shows the
apparent density maps for the two tested load combinations. Only a finite element analysis
was considered for this stage.

Concerning the bone remodeling analysis, there is no significant difference between the
imposition of the medial and lateral loads simultaneously or as different loads. Regarding
the trabecular arrangement, there are three major bone resorption areas, as indicated by
the numbers in Figure 9b. Additionally the main trabecula formed by the algorithm is
aligned with the load angle as expected, since the algorithm states that higher stress areas
are subject to having their density increased and lower stress areas are subject to having
their density decreased, leading to alignment of the density map with the stress map.

Figure 9. (a) Evaluation of osteointegration using the FEM along the iterations; (b) indication of the
main resorption (indicated by numbers 1 to 3) and growth areas after implant insertion.
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5. Conclusions

Utilizing computational approaches enhances the study of implant design and surgical
techniques alongside clinical and experimental research. In summary, longer stem lengths,
such as 40 mm, result in higher maximum stress in the proximal tibia but lead to lower
displacements compared to shorter lengths. However, the 30 mm model stood out as
an outlier in the maximum displacement due to the use of different models for testing
each length. Additionally, bone remodeling analysis confirmed the expected anatomical
structures, including areas of bone resorption and the diaphysis, through the observed
density distribution.
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Abstract: This work presents the study of the thickness vs. stiffness relationship for different
materials (PMMA and PEEK) in patient-specific cranial implants, as a criterion for the selection
of biomaterials from a mechanical perspective. The geometry of the implant is constructed from
the reconstruction of the cranial lesion using image segmentation obtained from computed axial
tomography. Different design parameters such as thickness and perforations are considered to obtain
displacement distributions under critical loading conditions using finite element analysis. The models
consider quasi-static loads with linear elastic materials. The null hypothesis underlying this research
asserts that both biomaterials exhibit the minimum mechanical characteristics necessary to withstand
direct impact trauma at the implant center, effectively averting critical deformations higher than
2 mm. In this way, the use of PMMA cranioplasties is justified in most cases where a PEEK implant
cannot be accessed.

Keywords: patient-specific implant; medical imaging; cranial implant; biomaterial; PMMA; PEEK;
finite element analysis

1. Introduction

Globally, cranioencephalic trauma affects an estimated 200 individuals out of 10,000,
with a higher prevalence among men in a ratio of 3:2, particularly within the age range
of 20 to 30, possibly due to increased engagement in sports and high-risk activities [1].
Industrialized nations report falls from one’s own height as the leading cause (60% of cases),
alongside traffic accidents and acts of violence, collectively contributing to a 3.4% mortality
rate [2,3]. In Latin America, head trauma is predominantly linked to traffic accidents
(motorcyclists and pedestrians) and violence (internal guerrilla conflicts) [4]. In Colombia,
limited demographic studies focus on the incidence of mild or moderate traumatic brain
injury, situations often requiring cranial implants. Research in Cali between 2003 and 2004
indicated that 52% and 30% of admitted traumatic brain injury cases were categorized
as mild and moderate, respectively [5]. The mortality rate in Colombia for the period
2010–2017 was 10.7 per 100,000 inhabitants [6].

Biomechanics is a multidisciplinary field that plays a crucial role in addressing bone in-
juries and defects, particularly in the development of orthopedic implants. These implants,
made from a variety of biomaterials, are essential for proper bone alignment and healing [7].
To enhance the interaction between these implants and bone tissue, bioinspired surface
modifications are being explored, with the aim of creating next-generation implants [8].
The biomechanics of bone fractures and fixation, including the use of implants, is a key
area of study in orthopedic trauma [9]. Orthopedic implant studies encompass design,
new materials, and physiology [10,11]. To ensure the final product effectively restores the
functionality of the missing biological structure, these disciplines must collaborate [12].
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Engineering is vital in evaluating prototype designs, identifying flaws, refining implants,
and assuring patients of improved quality of life.

For over 80 years, scientists have been investigating and evaluating various synthetic
biomaterials to address cranial defects [12], and the exploration for new materials, includ-
ing those with biodegradable features, continues [13]. Among them, we find PMMA, a
polymethylmethacrylate ceramic mixed with a liquid monomer, which passes from a liquid
system to a non-Newtonian one to end up solidifying, through an exothermic energetic
release process, in the form desired by the orthopedist. PMMA is a durable, malleable,
and relatively inexpensive biomaterial [14], very efficient in aesthetic terms for sealing
asymmetric and extensive defects, with great properties for surgical use [15]. PMMA has
demonstrated remarkable success rates exceeding 97% and boasts a notably low complica-
tion rate of less than 2.3% [16,17]. Inconveniences have also been reported due to the low
porosity of PMMA implants, since it does not favor the cell growth of osteocytes, nor does
it facilitate its vascularization, creating an inert material susceptible to infection, although
the literature reports less than 5% of infections with this biomaterial [18]. Finally, low
mechanical properties are attributed to it in terms of tensile strength (36 MPa), 4.7 times
less than cortical bone (170 MPa) [19], which raises doubts in surgeons when assessing its
mechanical strength and stiffness, especially considering that many of these patients may
be at risk of experiencing significant impacts.

Currently, surgeons have put their interest in PEEK (Polyether Ether Ketone), a ther-
mally stable biomaterial [20] with success rates exceeding 99% [21], as indicated by studies.
This biomaterial boasts low post-surgical complication rates ranging from 0% to 9% [16,22],
and infection-related complications are less than 6% [23,24]. Moreover, PEEK exhibits a
tensile strength of 80 MPa, two times lower than cortical bone strength. These attributes po-
sition PEEK as a promising biomaterial for surgical applications, presenting a high success
rate, low complication rates, and advantageous mechanical properties when compared to
alternative materials like PMMA.

Both biomaterials exhibit comparable clinical success rates, low complication rates,
low infection rates, and high aesthetic satisfaction reported by patients [22], making them
seemingly suitable for shielding the brain from mechanical trauma. However, they diverge
in mechanical properties and costs, with PMMA being approximately 55% more economi-
cal than PEEK (USD 2702 vs. USD 4684, approximate value for an implant in Colombia
without osteosynthesis material). In [25], the authors proposed an integrative surgery man-
agement system for cranial reconstructions using patient-specific implants made of PMMA
as an accessible and cost-effective solution for low-income countries. This cost differential
underscores a significant economic consideration in choosing between the two materi-
als for neurosurgical implants while maintaining comparable clinical effectiveness and
patient satisfaction.

The digitization of medical implants and their subsequent analysis using compu-
tational mechanics, such as finite element (FE) analysis, has significantly advanced the
exploration and investigation of implant design [26,27]. These tools allow engineers to
evaluate various parameters, including thickness, geometrical features, thermal properties,
materials, and applied boundary conditions. This enables the creation of more customized
implants from a mechanical perspective, blending the most favorable attributes to ensure
prolonged implant durability [28]. Computational modeling and simulation play a crucial
role in the total product life cycle of implants, analyzing both surgical procedures and
devices, taking into account the topics of both hard and soft tissue mechanics.

Research using FE analysis has been reported applied to cranial implants evaluating
the variable thickness vs. type of material, where it has been concluded that the thickness
factor is more relevant to stresses than the material used for its manufacture. However,
the situation differs when it comes to deformation, and the elastic modulus of the material
significantly affects the displacement field. In another set of experiments, researchers
evaluated the stress–strain behavior of two types of cranial implants, titanium (Ti) and
PEEK, under axial loading [29]. Special interest has been given to the geometric shape
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of the system of miniplates that hold the implant–skull interface and how these react
to different types of loads [30,31]. In general, there has been a surge in research within
the literature employing FE approaches to evaluate cranial implants [32–35], driven by a
heightened interest in the subject. In [32], the authors employed finite element analysis
to assess implant behavior under varied intracranial pressure conditions, considering
the influence of fixation points, for different materials. The study in [33] models cranial
implants with meshless methods, comparing solid and porous structures, for titanium
alloy (Ti6Al4V) and PEEK, indicating titanium’s overall superiority, while PEEK excels in
weight and osseointegration. In [35], evaluation of von Mises stresses and deformations in
a customized PMMA-based cranial implant with the fixation system demonstrated effective
protection without physiological harm or anchoring failures.

This work presents the study of the thickness vs. stiffness relationship for different
materials (PMMA and PEEK), as a criterion for the selection of biomaterials from a me-
chanical perspective. Our null hypothesis is that the two biomaterials offer the minimum
mechanical characteristics to withstand a direct impact trauma in the geometric center of
the implant, e.g., as a result of a ball impact, and avoid critical deformations greater than
2 mm. In this way, the use of PMMA cranioplasties is justified in most cases where a PEEK
implant cannot be accessed. First, the subject for the study is presented. Leveraging a
computed tomography (CT) scan, we extract essential spatial and topological data, forming
the foundation for precise model identification. Next, we continue with the design of
a patient-specific implant, tailoring the solution to the individual’s unique anatomical
characteristics. Finally, the structural integrity of the implant is assessed through finite
element analysis, providing comprehensive insights into its performance under varying
conditions, including material, topology, and thickness.

2. Materials and Methods

2.1. Model Identification

The subject of analysis in this study was the 3D reconstruction of a 32-year-old male
patient’s cranium, originally from Ibagué, Colombia, who experienced a fracture and
subsequent loss of bone tissue. The spatial and topological characteristics of the cranial
defect were derived from a computed tomography (CT) scan of the cranial bones, as
depicted in Figure 1. The relevant data were encoded in a DICOM (Digital Imaging and
Communications in Medicine) extension file, with spatial slices at 0.625 mm and a gap
of 0.625 mm between cuts, with a Gantry at 0◦. The CT scan utilized a General Electric
Dual HiSpeed scanner (General Electric, Chicago, IL, USA) with 250 slices, a pixel size of
0.124 mm, and implemented the B70s algorithm. This comprehensive imaging approach
provided detailed insights into the structural alterations resulting from the injury.

 

Figure 1. Midline used to reflect the right zone in the left zone (cranial defect).

2.2. Design of the Patient-Specific Implant (PSI)

For the personalized design of the implant based on the anatomy of the patient, a
geometric and topological symmetry was assumed with respect to the sagittal axis, which
was conveniently taken from the crista galli eminence and the anterior nasal spine of the
patient [36]. Once this area was reflected on the defect, the thickness was calculated from
the bone tables, and the customized implant was constructed using the CAD software
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Mimics v13 (Materialise, Leuven, Belgium). We have checked that the edges of the implant
had a smooth continuity with the edges of the bone defect and were consistent with
the anatomy of the patient. Figure 1 shows part of the defect and the patient-specific
implant solution.

2.3. Finite Element Model

To evaluate the deformations of the implant under loading conditions, we use a
standard Galerkin finite element numerical model to solve the elasticity problem. This
method has been commonly used to evaluate the mechanical response in biomechanical
applications [35,37,38]. Using a variational formulation of the elasticity problem and
the finite element approximation of displacements, the following system of equations is
obtained:

KU = f (1)

where K is the stiffness matrix, U is the vector of nodal displacements and f is the load
vector. Finite element analysis involves defining analysis type, boundary conditions,
material model, and mesh generation. Post-processing evaluates results, followed by an
analysis of their implications. To ensure the reliability and accuracy of the analysis, a
mesh independence test is conducted, verifying the convergence of displacement solutions,
considering that our quantity of interest is the total deformation. This iterative process
ensures the robustness of the finite element method and the consistency of results, providing
a comprehensive understanding of the studied phenomena.

For the problem under consideration, a linear static structural analysis with a direct
solver is suitable to evaluate the behavior of the bone tissue, under the imposed boundary
conditions. In a compression test, the bone tissue experiences loading that is applied
slowly or at a constant rate, and the response of the material is observed under this quasi-
static condition. For a linear analysis, the displacements are solved under the following
assumptions: The stiffness matrix K is essentially constant, such that the materials have
linear elastic behavior and small deformations theory is used. The load vector f is statically
applied, i.e., no time-varying forces are considered, and no inertial effects are included.

The geometry of both the cranial implant (CI) and the skull base were exported in
an IGES format, to generate a 3D model that is discretized to represent the geometric
characteristics of the patient. The modeling software used was Ansys Workbench 2023
R1 (ANSYS Inc., Canonsburg, PA, USA). This FE tool allows an approximation of the
differential equations that govern the stress–strain behavior of the elasticity problem,
providing in a non-invasive way results that closely resemble real-world scenarios [39].

The research methodology focused on a 2k factorial design of experiments (DOE)
with k factors corresponding to three key input variables of interest: (i) implant thickness,
(ii) biomaterial, and (iii) uniformly distributed perforations. The choice of a 2k factorial
design is motivated by its efficiency in exploring the effects of multiple factors simultane-
ously while requiring a relatively small number of experimental runs. This design allows
for the systematic investigation of main effects and interaction effects, providing a com-
prehensive understanding of variable relationships. The statistical simplicity of analysis,
resource savings, and the ability to efficiently screen factors make the 2k factorial design an
advantageous choice. Table 1 provides details on the uncoded variables, where the design
typically involves only two levels for each factor.

Table 1. Input variables for the factorial design of the experiment.

Factors
Coded Level

−1 +1

Implant thickness (A) 3 mm 5 mm
Biomaterial (B) PEEK PMMA
Perforations (C) No Yes

Source. Own elaboration.
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In a 2k factorial design of experiments with three factors, the effects represent the
influence or impact of each factor and their interactions on the response variable. The
general equation for calculating the main effects of each factor in a 2k factorial design is
as follows:

Ei =
1

2k−1

(
∑2k−1

j=1 Yi1 − ∑2k−1

j=1 Yi2

)
(2)

where Ei denotes the effect of the i-th factor, Yi1 and Yi2 are the average responses at the
high and low levels of the i-th factor, respectively. Additionally, for interaction effects
between two factors, the equation reads:

Eij =
1

2k−2

(
∑2k−2

j=1 Yi1j1 + Yi2j2 − ∑2k−2

j=1 Yi1j2 + Yi2j1

)
(3)

where Eij represents the interaction effect between the i-th and j-th factors, Yi1j1 are the
average responses at the high levels of the i-th and j-th factors, Yi2j2 are the average
responses at the low levels of the i-th and j-th factors, and the remaining terms represent
the coupled responses.

The properties of bone and alloplastic material were assumed and modeled under
a continuous homogeneous isotropic approach, with a linear elastic model governed by
the elastic modulus and Poisson’s ratio, which has shown a very good correlation for
stress–strain analysis in human bones [40,41]. The mechanical properties of the linear
elastic material models of the two biomaterials, PEEK and PMMA, are listed in Table 2,
together with those of the cranial bone [42–44].

Table 2. Mechanical properties of the biomaterial PEEK, PMMA, and cranial bone.

Material Elastic Modulus (MPa) Poisson’s Ratio

PEEK 4000 0.38
PMMA 3000 0.38

Cranial bone 15,000 0.3
Source. Own elaboration.

A load of 700 N was applied at the central apex of the implant as a remote force
to avoid stress concentration effects, as previously used in [45], Figure 2. We did not
consider the internal cranial hydrostatic pressure (15 mmHg) on the implant [45,46]. In the
clinical procedure, patients are previously subjected to mechanical devices that regulate
the intracranial pressure. Moreover, in [47], the authors measured the forces due to brain
pulsation and indicated that they resulted in stresses one order of magnitude lower than
the yield stress of the cranioplasty material. We measured the subarachnoid space in
the CT scan for a maximum displacement of 2 mm, which is in agreement with values
reported [48]. Cranial implants may incorporate holes or perforations to enable suturing
for secure attachment to the skull, promote tissue integration and vascularization, facilitate
drainage and fluid management, allow customization for individual patient needs, reduce
weight for improved comfort, and provide diagnostic access or monitoring options when
necessary. Thus, the implants were also drilled in a symmetrical pattern of 3 rows, with
holes spaced at 1 cm and a diameter of 1.7 mm, as shown in Figure 3, since it was a factor
to be evaluated.

A fixed boundary condition at the level of the flat edge of the cranial remnant was
assumed, and the contact between the implant and the portion of the skull was defined as
a non-separation condition, Figure 4. On the other hand, the center for the reference frame
was located at the apex of the implant with a k-direction perpendicular to the surface at
this point (Figure 2a). Convergence tests of the solution in displacements were performed
to validate mesh independence using four meshes, with a final variation of 0.2% in the last
mesh, as shown in Table 3, for a final element size of 1 mm, and a total of 1,521,702 elements.
Skewness measure of the mesh was evaluated for element quality, with values below 0.95.
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Finally, meshes of second-order tetrahedral elements, considering the parameters in Table 4,
were produced for the bone tissue and the implants, as shown in Figure 5.

 
(a) (b) 

Figure 2. (a) Reference frame with k-direction perpendicular to the skull surface, (b) force vector
perpendicular to the implant.

Figure 3. Drilled implant at the apex level.

Figure 4. Boundary conditions. Load condition of 700 N on the implant apex in red, restriction of all
degrees of freedom on the flat area of the cranial edge in blue.
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Table 3. Mesh independence test for total normal displacement.

Number of Elements Max. Total Displacement (mm)

224,302 0.28775632
399,475 0.29616231
761,202 0.29734957

1,521,702 0.29806294
Source. Own elaboration.

Table 4. Mesh parameters for the implant and bone solids.

Parameter Implant Bone

Edge length (mm) 1 1
Minimum edge length (mm) 0.5 1

Smooth transition Yes Yes
Bend angle 7.5◦

Number of elements 576,596 749,866
Tetrahedra Yes Yes

Source. Own elaboration.

 
Figure 5. Meshing of the implant and bone solids.

Following this, the study assesses outcomes by modeling implants using both PEEK
and PMMA biomaterials on cranial cortical bone. Under identical load conditions and
constraints, the study aims to gauge the mechanical performance of both materials based
on deformation parameters. This comparative analysis provides insights into how PEEK
and PMMA perform in simulated conditions, aiding in the evaluation and selection of
these biomaterials for cranial applications.

3. Results

In our study, a 23 factorial experiment was undertaken to examine the impacts of
material type (PEEK and PMMA), implant thickness (3 mm and 5 mm), and the presence of
perforations for suturing (with and without) on cranial implant performance. This design
resulted in eight experimental runs, encompassing all possible combinations of these factors.
The response variable, indicating the primary outcome (i.e., maximum displacement), was
measured for each experimental run. Employing statistical analysis, we assessed the main
effects and potential interactions among these factors, aiming to discern the influence of
material choice, thickness variations, and the presence of perforations on the properties
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of cranial implants. The findings contribute valuable insights into optimizing cranial
implant design based on these critical factors. The results of the eight experiments are
presented in Table 5, which shows the maximum total displacements for different implant
configurations.

Table 5. Average results of the 23 factorial experiment.

Experiment A B C
Outlet (mm)

ξ

1 − − − 0.787
2 − − + 0.811
3 − + − 1.089
4 − + + 1.125
5 + − − 0.225
6 + − + 0.237
7 + + − 0.300
8 + + + 0.316

Source. Own elaboration.

Figures 6 and 7 show the total displacements for the implants under a load of 700 N
applied on the apex of the implant for two experiments of the different configurations of
biomaterial, thickness, and perforations.

 

Figure 6. Total displacements (mm) of the 5 mm thickness PEEK implant.

 

Figure 7. Total displacements (mm) of the 5 mm thickness PEEK implant with perforations.
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The effect that each one of the factors studied has on the normal displacements
of the surface is presented in Table 6. The results of our study revealed several key
findings regarding the main effects and interactions of factors on our experimental outcome.
Regarding the main effects, implant thickness exhibited a notable negative effect with a
coefficient of −0.684 (±0.01), indicating that increasing implant thickness was associated
with a decrease in the observed outcome. Conversely, the choice of biomaterial showed
a positive effect of 0.193 (±0.01), suggesting that certain biomaterials, i.e., PMMA, were
associated with higher outcomes. Perforations, as a main effect, had a minimal effect with
a coefficient of 0.022 (±0.01). In terms of two-factor interactions, the interaction between
thickness and biomaterial showed a negative effect of −0.116 (±0.01), suggesting that the
combination of certain thicknesses and biomaterials led to a reduction in the outcome.
The interactions between thickness and perforations (−0.008 ± 0.01) and biomaterial and
perforations (0.004 ± 0.01) had relatively minor effects on the observed outcome. These
results provide insights into the complex interplay between implant characteristics and
their impact on our experimental outcome.

Table 6. Calculated effects and standard errors for the factorial design.

Main Effects Effect Standard Error

Thickness −0.684 ±0.01
Biomaterial 0.193 ±0.01
Perforations 0.022 ±0.01

Two-factor interactions

Thickness × Biomaterial −0.116 ±0.01
Thickness × Perforations −0.008 ±0.01

Biomaterial × Perforations 0.004 ±0.01
Source. Own elaboration.

The perforations or holes variable does not seem to have a noticeable influence on
the deformations of the implant when the biomaterial is PMMA. Otherwise, when the
biomaterial is PEEK, and the thickness is 3 mm, this combination seems to influence the
displacements. In the configuration of change of thickness and biomaterial, it is observed
that for thicknesses of 3 mm the biomaterial influences, but for thicknesses of 5 mm, it is not
significant. The largest deformation was observed in the combination of 3 mm thickness,
PMMA biomaterial, and holes with a displacement of 1.125 mm. In consideration of the
influence of thickness, we have included data corresponding to thickness values of 4 mm
and 6 mm. This addition is intended to facilitate a comprehensive understanding of the
relationship between displacement and thickness increment. The influence of the thickness
on the normal displacements to the surface in different combinations of biomaterials is
presented in Figure 8. Comparing the displacement values between PMMA and PEEK
implants at each thickness level, it appears that PEEK generally exhibits lower displacement
values than PMMA, and the difference diminishes as we increase the thickness. The dis-
placement decreases non-linearly with thickness for both materials, and when considering
displacement as proportional to the elastic modulus, these findings align with the ratio of
their respective elastic moduli. These findings can inform clinical decisions regarding the
selection of implant materials and thicknesses based on desired mechanical performance
and patient-specific factors such as bone quality and surgical requirements.
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Figure 8. Effect of thickness on normal displacements for PEEK and PMMA for the implant without
perforations.

4. Conclusions

In this study, we investigated the relationship between implant thickness and de-
formation, focusing on patient-specific cranial implants constructed from two different
biomaterials, PMMA and PEEK. Our goal was to assess their mechanical performance
under quasi-static loads, particularly in terms of maximum total deformation. While the
paper explores readily accessible techniques, its main objective is to address the cost-benefit
aspects of employing PMMA implants in clinical applications, particularly in comparison
to more expensive alternatives, an aspect that has not been previously explored in the
literature. Our experience indicates that this matter lacks clarity for practitioners, and its
relevance is notably significant in developing countries. Achieving a comprehensive grasp
of the materials and their mechanical performance is relevant in this context. The outcomes
of this research shed light on several crucial aspects of implant design and selection. As
expected, the choice of biomaterial significantly impacts the deformation characteristics
of cranial implants. We observed that PMMA and PEEK exhibit different levels of normal
displacements due to their different elastic moduli. Generally, biomaterials with higher
elastic moduli experience less deformation under equivalent stress conditions.

Our study adds a practical dimension to existing research [49] by considering implant
perforations as an important factor in surgical procedures. Moreover, we did not consider
implants thinner than 3 mm because the fabrication of these implants, generally by the
biomaterial injection technique, are difficult to perform for clinical use. In comparison to
previous literature, our findings diverge in terms of deformation outcomes. Díaz et al. [38]
report displacements of 0.3 mm in PEEK biomaterial for a cranioplasty in the upper part of the
cranial vault, although the implant thickness is not reported. Ridwan-Pramana et al. [50] report
displacements less than 0.03 mm in specific configurations of several plates and positive
contact angles between implant and skull; we understand that the other configurations
are idealized and do not represent, in many cases, the real topological conditions of these
defects in surgery. Finally, it is known that the perpendicular distance between the cranial
tissue and the bone plate is around 2 mm [48,51]. For this reason, a deformation of the
material close to this length would be critical. This deformation is closely linked to the
thickness and material of the implant [49]. Thus, it is necessary for future research to
include geometric variables, such as the radius of curvature of the implant. This will
allow for a more precise standardization of results, catering to specific implant geometries
and providing a more comprehensive understanding of implant performance. The finite
element models employed in this study recreated real-life implant conditions under direct
impacts, although the osteosynthesis system was not included.
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This research validates the null hypothesis that both PMMA and PEEK biomaterials
are suitable for withstanding deformation in the normal direction. Furthermore, we found
that by adjusting the thickness variable in PMMA biomaterial, deformation levels com-
parable to those of PEEK can be achieved. These results suggest the potential for PMMA
implants, particularly 4 mm thick with perforations, to serve as an effective alternative to
PEEK implants, offering a cost-effective solution while maintaining the desired mechanical
performance in cranial implants. However, further research and validation are essential to
confirm the feasibility and clinical implications of these findings.

While the study enhances understanding of cranial implant performance, limitations
exist. Focusing on quasi-static loads excludes dynamic conditions, and implants thinner
than 3 mm were omitted. Idealized assumptions about perforations may oversimplify sur-
gical scenarios. Future research should explore geometric variables, incorporate dynamic
conditions, explore thinner implants, and integrate osteosynthesis systems for a more
realistic analysis. Clinical validation is crucial to confirm practical implications. Despite
these limitations, the study suggests the potential of cost-effective PMMA implants as
comparable alternatives to PEEK implants, emphasizing the need for further research and
validation in clinical settings.
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Abstract: The reverse engineering (RE) process is often necessary in today’s engineering and medical
industries. Expertise in measurement technology, data processing, and CAD modeling is required to
ensure accurate reconstruction of an object’s geometry. However, errors are generated at every stage
of geometric reconstruction, affecting the dimensional and geometric accuracy of the final 3D-CAD
model. In this article, the geometry of reconstructed models was measured using contact and optical
methods. The measurement data representing 2D profiles, 3D point clouds, and 2D images acquired
in the reconstruction process were saved to a stereolithography (STL) model. The reconstructed
models were then subjected to a CAD modeling process, and the accuracy of the parametric modeling
was evaluated by comparing the 3D-CAD model to the 3D-STL model. Based on the results, the
model used for clamping and positioning parts to perform the machining process and the connecting
rod provided the most accurate mapping errors. These models represented deviations within ±0.02
mm and ±0.05 mm. The accuracy of CAD modeling for the turbine blade model and the pelvis
part was comparable, presenting deviations within ±0.1 mm. However, the helical gear and the
femur models showed the highest deviations of about ±0.2 mm. The procedures presented in the
article specify the methods and resolution of the measurement systems and suggest CAD modeling
strategies to minimize reconstruction errors. These results can be used as a starting point for further
tests to optimize CAD modeling procedures based on the obtained measurement data.

Keywords: reverse engineering; CAD modeling; accuracy; turbine blade; helical gear; anatomi-
cal model

1. Introduction

The manual measurement of free surfaces is almost impossible due to the inability to
obtain enough measurement data to describe a given feature of the measured geometry.
However, the remarkable advancements in the computerization of measurement systems
and their integration with computer-aided design (CAD) systems have resolved this is-
sue [1–3]. This led to the development of coordinate measuring methods that allow the
digitization of geometries optically [4,5] and via contact [6,7]. The results of these processes
are digital data in the form of measurement points with coordinates usually expressed in
the global coordinate system of the measuring machine. It is also possible to obtain digital
data from 2D images obtained with computer tomography (CT) [8,9] or magnetic reso-
nance imaging (MRI) [10]. The development of contact and optical coordinate measuring
systems has contributed to optimizing production by reducing the time consumption of
measurement procedures, increasing the accuracy and repeatability of measurements, and
eliminating errors caused by human factors [11].

Coordinating measuring is also crucial in reverse engineering (RE) [12,13]. The task
of RE is to convert an existing object into its digital form e.g., through a stereolithography
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(STL) file, which in turn provides the basis for further work by designers and computer
analysists using CAD systems [14]. Through RE methods, it is possible to reconstruct this
information based on an existing object that does not have technological or construction doc-
umentation. The RE process is most often used in the automotive [15,16], aerospace [17,18],
or archaeological [19,20] industries. It is also very often used in medicine, for example, in
the process of developing the geometry of anatomical structures [21,22], designing surgical
instruments [23–25], or implants [26]. However, errors arise at each stage of the geometric
reconstruction process [12,27]. Thus, equations are created between the actual model and
the digital model. It is necessary to develop procedures at each stage of the reconstruction
process to minimize the resulting differences. One of the critical aspects is selecting an
appropriate measurement system that will allow the acquisition of the necessary amount of
measurement data, which will enable the reconstruction of the object’s geometry in CAD at
a later stage [28]. It is also essential to pay attention to the accuracy of the acquired measure-
ment data. The accuracy of the reconstruction of the product geometry is influenced not
only by the accuracy of the measurement system [5] but also by the adopted measurement
strategy [6,28] and the quality of the measurement data processing [5,29,30]. The processing
stage mainly involves filtering, combining, and positioning the measurement data [12,14].
The hybrid modeling process in the CAD system is also a crucial stage. It is most often
associated with shape approximation involving spline curves and splaying of non-uniform
rational B-spline (NURBS) surfaces, allowing a surface model to be obtained [22,29,31].
The last stage is usually a solid modeling process. The quality of the final 3D-CAD model
obtained is mainly determined by the competence of the operator taking the measurements
and the person processing the measurement data to obtain the 3D-CAD model. Researchers
have conducted multiple studies to assess the accuracy of 3D-CAD model development
based on acquired measurement data. These studies have mainly focused on testing the
accuracy of measurement systems according to their relevant guidelines [32–34]. The tests
have involved models created using additive and subtractive methods. Most often, the
tests have been carried out on contact-based measurement systems such as coordinate
measuring machines (CMMs) [35–37] and articulated-arm coordinate measuring machines
(AACMMs) [38]. Additionally, research is being conducted on systems that use structured
light [39–41] and laser light [42,43] to illuminate the model. In diagnostics, several stud-
ies have been carried out on tomographic measurement systems such as multi-detector
computed tomography (MDCT) [44], cone beam computed tomography (CBCT) [45], and
μCT [46,47].

However, there need to be more structured procedures that allow the reconstruction
and development of a final 3D-CAD model using different methods and measurement
data. Additionally, attention has yet to be given to the accuracy of the 3D-CAD modeling
process based on the obtained measurement data. Considering this, this article analyzes a
modeling process for 3D-STL models, whose geometries were obtained from measurements
acquired using various coordinate measuring methods. This study selected models that
are often used in the machining, aviation, and medical industries. Based on the developed
3D-CAD model, the process of evaluating the accuracy of CAD modeling was carried out.
Knowledge of the errors in the obtained CAD modeling can, in the future, improve the
reconstruction of geometries from data obtained using coordinate measurement systems.

2. Materials and Methods

One of the main steps in the RE process is obtaining information about the object’s
geometric dimensions. These are obtained using contact or optical coordinate measuring
systems. The presented research addresses the process of geometric reconstruction to
develop 3D-CAD models for the following:

• a pulley based on measured 2D profiles;
• a model for clamping and positioning parts therein to perform the machining process,

and a connecting rod based on a 3D point cloud obtained from a laser light scanner;
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• a bevel gear and a turbine blade feather based on a three-dimensional point cloud
obtained from a structured light scanner;

• the anatomical structures of the hip joint (femur and pelvic fragment) based on col-
lected data represented as 2D images.

2.1. Geometric Reconstruction Based on Data Obtained Using the iNEXIV Optical System and
MarSurf XC 20

The process of reconstructing the geometry based on the obtained 2D profiles was
carried out using the pulley model as an example. Using an iNEXIVE optical microscope,
the measurements of the hub bore, splineway dimensions, and outer diameter were taken
(Figure 1a). In the measurement process, the first step was to clean the pulley of any
debris. The software for the microscope was launched, and the measuring table was set
up with the wheel in the appropriate position. A binarized video preview and sharpened
edges of the model’s geometric features were acquired to obtain accurate measurements.
This was accomplished by adjusting the intensity of light incident on the object and the
distance of the optical system from the measured geometry. The next step involved selecting
three points on the hole’s perimeter to define the measurement section along which the
geometry profiles were measured. The measurement resolution was also established,
set at 0.02 mm for the pulley geometry. The 2D profiles were generated based on the
measurements and then saved in drawing exchange format (DXF). The MarSurf XC20 was
used to measure the shape of the pulley groove (Figure 1b). This device features advanced
contour measurement technology for efficient and accurate profile measurement. The
system consists of a measuring table and a tripod equipped with an arm and a measuring
head. The measuring probe was selected based on the size and shape of the object to be
measured, and moved along the measuring section in one plane, with the length of the
section defined by the operator. The movements were controlled through special software
on a computer. To perform the measurement, a dialog box defined the measurement
segment and resolution, which in this case was 0.001 mm. The results were saved in 2D
profiles in text (TXT) format.

  
(a) (b) 

Figure 1. Measurement of pulley geometry using: (a) an o iNEXIVE optical microscope; (b) MarSurf
XC20.

Siemens NX software (version 2312) was used to reconstruct the pulley geometry.
The first step was to load the measurement data obtained from an optical microscope.
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The data analysis started with reconstructing the pulley’s diameter using the Fit Curve
function. For this, the Fit Circle option was selected from the dialog box, which fitted a
circle to a set of points. The diameter of the pulley bore was reconstructed similarly. The
dimensions of the splineway were parameterized using the Fit Line option. The Fit Curve
and Fit Line functions were also used to develop the data collected on the MarSurf XC 20
system, allowing parameterization of the pulley and groove profiles. Once the profiles
were developed, they were oriented to the corresponding planes in CAD system space
and the traditional solid modeling process was carried out on them. The process involved
extracting the sketches from measurements taken with an optical microscope using the
Extrude function. Next, the previously created profile obtained with the MarSurf XC 20 was
used to create the grooves of the pulley. The sketch was set on a plane passing through
the center of the solid obtained in the previous step, and the Revolve function was used to
create the grooves. A vector parallel to the axis of the pulley was selected as the vector
of rotation, while the value of the angle of rotation was assumed to be 360◦. The Boolean
option Subtract was used to subtract the profile from the solid. The Mirror Feature function
was used to select the second part of the solid, with the plane of mirroring being the plane
passing through the center of the pulley, which at the same time was parallel to the face.
After performing all the operations, a solid 3D-CAD pulley model was obtained and then
exported to standard for the exchange of product (STEP) format.

2.2. Geometric Reconstruction Based on Data Obtained Using the Articulated-Arm Coordinate
Measuring Machine MCA II with a Laser Head MMD×100

In this study, the process of reconstructing the geometry of a model for clamping
and positioning parts in a machining process and a connecting rod was carried out based
on an obtained 3D point cloud. The data representing the geometry of the models were
acquired using the MCA II measuring-arm system with a mounted MMD×100 head, which
illuminated the object with laser light. Using a beam of laser light to illuminate an object
is a well-known technique for measuring objects. In this method, a beam of laser light
is deflected by a mirror towards the scanned model. The beam is then scattered on the
object’s surface, and the camera records its position. This method is suitable for short-
range measurements because the accuracy of the measurement is inversely proportional
to the distance of the laser from the scanned model. Before taking any measurements, the
components were coated with an anti-reflective spray to prevent laser light from reflecting
off their surfaces. The scanning process was carried out in various stages, each involving
scanning the models for clamping and positioning parts for a machining process (Figure 2a)
and a connecting rod (Figure 2b) from different angles to obtain comprehensive geometric
information with the applied maximum resolution of point clouds set to 0.01 mm. The
outcome of the measurement process was a three-dimensional point cloud that mapped out
the models’ geometry, which was saved in STL format. Next, any noise and software errors
in the triangle mesh created during the measurement were removed. Lastly, the 3D-STL
models underwent a CAD modeling process using Siemens NX software.

149



Designs 2024, 8, 50

  
(a) (b) 

Figure 2. Measurement using a laser scanner of: (a) a model for clamping and positioning parts in a
machining process; (b) a connecting rod.

The process of CAD modeling of the geometry of the equipment used for clamping
and positioning parts in the machining process consisted of several steps. In the first step,
the Section Curve function was used. This allowed the generation of planes to intersect the
model, onto which measurement points defining the basic dimensions of the geometry
were then projected. With the obtained points, it was possible to create sketches. The
next step was to extract the elaborated sketches using the Extrude function. Thus, the
process of 3D-CAD geometric modeling began with the development of the basic geometric
dimensions of the model based on the sketches developed, ending with a section of the
model defining the clamping directly. The developed solid model was exported to STEP
format in the final step.

In the CAD modeling of the geometry of the connecting rod model, in the first stopper
based on the Detect Primitives option, the basic areas defining planar and cylindrical surfaces
were assigned to selected parts of the triangle mesh. Next, a median plane was defined onto
which points mapping the outline of the side surface of the connecting rod were dropped.
Curves were created based on the Fit Curve–Fit Spline option and then extruded. Thus, the
side surfaces were defined. Its profile was also developed to select the top surface based on
the projection of points on the plane. Based on the obtained points, curves were created
using the Fit Spline and Fit Circle options. With the sketch fully parameterized, the missing
surfaces were created. Each created surface was sewn together to create a fully described
surface model, which was then saved into a solid model. The final step was to perform
filleting and chamfering on the model. The solid model obtained in the final phase of the
reconstruction process was exported to STEP format.

2.3. Geometric Reconstruction Based on Data Obtained from GOM Scan 1 Structured Light Scanner

The process of geometric reconstruction based on the obtained three-dimensional
point cloud was carried out using the examples of a model of a helical gear and a turbine
blade. The data representing the three-dimensional point cloud were acquired using a
GOM Scan 1 scanner (Figure 3). The system illuminated the object with a structured
light to make measurements. It was equipped with a measurement head mounted on a
tripod, allowing the head’s appropriate height and angle to be set relative to the object
on the rotary table. In the case of methods that illuminate the object with structured light,
information about the entire surface of the measured object is obtained from measurements
based on Gray’s stripe projection. A specific raster is projected onto the surface of the
measured object. A prerequisite for correct measurement is good visibility of the stripes
on the surface of the workpiece. The non-contact coordinate measuring system works
with a rotary table and GOM Inspect software (version 2021). In our study, first of all, the
calibration process of the GOM Scan 1 measuring system was carried out. To carry out
the measurements, it was necessary to check, among other things, the exposure time, the
alignment of the measuring head in relation to the plane of the object to be measured, the
number of markers on the geometry, and the reflectivity of the object surface. In addition,
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where a rotary table was used, it was also necessary to determine the number of its angular
settings during geometric measurement. A matting agent was applied to the models’
surfaces to prepare them for scanning and to minimize light reflection. Additionally, several
reference points were attached to the models to define their initial position and orientation
in space. This ensured greater repeatability, thus reducing the impact of systematic and
random errors when digitizing the geometry. The measurement was carried out with the
highest possible resolution, 0.01 mm. Finally, the measurement process resulted in a three-
dimensional point cloud that mapped the geometry of the models, which was saved in STL
format. The obtained triangle mesh underwent further processing, and CAD modeling was
performed using Siemens NX software. First, a preliminary analysis of the triangle mesh
was conducted. Based on this analysis, the noise created during the measurement process
was removed.

 

Figure 3. Measurement stand equipped with a structured light scanner.

The CAD modeling of the turbine blade geometry consisted of several steps. In the
first step, it was necessary to define the plane using the “Datum Plane” tool. In the next
step, sections were generated on the surface of the 3D-STL model using the “Section Curve”
tool. The operation was duplicated, obtaining nine sections of the blade. Points were
projected on the obtained section planes. The “Fit Curve” tool was used to join the points.
Each parameterized profile consisted of four curves. The convex and concave parts of
the blade, as well as the edge of attack and trailing edge, were modeled separately. The
curves in the subsequent sections were created similarly. To avoid the phenomenon of
surface waviness and to obtain a more accurate representation of the turbine blade, guide
curves were created using the “Studio Spline” tool. Next, surface patches were spanned
on the created curves. For this purpose, the “Through Curve Mesh” command was used.
The surface model was converted into a solid model and exported to STEP format in the
next step.

The CAD modeling of the helical gear geometry consisted of several steps. The
first step was to reconstruct the contour of the functional surface and spline. In the NX
environment, the Section Curve function was used. This function defines a curve that
represents a cross-section through a three-dimensional object. The Fit Curve function in
the program was used to create parameterized curves for a set of points. The vertices of
the tooth heads were selected as the fit points, thus obtaining the first circle. Similarly, a
second circle was created based on points at the teeth’s feet. By approximating the sets
of points, a tip diameter and a root diameter of the gear were obtained. With the Extrude
function, a solid representation of the diameter was extruded. The Fit Curve function was
again used to make teeth on the elaborated solid. Based on the Fit Spline option, curves
were fitted to the acquired point cloud to develop a tooth space. Surfaces were spanned on
the fitted curves to develop the side surface of the tooth using the Fit Surface option. The
prepared sketches, surfaces, and vectors parallel to the edge of the plane were selected. The
result was a ray that was the path of the notch drawing. The program selected the solid
by default and cut the material from it to form the notch. The next step was to work out
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the rest of the teeth similarly. The solid model obtained in the last phase of the process
reconstruction was exported to STEP format.

2.4. Geometric Reconstruction Based on Data Acquired with a Multi-Slice Computed Tomography
(CT) Scanner

The first stage of reconstructing bone structures representing a fragment of the pelvis and
the femur consisted of obtaining Digital Imaging and Communications in Medicine (DICOM)
measurement data. The research was conducted on a patient scanned on a Siemens Somatom
Definition AS+ multi-slice tomography scanner. A traditional scanning protocol for the hip
joint area was used during the measurement process. The obtained volumetric data were
characterized by an anisotropic voxel structure: 0.4 mm × 0.4 mm × 0.7 mm. The ITK-SNAP
program performed the numerical processing of DICOM data and geometric reconstruction.
Segmentation of bone structures in the hip joint area was performed using the thresholding
method based on the collected DICOM data, which belongs to the area method group,
involving selecting pixels with a similar shade and classifying them into one group defining
a given tissue. In segmenting the bone structures of the pelvic fragment and the femur, a
lower threshold value of 200 HU was selected. On the set of 2D contours created as a result
of the segmentation process, the process of reconstructing the 3D geometry of the bone
structures was carried out. The reconstruction process used the isosurface, which is a type
of surface rendering method based on the marching cube algorithm. Due to the presence of
disproportionate triangles in the resulting 3D-STL model, a surface editing process was
carried out, which involved creating a triangle mesh consisting of more regular triangles.
Models prepared this way were saved to STL format and loaded into NX Siemens software.
In the second stage, the CAD modeling process began. The same functions were applied to
the model of the pelvic fragment and the femur. First, a mesh model of curves intersecting
at right angles was developed. The developed curves were then dropped, through selecting
Project Curve, on the surfaces of the 3D-STL models of anatomical structures. In the next
step, parameterized surfaces were spanned on the curves that were projected onto the
surface of the 3D-STL model using Rapid Surfacing. Because some surfaces on the 3D-STL
models could not be automatically generated, a manual surface-filling process was carried
out in some places. This was possible through moving the nodal points that determined the
course of each dropped curve. Finally, the creation of surface models ended with covering
the polygonal mesh with elementary NURBS-type surface patches. Each lobe, in addition to
determining its boundaries through the dropped curve, was further described by a certain
number of control points, determining the quality of the lobe’s fit to the corresponding
section of the polygonal mesh. The surface model obtained in the last phase of the process
was saved as a solid model and exported to STEP format.

3. Results

In the context of the information given in Section 2,

(a) a pulley a CAD modeling methodology was developed (Figure 4), and three deviation
map (Figure 5)

(b) a model of parts used for clamping and positioning a CAD modeling methodology
was developed (Figure 6), and three deviation map (Figure 7), and for a connecting
rod a CAD modeling methodology was developed (Figure 8), and three deviation
map (Figure 9)

(c) a turbine blade a CAD modeling methodology was developed (Figure 10), and three
deviation map (Figure 11), and for a helical gear a CAD modeling methodology was
developed (Figure 12), and three deviation map (Figure 13)

(d) a femur a CAD modeling methodology was developed (Figure 14), and three deviation
map (Figure 15), and for a pelvic part a CAD modeling methodology was developed
(Figure 16), and three deviation map (Figure 17)

The process of verifying the accuracy of implementing the CAD modeling process was
carried out using Focus Inspection and GOM Inspect software. The fitting of the nominal
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3D-STL model obtained at the measurement stage and the reference 3D-CAD model
generated at the design stage was performed using the best-fit method. This method is an
iterative process that minimizes the square of the distance between two models. During
implementation, the accuracy of the alignment must be about 0.005 mm. If the parameter
value is larger, the process continues until the value is smaller. In addition, statistical data
were developed in Tables 1–7 to define the maximum and minimum deviation values,
range, mean, and standard deviation values.

 

Figure 4. Selected stages of pulley geometry reconstruction into a 3D-CAD model based on 2D
profiles acquired during measurement.

 
 

(a) (b) 

Figure 5. Three-dimensional deviation map representing CAD modeling errors for a pulley model:
(a) top view; (b) bottom view.

Table 1. Statistical parameters representing CAD modeling errors for the pulley model.

Parameters Pulley Model

Maximum deviation [mm] 0.278
Minimum deviation [mm] −1.203

Range [mm] 1.481
Mean deviation [mm] −0.002

Standard deviation [mm] 0.031
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Figure 6. Stages of reconstructing the geometry of a part used for clamping and positioning within a
machining process, transformed into a 3D-CAD model based on the obtained 3D point cloud.

  
(a) (b) 

Figure 7. Three-dimensional deviation map representing CAD modeling errors for in model of parts
used for clamping and positioning within a machining process: (a) back view; (b) front view.

Table 2. Statistical parameters representing CAD modeling errors for the model of parts used for
clamping and positioning within a machining process.

Parameters Model for Clamping and Positioning Part

Maximum deviation [mm] 0.161
Minimum deviation [mm] −0.251

Range [mm] 0.411
Mean deviation [mm] 0.000

Standard deviation [mm] 0.009
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Figure 8. Stages of reconstructing the geometry of the connecting rod into a 3D-CAD model based on
the obtained 3D point cloud.

 
 

(a) (b) 

Figure 9. Three-dimensional deviation map representing CAD modeling errors for a connecting rod
model: (a) top side view; (b) bottom side view.

Table 3. Statistical parameters representing CAD modeling errors for the connecting rod model.

Parameters Connecting Rod Model

Maximum deviation [mm] 0.223
Minimum deviation [mm] −0.349

Range [mm] 0.571
Mean deviation [mm] −0.003

Standard deviation [mm] 0.026
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Figure 10. Stages of reconstructing the geometry of the turbine blade model into a 3D-CAD model
based on the obtained 3D point cloud.

  
(a) (b) 

Figure 11. Three-dimensional deviation map representing CAD modeling errors for a turbine blade
model: (a) convex side view; (b) concave side view.

Table 4. Statistical parameters representing CAD modeling errors for the turbine blade model.

Parameters Turbine Blade Model

Maximum deviation [mm] 0.686
Minimum deviation [mm] −0.344

Range [mm] 1.030
Mean deviation [mm] 0.000

Standard deviation [mm] 0.045
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Figure 12. Stages of reconstructing the geometry of the helical gear model into a 3D-CAD model
based on the obtained 3D point cloud.

 
 

(a) (b) 

Figure 13. Three-dimensional deviation map representing CAD modeling errors for a helical gear
model: (a) top view; (b) bottom view.

Table 5. Statistical parameters representing CAD modeling errors for the helical gear model.

Parameters Helical Gear Model

Maximum deviation [mm] 0.693
Minimum deviation [mm] −0.967

Range [mm] 1.660
Mean deviation [mm] −0.025

Standard deviation [mm] 0.098

157



Designs 2024, 8, 50

 

Figure 14. Stages of reconstructing the geometry of the femur model into a 3D-CAD model based on
the obtained 2D images.

  
(a) (b) 

Figure 15. Three-dimensional deviation map representing CAD modeling errors for a femur model:
(a) front view; (b) back view.

Table 6. Statistical parameters representing CAD modeling errors for the femur model.

Parameters Femur Model

Maximum deviation [mm] 2.984
Minimum deviation [mm] −0.705

Range [mm] 3.689
Mean deviation [mm] 0.001

Standard deviation [mm] 0.090
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Figure 16. Stages of reconstructing the geometry of the pelvic part model into a 3D-CAD model
based on the obtained 2D images.

  
(a) (b) 

Figure 17. Three-dimensional deviation map representing CAD modeling errors for the pelvic part
model: (a) back view; (b) front view.

Table 7. Statistical parameters representing CAD modeling errors for the pelvic part model.

Parameters Pelvic Part Model

Maximum deviation [mm] 2.356
Minimum deviation [mm] −0.651

Range [mm] 3.007
Mean deviation [mm] 0.005

Standard deviation [mm] 0.051

4. Discussion

The RE process is increasingly used in many technological fields like automotive [15],
aviation [18], and medicine [48,49]. It can be identified as one of the techniques for designing
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machine parts closely associated with computer-aided engineering systems. Analyzing
the accuracy of the development of the final reconstructed 3D-CAD model is necessary for
evaluating the RE process [12,13]. Many factors affect the accuracy of the 3D-CAD model,
including measurement errors, data processing errors, and CAD modeling errors [17,18].
The authors of the current study focused on evaluating CAD modeling errors. The model
selection procedure focused on geometries characterized by:

(a) basic geometries, such as a model used for clamping and positioning parts to perform
the machining process;

(b) the generation of cross-sectional curves in one plane and guide curves in the other
plane, such as for a helical gear and turbine blade;

(c) repeatability of features in one or two planes, such as on a pulley;
(d) basic geometries and freeform surfaces, such as on a connecting rod;
(e) freeform surfaces, such as on a femur model and pelvic part model.

The quality of the acquired data was affected by, among other things, the resolution of
the measurement, form deviation, and the degree of wear of the digitized object. In the
case of measurements with the MarSurf XC20 and iNEXIVE optical microscope systems,
the highest possible resolution was used when measuring the pulley. The microscope used
had a resolution of 0.02 mm, while the MarSurf XC20 system had a resolution of 0.001 mm.
The measurement resolution was kept at least ten times smaller than the dimensional and
form tolerances used to define the pulley geometry, to ensure accurate measurements [50].
Therefore, any errors in the obtained measurement results were primarily due to the
pulley’s manufacturing process and any damage caused during this. In the stage of CAD
modeling based on acquired 2D and 3D point cloud data, the most significant impact on
the accuracy of obtaining the final 3D-CAD model is the stage of fitting parameterized
2D curves or 3D surfaces to the measurement data, which depends on the quality of the
measurement data obtained. When fitting the data to the optical microscope, some points
deviated from the correct trend of the measured profile. Therefore, they were not taken into
account in the curve fitting process. In the case of data acquired with the MarSurf XC20,
data that deviated from the trend were also noticed, but they appeared less significant
than with the optical microscope. Therefore, they were not considered blunder errors; they
were just data that, in addition to shape detrending, may have contained irregularities
from surface roughness. The Fit Circle and Fit Line options were used to elaborate the
parameterized profiles. The average fitting errors were obtained from the data acquired
with the optical microscope, which were the highest. For the circle fit, they averaged 0.06
mm; for the line fit, they averaged 0.05 mm. For MarSurf XC20, they were 0.03 mm for the
circle and 0.02 mm for the line, respectively. In averaging the matching results, the data
mapping of the splineway needed to be considered. Matching the lines to this part of the
geometry was difficult due to damage to this part of the model. Therefore, the obtained
fitting values significantly differed from the average deviation values. Considering the
research described in Figure 18, the factors influencing accuracy at the stages of geometric
measurement, measurement data processing, and, finally, the CAD modeling process
were identified.

Two methods were used in the CAD modeling based on 3D point clouds: one sim-
plified the modeling process by creating 2D profiles based on the 3D point cloud, and the
other developed a 3D-CAD model by fitting traditional geometric figures (e.g., cylinder,
flat surface) and freeform surfaces. Considering the data obtained with the laser scanner,
an irregular form of a three-dimensional point cloud was observed. It was formed by
manually merging the acquired data from different measurement directions. The maxi-
mum fitting error of the point cloud was 0.006 mm for the model used for clamping and
positioning parts in the machining process and 0.01 mm for the connecting rod. The highest
measurement resolution of the laser scanner, which was 0.01 mm, was used to minimize
measurement errors. Despite this, an incomplete representation of the geometry of the
models was obtained on selected sharp edges, which was combined with the limitations of
the laser head itself.
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Figure 18. Factors determining the accuracy of geometric reconstruction based on acquired 2D profiles.

Thus, most negative deviations were obtained from models scanned using this method.
Most of them were within the ±0.05 mm deviation range. In the case of the model used for
clamping and positioning parts for performing the machining process, the highest average
values of the deviations of the fit of the line and circle for the parameterized profiles were
below −0.1 mm. Thus, they did not exceed the deviation limits for the model’s manufacture.
The dimensional and form tolerances of the model were within deviations of ±0.1 mm.
The model was designed for the company’s domestic production needs. In the case of the
connecting rod, the results of matching the flat surface and cylindrical surface to the three-
dimensional point cloud were also below −0.1 mm in some places. The fitting deviations
were much higher for some sections of the connecting rod, mainly due to the wear of the
model’s surface in this area. The degree and tolerance method fitted the profile with a
spline curve for a section of the connecting rod geometry. Based on the generation of a three-
degree curve and an assumed tolerance of 0.01 mm, an average fitting error of 0.005 mm
was obtained. Thus, the errors of the entire reconstruction process were mainly within the
manufacturing tolerances of the connecting rod. Unfortunately, the errors created in the
operation process significantly affected the increase in the values of negative deviations in
the big end bore. In the case of the wrist pin diameter, the deviations were much smaller
and, in most areas, did not exceed the values of manufacturing deviations [51,52]. The
deviation of the hole axis spacing was −0.02 mm; the value obtained was within the range
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of manufacturing deviations, which is ±0.05 mm. Considering the research described
in Figure 19, the factors influencing accuracy at the stages of geometric measurement,
measurement data processing, and, finally, the CAD modeling process were identified.

 
Figure 19. Factors determining the accuracy of geometric reconstruction based on the acquired 3D
point cloud using the laser head.

In the case of data obtained from the structured light scanner, a more homogeneous
point cloud was obtained. Thus, the error of fitting the point clouds for the turbine blade
was 0.003 mm, and for the helical gear was 0.004 mm. This was due to the automation of
the entire measurement process. The models of the turbine blade and helical gear were
measured with a resolution of 0.01 mm to minimize the impact of measurement errors.
The established resolution value was ten times smaller than the tolerances, which defined
the accuracy of the model’s geometry [53–55]. For the turbine blade geometry, section
curves were generated. Spline curves were created on the obtained points. Each profile
consisted of four elements of this type, continuously connected. The profile’s leading edge,
attack edge, and upper and lower parts were modeled separately. The Fit Spline command
created approximated curves based on the imported points. Based on the generation of
a three-degree curve and an assumed tolerance of 0.01 mm, an average fit error of 0.005
mm was obtained. The option to generate a section curve was also used for the helical
gear. Similar settings to the Fit Spline option were applied to the turbine blade. However,
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higher average fit errors of about 0.1 mm were obtained based on the settings used. The
highest modeling errors occurred within the spline area and the fragment of tooth geometry.
These occurred because those areas were damaged. For the development of the side surface
of the tooth, the Fit Surface option was used. The option chosen was Fit Freeform Surface.
Based on the selected option, the accuracy of the modeling of the side surface of the
tooth was obtained, which was within the range of maximum deviations of ±0.09 mm.
Considering the research described in Figure 20, the factors influencing accuracy at the
stages of geometric measurement, measurement data processing, and, finally, the CAD
modeling process were identified.

 
Figure 20. Factors determining the accuracy of geometric reconstruction based on the acquired 3D
point cloud using the structured light system.

In the case of models of anatomical structures, it is impossible to relate the results
obtained to the accuracy of nominal models (since such do not exist). However, sev-
eral conclusions can be made about the factors affecting the accuracy of the reconstruc-
tion process. Among the most significant are errors in the measurement process, which
largely depend on the quality of the spatial resolution of the DICOM data [56,57]. In
addition, the accuracy of the obtained geometry is also influenced by the segmentation
method used [30,58]. Additionally, it is crucial to know the CAD modeling errors. For
models of anatomical structures of the hip joint, the method used was to generate an
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automatic freeform surface based on curves previously projected onto the 3D-STL model.
For non-standard geometries such as anatomical structures, no other 3D-CAD modeling
method was possible. To fully parametrize the models, in the case of the femur model,
1060 edges were required to be generated, on which 530 surface patches were spanned. For
the pelvic part, 1248 edges were generated, on which 624 surface patches were spanned.
The generated parameters achieved CAD modeling accuracy of ±0.2 mm for the femur
model and ±0.1 mm for the pelvic part. As with any modeling method, it is possible to de-
velop 3D-CAD models more accurately. This is especially possible for the femur. However,
covering the 3D-STL model with a larger number of surface patches significantly increases
the 3D-CAD model generation time. Considering the research described in Figure 21, the
factors influencing accuracy at the stages of geometric measurement, measurement data
processing, and, finally, the CAD modeling process were identified.

 

Figure 21. Factors determining the accuracy of geometric reconstruction based on DICOM data
acquired using the CT scanner.

5. Conclusions

Reverse engineering is becoming increasingly crucial in reconstructing the geometry
of models for which we usually do not have technical documentation. The most significant
problem concerning the reconstruction of geometry is related to the occurrence of errors
that influence the accuracy of the development of the final 3D-CAD model. The lack of
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developed procedures and estimated errors at the stage of geometric reconstruction carries
the risk that selected dimensions and, most importantly, functional parts of the recon-
structed model may be outside the tolerance limits. Therefore, the procedures developed
in the article, including the selected resolution of measurement systems, constitute CAD
modeling methods to minimize reconstruction errors, allowing the development of copies
of model geometries within the tolerance limits of their manufacture. The selection of
the system and measurement parameters, the accuracy of fitting together the acquired
measurement data, and the parameterization methods used have a major influence on
the deviation values obtained. However, all co-authors confirm that it is necessary to test
the adopted assumptions further to optimize the presented procedures and to test their
functional properties on already manufactured models whose digital documentation was
created in the reconstruction process.
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Abstract: The evolution of 3D printing has ushered in accessibility and cost-effectiveness, spanning
various industries including biomedical engineering, education, and microfluidics. In biomedical
engineering, it encompasses bioprinting tissues, producing prosthetics, porous metal orthopedic
implants, and facilitating educational models. Hybrid Additive Manufacturing approaches and,
more specifically, the integration of Fused Deposition Modeling (FDM) with bio-inkjet printing offers
the advantages of improved accuracy, structural support, and controlled geometry, yet challenges
persist in cell survival, interaction, and nutrient delivery within printed structures. The goal of this
study was to develop and present a low-cost way to produce physical phantoms of human organs
that could be used for research and training, bridging the gap between the use of highly detailed
computational phantoms and real-life clinical applications. To this purpose, this study utilized
anonymized clinical Computed Tomography (CT) data to create a liver physical model using the
Creality Ender-3 printer. Polylactic Acid (PLA), Polyvinyl Alcohol (PVA), and light-bodied silicone
(Polysiloxane) materials were employed for printing the liver including its veins and arteries. In
brief, PLA was used to create a mold of a liver to be filled with biocompatible light-bodied silicone.
Molds of the veins and arteries were printed using PVA and then inserted in the liver model to
create empty channel. In addition, the PVA was then washed out by the final product using warm
water. Despite minor imperfections due to the printer’s limitations, the final product imitates the
computational model accurately enough. Precision adjustments in the design phase compensated
for this variation. The proposed novel low-cost 3D printing methodology successfully produced an
anatomically accurate liver physical model, presenting promising applications in medical education,
research, and surgical planning. Notably, its implications extend to medical training, personalized
medicine, and organ transplantation. The technology’s potential includes injection training for
medical professionals, personalized anthropomorphic phantoms for radiation therapy, and the future
prospect of creating functional living organs for organ transplantation, albeit requiring significant
interdisciplinary collaboration and financial investment. This technique, while showcasing immense
potential in biomedical applications, requires further advancements and interdisciplinary cooperation
for its optimal utilization in revolutionizing medical science and benefiting patient healthcare.

Keywords: additive manufacturing; personalized medicine; bioprinting; medical education

1. Introduction

Additive manufacturing, with its wide-ranging applications across biomedical en-
gineering, electronics, automotive sectors, education, and microfluidics, has evolved sig-
nificantly. Initially characterized by high entry costs, recent advancements in printing
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processes and materials have rendered 3D printing more accessible and cost-effective [1].
The applications of 3D printing in biomedical engineering span from bioprinting tissues
imitating natural structures to manufacturing affordable and custom-fit prosthetics [2].
Additionally, the technology facilitates the creation of porous metal orthopedic implants,
promoting better integration with natural bones and aiding pharmaceutical testing [3,4]. In
educational settings, 3D printing bridges the gap between theoretical concepts and physical
manifestations, providing students with hands-on experiences for rapid prototyping. This
technology enhances STEM education (Science, Technology, Engineering, and Mathemat-
ics) by enabling students to create models, scientific equipment, and replicas of historical
artifacts [5].

Recent advances in 3D printing necessitate the development of biomaterials compatible
with printing processes. These materials, especially for biomedical applications, require
biocompatibility and structural integrity. They aim to create scaffolds for tissue engineering,
drug screening, and regenerative medicine [6]. Notable materials include natural polymers
like chitosan, sodium alginate, and synthetic polymers [7,8].

Biodegradable bioinks, primarily hydrogels, dominate 3D bioprinting due to their com-
patibility with living cells, mechanical stability, and high-resolution printing capabilities.
Control over powder size and particle flow enhances ceramic-based ink properties [9–14].
Bioink printability depends on various factors, including viscosity, surface tension, and
nozzle characteristics. Materials like hydrogels, collagen, alginate, gelatine, PCL, and PLA
are widely used for additive manufacturing. These materials vary in biocompatibility,
mechanical strength, and biodegradability, catering to diverse applications such as tissue
engineering and drug delivery [15–22].

Non-planar 3D printing techniques transcend traditional flat printing surfaces, en-
abling complex multi-layered structures. Methods include volumetric printing, continuous
liquid interface production (CLIP), curved surface printing (CSP), freeform printing, and
multi-material printing [23–26]. The technology finds applications in aerospace, healthcare,
and consumer products, enabling the production of intricate biomedical implants and com-
plex engine parts [27–29]. However, software limitations in conventional printers hinder
the full utilization of 3D capabilities. Various algorithms and software, like Curvislicer and
GCodeBending, aim to address this challenge [30–34].

Hybrid 3D printing combines various 3D printing methods to produce intricate,
high-accuracy parts. Examples include Fused Deposition Modeling (FDM) with Stere-
olithography (SLA) or Digital Light Processing (DLP), and Selective Laser Sintering (SLS)
with binder jetting [35,36].

Various hybrid 3D printing methods have emerged for biological materials:

• Bio-Inkjet Printing: Deposition of bioink containing cells onto a substrate, cured to
form living tissue;

• Electrospinning: Electric field production of nanofiber scaffolds supporting living cells;
• Microfluidic Printing: Droplet deposition of bioink with cells through a microfluidic device;
• Stereolithography with Cell Encapsulation: Encapsulating cells in a cured hydrogel

for tissue formation.

Challenges persist in enhancing cell survival rates, ensuring proper cell interac-
tions, and facilitating nutrient delivery within printed structures. Researchers explore
temperature-controlled bio-inkjet printing, precise cell placement, and microfluidic chan-
nels for improved viability and functionality [37–40].

There is a lot of discussion regarding the implementation of physical phantoms to
study cell survival in organs and tissues after an irradiation procedure [41,42]. Nevertheless,
the cost for such applications needs a significant budget to be included in every laboratory,
as well as a multidisciplinary approach combining many different types of expertise.
Additionally, there is a need for physical phantoms for extensive practice with surgical
approaches to optimize procedures, limiting the use of real tissues. Likewise, a recent
surgical review highlighted the importance of understanding tissue mechanics [43].
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More specifically, recent studies have comprehensively explored the use of 3D printing
for phantom fabrication, including discussions on material selection [44–46]. A key finding
is the limited availability of materials that can accurately mimic the full spectrum of tissue
properties [44]. However, the growing accessibility, affordability, and versatility of additive
manufacturing techniques point towards its increased adoption in the medical field [46].
With the ever-expanding array of tissue-mimicking materials (TMMs) presented in research
and the ongoing surge in investigations, a pressing need exists to focus on the properties of
these phantom materials across various imaging and therapeutic applications.

While digital or “computational” anthropomorphic phantoms offer a cost-effective
alternative [47], physical phantoms remain the preferred choice for institution-specific
acquisition and procedural protocols, which can vary depending on equipment manufac-
turers, models, and intended uses. The material selection, or the specific TMMs used within
these physical phantoms, is crucial for their successful application [48].

This study aims to present a proof-of-concept for a low-cost implementation on com-
bining the FDM technique with inkjet to produce soft-tissue structures, such as a small
version of the human liver, using real clinical data (i.e., a CT dataset), following sugges-
tions by the literature [43–46]. Three different materials were utilized to fit the purpose of
each structure, namely Polylactic Acid (PLA), Polyvinyl Alcohol (PVA), and light bodied,
biocompatible silicone (Polysiloxane), which could incorporate living cells in a future
extended implementation.

The following section (Section 2) includes a description of the materials and methods
implemented, providing information on the materials and the techniques implemented to
develop the whole procedure. Section 3 follows, providing the final printed products of
this study and analysis of results. Section 4 provides a comprehensive analytical discussion
of the results of this study and possible implementations, and Section 5 draws the final
conclusions to summarize the whole study.

2. Materials and Methods

Combining FDM with bio-inkjet printing involves creating a supportive FDM scaf-
fold for bio-inkjet-deposited living cells. The utilization of Ultra-Violet (UV) light for
curing forms the living tissue, allowing greater control over geometry and architecture.
Its advantages include improved accuracy and structural support, enabling the creation
of complex structures. Challenges of this approach encompass enhancing cell survival,
promoting proper cell interactions, and ensuring efficient nutrient delivery within the
printed structures [49–52].

To start with the formation of the physical phantom, clinical data are needed. For
this study, anonymized (for ethical purpose) clinical Computed Tomography (CT) data,
featuring a segmented liver including veins and arteries, was utilized. To make the physical
phantom more accessible for the laboratory’s equipment, as well as to accelerate the additive
manufacturing procedure, the liver model was scaled down to 50% of its original size, as
this is only a feasibility study. The 3D printing process was conducted using the Creality
Ender-3 printer, as this is a widely used, low-cost, and accessible piece of equipment.

Three types of material were employed to assure accessibility, convenience, and
biocompatibility, as presented in Table 1. More specifically, they are

• PLA: Used for printing the liver mold to ensure mechanical integrity. Additionally,
this material is flexible in the way that it is printed, ensuring that no special conditions
are needed;

• PVA: Employed as the mold for veins and arteries, allowing easy removal by washing
with hot water. This was crucial as the delicate veins’ geometry could not be extracted
from a PLA mold without damage;

• Polysiloxane: Medical-grade silicone used to fill the PLA molds. This silicone is
harmless to living organisms, and its density is close to the density of organ tissue
(~1.1 g/cm3). For this reason, this material could also be a base in future applications
to accommodate living cell populations.
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Table 1. Printing and material parameters used during the hybrid additive manufacturing procedure.

Material
Nozzle

Temperature (◦C)
Bed Temperature

(◦C)

Water
Temperature

While Dissolving

Filament
Diameter

Wall
Thickness

Infill Layer High

PLA 205 60 - 1.75 mm 0.8 mm 0% 0.28 mm

PVA 220 60 40–60 ◦C
(with stirring) 1.75 mm 0.8 mm 0% 0.28 mm

Polysiloxane 25 60 - - - - -

Figure 1 depicts a 3D model of the liver used, showcasing the veins in blue and
arteries in red. The liver and its intricate network of veins and arteries were derived from
anonymized CT data and were previously segmented. The TotalSegmentator tool [53] was
considered for the segmentation procedure. The TotalSegmentator is able to segment a big
portion of the human body, delineating 117 distinct organs and regions. TotalSegmentator
is an AI model, developed and trained by the department of Research and Analysis at
University Hospital Basel, on the Zenodo database [54], to be able to recognize human
organs in any provided CT data. However, precise clinical implementation may necessitate
evaluation and refinement by experienced clinicians.

 

Figure 1. 3D representation of the liver model. Colors differentiate arteries (red) from veins (blue)
and the liver (yellow). Letters indicate the anatomical orientation of the organ in the human body: S
is for Superior, I for Inferior, L for Left, R for Right, P for Posterior and A for Anterior.

Utilizing 3D-Slicer v.5.6.2 software, the segmented data from DICOM files was ex-
ported into STL (Stereo-Lithography) file format, which is a commonly used file format
in any CAD software. 3D-Slicer is a free, open-source software for the visualization, pro-
cessing, segmentation, registration, and analysis of medical, biomedical, and other 3D
images and meshes; and planning and navigating image-guided procedures. Based on a
large supporting community of users and developers, 3D-Slicer can solve advanced image
computing challenges with a focus on clinical and biomedical applications. It allows one to
build and deploy custom solutions for research and commercial products.

The produced STL files of the model were then transformed into G-code files using
slicers. G-code is a programming language for CNC (Computer Numerical Control) ma-
chines. G-code stands for “Geometric Code” and is used to tell a machine what to do or
how to do something, translating the path that needs to be followed. UltiMaker Cura v5.6.0
was employed to generate the initial G-code, which was later converted into a non-planar
version for this study. For the non-planar implementation, the CurviSlicer (March 2020
build) was employed. The CurviSlicer is a recently developed tool that is able to receive
STL files and generate the G-code, including non-planar movement. Nevertheless, the code
was not able to run directly with the printer. The next step was to obtain this G-code file
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and compare it to another file that can be used by the printer, to manually apply modi-
fications in the initial and final part of the G-code, making it recognizable by the printer.
In this implementation, a simple G-code file was generated using the Cura software and
then used as reference for manual corrections on the non-planar G-code file generated by
CurviSlicer. The header part of the file needed to be copied by the Cura G-code file, to
make the G-code compatible with the 3D printer. Additionally, the end part of the G-code
file produced through CurviSlicer needed to be copied by the Cura G-code file, to help the
printer conclude the procedure without problems.

The 3D printing process utilized in this study involved the use of a specialized ma-
terial known as condensation Polysiloxane, specifically Protolast PF [55]. This material is
characterized by its light-based consistency and finds extensive application as a precision
impression material in the field of dentistry. It must be stated that this type of silicone could
be integrated with living cells, if such an implementation is a target. In our case, as this
study is only proof-of-concept, no such step was followed.

We now delve into the methodology in greater detail. The procedure commenced with
the precise printing of veins and arteries using PVA. Subsequently, these printed vascular
structures were incorporated into the corresponding positions in the liver mold to create
areas that would stop the diffusion of the light-bodied silicone. These areas could act as
channels that could be filled with liquids to simulate blood circulation. The liver mold was
printed in a second step using PLA to ensure the integrity of the mold, as it was completely
empty on the inside. The walls of this piece were 0.8 mm, as this thickness was enough for
both its integrity and easy removal after being filled with silicone.

It needs to be stated that the injection of the silicone was performed manually by the
researchers, during the 3D printing process, using corresponding syringes, that are used in
dentistry for this type of silicone, which is both a flexible and durable material. At this stage,
the objective was to demonstrate that the integration of these different operations is feasible,
and a valid part could be achieved, thus proving the success of the proposed method.
To further extend the hybrid procedure, the syringes could be merged with the printer
using an extra motor, as well as advanced hardware and software. Nevertheless, additive
manufacturing is about prototyping and as such different methods can be applied, meaning
automated and semi-automated. Regardless, in many industrial or lab applications it is
common ground to perform combinatory processing and manufacturing by implementing
robotic arms, thus precisely simulating operations performed by trained personnel who
can operate simultaneously or serially with other processes, thus performing Hybrid
Manufacturing on the produced part, as it is carried out in the same build space and with
the purpose of creating a single part.

After filling the liver mold with the PVA arteries and veins, as well as with the
Polysiloxane, an intricate washing process was undertaken to remove the PVA material
entirely, leaving behind the final silicone liver including the channels. This process resulted
in the creation of a quite detailed and lifelike model: a replica of a liver characterized
not only by its external appearance but also by the presence of accurately reproduced
arteries and veins. The intricacies of this hybrid additive manufacturing technique are
visually demonstrated in Figure 2a–c, showcasing the molds that were created through this
innovative process, using both the PLA and the PVA materials.

It is worth noting that the printing of the liver involved the utilization of a non-planar
edited G-code. Despite the complexity introduced by this non-planar approach, the final
product did not exhibit noticeable differences compared to the model printed with the
standard technique. This is due to the complexity and the different levels of the surface
of liver geometry. This means that it is not a simple aero-foil, but a more complex shape.
For such a case, it was more convenient to use the standard technique for the mold and
implement a non-planar approach for the infill of the model, which is the procedure that
was finally selected in this study.
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3. Results

The FDM-printed mold, crafted using the 3D printing technique, closely resembles
the original design depicted in the STL file. However, owing to the limitations of the 3D
printer’s resolution and precision, some minor roughness and imperfections are discernible
along the edges of the printed mold. These slight discrepancies, attributed to the inherent
constraints of a low-quality 3D printer, marginally affect the fidelity of the final output
when compared to its digital design. Updating the hardware and software of our system
could greatly improve the quality of the product.

Subsequently, the final printed product, following the injection of the gel polymer into
the FDM-printed mold and subsequent extraction, exhibits a considerable reduction in size
compared to the initial FDM mold. This dimensional variation is an anticipated outcome
owing to the presence of the polymer shell, which contributes to a fractional decrease in the
overall size of the produced item. However, this disparity in dimensions can be effectively
compensated for, by factoring in the thickness of the shell during the design phase. By
incorporating adjustments to accommodate the shell’s effect on the final product’s size,
such as modifying the initial STL file dimensions, precise calibration can be achieved,
minimizing discrepancies between the digital design and the physical outcome. It needs
to be mentioned that the size difference between the 3D printed product and the STL file
was less than 10% in all dimensions (i.e., x, y, and z axes, or non-orthogonal axes). The
calculated volume also differed by less than 8% when measured in the STL file (~156 mL)
and as water volume (~145 mL) inside the PLA liver mold.

Moreover, to further enhance the surfacing and extraction of the final product from
the mold, the utilization of a thin layer of Vaseline could augment the surface quality of
the final product, which is shown in Figure 3. This additional step aids in optimizing the
release of the printed product, ensuring a smoother surface finish, and facilitating a more
efficient extraction process. Incorporating such refinements into the production process
significantly contributes to achieving a final output that aligns closely with the intricacies of
the initial digital design, bridging the gap between the STL file’s precision and the physical
manifestation of the printed product.

 

Figure 2. (a) 3D-printed liver mold (145 mL of internal volume); (b) 3D-printed liver vein mold;
(c) 3D printed liver artery mold.
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Figure 3. 3D-printed final product.

4. Discussion

In summary, this study showcases a novel low-cost additive manufacturing method-
ology, combining advanced materials and intricate techniques to produce anatomically
accurate models. Through the meticulous integration of silicone veins and arteries into
a PLA mold, the research team successfully created a liver model that not only captures
the external features of the organ but also replicates its internal vascular network with
precision. This innovative approach holds immense promise for various applications in the
fields of medical education, research, and surgical planning.

One of the most significant implications lies in the field of medical education and
training. Clinical scientists could utilize this advanced technique for injection training,
allowing medical professionals to optimize their skills with highly detailed and realistic
in vitro simulations. This also minimizes the use of animals as well as the need for human
tissue, offering a more ethical and advanced platform for medical training while prepar-
ing future healthcare professionals for complex clinical scenarios. Moreover, innovation
should not stop here; this technology could be expanded upon to explore more sophisti-
cated robotic methods for intricate injections, opening doors to previously unattainable
medical procedures.

Furthermore, this technique holds immense promise in the realm of personalized
medicine. By refining the process and investing in higher-grade materials, it could con-
tribute to the creation of complete, personalized anthropomorphic phantoms. These phan-
toms, akin to the RTsafe devices [56], could revolutionize radiation therapy quality assur-
ance, ensuring that treatments are precisely calibrated and tailored to individual patients.
The potential benefits for patients’ well-being and treatment outcomes are immeasurable.

However, the true marvel of this technology lies in its potential for organ transplanta-
tion. With further advancements and investment in cutting-edge materials, this technique
could be integrated with living cells, pushing the boundaries of medical science. Functional
living organs could be artificially created by the exploitation of such a low-cost technique,
offering hope to countless patients on transplant waiting lists. Such an endeavor, though,
demands an interdisciplinary collaboration of epic proportions and a substantial financial
commitment. The fusion of expertise from various fields, including biology, materials
science, and engineering, is essential to navigate the complexities of producing living
organs in a controlled environment.
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It is crucial to acknowledge the challenges and avenues for future research in this
groundbreaking study. Rigorous testing—including pressure assessments, radiation scan-
ning, and dose measurements—is imperative to ensure the safety and efficacy of the
developed product. While the initial indications from the existing literature are promis-
ing, comprehensive experimentation and validation are necessary steps in this pioneering
journey. As the research community delves deeper into this innovative technique, the po-
tential to transform the landscape of medical education, personalized medicine, and organ
transplantation becomes increasingly tangible. The ongoing dedication to exploration and
refinement will undoubtedly pave the way for a future where the boundaries of medical
science are pushed further than ever before, bringing hope and healing to millions around
the globe.

Moreover, while this study successfully demonstrates the feasibility of hybrid 3D
printing using biocompatible materials, it is imperative to note that the assessment of cell
cultures and the viability of cells throughout the complete printing procedure remains an
area requiring further investigation. The interaction between printed structures and living
cells is a crucial aspect in biomedical applications, necessitating in-depth analyses to ensure
optimal cell survival, proliferation, and functionality post-printing.

Future research endeavors should focus on comprehensive studies involving cell cul-
tures to evaluate the biocompatibility and cytocompatibility of the printed structures. As-
sessing cell behavior, including adhesion, proliferation, and differentiation, throughout the
printing process and post-printing stages is crucial for the development of functional tissue
constructs or biomedical devices. Furthermore, exploring innovative bioinks and refining
printing parameters to enhance cell viability within the printed constructs is fundamental.

Assessing such approaches will enable the scientific community to study the surviv-
ability of cells and tissues, even when such population of cells is irradiated. This way,
radiation therapy procedures could be highly improved. Addressing these aspects will
not only advance our understanding of the interaction between printed materials and cells
but also pave the way for the utilization of hybrid additive manufacturing techniques in
various biomedical applications, ranging from tissue engineering to drug delivery systems.
Drug delivery studies on such phantoms will improve the understanding of Physiolog-
ically Based Pharmacokinetic Modeling (PBPK) that will allow for the optimization of
therapeutic procedures.

5. Conclusions

In conclusion, this study presents a promising proof-of-concept for the hybrid 3D
printing of biocompatible materials, highlighting the successful integration of two distinct
steps: FDM printing utilizing PLA and PVA, and inkjet printing employing gel polymers.
While the implemented procedure was not automated, the groundwork laid in this research
provides a foundational framework for potential automation in the future [57]. Achieving
full automation would necessitate a multidimensional approach encompassing advance-
ments in hardware, software evolution, and cross-disciplinary collaborations across fields
such as physics, mechanics, biology, and software development. The envisioned automated
process holds immense potential, offering efficiency and scalability in the fabrication of
biocompatible structures. Overall, this study underscores the feasibility and potential
avenues for the development of an automated hybrid 3D printing procedure, marking a sig-
nificant stride towards innovative applications in biocompatible material fabrication. This
study showcases a groundbreaking methodology in 3D printing, successfully integrating
advanced materials and intricate techniques to produce highly detailed and anatomically
accurate organ models. The potential applications include medical education, research, and
surgical planning, emphasizing the promise and utility of this innovative approach.
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Abstract: Elective mandibular surgical osteotomies are commonly used to correct craniofacial dis-
crepancies. Since the modifications proposed by Obwegeser, Dal Pont, and Hunsuck, no effective
variations have been proposed to improve the biomechanical results of these mandibular osteotomies.
With technological developments and the use of three-dimensional images from CT scans of patients,
much has been done to plan and predict outcomes with greater precision and control. To date,
3D imaging and additive manufacturing technologies have not been used to their full potential to
create innovative mandibular osteotomies. The use of 3D digital images obtained from CT scans as
DICOM files, which were then converted to STL files, proved to be an efficient method of developing
an innovative mandibular ramus beveled osteotomy technique. The new mandibular osteotomy
is designed to reduce the likelihood of vasculo-nervous damage to the mandible, reduce the time
and ease of surgery, and reduce post-operative complications. The proposed osteotomy does not
affect traditional osteotomies. Anatomical structures such as the inferior alveolar nerve and intraoral
surgical access were preserved and maintained, respectively. The results obtained from the digital
images were validated on an additively manufactured 3D synthetic bone model.

Keywords: orthognathic surgery; mandibular osteotomy; 3D design; DICOM

1. Introduction

This study describes the feasibility of developing a novel mandibular osteotomy through
3D digital planning, 3D model validation, and patient-matched surgical guide fabrication.

Muscle biomechanics is the study of the internal and external forces that act on the
human body to produce movement. It examines how muscles, bones, tendons, and liga-
ments work together to produce function. Muscles can only pull and come in antagonistic
pairs. When one muscle in a pair contracts, the other relaxes, and vice versa. The function
of muscles depends on their intrinsic properties and extrinsic arrangement [1].

Contraction refers to the generation of tension within a muscle fiber through actin and
myosin cross-bridge cycling. The sarcoplasm of a muscle can lengthens, shorten, or remain
the same length under tension. The names of the contractions are based on how the length
of the sarcoplasm changes during this tension [2].

Isokinetic contractions occur at a constant rate. Isotonic contractions involve con-
stant tension as the muscle changes length and can be either concentric (shortening the
muscle) or eccentric (lengthening the muscle). Isometric contractions involve no change
in muscle length [2,3].

The mandible has seven main muscles: the buccinator, which assists in chewing and
originates from the alveolar process of the mandible; the mylohyoid, which is the primary
muscle of the mouth floor; the superior pharyngeal constrictor, which attaches to the
mylohyoid and plays a crucial role in swallowing [3].

The motor fibers of the mandibular branch of the trigeminal nerve (CN V3) inner-
vate all masticatory muscles, while the main arterial supply comes from branches of the
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maxillary artery. Muscle is essential for developing bone strength, providing mechanical
protection, and preserving or repairing skeletal tissue [1].

Bone undergoes adaptive processes in response to habitual loading, regulating its struc-
ture based on various components of its loading regime and mechanical environment [1,4,5].

The interaction between stress and strain provides insight into the mechanical behavior
of the properties of bone material as it deforms under load [1].

Tooth loss affects the fine proprioceptive control of jaw function and influences the pre-
cision of occlusal load application. This is due to the removal of intra-dental and periodontal
mechanoreception. Osseoperception, on the other hand, depends on central influences
from corollary discharge from cortico-motor commands to jaw muscles and contributions
from peripheral mechanoreceptors in orofacial and temporomandibular tissues [3,6].

The plasticity of neuromotor mechanisms is recognized in the processing of central
influences to accommodate the loss of dental and periodontal inputs [6].

Proprioceptive signals from mechanoreceptors in the joints, muscles, tendons, and skin
are crucial for the neural control of movement. The absence of proprioceptive afferents can
affect muscle tone control and bone formation, disrupt postural reflexes, and severely impair
the spatial and temporal aspects of voluntary movement. There is initial evidence suggesting
that proprioceptive training induces cortical reorganization, which reinforces the notion that
proprioceptive training is a viable method for improving sensorimotor function [7].

When performing an osteotomy on the mandible, the muscles separated by the
posterior and anterior fractured bone segments exert a vectorial force with direction
and directionality [3,8].

Pathological fractures can be classified as either favorable or unfavorable to fracture
reduction and immobilization treatment. A fracture is considered favorable if the muscle
vector force brings the fractured bone segments closer together and unfavorable if it
separates the fragments [8].

During elective osteotomy for maxillofacial correction with mandibular osteotomy, it
is essential to monitor muscle action. This is necessary not only to maintain stability after
immobilization of the surgical fracture but also to ensure a controlled outcome during the
period of bone healing and repair [9].

Based on the biomechanics, physiology, and anatomy of the mandible, the ideal
mandibular osteotomy for treating craniofacial discrepancies can be determined. The
ramus and angle of the mandible bilaterally have been the most commonly used region for
osteotomy in elective mandibular surgery throughout history [7–9].

The masseter, temporalis, medial, and lateral pterygoid muscles are directly associated
with the posterior mandibular fragment in a bilateral sagittal split osteotomy. They exert
unnecessary force that can cause unfavorable displacement of the sagittal split osteotomy [3,5].

The other muscles—the mylohyoid, buccinator, and superior pharyngeal constrictor—are
directly related to the displacement of the anterior segment of the mandibular osteotomy
performed at the angle of the mandible [9].

This work presents an innovative osteotomy technique developed using three-dimensional
(3D) technologies, digital imaging, and additive manufacturing of a human mandible obtained
from a computed tomography scan. The technique aims to preserve the inferior alveolar
vasculo-nervous bundle and the dento-alveolar boundaries while maintaining the integrity
of the teeth. To achieve this, the position of the mandibular canal was assessed using the
obtained image.

The 3D osteotomy line was determined to preserve anatomical structures and effi-
ciently approximate and preserve surgically fractured segments in an innovative biome-
chanical approach. The digital mandible was sectioned according to the proposed pa-
rameters (Figure 1). The black area in the image shows where the surgical guide will be
supported to perform the osteotomy. This makes it possible to determine the direction,
angle, and depth of the cut to be made with the piezoelectric cutting instrument.
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(a) (b)

Figure 1. Three-dimensional digital images: (a) the black area shows where the surgical guide
will be supported to perform the osteotomy; (b) the surface obtained with the oblique cut of the
mandibular ramus.

To validate the results, a 3D model of the mandible was printed using a material
with a density like that of human bone. The described osteotomy was then performed,
allowing for a comparison between the results of the digital osteotomy and the laboratory
experiment, thus validating the results.

2. Materials and Methods

2.1. Materials

A Digital Imaging and Communications in Medicine (DICOM) image of a mandible
converted into the stereolithography (STL) file format was obtained from a patient. The
3D image was segmented into three parts simulating the proposed bilateral bone section
in the mandible using software available in Windows, 3D Builder (Windows 10 version),
making it easy for users of this operating system to reproduce the method. The position
of the surgical guide was delineated using 3D paint, which is also available in the same
software (Figure 2).

 
(a) (b)

Figure 2. Three-dimensional digital image: (a) frontal view; (b) top view.

Digital bone cutting was performed using the 3D Builder software tool to cut the
digital models for 3D printing. It is possible to make three-dimensional cuts to visualize
the anatomical structures to be preserved. Through trial and error, a visual analysis of the
mandibular canal was made with each digital cut at different angles. On average, 50 trial
cuts were needed to find the ideal osteotomy.
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A model was printed using additive manufacturing in nylon (0.8 g/cm3) with a tensile
modulus of 1.7 GPa, simulating the density of mandibular bone. The model was used
to validate the osteotomy by cutting the bone using the author’s proposed handcrafted
polymethylmethacrylate guide.

The model was subjected to cuts using a surgical motor (Tech Drill) and a 2 mm
carbide cylindrical drill.

2.2. Methods

To determine the ideal bilateral mandibular osteotomy, the first parameter analyzed
was the position of the foramen oval, where the mandibular nerve bundle enters the medial
side or lingula of the mandibular ramus/angle. Using the posterior wall of the foramen
oval as the boundary for the bone section, after marking the osteotomy line with the 3D
Builder software, a digital bone section was made where it was possible to determine the
preservation of the mandibular canal (Figure 3).

Figure 3. Three-dimensional image that displays the mandibular dental arch.

In this figure, the 3D image displays the contact surface of the osteotomized right
posterior mandibular segment, which involves the temporomandibular joint condyle. In
the anterior segment, which involves the mandibular dental arch, the preservation of the
mandibular canals in bilateral osteotomies is visible. The left posterior segment is visible
on the right side of the picture, parallel to the incision.

The 3D mandible was printed before and after the digital cuts were made. The
mandible with the bone cuts was used to make the surgical guide in vitro with methyl
methacrylate (Figure 4), with the direction and angle of the cut to be made being precisely
adjusted. This guide was used as a directional and angular support for the tungsten carbide
drill used to perform the osteotomy. It was also possible to limit the depth of the cut,
increasing the safety of the procedure in vivo.

The same bicortical bone cut was made on the mandible model from the glenoid fossa
(Figure 5); the cut was made obliquely to facilitate the cutting angle with the surgeon’s field
of view through the intraoral surgical approach and straight to the determined limit of the
inferior posterior wall plus 1 mm from the foramen oval. In vivo, this bicortical cut should
be made with a piezoelectric cutting instrument to preserve internal anatomical structures,
especially the internal maxillary artery and the inferior alveolar vascular–nervous bundle.
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Figure 4. Three-dimensional mandible printed after the digital osteotomy.

  
(a) (b)

Figure 5. Positioning of the surgical guide: (a) before osteotomy; (b) after osteotomy.

3. Results

The osteotomies made in the digital images were validated after 3D printing the
models in synthetic bone (nylon) with a density of 0.8 g/cm3. The models were analyzed
to ensure that the mandibular foramen and canal were preserved. The bone contact surface
between the posterior and anterior segments was also validated and measured using
a manual caliper with a maximum contact surface that was 20 mm wide and 57 mm
high. These values provide a safety margin for mandibular retraction and advancement
procedures within these limits.

The bone cut made on the synthetic bone model was accurate due to the correct
angulation obtained using the surgical guide for the cut, as well as the location from the
top of the mandibular notch to the final point at the edge of the mandible (Figure 5a).

The primary objective of the proposed method was to create a novel mandibular
osteotomy, determined by 3D digital images and validated on a 3D printed model, which
would preserve anatomical regions and, most importantly, optimize muscle action in the
approximation of the osteotomized segments. This objective was successfully achieved by
analyzing the final result of the osteotomized segments (Figure 5b).
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The temporalis muscle will retract and elevate the anterior segment (with the mandibu-
lar dental arch), and the masseter muscle will approximate the posterior segment (mandibu-
lar ramus), maintaining contact between the osteotomized bone segments. The retention of
the coronoid process (Figure 5b) in the anterior segment represents a significant biomechan-
ical distinction when compared to the conventional techniques that are currently employed
(bilateral sagittal split osteotomy).

The cut can be made with a 2 mm tungsten carbide bur, a surgical saw, or a straight
piezoelectric cutting instrument. The piezoelectric device is best for the in vivo procedure,
as it protects soft tissues, such as vessels and nerves.

The cutting angles applied in the osteotomy varied due to individual anatomical char-
acteristics. This factor highlights the importance of 3D digital and laboratory technology in
creating innovative guided bilateral mandibular osteotomy (GBMO).

4. Discussion

In recent years, the advantages of 3D planning and guided surgery have become appar-
ent in maxillofacial surgery. It can be challenging for a surgeon to accurately reproduce the
exact positioning of the cutting and drilling guides on the flat mandibular angles defined by
the engineer, which can affect the reliability of guided bilateral sagittal split osteotomy [10].

Reference screws placed on the skeleton before the acquisition of medical computed
tomographic data can serve as a fixed landmark for use during surgery and by engineers
during the design phase. The results suggest that the use of reference screws is an efficient
method for accurately positioning guides during guided bilateral sagittal split osteotomy [10].

Computer-aided design/computer-aided manufacturing (CAD/CAM) technologies
have become increasingly popular in orthognathic surgery, especially for complex cases.
These technologies are used to create cutting and drilling guides, which require virtual
surgical planning and 3D modeling before they can be printed in materials such as titanium,
polyamide, or resin [11].

It has been reported that a personalized titanium device can be used to support bilateral
sagittal split osteotomy (BSSO) with or without genioplasty combined with individual im-
plants for repositioning and fixation. This one-piece guide for both sides of the BSSO allows
for less invasive drill placement and greater accuracy during cutting and drilling [12].

The use of this technique limited the amount of tissue detachment required and pro-
vided the necessary strength for precise bone cutting and drilling. Additionally, it facilitated
the accurate fixation of preformed plates to achieve occlusion as planned virtually [11].

Since the introduction of the sagittal cut of the mandible for osteotomy of craniofacial
discrepancies in 1957, few major innovations have been proposed. The only changes made
have been to the angle, size, and height of the osteotomies [13].

There have been no significant innovations since that time. Suggestions for improving
established techniques are mostly based on professional experience and adapting surgical
procedures to individual patient needs [14].

This article presents a novel bilateral mandibular osteotomy (GBMO) that simplifies
the previously performed procedure. This is accomplished using imaging technology, 3D
printing, surgical guides, and bone-cutting guides.

The procedure involves a single oblique transversal cut that is guided surgically
by a prefabricated model after previous surgery on models. The lingual surface of the
mandibular ramus is not exposed.

The proposal is based on a digitally made cut in a 3D image, from which the surgi-
cal guide model is created. This innovative technique is used for bilateral mandibular
osteotomy to advance and retract the mandible. The innovation lies in the novel design
technique, rather than in the use of 3D digital models and surgical guides, which have
already been extensively described in the literature.

In addition, the biomechanical advantages of the proposed technique are described by
analyzing the region of the bone cut and the consequent muscular action in the posterior
and anterior segments of the osteotomized mandible.
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In the osteotomized posterior segment, we find the insertions of the masseter, medial
pterygoid, and lateral pterygoid muscles.

The lateral pterygoid muscle is responsible for depressing the mandible, as well as
assisting with protrusion and lateral movement. The depression of the mandible is largely
due to gravity [15].

The medial pterygoid is a rectangular muscle with a superficial and deep head. The
superficial head originates from the maxillary tuberosity of the lower jaw. The tendon
fibers of the medial pterygoid insert into the angle of the mandible. The muscle assists in
the elevation and protrusion of the mandible [16].

In this innovative osteotomy (GBMO), the temporalis muscle, which inserts into the
mandibular coronoid process, is inserted into the osteotomized anterior segment where the
mandibular dental arch is located. The anterior and mid fibers are responsible for elevating
the mandible, while the posterior fibers retract it [17].

As a result, the action of the temporalis muscle lifting the mandible posteriorly helps
to bring the segmented bony boundaries closer together, which is exactly the opposite of
what happens with conventional bilateral sagittal cut techniques [15–17].

The biomechanical advantages of muscle actions in fracture stabilization, reduction,
and osteotomy are well documented in the literature [8,9].

A favorable osteotomy can eliminate the need for plates and screws for bone fixation,
with excellent short- and medium-term benefits for the patient and surgeon [14].

The difference between the technique proposed here and the vertical mandibular
incision that was previously proposed and is still used [18,19] is the oblique transversal
angle, which allows the procedure to be performed intraorally, and the fact that the angle
of the incision is not vertical but defined according to the patient’s anatomy after all of the
planning with digital and 3D-printed models (Figure 1).

The access to the intraoral surgical field for performing this innovative osteotomy
is the same as that used for the IVRO technique or the non-oblique vertical osteotomy,
requiring only minor modifications relative and inherent to the specific anatomy of each
patient, like any regular intraoral surgery [20].

The method described here can also be used to train surgeons in maxillofacial surgery
residencies to perform other conventional techniques, such as the bilateral sagittal split,
the bilateral horizontal cut, the intraoral and/or extraoral vertical cut, and the extraoral
inverted “L” osteotomy [14,21].

The limitations of the proposed technique include the need for prior training of the
surgeon or the need for a technician in the team to analyze the 3D images and perform the
digital bone section accurately according to predefined standards. It also adds another step
in the laboratory to create a surgical guide, which should be done by a trained technician
or the surgeon.

In addition, during the planning process, the surgical section must be tested on the 3D
model to be printed to validate the digital planning, adding another step to the process.

The use of surgical guides as occlusal splints and or as bone-cutting guides in both the
maxilla and mandible has already been shown in the literature to have advantages in terms
of time savings and precision during surgery [22–35].

The most frequent complications of routinely performed mandibular osteotomies
include injury to the vascular–nerve bundle of the inferior alveolar nerve, short- and
medium-term mandibular position recurrences, temporomandibular joint pain and dys-
function, and infections [36,37].

The proposed technique (GBMO) aims to reduce surgical complications by minimizing
the risk of injury inherent to the sagittal split procedure (Figure 6) [38,39]. During sagittal
split osteotomy surgery, the mandible needs to be fractured around the inferior alveolar
nerve, which unavoidably increases the risk of injury.
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Figure 6. Preservation of the bilateral insertion of the inferior alveolar nerve into the mandible.

In the bilateral sagittal split osteotomy, the bone cut is finalized using bone separators.
However, the location and shape of the fracture in the internal region of the mandibular
ramus are not standardized. This lack of standardization can result in a bad split, as
mentioned in the literature [37].

The use of the finite element method and analysis of the results could provide impor-
tant data and predictions, with validation of the results occurring in procedures performed
in clinical trials. The implementation of the new osteotomy described here and other
proposals using the same innovative method to obtain novel osteotomies based on analyses
of anatomical structures and biomechanical neuromuscular forces through digital images
and 3D models is the present and future of surgical technique innovation [40].

In addition to the 3D printing of monophasic and multiphase scaffolds, bioprinting
and tissue engineering have emerged as innovative technologies that may change the way
we view guided tissue engineering [41].

Orthognathic surgery using virtual 3D surgical planning and CAD/CAM technologies
is very accurate [42]. Its application in clinical practice has increased the predictability
and comfort of surgery, and it will be important for clinicians to make continuous efforts
to apply the most advanced technologies that will be developed in the future to patient
diagnosis and surgery [43–45].

The proposed method of creating a guide for the surgical bone cut was found to be
safe and effective in achieving the desired outcome. The experience of the surgeon is crucial
for planning and executing the digital bone section, 3D model, and future surgery.

The osteotomy procedure is proposed to be performed through an intraoral surgical
approach, as extraoral approaches are not feasible with the described cutting angle.

Maintaining the insertion of the temporalis muscle in the anterior segment of the dental
arch facilitates the approximation of the osteotomized anterior and posterior segments.
This technique also offers the safe option of not requiring rigid fixation.

The potential challenges in clinical implementation are related to the technical training
of surgeons to learn how to validate the novel osteotomy in the 3D model and to create a
feasible angle for implementing the bone cut in the limited space of the mouth opening
during intraoral approach surgery.

Future studies should analyze the performance of the proposed osteotomy (GBMO)
by different surgeons and compare the results obtained with 3D models. A further cadaver
study should then be carried out to validate the results obtained with the models, thus
preparing the procedure for a clinical trial.
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5. Conclusions

The utilization of digital 3D images acquired from CT scans in the form of DICOM files,
which were then converted into STL files, proved to be an efficient method for developing
an innovative mandibular osteotomy technique. The use of the 3D Builder software enabled
the models to be digitally cut and printed before and after the digital cuts without requiring
extensive computer expertise.

The described 3D osteotomy (GBMO) simplifies bilateral mandibular osteotomy by
using a single and continuous oblique and transversal incision in the mandible. This
preserves the fundamental anatomical regions, including the inferior alveolar nerve and
the internal maxillary artery, in a safe and controlled manner.

Future studies will analyze the advantages and limitations of the technique in vivo, as
well as its application in training maxillofacial surgeons in this specialty.
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Abstract: Glucose is a simple sugar molecule. The chemical formula of this sugar molecule is
C6H12O6. This means that the glucose molecule contains six carbon atoms (C), twelve hydrogen
atoms (H), and six oxygen atoms (O). In human blood, the molecule glucose circulates as blood sugar.
Normally, after eating or drinking, our bodies break down the sugars in food and use them to obtain
energy for our cells. To execute this process, our pancreas produces insulin. Insulin “pulls” sugar
from the blood and puts it into the cells for use. If someone has diabetes, their pancreas cannot
produce enough insulin. As a result, the level of glucose in their blood rises. This can lead to many
potential complications, including blindness, disease, nerve damage, amputation, stroke, heart attack,
damage to blood vessels, etc. In this study, a non-invasive and therefore easily usable method for
monitoring blood glucose was developed. With the experiment carried out, it was possible to measure
glucose levels continuously, thus eliminating the disadvantages of invasive systems. Near-IR sensors
(optical sensors) were used to estimate the concentration of glucose in blood; these sensors have
a wavelength of 940 nm. The sensor was placed on a small black parallelepiped-shaped box on
the tip of the finger and the output of the optical sensor was then connected to a microcontroller
at the analogue input. Another sensor used, but only to provide more medical information, was
the heartbeat sensor, inserted into an armband (along with the microprocessor). After processing
and linear regression analysis, the glucose level was predicted, and data were sent via the Bluetooth
network to a developed APP. The results of the implemented device were compared with available
invasive methods (commercial products). The hardware consisted of a microcontroller, a near-IR
optical sensor, a heartbeat sensor, and a Bluetooth module. Another objective of this experiment
using low-cost and low-power hardware was to not carry out complex processing of data from the
sensors. Our practical laboratory experiment resulted in an error of 2.86 per cent when compared to a
commercial product, with a hardware cost of EUR 8 and a consumption of 50 mA.

Keywords: blood glucose monitoring; embedded systems; heartbeat sensor; near-IR sensors

1. Introduction

Carbohydrates are molecules of enormous biological importance that have empirical
formulas such as Cn (H2O)n or Cn(H2O)n−1. These formulas suggest they are “hydrates
of carbon” and that is why early chemists gave them the general name carbohydrates.
We commonly call carbohydrates sugars, and they are also known as saccharides. They
are organic compounds represented by the formulas above. Since these compounds are
synthesized through photosynthesis in plants, they are mostly components specific to plant
foods. However, they are also the building blocks of many vital tissues in animals. Glucose
is the most important carbohydrate group; it is called simple sugar (monosaccharide) and
is abundant in foods. Another area where determining glucose values is very important
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is the health sector. Measurements to determine blood glucose levels are important in
the treatment of patients with diabetes and hyperglycemia [1]. Diabetes Mellitus type
I has a strong genetic component and is a very common hereditary disease today. It
causes blindness, heart attack, kidney failure, amputation, and in later stages, death.
The rapidly increasing number of patients makes it necessary to control and constantly
monitor diabetes. Monitoring diabetes is also extremely important in terms of reducing
the progression of the disease and healthcare costs [2]. Non-invasive techniques for blood
glucose monitoring have attracted significant research interest due to their high sensitivity
and better patient compliance, unlike invasive ones. Typical non-invasive biosensors based
on different approaches include iontophoretic extraction of glucose from the skin, surface
plasmon resonance, Raman spectroscopy, visible or near-infrared (NIR) spectroscopy,
polarimetry, photo-acoustic probes, and fluorescence methods. These methods may be
alternative options for continuous glucose measurement [3]. Some studies have already
been carried out on this subject, either describing or comparing the several technologies at
our disposal [3–5] and choosing and testing NIR spectroscopy [6–8].

Other developing technologies like flexible sensors based on carbon nanotube paper
film (CNTF) and stress-induced square frustum structures (SSFSs) [9] have shown very
promising results in research and potential to be applied in the medical field, but it is
important to note that while these technologies have shown significant potential in a
research context, the transition to commercial application is still ongoing and often this
transition involves additional challenges and considerations, including scalability, cost-
effectiveness, and regulatory approval. For now, this technology is still not ready for
commercial applications.

Other technologies like durable superhydrophobic surfaces [10] are already in a dif-
ferent stage of development but still give rise to concerns related to poor durability and
short service life [11]; due to this, to date, the practical applications of superhydrophobic
materials have been greatly restricted. Researchers are still focusing on ways to prolong
the lifetime of superhydrophobic surfaces with respect to two aspects, namely surface
structures and materials [11].

The development and creation of low-cost, non-invasive glucose-measuring equip-
ment would generate interest both among people who suffer from diabetes and among
people who do not yet suffer but are in risk groups. One advantage of being non-invasive
is that there are people who avoid taking the test using conventional invasive equipment
because they do not like the prospect of having their finger pricked (it is uncomfortable
and could lead to infection) and others who are very sensitive to the sight of blood, making
self-testing with conventional invasive equipment unlikely for a good part of the popu-
lation. A non-invasive technique would allow the acquisition by everyone of equipment
that would be used regularly at home and at work, allowing continuous monitoring and
control and thus preventing sudden emergencies in the population already suffering from
this disease (if blood glucose remains too high or is steadily rising, the person will speak
with their doctor, as they may need to adjust their treatment) or even an increase in the
population with this problem. Optical detection of glucose allows for more frequent and
better monitoring for people with diabetes.

The environmental aspect cannot be forgotten either; the fact that people stop us-
ing (and throw away) meter blood strips and have to periodically change the needles
with the conventional equipment is another point in favor of changing to the use of non-
invasive equipment.

The International Organization for Standardization [12] in their ISO 15197:2015 [13]
recommends some goals for glucose meters and for system accuracy. Firstly, 95% of the glu-
cose results should fall within ±15 mg/dL of the reference result at glucose concentrations
<100 mg/dL and within ±15% at glucose concentrations ≥100 mg/dL [13,14]. Secondly,
99% of individual glucose measured values should fall within clinically acceptable zones A
and B of the consensus error grid (CEG) for diabetes [13–15]. Under optimal circumstances,
many meters meet these accuracy standards.
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Also, the Food and Drug Administration (FDA) has given non-binding guidance for
commercial equipment; devices should deliver measurements that are within +/−15% of a
highly precise lab measurement 95% of the time and within +/−20% of a highly precise
lab measurement 99% of the time [16].

Yet, user-related errors are a more significant source of errors than are instrument-
related errors [17]. This is also a point in favor of the adoption of a non-invasive method
that reduces the number of steps for glucose measurements, thus minimizing errors and
essentially leading to better control and monitoring of glucose. In our study, using com-
mercial invasive equipment as a standard and with an error rate for this equipment lower
than the ISO recommendation, we minimized typical user-related errors by adopting rec-
ommended procedures, such as ensuring that the glucose meter was correctly calibrated
(according to the manufacturer’s instructions), making sure that the test strips (and control
solution) were stored in appropriate conditions (to prevent damage or degradation) and
were clean and free of substances that could interfere with the reading, and using the
correct amount of blood for the test strip, thus leading to accurate and reliable standard
glucose-monitoring values to later be able to compare with our measurements from the
non-invasive equipment, and thus being sure to significantly reduce the typical errors
associated with measurement of glucose with commercial meters.

Classic commercial equipment is not easy to use. The following are typical user-related
errors with the strip: not fully inserting it in the meter, moving it after insertion, and not
keeping it at the recommend temperature (as the control solution); these are common errors
and lead to errors in readings. Insufficient amount of blood or squeezing the fingertip too
much (because the blood is not flowing) are also typical errors and consequently lead to
repeated attempts. Users’ failure to calibrate the glucose meter regularly is also a common
cause of error.

A more recent adopted solution is the continuous glucose monitor (CGM) applied
typically by a patch in the arm of the user. They have more stable results than the classic
meters but rely on the interstitial fluid that surrounds the body cells (instead of blood).
So, they rely on an algorithm to give us a prediction of the blood sugar level. Also, they
need calibration. It could take up to an hour and is usually completed on the first day.
But reports [18] by users say that the first day is the worst day to calibrate since the data
gathered show less accuracy in the sensors in the first 24 h. Adding to this, the reading of
the interstitial fluid lags behind the blood glucose by an average of 17 minutes [19]; this is
due to the physiological time lag of glucose transport from the vascular to the interstitial
space, which makes difficult to predict sudden changes in the glucose level and prevent
crisis. And every two weeks, the patch needs to be changed and the calibration process
repeated. So, as a good option for the continuing monitoring for the population with
diabetes, CGMs do not replace the need and usefulness for a non-invasive low-cost optical
solution like ours.

In terms of sensitivity and accuracy, while invasive equipment has traditionally been
regarded as more sensitive than non-invasive equipment [20], user-related errors associated
with the procedures required for invasive equipment can diminish this advantage or even
shift it in favor of non-invasive devices in real-world usage. User-related errors in invasive
glucose monitoring equipment can significantly impact the overall sensitivity and accuracy
of these devices. This demonstrates the potential viability of Near-Infrared (NIR) equipment
for glucose monitoring, even when considering sensitivity and accuracy.

The aim of our study is to identify a straightforward solution that allows us to demon-
strate, through the correlation derived from linear regression between the values measured
by conventional invasive equipment (considered the standard) and our non-invasive equip-
ment, that our Near-Infrared (NIR) equipment provides a superior alternative. This is
particularly significant for individuals who are not yet at risk but seek to monitor their
glucose levels, as well as for those in high-risk groups.

The equation derived from the linear regression analysis will establish the correla-
tion between the two sets of readings. A program will be developed and installed on a
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microprocessor, which will take the readings from the NIR sensors as input and use the
correlation from the linear regression analysis to output the corresponding glucose values.

2. Research and System Design

This section explains the elements that make up the architecture of this project: micro-
controller (Arduino Uno), optical sensors, heartbeat sensor, and wireless communication
via the Bluetooth network. The firmware flowchart and its explanation are also presented,
as well as the experimental tests and all the results obtained, which prove the functionality
of the work as defined.

2.1. Light Spectrum and 940 nm Infrared Spectrum

Within the vast electromagnetic spectrum, beyond the boundaries of human vision,
lies the enigmatic realm of infrared radiation. Among its myriad wavelengths, the 940 nm
infrared spectrum stands out for its diverse applications across various fields, from telecom-
munications to healthcare [21,22]. In this work, we embark on a journey to explore the
intricacies of the 940 nm IR spectrum (see Figure 1), shedding light on its properties,
practical uses, and significance in contemporary science and technology.

 

Figure 1. Light spectrum [23].

The electromagnetic spectrum encompasses a broad range of wavelengths (the wave-
length is the distance between repetitions of a wave), including those of visible light and
beyond. Situated adjacent to the visible spectrum, the infrared region comprises wave-
lengths longer than those of visible light. Within this domain, the 940 nm wavelength
occupies a special place, offering unique characteristics that make it indispensable for
numerous applications [21,22]. The versatility of the 940 nm infrared spectrum lends itself
to a wide array of applications, each harnessing its distinct properties to achieve specific
objectives. Let us delve into some key domains where the 940 nm IR spectrum plays a
pivotal role.

Telecommunications and Data Transmission: The 940 nm wavelength serves as a cor-
nerstone for optical communication systems, enabling high-speed data transmission over
fiber optic networks. Its ability to travel through optical fibers with minimal attenuation
ensures efficient and reliable communication over short/medium distances (e.g., LAN).
Vertical Cavity Surface Emitting Lasers (VCSELs), for example, operate at 940 nm.

Sensing and Imaging Technologies: In fields such as surveillance, medical diagnostics,
and environmental monitoring, the 940 nm infrared spectrum is instrumental in enhancing
sensing and imaging capabilities. Night vision cameras, for instance, utilize 940 nm IR
illuminators to capture clear images in low-light conditions, while medical devices leverage
near-infrared spectroscopy (NIRS) for non-invasive tissue analysis.
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Biomedical and Healthcare Applications: Researchers and healthcare practitioners
harness the 940 nm infrared spectrum for various biomedical applications, including
diagnostics and therapeutic interventions. Near-infrared light, at 940 nm wavelength,
exhibits excellent tissue penetration properties, making it suitable for deep tissue imaging
and photo biomodulation therapy [21,22].

Security and Defense Systems: In the realm of security and defense, infrared tech-
nology, including the 940 nm spectrum, plays a critical role in surveillance and threat
detection. Infrared surveillance cameras equipped with 940 nm IR illuminators enable
covert monitoring and perimeter protection, enhancing security measures in both civilian
and military contexts.

In summary, the 940 nm infrared spectrum represents a captivating convergence of
science, technology, and innovation, offering insight into the invisible forces that shape our
world. Its applications, ranging from facilitating high-speed communication to advancing
medical diagnostics and enhancing security, are as diverse as they are profound. As we
continue to unlock the potential of the 940 nm IR spectrum, it stands as a testament to
human ingenuity and our relentless pursuit to explore the unseen [22].

2.2. System Design

This section explains the elements that make up the architecture of this project: micro-
controller (ATmega328), optical sensors (near IR), heartbeat sensor, and wireless communi-
cation via the Bluetooth network.

Figure 2 shows the project’s block diagram, which consists of a microcontroller (AT-
mega328), the main component, as it receives information from the optical near-IR sensor
and the heartbeat sensor, the two sensors used in the project. The Arduino is powered
by 5 VDC so that it can work, receive data from the sensor, and send it via the Bluetooth
module. The Bluetooth module communicates these data with the application.

Figure 2. System architecture.

The development board used for this project is Arduino Uno [24], with the ATMega328
microcontroller [25]. The ATMega328 is a low-power chip, so it only needs 1.8–5.5 VDC to
work, which is one of the main advantages of implementing it on Arduino boards, making
power consumption extremely low [25]. This microcontroller has an Analog-to-Digital
Converter (ADC) with ten-bit resolution. With this ADC it is possible to measure analogue
signals and convert them into digital values for processing. Some of the features of the
ADC in the ATMega328 are:

- Ten-bit resolution: Converts analog signals into digital ones, allowing through this
resolution the production of 210 (1024) possible values for each conversion.

- Input voltage range: Possibility of measuring input voltages in the 0 V to 5 V range.
- Input channels: This ADC offers six input channels, labelled ADC0 to ADC5, each of

which can be individually selected for conversion.
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- Sample rate: The ADC’s maximum sample rate is 15,000 samples per second.

In addition to these features, the ADC uses the process of successive approximations
to carry out the conversion. This process consists of a binary search algorithm to determine
the digital representation of the analog input signal. In this process, the ADC compares
the analog input voltage with a reference voltage and determines whether this voltage
is higher or lower than the reference voltage. This process is repeated until the digital
representation of the input voltage is determined within the desired resolution, which,
in the case of this microcontroller, is 10 bits. The process of successive approximations
is an efficient ADC conversion method for producing precise results with relatively low
power consumption. However, there are other methods that are faster and more effective,
such as flash conversion, which can provide a conversion time in just one clock cycle.
Unfortunately, flash converters consume more power and need many comparators, making
them impractical for precisions greater than eight bits. So, on an Arduino Uno, which
has a clock of 16 MHz, if we use a prescaler of 128, the ADC will work with a clock of
16 MHz/128 = 125 kHz.

Sensors are devices which, using energy from the medium being measured, provide
the output with a processable signal that is a function of a measurement variable. A sensor
is classified as a device which, when subjected to the action of a non-electrical physical
quantity, produces a characteristic of an electrical nature. Although the concept is broader,
the concept of sensor and transducer is often confused. Transducers are devices that convert
a signal of one physical form into another of a different physical form; in short, they convert
one type of energy into another. The physical quantities associated with transducers are
mechanical, thermal, magnetic, electrical, optical, and chemical. There are three classes of
sensors: passive, active, and digital sensors. Passive (analogue) sensors are those whose
variation in the property to be measured is reflected in variations in impedance. Active
(analog) sensors are those whose energy is directly used by the process to be measured.
Digital sensors are those that measure discrete quantities such as logic states and devices
with a frequency output.

Non-invasive methods can generally be categorized as thermal, electrical, optical,
and nanotechnology. Much current research concentrates on optical methods, mid- and
near-infrared spectroscopy in particular [26–28].

Near-infrared spectroscopy (NIRS) is a form of vibrational spectroscopy in which
electromagnetic radiation causes vibrations such as stretching and bending of bonds in a
chemical species [6]. Each molecule consists of several different bonds that absorb radiation
in different specific characteristic spectra. The absorption of radiation by a molecule leads
to an increase in the energy level from an electronic ground state to a higher electronic
excited state. The absorption of infrared radiation makes the transition from the energy
level to the electron excited state. The NIR spectrum consists of harmonics and combined
absorption bands of fundamental vibrations of C-H, O-H, N-H and S-H bonds [29]. In
more detail:

C-H Bonds (Carbon–Hydrogen): C-H bonds are present everywhere in organic
molecules. They appear as distinctive bands in NIR spectra between 2050 nm and
2180 nm.
O-H Bonds (Water): Water molecules exhibit strong absorption in the NIR range. Their
absorption bands are broad and dominant. The main absorption bands from liquid
water are located around 1450 nm and 1940 nm.
N-H Bonds (Protein): Protein content is challenging to spot at lower concentrations,
but it manifests as two distinctive bands. These bands occur at 2050 nm and 2180 nm.
S-H Bonds (Thiols): S-H bonds represent the presence of thiols, which are sulfur-
containing organic compounds. Thiols are commonly found in proteins, amino acids,
and other biological molecules. The absorption bands associated with S-H bonds
typically occur around 2500 nm in the NIR spectrum.
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There are essentially three bands: the second or upper harmonic band (750–1400 nm),
the first harmonic band (1400–2000 nm), and the combined harmonic band (2000–2500 nm).
In more detail:

Second (Upper) Harmonic Band (750–1400 nm): This band corresponds to the second
harmonic of fundamental vibrations.

◦ Key Features:

� Overtone Absorptions: In this range, we observe overtone absorptions related
to fundamental vibrations of various chemical bonds.

� C-H Bonds: The second harmonic band includes overtones (multiples of the
fundamental frequency) of C-H bonds, which are prevalent in organic com-
pounds.

� Protein and Lipid Content: Researchers often use this band to assess protein
and lipid content in samples.

When analyzing food products or biological tissues, the second harmonic band pro-
vides valuable information about their composition.

First Harmonic Band (1400–2000 nm): The first harmonic band corresponds to the
fundamental vibrations of specific bonds.

◦ Key Features:

� O-H Bonds (Water): Water molecules exhibit strong absorption in this range.
Monitoring water content is crucial for various applications.

� Protein Bands: The first harmonic band includes absorption features related to
protein content (e.g., amide bonds).

� Starch and Sugar Bands: Starch and sugar content also contribute to the ab-
sorption in this region.

By analyzing the first harmonic band, researchers can assess hydration levels, protein
concentrations, and carbohydrate content.

Combined Harmonic Band (2000–2500 nm): This band combines both fundamental
vibrations and overtones.

◦ Key Features:

� C-H, N-H, and O-H Bonds: The combined harmonic band includes absorption
features related to C-H, N-H, and O-H bonds.

� Thiols (S-H Bonds): Thiols (sulfur-containing compounds) also contribute to
absorption in this range.

When studying biological samples or assessing chemical reactions, the combined
harmonic band offers valuable insights into various functional groups.

As reported in [28], this region has a series of optical windows characterized by low
absorption of water, hemoglobin, and lipids. This allows NIR radiation to penetrate areas
with a higher concentration of blood beneath the skin while remaining non-destructive.
Most importantly, the NIR method is relatively low-cost, as the necessary materials, such
as 940 nm Near-IR emitter and receiver LEDs, can be purchased affordably. Additionally,
NIR can penetrate deeper into the skin compared to mid-range IR radiation, making it the
optimal choice.

The frequency of 940 nm was chosen for this experiment because, even though glucose
has light absorption peaks at other wavelengths belonging to the NIR range (e.g., 970 nm,
1197 nm, and others), it is this wavelength that has the lowest signal attenuation by other
biological components, such as red blood cells, water, and platelets. There are other
possible choices related with higher peak absorptions of glucose in other regions, like the
first harmonic or the combined region being traded for the area of the second harmonic,
by the crucial fact that the second allows deeper penetration in the biological tissue. Also,
for lower wavelengths, the absorption of deoxyhemoglobin, oxyhemoglobin, and melanin
increases, while for larger wavelengths, water absorption has an increasing impact.
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In addition, there is no need for prior sample preparation with this method and it
provides rapid results.

However, shorter NIR wavelengths cause a high level of scattering in the tissue. Other
disadvantages include poor sensitivity to low blood glucose concentrations, which makes
accurate detection difficult, and interference from compounds with similar absorption
characteristics to glucose.

The key to a successful non-invasive optical measurement of glucose is the collection
of an optical spectrum with a very high signal-to-noise ratio in a spectral region containing
significant glucose. Optical sensors exploit different interaction properties of light with
glucose molecules in a concentration-dependent manner. Infrared (IR) provides an opti-
cal window through which it passes subcutaneously, independent of the epidermis and
skin pigmentation.

The optical sensor detects transmitted infrared radiation and converts it into electrical
signals. Arduino Uno is connected to the near-IR emitter and collects the data from the near-
IR receiver via the 10-bit analog–digital converter (ADC) that is part of the microcontroller’s
architecture, with an accuracy per bit of 4.8 mV, after which the glucose level was calculated
using a linear regression based on the measured values (this point is developed in Section 3).

bloodglucoselevel
= −0.03 × ADClevel + 22145 (1)

The near-IR emitter and receiver have been integrated into a black housing to reduce
the noise that can be caused by ambient light. A set of two emitter LEDs and receiver
photodiode were arranged opposite each other, with a small space in the middle to allow
the finger to be placed. Among the various places where we could place our NIR sensor and
obtain our measurements are the lips, tongue, earlobes, or fingertips, all of which are rich
in blood vessels. The fingertip ended up being chosen for practical reasons relating to the
construction of the black box that houses the NIR sensor. In Figure 3, we can see the image
of an IR LED of 940 nm (TSAL6200) as well as the photodiode used as the optical receiver
(BPV22NF) with peak sensitivity at 940 nm, both from Vishay, used in our experiment.

       

Figure 3. NIR emitter LED (left) and optical receiver (right).

Another sensor used in the experiment, the MAX30102 (Figures 4 and 5), is not relevant
for measuring glucose levels, but is used to provide the user with more information, such
as a heartbeat (and thus relating the measured individuals with a healthier, or not, lifestyle).
The MAX30102 is an integrated pulse oximeter and heart rate sensor IC, from Analog
Devices. It combines two LEDs (IR and red LEDs), a photodetector, optimized optics,
and low-noise analog signal processing to detect pulse oximetry (Saturation of Peripheral
Oxygen, SpO2) and heart rate signals.

In our experiment, we use the version of the MAX30102 with 5 pins.
The board has two voltage regulators, 3.3 VDC to power the LEDs and 1.8 VDC to

power the IC of the MAX30102. Communication with the Arduino Uno is via I2C. One of
the most important features of the MAX30102 is its low power consumption; the MAX30102
consumes less than 600 μA during measurement (in standby mode only 0.7 μA). The IR
LED wavelength is of 880 nm (Figure 6).
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Figure 4. MAX30102 board (5-pin version).

 

Figure 5. MAX30102 board (7-pin version).

 
Figure 6. MAX30102 block diagram.

Our body comprises veins and arteries, with veins visually represented by blue lines
(see Figure 7) and arteries by red lines. In the veins, blood travels through the body’s
tissues toward the heart, whereas in the arteries, blood flows from the heart toward the
rest of the body. Structurally, arteries are blood vessels with thick, resistant walls through
which blood flows at high pressure. In contrast, veins have thinner walls and blood flows
through them at lower pressure. The blood flowing through the arteries is rich in oxygen
and is referred to as oxyhemoglobin (a complex formed by the binding of oxygen (O2) to
hemoglobin). Arteries absorb more infrared light compared to other tissues. Conversely,
the blood flowing through the veins is low in oxygen, known as deoxyhemoglobin (the
form of hemoglobin that has released its bound oxygen). Deoxyhemoglobin has a particular
affinity for red light, contributing to the purplish-blue appearance of deoxygenated blood.
As light passes through our tissues, deoxyhemoglobin selectively absorbs red wavelengths,
allowing other colors to pass through.
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Figure 7. Blood circulation example: arteries (a) and veins (b).

By comparing the absorption levels of oxyhemoglobin and deoxyhemoglobin, the
sensor will calculate the SpO2 percentage.

The blood that runs through the arteries is rich in oxygen. The more oxygenated
the blood, the more hemoglobin it contains, so the blood is redder and consequently
absorbs more infrared light. In short, the more oxygenated the blood, the greater the
amount of infrared light absorbed. As was said previously, the sensor IR and red LEDs are
used to generate the light that penetrates the skin and red-colored tissues. The infrared
LED penetrates the skin and is predominantly absorbed by the arteries, while the red
LED penetrates even further away and is predominantly absorbed by the veins. When
the light passes through the skin, it encounters reflection from the flowing blood in the
blood vessels. The sensor employs a photodiode (along with a photonic filter for ambient
light cancellation) to measure the amount of light reflected by the blood. The photodiode
receives the light-reflected signals and converts them into analog data. These data are then
converted into digital data by the ADC (electrical scheme in Figure 8). As the heart pumps,
the reflected light (that which is not absorbed) is altered, generating a wave reading on the
photodetector, which then generates a waveform that correlates the heartbeat rate.

 

Figure 8. Electrical scheme of experiment.
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The Bluetooth module used in this work is the HC-05. It has a range of up to ten
meters without obstacles and can be configured in two modes, Master and Slave.

This work uses two programming languages, C/C++ and block programming. The
C/C++ programming language is used to develop the firmware for the Arduino Uno.
Block programming (APP Inventor) is used to program the application (APP) resident on
the smartphone.

2.3. Algorithm Design

Figure 9 shows the flowchart of the firmware developed for the microcontroller and
the algorithm developed.

 
Figure 9. Firmware flowchart.

Declare integer variable i
Declare float variable value and initialize to 0
Declare integer variable numReadings and initialize to 3000
Declare integer variable r
Declare float variable rs
Declare float variable gluc
Loop infinitely:

Read analog value from pin 0 into r
Calculate rs:

rs = (r * (5.0 / 1023.0)) * 1000
For i from 0 to numReadings - 1

Add rs to value
Wait for 1 ms

Calculate the average value:
value = value / numReadings

Calculate gluc:
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gluc = (−0.03 * value) + 221.45
Send gluc via Bluetooth serial interface

3. Results and Discussion

In this work, tests were conducted on the optical sensors (Near IR emitter LED and
Near IR receiver photodiode), measuring the voltage at the receiver Near IR photodiode, so
that the values could be acquired by the microcontroller’s ADC on the Arduino Uno board.
As previously mentioned, this ADC has a resolution of 10 bits. To implement a process for
reading glucose levels, measurements were taken and compared with commercial meters,
specifically the OneTouch Select Plus. The OneTouch Select Plus is a conventional device
that requires applying blood to a test strip. It associates the custom interval limit, either
before or after a meal, with the result, based on whether a corresponding meal marker has
been added.

One Touch Select Plus Meter meets international standards of EN ISO 15197:2015 [13].
For system accuracy, the standard requires the following:

- First criterion: 95% of the glucose results must fall within ±15 mg/dL of the ref-
erence result at glucose concentrations <100 mg/dL and within ±15% at glucose
concentrations ≥100 mg/dL [13,14].

- Second criterion: 99% of individual glucose measured values shall fall within clinically
acceptable zones A and B of the Consensus Error Grid (CEG) for diabetes [13–15].

It should be noted that the manufacturer carried out a set of tests that meet these
requirements and this can be seen in [30].

The standard also adds that for measurement repeatability and intermediate mea-
surement precision, the standard deviation (SD) should be ≤4.1 mg/dL for glucose levels
<100 mg/dL and the coefficient of variation (CV) should be ≤4.2% for glucose concentra-
tions ≥100 mg/dL.

Between the several choices of tests that detect diabetes (e.g., glucose tolerance test
(GTT), random blood sugar test, fast blood sugar test), the fast blood sugar test, also known
by Fasting Plasma Glucose test (FPG), is typically the best option based on its ability to
provide a stable baseline (not influenced by recent meals or physical activity). This stability
allows for accurate assessment of glucose metabolism. Fasting means not having anything
to eat or drink (except water) for at least 8 h before the test. This test is usually performed
first thing in the morning, before breakfast. Diabetes is diagnosed at a fasting blood glucose
of greater than or equal to 126 mg/dL [31]. To have an idea of what type of results we
should expect (interval limits):

� Normal: less than 100 mg/dL;
� Prediabetes: between 100 and 125 mg/dL;
� Diabetes: 126 mg/dL or higher.

For a different type of population group, such as children or pregnant women, other
levels than these should be considered.

In our experiment and to achieve a range of values that is robust and wide enough to
be able to establish the connection between the infrared optical receiver voltage supplied to
the Arduino and the glucose values, we used the values of 10 different persons aged 18
to 24 whose physical condition was considered healthy. These 10 people measured their
glucose values on the commercial conventional equipment (One Touch Select Plus meter)
and then in our experiment.

The recorded values were obtained before and after meals, and their average is pre-
sented in Table 1. We specifically used six values in Table 1 because some of them were
equal. By reducing the number of values to six, we aimed to achieve better linearization
for implementing Equation (1) in the firmware development process. This approach al-
lows us to establish a correlation between ADC levels and blood glucose levels with more
samples, ultimately reducing the processing load on the microcontroller and minimizing
energy consumption.

201



Designs 2024, 8, 63

Table 1. Values measured (in mV) and commercial meter.

Values Obtained by IR (mV) OneTouch Select Plus Meter (mg/dL)

4354.98 89

4174 92

3841.71 103

3499.6 110

3465.3 116

3200 125

In programming terms, the implementation required linear regression to derive the
expression in Equation (1). Linear regression is an essential tool for estimating the expected
value of a dependent variable (y). By analyzing real measured values, we can graphically
approximate a linear line that best fits the data points. In our project, linear regression
helped us estimate glucose values in mg/dL based on the mV readings obtained from
the sensor.

Additionally, we considered Lambert’s law, which states that the intensity of light
decreases exponentially as the thickness of the absorbing medium increases linearly. When
infrared radiation passes through the finger and reaches the infrared receiver, it undergoes
attenuation due to the presence of blood glucose molecules. Depending on the glucose con-
centration, the IR light received by the photodetector can be higher (indicating low glucose
levels) or lower (indicating higher glucose levels). Figure 10 illustrates this phenomenon.

Figure 10. Influence of light propagation in glucose molecules.

For reference, an integrated image of our glucose meter is shown in Figure 11.

Figure 11. Experimental diagram of the glucose meter.

Based on the results in Table 1, we implemented linear regression using Geogebra,
as illustrated in Figure 12. The expression from Equation (1) was then incorporated into
the C/C++ programming language for the Arduino Uno microcontroller. In Table 2,
we compare the average values measured by the Arduino with the glucose level values
obtained from the One Touch Select Plus commercial meter.
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Figure 12. Point cloud and linear regression to expression in (1).

Table 2. Comparing the measured values to those obtained from a commercial meter.

OneTouch Select Plus Meter
(mg/dL)

Values Calculated Using the
Expression (mg/dL)

Error (%)

89 90.8 2.02

92 96.23 4.59

103 106.19 3.09

110 116.46 5.87

116 117.49 1.28

125 125.45 0.36

For the heartbeat sensor, the results shown in Table 3 were obtained.

Table 3. Measured heart rate values.

Values Obtained Heart Rate (BPM) Average Value (BPM)

56.79 57

56.87 57

54.79 55

54.88 55

56.79 57

56.79 57

Figures 13 and 14 depict our experiment during the testing phase, along with the
application developed and the corresponding experimental results.

203



Designs 2024, 8, 63

Figure 13. Visual design of the experimental prototype.

 
Figure 14. Appearance of the app.

4. Conclusions

The adoption by the population of a crucial piece of equipment for their health depends
on two main premises: reliability and affordability. Reliability ensures that the equipment
performs consistently and accurately, providing the user with confidence in the results it
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provides. This is especially important for health-related equipment. On the other hand,
affordability ensures that the equipment is accessible to as many people as possible. Health
is a universal need, and thus, it is important that critical health equipment is priced in a
way that allows the population to afford it.

In our academic and experimental work, we provided, by finding a solid and simple
solution (regression analysis) for the correlation between the values measured from the pair
of photoemitter/receiver and the values of glucose, that the implementation of a simple
algorithm/program in an Arduino microprocessor is viable and makes the two initial
premises come true. The precision and simplicity of our solution leads therefore to the
low-cost solution (and availability) announced in the introduction of this study. Other
factors, like the ease of use of such equipment, also play a significant role in its adoption.

Also, in this work, using the method of the linear regression to achieve a correlation
between the measured ADC values and glucose, we were able to achieve an average error
of 2.86 per cent when compared to commercial glucose meters, which is very promising
(because it shows us that are highly correlated), as we were able to develop a system that
cost around EUR 8 in terms of hardware and demonstrated low consumption (during use,
it consumes around 50 mA).

Invasive glucose meters, which require a blood sample, typically require a series of
time-consuming procedures (also increasing user errors), and our equipment will be easy
to use and able to provide readings within a few seconds (the total time from placing your
finger on the reader to reading by the microprocessor, which has the ADC with a sample
rate of 125 kHz, is8 microseconds).

The possibility of the user and/or doctor being able to visualize the data collected via
an app is an added value, because it can share with healthcare providers the data for further
analysis, enabling early detection of any potential issues. The app provides features such
as real-time tracking, historical data and alerts (high/low level of glucose), and heartbeat.

Extensive testing in different types of populations, such as type I or II diabetics or
risk groups, was not in the initial scope of our work. So, the next steps will be to perform
more extensive tests looking at different populations (and diabetics). Integrating screenings
carried out by the Ministry of Health or by private clinics, with the aim of detecting and
preventing this type of disease, would also be an objective, as we would then have access to
a sample of the wider population and could compare it with the values obtained by various
pieces of commercial equipment used in these screenings.
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