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Abstract: This study deals with the utilization of the pore pressure meter for evaluating the stability of
a dam through the correlation between the porewater pressure installed in the fill dam and the water
level of the dam. To this end, principal components analysis was performed on a total of 18 porewater
pressure meters, and the main components were classified into three groups: internal (Group A),
external (Group B), and upper (Group C), on the basis of the seepage line formed within the dam body.
The coefficient of correlation between the porewater pressure and water level was found to be 0.86 to
1.00, indicating a strong positive linear relationship. This means that the maintenance of the dam is
possible through the pore pressure meter present in Group A. Furthermore, the regression analysis
for porewater pressures and water levels resulted in a linear regression model with the coefficient
of determination (R2) of Group A being between 0.74 and 0.99. In particular, R2 between the power
water pressure installed at the base of the dam and the water level was more than 0.99. Therefore,
it was shown that the prediction of the porewater pressure is possible by using the relationships
with the water level, making it possible to determine the safety of the dam by comparing it with the
currently measured values.

Keywords: fill dam; principal components analysis; porewater pressure; seepage line; regression analysis

1. Introduction

Among the national infrastructure facilities, dams serve important functions such as
that of electricity production and flood control, as well as water supply for living, industry,
and agriculture. Dams in the Republic of Korea are more than 18,000 in number, and
medium-sized and small dams have been built and managed since the 1960s. Due to the
construction of dams, which started from Japanese colonial era, multi-purpose dams and
water supply dams that have existed for more than 30 years account for more than 60%.
The aging of these dams is affecting their structural stability. In this regard, dam accidents
can cause huge human/economic losses. Therefore, recently, studies on the utilization of
dam measurement data have been conducted frequently for the safety (Pang et al., 2020 [1])
and maintenance of dams (K-water, 2019) [2].

According to the International Commission on Large Dams, about 150,000 cases of
dam collapse and accidents have been reported worldwide, and more than 2000 since the
12th century and more than 200 after the 20th century have been reported to have caused
casualties involving more than 238,000 people (ICOLD, 1995) [3]. Outside the country,
more than 200 dams have collapsed in Italy, the United States, and France in the 1900s,
causing more than 11,000 casualties (Jansen, 1983) [4]. In Korea, more than 100 people died
in the collapse of the Hyogiri Dam in Namwon, North Jeolla Province, in 1961 (Chang
et al., 1998) [5]. Yeoncheon Dam, located in Yeoncheon-gun, Gyeonggi Province, caused
huge economic damage to Paju and Pocheon, as well as surrounding areas, due to dam
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collapse in two instances due to overflowing caused by heavy rains in the summers of 1996
and 1998. Therefore, in order to cope with the threat of safety of the dam, the main agent
managing the dam must assess the stability of the dam by installing various measuring
instruments and conducting real-time or regular stability evaluations (Kang et al., 2018) [6].

In particular, the porewater pressure meter, which is installed and operated during
construction of the fill dam, is an important measurement item for monitoring the barrier
role of the dam along with the water seepage. In a study by the U.S. Commission on
Large Dams (USCOLD, 1975) [7], 77 cases of collapse of rockfill dams in the USA were
analyzed, with 44% of the damage being found to be caused by leaks and piping through the
dam’s body or foundation, and finding that the porewater pressure meter is an important
measurement item for monitoring this type of destruction. For this reason, research on the
use of porewater pressure is being actively conducted (Wang et al., 2018 [8]). The porewater
pressure meter is only used in Korea to check the presence or absence of a stable barrier
role after construction. The reason is that the porewater pressure meter buried inside the
dam has a relatively short lifespan compared to the external instruments, since it is difficult
to maintain due to aging caused by wet conditions in the meter and breaking caused by
deformation of the dam due to time passing after completion. However, thanks to the recent
development of measuring technology nationally and abroad, the installation and operation
of instruments have been stable, and the importance of the porewater pressure meter, which
is a major measurement item of the fill dam, has emerged (Kang et al., 2020) [9].

In this study, we intended to analyze the correlation between the porewater pressure
installed in the fill dam and the water level of the dam, and conducted a stability evaluation
to present a plan for the utilization of the porewater pressure meter for future dam safety.

2. Region Subject to the Study

2.1. Dam Subject to the Study

Figure 1 shows the overall view of Gampo Dam located in the Republic of Korea. It is
a central core-type rockfill dam with a total capacity of 2.39 million m3, a height of 35 m, a
dam extension of 108 m, and a volume of 190,000 m3. The dam was completed in 2007, and
13 years have passed since impoundment.

 
Figure 1. Study fill dam.

2.2. Installation Status of Measuring Instruments

The measuring instruments of the dam to be studied were installed for stability and
behavior analysis during construction, after completion, and impoundment, and they detect
stability and behavior of the dam through the analysis of measured data. Their purpose is to
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be utilized for operation and maintenance of the dam for long-term use. In general, in the case
of the fill dam, various instruments such as porewater pressure meter, earth pressure gauge,
inclinometer, and differential settlement gauge are installed. In the case of the porewater
pressure meter subject to this study, a total of 18 locations are installed in the base, core, and
filter sections of the dam, as shown in Figure 2, in order to determine the appropriateness
of the penetration outflow through the variation of the water pressure after impoundment.
Measured data were automatically measured from 1 June 2009 after impoundment, and this
study analyzed measurement data for around 10 years until 10 June 2019.

(a) 

 
(b) 

 
(c) 

Figure 2. Location of porewater pressure transducers: (a) on the floor plan; (b) on the cross-section
(A–B); (c) on the cross-section (C–D).

3
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3. Measurement Status

3.1. Water Level

Figure 3 shows changes in water level and rainfall over time in the dam subject to
the study. The missing rate of the water level during the data collection period was 0%,
indicating that the data are well managed. As shown in Figure 3, it can be seen that the
water level rises when rainfall increases rapidly, and that it is operated and managed within
the normal high-water level (EL.40 m). The average of the water level gauge was 35.68 m,
and its standard deviation was 2.97 m, while the average rainfall was 3.27 mm (std 12.13
mm), and the maximum rainfall was 234 mm.

Figure 3. Water level and rainfall.

3.2. Porewater Pressure

The measurement results from 1 June 2009 to 10 June 2019 were analyzed. The average
missing rate of the porewater pressure meter during the data collection period was 7.5%, and the
missing frequency for each point was similar. The pore pressure meter point PP09 was excluded
from the analysis as it became inoperable after completion. Figure 4 are representations of
the water level and the porewater pressure at point PP01–PP18. Each analysis result can be
represented by Table 1. It shows that the water pressure is high at PP01 and PP02, which are
located at the bottom, affected by the seepage line formed inside the dam’s body. Located in the
core part of the dam, PP12 showed relatively low water pressure, which indicates that PP12
may be at the boundary of the seepage line. In the case of PP04 and PP08 installed on the
downstream side of the dam’s core part, it can be seen that relatively large values work in the
early stages of impoundment and become smaller over time. It may be determined that the
water pressure worked as the seepage line was formed during the early impoundment and the
water pressure became lower as the dam became stabilized. PP13 and PP14 are determined to
be located at the upper part of the seepage line, measured to have negative porewater pressure
with averages of −26 kPa and −45 kPa, respectively. In the case of PP16 to PP18 installed at the
top of the upper side of the dam, it was shown that the negative (−) porewater pressure mainly
worked. It is installed near the water level and is considered to be the negative (−) porewater
pressure caused by the unsaturated ground when the low water level becomes lower.

4
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Table 1. Pore pressure gauge technical statistics analysis result.

PP
Mean
(kPa)

Standard Deviation
(kPa)

Range

Minimum
(kPa)

Medium
(kPa)

Maximum
(kPa)

PP0001 3.33 0.25 2.53 3.39 3.73
PP0002 2.53 0.22 1.82 2.58 2.88
PP0003 1.38 0.22 0.78 1.38 1.93
PP0004 0.74 0.25 0.32 0.67 1.27
PP0005 2.11 0.30 1.18 2.19 2.55
PP0006 1.84 0.25 0.97 1.90 2.21
PP0007 1.39 0.17 0.72 1.42 1.64
PP0008 0.70 0.23 0.33 0.64 1.37
PP0010 0.89 0.30 −0.09 0.96 1.36
PP0011 0.65 0.27 −0.25 0.71 1.09
PP0012 0.32 0.19 −0.34 0.36 0.58
PP0013 −0.26 0.07 −0.45 −0.27 −0.07
PP0014 −0.46 0.04 −0.53 −0.46 −0.36
PP0015 −0.19 0.23 −0.62 −0.15 0.25
PP0016 −0.40 0.75 −11.22 −0.30 0.27
PP0017 −0.25 0.28 −4.71 −0.22 0.05
PP0018 −0.30 0.10 −2.45 −0.31 −0.13
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Figure 4. Relationship between porewater pressure and water level.
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4. Principal Component Analysis (PCA)

Principal component analysis is one of the methods utilized in multivariate analysis. It
is a method of reducing high-dimensional data to low-dimensional data. The concept was
first proposed in the 1900s, similarly to the principal axis theorem theory (Person, 1901) [10],
and was later established by Hotelling (1933) [11]. Unlike multidimensional scaling, which
can be applied only with distance matrices between objects (Kwon, 2016) [12], principal
component analysis is widely used in various disciplines such as the humanities, economics,
business, and engineering (Kwon et al., 2020) [13] due to its advantages of understanding
potential characteristics of variables and its enabling of spatial representation of consumer
perceptions and preferences in addition to data reduction (Kim, 2016) [14].

Principal component analysis is a method of summarizing and analyzing a small num-
ber of comprehensive characteristics using linear combinations of independent variables
while minimizing the loss of information. It is a technique that is often used to identify
factors behind a particular idea or when it is more reasonable to deal with specific ideas
and their background factors comprehensively rather than independently (Gwak and Kim,
2016 [15]; Park and Rhee, 2012 [16]). For example, it would be more reasonable and rational
to identify measured items used for safety monitoring of dams by integrating them into
several common factors rather than to identify them in detail by instrument.

Principal component analysis, which is a linear combination similar to regression
analysis, can be expressed in the following formula (Lee, 2012 [17]; Lee and Nho, 2015 [18],
Nho, 2007 [19]):

z1 = a11x1 + a12x2 + · · ·+ a1pxp
z2 = a21x1 + a22x2 + · · ·+ a2pxp
zn = an1x1 + an2x2 + · · ·+ anpxp

(1)

where z1 ∼ zn, a11 ∼ anp, and x1 ∼ xp are the principal component, the coefficient of
principal component analysis, and the independent variable, respectively.

4.1. Calculation of the Principal Components

The linear combination of regression analysis and principal component analysis is
similar, but for regression analysis linear combinations, it is a linear combination that mini-
mizes the independent variable linear combination deviation for the dependent variable.
On the other hand, the linear combination of principal component analysis is different, as it
is the linear combination minimizing the deviation by the linear combination of indepen-
dent variables. Therefore, the principal component deviation is calculated as the vertical
line, which is the shortest connection line to the linear combination line with the variable.
The linear combination minimizing this deviation (R) is shown in Equation (2), which is
interpreted as a linear combination minimizing the loss of information of the variables (Lee,
2012 [17]; Lee and Nho, 2015 [18], Nho, 2007 [19]).

R =

∣∣a11x1 + a12x2 + · · ·+ a1pxp
∣∣√

a2
11 + a2

12 + a2
1p

(2)

In order for the loss of information in principal component analysis to be minimized, the
value of simultaneous equation composed by the assumption of “a11 + a12 + · · ·+ a1p = 1”
is changed into the Lagrange function (λ), and the partial differential value of the squared
deviation is set as zero. The formula for this is expressed in Equations (3) and (4) (Lee,
2012 [17]).

F = R (a11, a12, . . . , a1p)− λ (a11, a12, . . . , a1p) (3)

∂F
∂a11

= 0,
∂F

∂a12
= 0, . . . ,

∂F
∂a1p

= 0 (4)

In the regular equation of the principal component analysis, the information loss
minimization is calculated with the Lagrange function λ value. That is, if there are n

6
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independent variables, then there are n principal components that aggregate them. When
the Lagrange function λ value reaches its maximum, the information loss becomes the
lowest, which is shown as the maximum of the principal component variance according to
the relationship found in Equation (5) (Lee, 2012 [17]).

[Sum o f independent variable variance]
=

[
Sum o f squared in f ormation loss

measured number − 1
]
+ [Principal component variance]

(5)

In the principal component analysis, the primary principal component of eigen-
vector (a11, a12, . . . a1p) according to the maximum eigenvalue λ1 can be expressed as
z1 = a11x1 + a12x2 + · · ·+ a1pxp, and the proportion of this primary principal component
can be expressed as Equation (6) (Lee, 2012 [17]).

P =
λ1

λ1 + λ2 + · · ·+ λp
(6)

4.2. Analysis of Principal Components and Score of Principal Components

It is not easy to accurately interpret what the principal component means when the
measured variables are abbreviated to a small number of principal components while mini-
mizing the loss of information of the measured variables. Principal component analysis is
performed according to existing studies or empirical results, and they are generally inter-
preted in an abstract and conceptual sense, not as measurable concepts, as the meanings
are given subjectively by the research analyst on the basis of the principal component
calculation coefficient of the measured variables. The analysis of the principal components
is conducted on the basis of the interpretation of the coefficients of the formula comprising
the principal components, and the researcher properly interprets the names and contents
of the principal components in consideration of the characteristics and coefficients of the
measurement variables.

If there are n independent variables, there are also n principal components that ag-
gregate them, and there is no prescribed method for determining the number of principal
components. Generally, the criteria for determining the number of principal components
are divided into the case on the basis of the eigenvalue 1.0 of the Lagrange function, or
the case where the number of components are determined at a level of 80% of cumulative
proportion of the principal components cumulated from the maximum proportion of the
principal components (Lee, 2012 [17]). In order highly correlated measured variables to
be summarized into a small number of principal components, the principal component
score for each measurement case can be calculated after calculating the coefficient of the
formula and organizing the principal component calculation formula. The analysis of the
principal components for the measurement case is performed according to the principal
component score, and the formula for calculating the principal component score of the
principal component i is a functional formula according to the measurement of measured
variables of the principal component coefficient and a functional formula according to
the average value of measured variables of the principal component coefficient, which is
expressed as Equation (7) (Lee, 2012 [17]).

Z (x1, x2, . . . , xp) = ai1x1 + ai2x2 + · · · aipxp− (ai1x∗1 + ai2x∗2 , . . . , aipx∗p) (7)

where ai1, ai2 . . . aip represents the coefficient of principal component analysis, and x∗1 , x∗2 , . . . , x∗p
represents the average value of variables.

5. Result of Porewater Pressure Analysis

5.1. Linear Interpolation of Missing Data

Figure 5 shows the raw data of PP01 and the time series data after linear interpolation.
The average missing rate was 7.5%. The missing point showed a downward curve with
a value of 0, as shown in the figure, with the measurement recorded as “0”. As shown in

7
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the figure, according to the time series distribution of the porewater pressure meter, it was
determined that unusual behaviors such as severe vertical vibration or large amount of
outliers occurring locally were not observed in the time series distribution, and therefore
linear interpolation using Spline was conducted. In other words, linear interpolation was
conducted for missing sections by generating Spline, connecting local peaks extracted from
inflection point analysis and synthesizing the extracted raw data and the generated Spline.

after before

Figure 5. Linear interpolation for porewater pressure.

5.2. Principal Component Analysis

In this study, principal component analysis was performed to determine the appropri-
ate group on the basis of the statistical similarity of the porewater pressure meters installed
in the dam body under study. Although the criteria for how many principal components
to be adopted have not been theoretically determined, the porewater pressure meter was
summarized in three principal components by applying the generally applied grouping
criteria (Lee, 2012 [17]): (1) 1 or higher correlation matrix eigenvalue (latent), (2) cumulative
proportion of more than 70~80%. Figure 6 represents the component chart according to
the three selected principal components (Table 2). The results of the group classification
of the porewater pressure meter performed from the component score coefficient matrix
results are shown in Table 3. According to the component scores in Table 3, PP01, PP02,
PP03, PP05, PP06, PP07, PP10, PP11, PP12, and PP15 were classified as Group A; PP04,
PP08, PP13, and PP14 as Group B; and PP16, PP17, and PP18 as Group C.

Figure 6. Results of the PCA.

Table 2. Latent and cumulative scores for PCA.

Component Latent Cumulative (%)

Comp.1 9.79 60
Comp.2 4.23 80
Comp.3 2.10 90

8
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Table 3. Coefficient matrix for component scores and group distributions for porewater pressures.

Comp.1 Comp.2 Comp.3 Group

PP0001 0.28 −0.23 0.01 A
PP0002 0.29 −0.22 0.00 A
PP0003 0.25 0.29 −0.14 A
PP0004 0.16 0.39 −0.14 B
PP0005 0.28 −0.22 0.01 A
PP0006 0.31 −0.10 −0.03 A
PP0007 0.32 0.00 −0.06 A
PP0008 0.13 0.41 −0.15 B
PP0010 0.30 −0.17 −0.01 A
PP0011 0.31 −0.10 −0.04 A
PP0012 0.32 0.00 −0.07 A
PP0013 0.20 0.33 −0.13 B
PP0014 0.12 0.41 −0.15 B
PP0015 0.28 −0.19 0.01 A
PP0016 0.09 0.14 0.59 C
PP0017 0.11 0.14 0.59 C
PP0018 0.12 0.21 0.45 C

Figure 7 shows the location of three group-specific porewater pressure meters classified
on the basis of principal component analysis. As shown in the figure, the porewater
pressure meters classified as Group A were located primarily in the upper/lower part of
the upstream dam, whereas those classified as Group B were mainly distributed in the
downstream part/intermediate part of the dam, and those classified as group C were
mainly distributed in the upper part of the upstream dam. They were classified as internal,
external, and upper on the basis of the seepage line formed within the dam body.

Figure 7. Distributions of porewater pressure transducers by PCA.

5.3. Correlation Analysis by Group

As for the correlation analysis for the porewater pressure meter, the instrument-specific
correlation analysis within the group and the correlation analysis between the classified
group and water level were conducted. Correlation analysis in Group A (PP01, PP02,
PP03, PP05, PP06, PP07, PP10, PP11, PP12, PP15), Group B (PP04, PP08, PP13, PP14), and
Group C (PP16, PP17, PP18) is shown in Table 4. The correlation coefficient in Group A
showed a strong positive correlation, except for PP03. From these results, we believe that
individual instruments in Group A may have been complementary to each other when
they missed the data or exhibited mechanical abnormal behavior. For Group B and Group
C, the correlation coefficients between the instruments in the group were 0.83 to 0.92 and
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0.67 to 0.90, respectively, indicating relatively high positive correlations but no correlations
with other groups. Furthermore, the relationship between the porewater pressure meter
and the water level can be seen in Group A, with a correlation coefficient of 0.86 to 1.00,
except for PP03, indicating a strong positive linear relationship with the water level. In
addition, Group A can be classified into three groups according to the size of the correlation
coefficient on the basis of the results of correlation analysis with water level. Group A-a
(PP01, PP02, PP05) showed the highest correlation with the correlation coefficient, with
a water level of 0.99, while Group A-b (PP06, PP10, PP11, PP15) had the correlation of
0.94–0.96, and Group A-c (PP07, PP12) had the correlation of 0.86–0.87. In other words, it
was shown to have a high correlation with water level and to perform similar behaviors.
On the other hand, Group B and Group C showed low correlations with water levels of
−0.09 to 0.22 and 0.14 to 0.18, respectively, indicating that they did not correlate with
water levels. Therefore, it is believed that the risk factors of dam safety such as increased
penetration pressure due to the creation of flow paths inside the dam’s body could be
detected in advance from the porewater pressure meter in Group A, which showed no
change in water level and significant change in porewater pressure.

Table 4. Relationships between water level and porewater pressures in the groups.

Group Porewater
Pressure Gauge, PP

Correlation Coefficient, r

Correlation Coefficient
within Group

Correlation Coefficient between
Group and Water Level

A

a PP01, PP02, PP05 >0.99 >0.99
b PP06, PP10, PP11, PP15 0.94~0.99 0.94~0.96
c PP07, PP12 0.99 0.86~0.87
* PP03, 0.40~0.78 0.38

B PP04, PP08, PP13, PP14 0.83~0.92 −0.09~0.22
C PP16, PP17, PP18 0.67~0.90 0.14~0.18

* It couldn’t be classified as any group because reliability of the instrument was degraded.

Figure 8 shows a comparison of the measured porewater pressure and water level
for each group. As shown in Figure 8a,c,e, the size of the porewater pressure in Group A
varied depending on the location of the installation, but it tended to be similar to the water
level. In other words, the trend of water level was consistent with the porewater pressure,
represented in the z-score distribution chart of Group A shown in Figure 8b,d,f. This indicates
that Group A had a very high correlation with water level as well as with the correlation
between instruments in the group, as mentioned above. On the other hand, as shown in
Figures 9 and 10, Group B and Group C did not show much of a correlation with water levels.
Figure 11 shows changes in the seepage line of the dam prepared from the measurement
results of the porewater pressure installed in the dam following the changes in water level. As
shown in Figure 11, Group A-a existed inside the line, and Group A-b was included inside
the line when the water level was 37.75 m. If the water level was relatively low at EL. 26.55
m, PP11 and PP12 would be outside the boundary of the seepage line, and therefore the
porewater pressure would not normally be measured, whereas PP11 and PP12 would be
included inside the seepage line in a normal high water level of EL.40 m. In other words, it
is believed that the porewater pressure is related to the path of the seepage line caused by
changes in water level.

10
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Figure 8. Cont.
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Figure 8. Relationships between water level and porewater pressure for group A: (a) comparisons
with water level and Group A-a; (b) z-score for group A-a with water level; (c) comparisons with
water level and Group A-b; (d) z-score for group A-b with water level; (e) comparisons with water
level and Group A-c; (f) z-score for group A-c with water level.
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Figure 9. Relationships between water level and porewater pressure for group B: (a) comparisons
with water level and Group B; (b) z-score for Group B with water level.
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Figure 10. Relationships between water level and porewater pressure for Group C: (a) comparisons
with water level and Group C; (b) z-score for Group C with water level.

Figure 11. Expected phreatic line drawn from measured porewater pressures.

For PP03, the porewater pressure over time tended to be similar to water level, as
shown in Figure 8a. However, as shown in Figure 8b, the z-score of PP03 was relatively large
at the beginning after its completion and relatively small after about 2014, and therefore it
was determined that the reliability of the instrument was degraded. That is, it was classified
as Group A by the principal component analysis, but as shown in Table 4, the correlation
coefficients between the instruments and the water levels in the group were 0.40~0.78 and
0.38, respectively, and was excluded from the regression analysis of following section.

5.4. Regression Analysis

Since the porewater pressure in Group A showed high coefficient of correlation with
water level, we propose a model that can predict the porewater pressure according to the
changes in water level by conducting a regression analysis on water level and porewater
pressure meter. The regression analysis was performed for the case where the water level
was set as an explanatory variable, and each porewater pressure was set as a response
variable. Table 5 summarizes the results of the development of the primary linear regression
model with the porewater pressure meter and water level. Figure 12 illustrates the results
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of the development of the primary linear regression model, showing only the results for
the highly correlated Group A. As shown in Figure 12a,b,d, PP01, PP02, and PP05 were
classified as Group A-a with an R2 of 0.99 or more, drawing on highly related relation
formula. The R2 of Group A-b was 0.8927 to 0.9676, indicating relatively high correlation.
On the other hand, the R2 of Group A-c was 0.7495 to 0.7429, indicating a relatively low
correlation with the water level among Group A, but the group showed a stable distribution
of each measured value around the developed regression line. For Groups B and C, the
R2 was distributed from 0.001 to 0.0497, and 0.0187 to 0.0331, respectively, indicating no
correlation with water level. As summarized in Table 5, the determination coefficients of
the primary linear regression model with the porewater pressure meter and water level
were analyzed to satisfy the appropriate explanatory power for Group A only, and the
porewater pressure was determined to be predictable with changes in the water level. In
other words, it is possible to predict porewater pressure when the water level is fixed as
an explanatory variable and to determine the safety of the dam by comparing it with the
currently measured value. In addition, an appropriateness test was conducted through an
F-test that was performed for each regression model developed, which was also analyzed to
satisfy statistical goodness of fit in Group A, aside from Group B and Group C. In addition,
the variability of the measured value tended to increase as the installation position of
the porewater pressure meter became higher due to the effect of the water level. It is
determined that changes in the seepage line of the dam body due to the fluctuation of the
water level have a significant impact on the measured value.

Table 5. Regression analysis between water level and porewater pressures.

y x
y = α + βx

R2
F-Test

α β F p-Value Test

PP0001

WL

30.37 8.297 0.996 9.8 × 105 0.000 ok
PP0002 −6.3588 7.1313 0.995 3.75 × 105 0.000 ok
PP0003 35.734 2.8063 0.146 - - NG
PP0005 −140.71 9.7398 0.997 1.06 × 106 0.000 ok
PP0006 −97.607 7.7965 0.911 3.76 × 104 0.000 ok
PP0007 −41.599 4.9886 0.749 1.09 × 104 0.000 ok
PP0010 −261.76 9.7793 0.968 1.09 × 105 0.000 ok
PP0011 −240.91 8.544 0.893 3.04 × 104 0.000 ok
PP0012 −157.17 5.2975 0.743 1.06 × 104 0.000 ok
PP0015 −276.24 7.2211 0.918 4.08 × 104 0.000 ok
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Figure 12. Regression analysis between water level and porewater pressures of Group A. (a) PP01;
(b) PP02; (c) PP03; (d) PP05; (e) PP06; (f) PP07; (g) PP10; (h) PP11; (i) PP12 and (j) PP15.
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6. Conclusions

In this study, the following results were obtained through analysis of the correlation
with the dam water level for the porewater pressure meter utilized to predict leakage and
piping of the fill dam.

1. As the result of linear interpolation for missing porewater pressure and principal
component analysis, we determined the three groups: middle/lower part of upstream
dam (Group A), middle part of downstream dam (Group B), and upper part of the
upstream dam (Group C). Similar behaviors were shown between porewater pressure
meters within a group.

2. The correlation analysis within Group A present inside the seepage line showed a
correlation of 0.94 or higher, which is considered to be complementary.

3. The primary linear regression analysis of Group A, satisfying a significant correlation
between water level and porewater pressure, showed the determination coefficient
(R2) in the range of 0.75 to 0.99, satisfying high explanatory power, and statistical
goodness of fit was also found to be significant at the significance level of 5%.

4. Through the regression analysis, we found the R2 of Group A-a and Group A-b to be
0.99 or more at 0.8927 and 0.9676, respectively, showing a relatively high correlation.
The proposed regression analysis can predict the porewater pressure and the seepage
line at constant water level.

5. Therefore, it is possible to predict the porewater pressure when there is a change in the
porewater pressure at a constant dam water level, as well as when the low water level
is fixed as an explanatory variable and pre-detection of the threat to dam safety due
to leakage or piping inside the body is possible. Thus, the comparison with currently
measured values can determine the safety of the dam.

From the results of this study, we expect that maintenance by the porewater pressure
meter in Group A is required and that an early warning system can be operated using the
model formula derived above for real-time safety monitoring of dam safety.
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Abstract: The new Chinese national standard, Standard for the seismic design of hydraulic structures
(GB51247-2018), has been published. Compared with the Specifications for the seismic design of hydraulic
structures (SL203-1997), the standard design response spectrum curve was revised in the new national
standard. In order to compare the seismic responses of an arch dam under excitation from the
design response spectrum in the new and old standards, the dynamic calculation of a 240 m high
arch dam is carried out by a three-dimensional finite element method. In the dynamic calculation,
the B-differentiable equation is used to simulate the tension motion of arch dam contraction joints,
and the multi-transmitting boundary method and the Westergaard added mass method are used
to simulate the dam–infinite foundation and dam–reservoir interactions, respectively. The results
show that the dynamic stress responses of the arch dam under excitation from the design response
spectrum in the new standard are increased compared with those of the old standard. The seismic
safety of an arch dam may decrease under excitation from the design response spectrum in the new
standard. Thus, the seismic validation on built arch dams should be carried out by using the new
standard when it is possible.

Keywords: arch dam; standard for seismic design; design response spectrum; seismic response

1. Introduction

The seismic design standard is a special technical standard, which is constantly re-
vised and improved based on existing scientific knowledge, economic conditions, and
accumulated aseismic experience and data. In order to guide the design and construction
of hydraulic structures in earthquake zones, the Standard for the seismic design of hydraulic
structures (GB51247-2018) [1] has been published as a new national standard based on
extensive investigation of the status of the seismic design of hydraulic structures in China
and referring to the seismic design methods and standards of hydraulic structures in
other country. Compared with the Specifications for the seismic design of hydraulic structures
(SL203-1997) [2], the standard design response spectrum curve was revised in the new
national standard.

The design response spectrum in various seismic design standards reflects the sta-
tistical law of the seismic acceleration response spectrum with different magnitudes and
epicentral distances [3–5], which is an important basic parameter in seismic calculation
using the dynamic time–history method [6]. The seismic safety of arch dams is very im-
portant, because any potential failure of arch dams may induce a major disaster [7]. In
the seismic validation of arch dams, the acceleration time–history generated from the

Water 2022, 14, 832. https://doi.org/10.3390/w14050832 https://www.mdpi.com/journal/water18
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design response spectrum is usually used to calculate the dynamic responses of arch dams.
Thus, it is necessary for dam designers to understand the difference between the seismic
responses of arch dams under excitation from the design response spectrums in the new
and old standards.

In order to compare the seismic responses of arch dams under excitation from the
design response spectrum in the new and old standards, the dynamic calculation of a 240 m
high arch dam was carried out by the three-dimensional finite element method. In the
dynamic calculation, B-differentiable equations [8–10] are used to simulate the tension
motion of arch dam contraction joints; the multi-transmitting boundary method [11] and
Westergaard added mass method [12] are used to simulate the dam–infinite foundation
and dam–reservoir interactions, respectively.

The rest of this paper is organized as follows. The design response spectrums in the
old and new standards are compared in Section 2. The computational method, mode,
and results of the arch dam–reservoir–foundation system are presented in Sections 3–5
respectively. Some conclusions are drawn in Section 6.

2. Comparison of Design Response Spectrum in Old and New Standards

In the standard for the seismic design of hydraulic structures, the product of the
maximum amplification coefficient spectrum and the peak ground acceleration is used to
represent the maximum absolute acceleration response spectrum. The maximum value
of the standard design response spectrum βmax, the characteristic period Tg, and the
attenuation index γ are the three main parameters that determine the design response
spectrum. Taking an arch dam built on a Class I type site [13] as an example, the design
response spectrums in the new and old standards are compared.

(1) The maximum value βmax of the design response spectrum suitable for seismic design
of arch dams are set as 2.5 in the new and old standards.

(2) In the old standard, the value of the characteristic period Tg mainly considered the
influence of site type, the characteristic period of the design response spectrum was
suggested to be 0.2 s for arch dams built on a class I site; The new standard takes
into account the effects of site type, epicentral distance, and magnitude; hence, the
characteristic period of the design response spectrum is suggested to be 0.3 s for arch
dams built on a class I site.

(3) The design response spectrum reflects the statistical law of the response spectrum of
ground motion acceleration with different magnitudes and epicentral distances and,
in fact, reflects the attenuation relation of the response spectrum. The attenuation
index γ of the design response spectrum in the old standard was derived from the
seismic intensity transformation in the seismic hazard analysis of the site and was
suggested to be 0.9. The seismic response spectrum proposed in the new standard is
based on the latest next generation attenuation relation (NGA) in the USA [14], which
is a normalized mean response spectrum. The attenuation index γ is suggested to
be 0.6.

Thus, as shown in Figure 1, the differences between the design response spectrum in
the new standard and the old standard are mainly reflected in the characteristic period Tg
and the attenuation index γ for arch dams built on a Class I site.
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Figure 1. Comparison of the design response spectrum in the new and old standards (Class I site).

3. Computational Method

3.1. B-Differentiable Equations

Under the action of strong earthquakes, arch dam contraction joints may open, close,
and have frictional dislocation, which can be solved as a contact problem [15,16]. A
method of B-differentiable equations [8] is used to solve the three-dimensional dynamic
friction contact between dam blocks induced by an earthquake. The following is a brief
introduction of the method of B-differentiable equations for the three-dimensional elastic
frictional contact problem, taking the contact of two bodies (represented by body 1 and
body 2, respectively) as an example.

Based on the assumption of small deformation and small strain, the point–point
contact model is adopted for the contact surface after FE discretization, that is, the nodes of
the two contact surfaces are one-to-one corresponding along the normal direction of the
contact surface, forming a plurality of contact pairs. The contact conditions at ith contact
pair can be expressed in the form of B-differentiable equations as follows:
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where μ is the friction coefficient. Δui
n, Δdui

a, Δdui
b denote the increment of the normal

relative displacement and the tangential relative displacement of the ith contact pair,
respectively. Pi

n, Pi
a, Pi

b represents the normal and tangential contact forces of the ith contact
pair, respectively. Equations (1)–(3) is non-differentiable causing by the operator min.
The contact equations in the form of B-differentiable equations can be solved by the B-
differentiable damped Newton method [8].
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3.2. Multi-Transmitting Boundary Method

The radiation damping effect of an infinite foundation and the input mechanism of
ground motion should be considered in the dam–infinite foundation interaction model [17].
In the direct method [18,19], an artificial boundary condition is applied to the outer bound-
ary of the finite domain model, which can simulate the propagation of the scattered waves
caused by the vibration of the arch dam. The multi-transmitting formula [11] as an artifi-
cial boundary condition is based on the plane wave assumption. The multi-transmitting
formula is suitable to simulate the far field condition of a homogeneous infinite foundation,
and has the characteristics of space–time decoupling which greatly reduce the amount
of calculation. Because the local artificial boundary multi-transmitting formula does not
consider the coupling effect of boundary nodes, the artificial boundary should be selected
far enough away from the structure. Thus, the multi-transmitting boundary method is
used to simulate the dam–infinite foundation interaction.

3.3. Westergaard Added Mass Method

The dam–reservoir interaction is simulated by the Westergaard added mass
method [12,20]. The added mass of hydrodynamic pressure is calculated according to
Westergaard’s formula. The Westergaard added mass model has been recognized as too
conservative according to experimental and numerical analysis [21]. Thus, the Westergaard
formula (7) is reduced by 25%.

mw(h) =
7
8

ρ
√

H0h (7)

where mw(h) is the added mass at the node, with depth h, ρ is the mass density of water, H0
is the depth of reservoir, and h is the depth of the node.

3.4. Prediction–Correction Explicit Integration Method

A prediction–correction explicit integration method is used to solve the dynamic equi-
librium equation of an arch dam–reservoir–infinite foundation system. In the prediction–
correction explicit integration method, the dynamic equilibrium equation can be written as:

M
..
u

t+dt
+ C

.̃
u

t+dt
+ Kũt+dt = Ft+dt + Pt+dt

c (8)

where M, C, and K denote the mass, damping, and stiffness matrices respectively. Ft+dt

and Pt+dt
c represent the external load and the contact force on the contact surface at time

t + dt, respectively.
..
u

t+dt,
.̃
u

t+dt
, and ũt+dt represent the acceleration, predicted velocity and

predicted displacement at time t + dt, respectively.
.̃
u

t+dt
and ũt+dt can be obtained from the

known displacement, velocity, and acceleration at time t. In Equation (8),
..
u

t+dt and Pt+dt
c

are unknown variables, which can be obtained by simultaneously solving Equation (8) and
Equations (1)–(3).

4. Computational Model

The QBT hydropower plant is being constructed upstream of the Burqin River in
northwest China. The QBT dam is a concrete hyperbolic arch dam with a volume of
3.78 million m3. The maximum height is 240 m. The chord length of the crest is 600 m.
The thickness is 14 m at the crest, and 65 m at the base. The normal storage and the
lowest generating level of the reservoir are 235 m and 150 m, respectively. The level of the
Earthquake Intensity at the QBT dam site is VII. The Earthquake Intensity indicates the
degree of the earthquake’s impact on the ground and buildings. The geological conditions
at the QBT dam site are complex. There are several faults intersecting interlayer shear
weakness zones at the dam abutment. The level of the seismic fortification is Class A The
level of seismic fortification is determined on the basis of the comprehensive consideration
of the seismic environment, the degree of importance of the construction project, the
allowable risk level, the safety target to be achieved, and the national economic bearing
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capacity. In this paper, the effect of the faults on the seismic stability of the dam–foundation
system is not taken into consideration.

4.1. Finite Element Model

In order to satisfy the requirements for calculation accuracy and efficiency, as shown
in Figure 2, the dimensions of the FE model of the QBT arch dam–foundation system were
extended by one time of the dam height in the transverse direction, vertical direction, and
river direction. A 3D solid element with 8 nodes was used to create the mesh of the model.
In order to accurately simulate the propagation of a seismic wave, the size of the FE mesh of
the foundation was not more than 20 m in the vertical direction, which satisfied the fact that
the maximum element size should be no fewer than 10 elements per wavelength. There
were 162,428 nodes and 148,695 elements in the FE model of the arch dam–foundation
system, and the number of dam elements and nodes were 4518 and 8596, respectively.
Three layers of grids were divided along the thickness direction of the arch dam, and
34 contraction joints with 2288 contact pairs were simulated, as shown in Figure 3. The
interface between the dam and the foundation was neglected. The contraction joints were
simulated with B-differentiable equations method. The friction coefficient was 1.0. The
response of the dam was calculated using our in-house code.

Figure 2. The FE model of the arch dam–foundation system.

Figure 3. Distribution of the arch dam contraction joints.

4.2. Material Parameters

Concrete and bedrock were assumed to be isotropic linear elastic materials. The
physical and mechanical parameters of concrete and bedrock are listed in Table 1. Bedrock
II (the red zone in Figure 2) and Bedrock III (the violet zone in Figure 2) represented the
rock classification.

Table 1. Material parameters.

Parameter
Material

Mass Density
(kg/m3)

Elasticity
Modulus

(GPa)

Poisson’s
Ratio

Linear
Expansivity

(/◦C)

Thermal
Conductivity

(W/m·◦C)

Specific Heat
(kJ/(kg·◦C))

Concrete 2400 21 0.167 1.0 × 10−5 3.0 970
Bedrock II 2755 13.5 0.24 1.0 × 10−5 2.67 840
Bedrock III 2700 10.0 0.26 1.0 × 10−5 2.67 840
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4.3. Loading Conditions

The static load includes the self-weight of the dam, the hydrostatic pressure, the
sediment pressures and the temperature load. The normal storage and the lowest generating
level of the reservoir are 235 m and 150 m, respectively. The sediment depth is 57.5 m. The
buoyant unit weight and frictional angle of sediment are 9.0 kN/m3 and 12◦, respectively.
The sediment pressure was treated as hydrostatic pressure [18] and was applied on the
upstream surface of the dam. The static load was firstly applied on the arch dam–foundation
system. Then, the dynamic load was applied to shake the dam–foundation system.

In the phase of dynamic calculation, the effect of sediment was neglected and the dam–
foundation system damping was incorporated using Rayleigh damping. The damping ratio
of the dam–foundation system was assumed to be 5%. The peak ground acceleration of the
design earthquake was 0.357 g, when the exceedance probability of the ground motion was
2% in a 100-year period. Using the design response spectrum in the new and old standards
as the target spectrum, artificial seismic waves with a duration of 20 s were fitted as the
input of ground motion. In the dynamic analysis of the dam–reservoir–foundation system,
it was assumed that the seismic wave was incident vertically, and the combined effects of
the horizontal ground motion (along and across rivers) and vertical ground motion were
simultaneously considered. The vertical ground motion was taken as 2/3 of that in the
horizontal direction.

5. Numerical Results

5.1. Dynamic Characteristics

Under the condition of the normal storage level of the reservoir, as shown in Table 2,
the base frequency of the arch dam was 1.2 Hz, and the natural frequency of the arch dam
was relatively dense in the range of 1–5 Hz (natural vibration period 0.2 s–1 s). In the range
of this period, the difference between the new and old standards was significant. Thus, the
artificial waves generated by different design response spectrum had a certain influence on
the tensile and compressive principal stress of the dam body and the distribution range of
high stresses.

Table 2. The first 20 order frequencies and the corresponding vibration modes.

Order Frequency (Hz) Vibration Mode in the Arch Direction

1 1.1960 antisymmetry
2 1.3093 symmetry
3 1.7188 symmetry
4 2.2163 antisymmetry
5 2.5623 symmetry
6 2.7981 symmetry
7 2.9636 antisymmetry
8 3.2813 antisymmetry
9 3.4350 antisymmetry
10 3.5391 symmetry
11 3.8739 symmetry
12 4.1229 symmetry
13 4.3710 symmetry
14 4.6033 antisymmetry
15 4.7468 antisymmetry
16 4.8678 antisymmetry
17 5.0934 symmetry
18 5.3399 antisymmetry
19 5.5150 symmetry
20 5.6603 symmetry

5.2. Dynamic Stress Distribution

Under the excitation from the design response spectrum in the new standard, as shown
in Figure 4, the maximum tensile principal stress of the arch dam was 7.35 Mpa, which
appeared at the upstream surface of the dam heel. The high stress zones appeared at the
upstream surface of the dam heel and the middle and upper elevation of the downstream
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surface. The local ultra-high tensile stress zones (greater than the dynamic tensile strength of
C40 concrete 4.89 Mpa) appeared at the upstream surface of the dam heel, which extended
about 10 m from the bottom of the dam upward along the elevation direction, and about
1/4 of the section thickness of the dam body along the dam thickness direction. The tensile
stress in other parts did not exceed the dynamic tensile strength of the concrete (4.89 MPa).

Figure 4. Envelopes of maximum tensile principal stresses using the new standard (Pa). (a) Up-
stream surface, (b) downstream surface, (c) section of arch crown beam, and (d) arch section at dam
bottom elevation.

Under excitation from the design response spectrum in the new standard, as shown in
Figure 5, the maximum compressive principal stress of the arch dam was 15.3 Mpa, which
appeared at the top of arch crown beam. The high stress zones were mainly concentrated
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in the area near the top of the arch crown beam and the local area near the boundary of the
dam–foundation at the middle and lower elevation.

Figure 5. Envelopes of maximum compressive principal stresses using the new standard (Pa).
(a) Upstream surface and (b) downstream surface.

Under excitation from the design response spectrum in the old standard, as shown
in Figure 6, the maximum tensile principal stress of the arch dam was 5.19 Mpa, which
appeared at the upstream surface of the dam heel. The distribution of the maximum tensile
principal stresses were similar to those in Figure 4. However, the range of the high stress
zones and the local ultra-high tensile stress zones were less than those in Figure 4.

Under excitation from the design response spectrum in the old standard, as shown
in Figure 7, the maximum compressive principal stress of the arch dam was 12.1 Mpa,
which appeared near the top of the arch crown beam. The distributions of the maximum
compressive principal stresses were similar to those in Figure 5. However, the ranges of the
high stress zone and the local ultra-high tensile stress zone were less than those in Figure 5.

As shown in Table 3, the maximum tensile principal stress of the arch dam using
the design response spectrum in the new and old standards was 7.35 MPa and 5.19 MPa,
respectively. The maximum compressive principal stress of the arch dam using the design
response spectrum in the new and old standards was 15.3 MPa and 12.1 MPa, respectively.
The maximum tensile and compressive principal stresses of the arch dam using the design
response spectrum in the new standard were significantly increased compared with those
using the design response spectrum in the old standard.

Table 3. The maximum tensile and compressive principal stresses.

Standard

MPS TS-US
(MPa)

TS-DS
(MPa)

TS-ACB
(MPa)

TS-DBE
(MPa)

CS-US
(MPa)

CS-DS
(MPa)

New standard 7.35 3.69 7.33 6.94 15.3 11.8
Old standard 5.19 2.08 5.19 4.86 12.1 10.8

Notes: MPS means maximum principle stress; TS means tensile stress; CS means compressive stress; US means
upstream surface; DS means downstream surface; ACB means arch crown beam; and DBE means dam bottom
elevation.
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Figure 6. Envelopes of maximum tensile principal stresses using the old standard (Pa). (a) Up-
stream surface, (b) downstream surface, (c) section of arch crown beam, and (d) arch section at dam
bottom elevation.
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Figure 7. Envelopes of maximum compressive principal stresses using the old standard (Pa). (a) Up-
stream surface and (b) downstream surface.

5.3. Contraction Joint Opening

As shown in Figures 8 and 9, the ranges of the contraction joints opening zones under
excitation from the design response spectrum in the new standard were greater than those
under excitation from the design response spectrum in the old standard. The maximum
values of the contraction joints opening under excitation from the design response spectrum
in the new and old standards were 5.18 cm and 3.26 cm, respectively.

Figure 8. Envelopes of the contraction joint opening using the new standard (cm). (a) Upstream
surface and (b) downstream surface.

Figure 9. Envelopes of the contraction joint opening using the old standard (cm). (a) Upstream
surface and (b) downstream surface.

6. Conclusions

In order to compare the seismic responses of an arch dam under excitation from the
design response spectrums in new and old standards, the dynamic calculation of a 240 m
high arch dam was carried out by a 3D finite element method.
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(1) The differences between the design response spectrums in the new standard and the
old standard were mainly reflected in the characteristic period Tg and the attenuation
index γ for arch dams at a Class I site.

(2) The high stress and ultra-high stress of the arch dam basically occurred at the same
zone using the design response spectrum in the old and new standards. The dynamic
responses including the maximum principal stress, the distribution range of high
stress, the maximum value of the contraction joints opening, and the range of the con-
traction joints opening zone using the design response spectrum in the new standard
were greater than those using the design response spectrum in the old standard.

(3) The seismic safety of the arch dam may decrease under excitation from the design
response spectrum in the new standard. Thus, seismic validation on the built arch
dams should be carried out when possible.
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Abstract: Hydrodynamic pressure is an important factor that cannot be ignored in the seismic safety
evaluation of dams. However, when the polyhedron-scaled boundary finite element method is used to
simulate dams in a cross-scale dynamic analysis, polygonal surfaces often appear on the upstream face
of dams, which is difficult to deal with for conventional methods of hydrodynamic pressure. In this
paper, a three-dimensional calculation method of hydrodynamic pressure based on the polyhedron-
scaled boundary finite element method is proposed, in which polygon (triangle, quadrilateral,
pentagon, hexagon, heptagon, octagon, etc.) semi-infinite prismatic fluid elements are constructed
using the mean-value shape function. The proposed method, with a high efficiency, overcomes the
limitation of conventional methods in which only quadrangle or triangle boundary faces of elements
are permitted. The accuracy of the proposed method is proved to be high when considering various
factors. Furthermore, combined with the polyhedron-scaled boundary finite element method for a
solid dam, the proposed method for reservoir water is used to develop a nonlinear dynamic coupling
method for cross-scale concrete-faced rockfill dam-reservoir systems based on the polyhedron SBFEM.
The results of the numerical analysis show that when the hydrodynamic pressure is not considered,
the error of rockfill dynamic acceleration and displacement could reach 15.4% and 12.7%, respectively,
and the error of dynamic face slabs’ stresses could be 24.9%, which is not conducive to a reasonable
seismic safety evaluation of dams.

Keywords: scaled boundary finite element method (SBFEM); hydrodynamic pressure; polyhedral
element; dam reservoir interaction; concrete faced rockfill dam (CFRD)

1. Introduction

The prevalence of the scaled boundary finite element method (SBFEM) [1] can be
attributed to its unique advantages, and as a result, SBFEM is being applied to an ever-
expanding range of numerical computation analyses. Initially, SBFEM was conceived for
the field of computational elasticity [2–4]. As SBFEM became more mature, Zhang and
Wegner [5,6] spearheaded SBFEM-based dynamic coupling analysis between the three-
dimensional (3D) infinite foundation and structure, and in their studies, the substructure
method was used to improve computational efficiency and analyze the wave motion of
seismic waves. Subsequently, further details of the dynamic interaction between struc-
ture and foundation were studied [7–10] by SBFEM, which automatically satisfied the
infinite radiation condition. SBFEM also demonstrated its superiority over traditional
numerical methods for modeling fracture mechanics, as similarity centers of SBFEM can be
directly placed at a crack tip to allow a straightforward accurate simulation of the singular
stress distribution at the crack tip with no need for very fine meshes, which is essential
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for the conventional finite element method (FEM). Song et al. [11], acting as a pioneer,
inspired researchers to launch research efforts towards fracture mechanics problems using
SBFEM [12–14]. At the same time, SBFEM has also obtained some achievements in the
Cosserat continuum analysis [15], crack propagation [16,17], the analysis of sandwich
plates [18,19], image-based analyses [20–22], acoustics [23], the contact problem [24], and
electromagnetism [25].

Recently, Chen et al. [26–29] constructed 3D polyhedral elements based on SBFEM,
which facilitated breakthroughs in the cross-scale non-linear static and dynamic analysis
of engineering structures. Compared to conventional methods, the polyhedral element
supports not only triple or quadrilateral surfaces, but also polygonal surfaces, and thus, it
can readily process complex geometries. Having the ability for cross-scale computation
and economizing efforts during pre-processing work, the octree polyhedral element [28,29]
allows sparse and dense grids to be connected to each other quickly and smoothly, and
above all, considerable degrees of freedoms (DOFs) can be eliminated. The polyhedron
SBFEM has been applied to the elasto-plastic analysis of large structures, such as concrete
gravity dams [26] and earth-rock dams [27,28]. In addition, this polyhedron SBFEM could
effectively evaluate the safety of dams in strong earthquake hazard areas, where there may
be earthquakes with a high Richter scale and seismic intensity. However, polygonal surfaces
often appear on the (upstream) face of dams when the octree technique is employed to
divide the grids as shown in Figure 1. It is difficult to use conventional methods, which
support only triangle and quadrilateral grids, to solve and compute the hydrodynamic
pressure of a reservoir with polygonal grids under an earthquake. In the analysis of the
seismic safety evaluation of dams, the hydrodynamic pressure is an important influencing
factor that cannot be ignored [30–33]. Considering the important influence of hydrodynamic
pressure on dam response, it is an urgent problem, which until now remains to be solved,
for a cross-scale dynamic dam analysis system based on a polyhedron SBFEM.

 
(a) (b) 

Figure 1. Octree polyhedral elements. (a) Octree mesh; (b) Polygonal surfaces.

In the analysis of the interaction between fluid and structure [34–37], the calcula-
tion method of hydrodynamic pressure on dams has always been one of the hot research
topics. At present, much research on the numerical analysis of the dam–reservoir dy-
namic interaction under earthquake conditions has emerged. The scope of research covers
arch dams [38–41], gravity dams [41–44], and concrete face rockfill dams (CFRDs) [45–49].
The hydrodynamic pressure computational methods used in research include FEM, the
boundary element method (BEM) and SBFEM. FEM is widely used in the computation of
hydrodynamic pressure in complex reservoirs. However, many nodal DOFs need to be
introduced, especially for large scale 3D models of actual projects, which can dramatically
increase the calculation amount when simulating dynamic coupling of dam–reservoir sys-
tems. Lin et al. [50] realized an efficient SBFEM-based solution of hydrodynamic pressure
in a 3D reservoir by only discretizing the two-dimensional (2D) interfaces between the
reservoir water and the dam’s upstream face, thus saving many DOFs, improving compu-
tational efficiency, and facilitating large-scale numerical analysis. Using this method [50]
to simulate a reservoir, Xu et al. [45,48] further developed a nonlinear dynamic coupling
method for CFRD-reservoir systems based on the FEM-SBFEM approach. Fortunately, this
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method [45,50] is suitable for constructing polyhedral fluid elements and can be seamlessly
integrated with a (octree) cross-scale dam analysis system based on polyhedron SBFEM.

Based on previous research, this study proposes a novel 3D calculation method of
hydrodynamic pressure based on polyhedron SBFEM (PSBFEM). Using the mean-value
shape function [51], polygonal semi-infinite prismatic elements, i.e., polyhedral fluid ele-
ments, are constructed. The proposed method could directly make use of 2D grids on the
upstream face of a dam model to automatically generate the 3D mesh of the semi-infinite
reservoir, which simplifies the pre-treatment process. More importantly, the computational
cost of hydrodynamic pressure is less compared with FEM for reducing the dimension of
discretizing by one. The proposed method provides an accurate and efficient analysis tool
for calculating hydrodynamic pressure in a cross-scale dynamic dam–reservoir analysis
system based on polyhedron SBFEM. It should be noted that the 3D PSBFEM-based hydro-
dynamic pressure calculation method is not only efficient for a cross-scale or multi-scale
dam analysis system with polyhedral or octree meshing, but it is also suitable for a tradi-
tional FEM-based dam analysis system. This method is also convenient for formulation
and implementation in the analysis program.

Furthermore, a nonlinear dynamic coupling method for cross-scale CFRD-reservoir
systems based on the polyhedron SBFEM has been developed in this study, in which the
proposed method of hydrodynamic pressure is adopted to simulate a reservoir, and the
polyhedron SBFEM is used to model the elastic–plastic CFRD and foundation system. In
the end, the seismic safety of the CFRD is evaluated using the developed dynamic coupling
method. The coupling method may have a significant prospect of practical application in
hydraulic structure engineering.

2. A Calculation Method of Hydrodynamic Pressure and Polyhedral Fluid Element

The following section firstly provides a brief theoretical derivation of the hydrody-
namic pressure computation method based on polyhedron SBFEM, and secondly, the basic
formulas for the mean-value shape function on polygons is introduced. Finally, polygonal
prismatic fluid elements are constructed.

2.1. Computation Method of Hydrodynamic Pressure Based on Polyhedron SBFEM

It is assumed that the reservoir water is an ideal fluid, which is incompressible,
undisturbed, and not viscous. Under seismic excitation, the hydrodynamic pressure in
front of the dam satisfies the Laplace equation:

�2p = 0 (1)

Ignoring the micro-amplitude gravity wave, the free surface S0 boundary condition of
reservoir water is:

p = 0 (2)

The boundary condition on the water face S1 of dam satisfies:

∂p/∂n = −ρün (3)

The boundary condition at the interface S2 between the reservoir and the river–valley
satisfies:

∂p/∂n = −ρϋn (4)

In the above equations, �2 is the Laplacian operator, p is the hydrodynamic pressure,
n is the normal direction of the interface, ρ represents the fluid density, and ün and ϋn
are the normal accelerations of the dam–reservoir interface and the river–valley interface,
respectively. Since the whole semi-infinite reservoir water in front of the dam is discretized
by SBFEM, the radiation boundary condition at infinity S3 of the reservoir is satisfied
automatically, the theory of which is expounded as below.
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Taking a pentagonal grid on the dam upstream face as an example as shown in
Figure 2, the similarity center O is selected at the downstream infinity of the dam, and
on the grounds of SBFEM thought, the semi-infinite prismatic fluid element is generated
using the 2D surface grid of the dam upstream face. By this means, the 3D model of a
reservoir, as indicated in Figure 3, consisting of a series of semi-infinite polyhedral elements,
is discretized automatically only in two dimensions by utilizing the element grid of the
dam on the upstream surface, which means that there are limited DOFs, and there is no
need to divide the reservoir grid additionally.

1

3

2

X1
X2

X3

Figure 2. Typical polygonal scale boundary finite element of fluid.

Figure 3. Reservoir model discretized by SBFEM.

The range of the local radial coordinate ξ1 is [0, +∞] from upstream face of the dam to
infinity of the reservoir. Furthermore, the range of local circumferential coordinates ξ2 and
ξ3 is [−1, +1]. By using the scaled boundary coordinate transformation, the coordinates
of the global Cartesian coordinate system at any point (X1, X2, X3) in the reservoir can be
expressed by the local scaled boundary coordinates (ξ1, ξ2, ξ3). Here, ξ1 serves as a factor
of proportionality, as follows:

X1(ξ1, ξ2, ξ3) = x1(ξ2, ξ3) + ξ1 = [N(ξ2, ξ3)]{x1}+ ξ1
X2(ξ1, ξ2, ξ3) = x2(ξ2, ξ3) = [N(ξ2, ξ3)]{x2}
X3(ξ1, ξ2, ξ3) = x3(ξ2, ξ3) = [N(ξ2, ξ3)]{x3}

(5)

where (x1, x2, x3) represent global coordinates of a node on a reservoir grid at the dam
upstream face (ξ1 = 0), and [N(ξ2, ξ3)] denotes the polygon mean-value shape function,
which is compatible with the polygon mesh and particularly presented in Section 2.2
below. With the help of the interpolation function [N(ξ2, ξ3)], the hydrodynamic pressure
p(ξ1, ξ2, ξ3) at any point in a polygon element can be expressed by the hydrodynamic
pressure {p(ξ1)} at nodes of the fluid element as:

p(ξ1, ξ2, ξ3) = [N(ξ2, ξ3)]{p(ξ1)} (6)
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The differential operations � in the global coordinate system can be transformed into
the local scaled boundary coordinate system by the Jacobian matrix [J] as follows:

[J] =

⎡⎣ X1,ξ1 X2,ξ1 X3,ξ1
X1,ξ2 X2,ξ2 X3,ξ2
X1,ξ3 X2,ξ3 X3,ξ3

⎤⎦ =

⎡⎣ 1 0 0[
N(ξ2, ξ3),ξ2

]{x1}
[
N(ξ2, ξ3),ξ2

]{x2}
[
N(ξ2, ξ3),ξ2

]{x3}[
N(ξ2, ξ3),ξ3

]{x1}
[
N(ξ2, ξ3),ξ3

]{x2}
[
N(ξ2, ξ3),ξ3

]{x3}

⎤⎦ (7)

{ ∂
∂X1

∂
∂X2

∂
∂X3

}T
= [J]−1{ ∂

∂ξ1
∂

∂ξ2
∂

∂ξ3
}T

=
{

b1
} ∂

∂ξ1
+
{

b2
} ∂

∂ξ2
+
{

b3
} ∂

∂ξ3
(8)

where [J]−1 = [{b1} {b2} {b3}].
Through the weight function w, the weak form of the integral equation is formulated

as Equation (9) by applying the method of the weighted residual to Equations (1)–(4).∫
V
∇w∇pdV + ρ

∫
S1

w
..
undS + ρ

∫
S2

w
..
vndS = 0 (9)

Substituting Equations (5)–(8) into Equation (9) and after a series of derivative pro-
cesses, the SBFEM governing equation (Equation (10)) and boundary condition equation
(Equation (11)) of the hydrodynamic pressure can be obtained:[

E0
]
{p(ξ1)},ξ1ξ1 +(

[
E1

]T −
[

E1
]
){p(ξ1)},ξ1 −

[
E2

]
{p(ξ1)} − ρ

[
C0

]{ ..
νn
}
= 0 (10)

(
[

E0
]
{p(ξ1)},ξ1 +

[
E1]T p(ξ1)+[M1]

{ ..
un

}∣∣
ξ1=0 = 0 (11)

where the coefficient matrices [E0], [E1], [E2], [C0], and [M1] only depend on geometry
information of the mesh on the upstream face of the dam and are expressed as follows:[

B1
]
=

{
b1
}
[N],

[
B2

]
=

{
b2
}[

N],ξ2 +
{

b3
}
[N],ξ3 (12)

[
M1

]
= ρ

∫ 1

−1

∫ 1

−1
[N]T [N]Adξ2dξ3 (13)

[
E0

]
=

∫ 1

−1

∫ 1

−1

[
B1]T [B1]|J|dξ2dξ3 (14)

[
E1

]
=

∫ 1

−1

∫ 1

−1

[
B2]T [B1]|J|dξ2dξ3 (15)

[
E2

]
=

∫ 1

−1

∫ 1

−1

[
B2]T [B2]|J|dξ2dξ3 (16)

A =
√
(x2,ξ2 x3,ξ3 −x3,ξ2 x2,ξ3 )

2 + (x3,ξ2 x1,ξ3 −x1,ξ2 x3,ξ3 )
2 + (x1,ξ2 x2,ξ3 −x2,ξ2 x1,ξ3 )

2 (17)[
C0

]
=

∫
Γ
[N]T [N]dΓ (18)

where [N] represents the polygon mean-value shape function [N(ξ2, ξ3)]. and Γ in
Equation (18) represents the projection of the intersecting line between the dam upstream
face and S2 on the (X2, X3) plane.

This section may be divided by subheadings. It should provide a concise and precise
description of the experimental results, their interpretation, as well as the experimental
conclusions that can be drawn.

dΓ =
√

x2,ξ2
2 + x3,ξ2

2dξ2

∣∣∣∣
ξ3=−1

(19)
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An auxiliary variable {q(ξ1)} is introduced to solve the governing equation of the
hydrodynamic pressure (Equation (10)) analytically.

{q(ξ1)} =
[

E0
]
{p(ξ1)},ξ1 +[E1]

T{p(ξ1)} (20)

where {q(ξ1)} is the nodal force resulting from the hydrodynamic pressure. Then, the
governing equation (Equation (10)) can be transformed with a first-order ordinary dif-
ferential equation (Equation (22)) by making use of the new variables and expressions
(Equation (21)).

{X(ξ1)} =

{ {p(ξ1)}
{q(ξ1)}

}
, {F0} =

{
0

−ρ
[
C0]{ ..

vn
} }

(21)

{X(ξ1)},ξ1 = [Z]{X(ξ1)}+ {F0} (22)

in which the Hamilton coefficient matrix [Z] is expressed as follows:

[Z] =

[
−[

E0]−1[E1]T [E0]
−1[

E2]− [E1] [E0]−1[E1]T
[
E1][E0]

−1

]
(23)

The eigenvalue problem of the Hamilton matrix [Z] is to be solved first.

[Z][Φ] = [Φ][Λ] (24)

The eigenvalue matrix [Λ] and eigenvector matrix [Φ] of the matrix [Z] are written in
partitioned form:

[Λ] =

[
[λi] 0

0 [−λi]

]
, [Φ] =

[
[Φ11] [Φ12]
[Φ21] [Φ22]

]
(25)

in which [λi] is the diagonal matrix, and the real part of λi ≥ 0.
The matrix [A], which is the inverse of the eigenvector matrix [Φ], is solved and

partitioned secondly.

[A] = [Φ]−1, [A] =

[
[A11] [A12]
[A21] [A22]

]
(26)

Finally, by taking the boundary condition (Equation (11)) into account and executing
a series of solution procedures, the hydrodynamic pressure of the reservoir acting on the
dam upstream face due to an earthquake can be expressed as:

{p(ξ1 = 0)} = −[Φ12]
[
Φ22]

−1[M1]
{ ..

un
}− ([Φ12]

[
Φ22]

−1[B1]− [B2]
)

ρ
[
C0

]{ ..
νn
}

(27)

where
[B1] = [Φ21]

[
λ−1

i ][A12] + [Φ22][− λ−1
i

]
[A22] (28)

[B2] = [Φ11]
[
λ−1

i ][A12] + [Φ12][− λ−1
i

]
[A22] (29)

It can be seen from Equation (27) that the hydrodynamic pressure consists of the
following two components: the hydrodynamic pressure caused by the dam upstream face
vibration {ün} and that caused by the vibration of the river valley {ϋn} in the reservoir.

2.2. Polyhedral Scaled Boundary Finite Element of Fluid
2.2.1. Polygon Mean-Value Shape Function

The mean-value shape function [29,51–53] can be used for the interpolating of polygo-
nal elements. The application of the function is straightforward, convenient. and efficient.
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Initially, this method was employed to analyze and solve FE polygonal elements with an
acceptable computational efficiency and accuracy [52]. In this paper, the shape function for-
mulated for general polygonal elements is briefly introduced. A more detailed description
can be found in [29,52]. The mean-value coordinate system is shown in Figure 4, and the
interpolation function with linear accuracy is expressed as:

Ni(x) =
wi(x)

∑n
j=1 wj(x)

(30)

wi(x) =
tan(αi−1/2) + tan(αi/2)

‖x − xi‖ (31)

tan(αi/2) =
sin αi

1 + cos αi
(32)

where wi(x) is the weight function, and ‖x − xi‖ is the Eulerian distance between points
M and Mi (in Figure 4). Point M is selected as the geometric center of the polygon, and
n represents the number of vertices on the polygon, that is, the number of edges of the
polygon. The interpolation function expressed in Equations (30)–(32) can be used for both
convex and concave polygons.

Figure 4. Illustration of mean-value coordinates.

Generally, the shape function is expressed in terms of the Cartesian coordinate system
(X1, X2) ∈ We. In order to simplify the integration of the element matrix, it is necessary to
construct a conforming approximation of the polygon using mean-value shape functions.
Similar to the isoparametric element in FEM, the mean shape function is defined on a
standard element in the local coordinate system (ξ1, ξ2) ∈ W0. Four standard elements in
the local coordinate system are illustrated as an example in Figure 5: a regular triangle,
quadrilateral, pentagon, and hexagon. The vertices of each standard element are placed on
the same circumscribed circle with a radius of 1.0, and the geometric center of each element
coincides with the center of the circumscribed circle. Therefore, any point in a standard
polygon element can be directly connected with each vertex without being occluded. The
coordinates of the polygon vertices on the unit circle are (cos 2π/n, sin 2π/n), (cos 4π/n,
sin 4π/n), . . . , and (1, 0), where n is the number of vertices. In this way, the shape function
can be defined and used in the local coordinate system as shown in Figure 5, where only
four kinds of polygons are shown, and any polygon in the global Cartesian coordinates can
be transformed into a standard element using the corresponding local coordinate system
through the polygon isoparametric mapping shape function F. An example of the mapping
process for a pentagon is illustrated in Figure 6.
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Figure 5. Four kinds of regularized polygon elements.

Figure 6. Illustration of mean-value coordinates.

After the mapping to the local coordinate system is completed (Figure 7), the standard
polygon element is divided into triangular subunits with the center of the circle serving as a
common vertex. Then, the element coefficient matrices, such as [E0], [E1], [E2], [M1], and so
on, are computed by integrating over the triangular subunits using the standard orthogonal
criterion. The triangular subunits in Figure 7 are used only for numerical integration. A
detailed discussion of the integration methods can be found in references [29,52].

r

s

Figure 7. Standard quadrature rules.

2.2.2. Polyhedral Fluid Elements

As shown in Figure 8, for the dam upstream face with arbitrary convex polygon
(triangle, quadrilateral, pentagon, hexagon, heptagon, octagon, etc.) grids, the reservoir
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model is discretized by the polyhedron SBFEM with polygonal semi-infinite prismatic
elements, which are polyhedral fluid elements. A polygonal element (grid) is transformed
into a standard unit in the local coordinate system by means of the polygon isoparametric
mapping function F. Subsequently, the matrices ([E0], [E1], [E2], [M1], and so on) for the
polyhedral element are integrated and calculated. In the end, the total matrices of all
reservoir elements are integrated, and the hydrodynamic pressure can be directly solved as
mentioned in Section 2.1.

Figure 8. Polygonal semi-infinite prismatic reservoir element.

3. A Nonlinear Dynamic Coupling Method for Cross-Scale Dam-Reservoir Systems
Based on the Polyhedron SBFEM

The establishment of the dynamic coupling method consists of two main phases:
the procedure implementation for the hydrodynamic pressure computation method and
analysis implementation for the coupling calculation equation of dam-reservoir systems.

3.1. Polyhedron SBFEM Procedure for Fluid

The polygonal semi-infinite prismatic fluid elements (i.e., polyhedral elements) are
implemented based on the Windows programs GEODYNA [54], which was developed
by the fifth author using object-oriented programming in Visual C++. Multicore parallel
technology of the CPU coupled with the GPU is realized in the GEODYNA program,
by which the computational capacity of solving a large-scale elasto-plastic analysis with
millions of DOFs is provided. The GEODYNA program has been applied to the dynamic
analysis of nonlinear structures [26–28,45,46,48,55–62].

3.2. Nonlinear Dynamic Coupling Method for Cross-Scale CFRD-Reservoir Systems

The nonlinear dam, including the foundation, is modeled by the polyhedron SBFEM
with cross-scale mesh, and the reservoir is modeled by the polyhedron SBFEM for fluid. In
this way, the equation for the dynamic coupling analysis between the CFRD and reservoir
can be expressed as follows:

[Ms]
{ ..

ur(t)
}
+ [Cs]

{ .
ur(t)

}
+ [Ks]{ur(t)} = −[Ms]

{ ..
ug(t)

}− (1/ρ)
[

L1]
T [M1]T{p(ξ = 0)} (33)

where [Ms], [Cs], and [Ks] are, respectively, the mass, damping, and stiffness matrices of the
dam and foundation. {ür(t)},

{ .
ur(t)

}
, and {ur(t)} are, respectively, the relative acceleration,

velocity, and displacement. {üg(t)} is the input earthquake acceleration from bedrock. [L1]
is the conversion matrix between global coordinates and the local coordinates of the dam
surface.
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Substituting Equation (27) into Equation (33), the dynamic fluid–solid coupling analy-
sis equations are derived further as:([

Ms] + [Mp
]){ ..

ur(t)
}
+ [Cs]

{ .
ur(t)

}
+ [Ks]{ur(t)} = −([

Ms] + [Mp
]){ ..

ug(t)
}

(34)[
Mp]= −(1/ρ)[L1]

T [M1]T
{
[Φ12]

[
Φ22]

−1[M1][L1] + ([Φ12]
[
Φ22]

−1[B1]− [B2]
)

ρ
[
C0

]
[L2]

}
(35)

[L1]
{ ..

ug(t) +
..
ur(t)

}
=

{ ..
un

}
, [L2]

{ ..
ug(t) +

..
ur(t)

}
=

{ ..
νn
}

(36)

where [Mp] is the additional mass matrix of hydrodynamic pressure. [L2] is the conversion
matrix between global coordinates and the local coordinates of the river valley surrounding
the reservoir.

As shown in Equation (34), the dynamic interaction analysis between the dam and
the reservoir water can be realized directly by superimposing the additional mass matrix
of the hydrodynamic pressure [Mp] into the mass matrix of the dam [Ms]. Then, a strong
coupling method for a nonlinear cross-scale dam-reservoir system is established based on
the polyhedron SBFEM.

4. Numerical Examples of Rigid Dams and River Valley

The following numerical examples of rigid dams, which have analytical solutions,
have been selected for analysis and validation of the accuracy of the presented method
for hydrodynamic pressure. The computed hydrodynamic pressure distribution due to
earthquakes in the upstream–downstream, vertical, and dam axial directions have been
compared with analytical solutions [63–66].

4.1. Dams with Polygonal Mesh on Upstream Face

The first group of examples are shown in Figure 9. An inclined dam face in a rectangu-
lar valley with a height and width of 180 m was selected. The water depth of the reservoir
was 180 m (i.e., full reservoir condition), and the dam upstream face inclination angles
were 30◦, 45◦, and 60◦, respectively.

Figure 9. Inclined dam face in rectangular valley.

The second group of examples are shown in Figure 10. A 120-m high vertical dam face
in an isosceles right triangular valley was selected. The water depth of the reservoir was
120 m (i.e., full reservoir condition).

The third group of examples are shown in Figure 11. A vertical dam face in the
semi-circular valley with a radius of 100 m was selected. The water depth of the reservoir
was 100 m (i.e., full reservoir condition).

The 2D dam upstream face meshes of the above three groups of calculation examples,
which are plotted in Figures 9–11, were just used as the SBFEM meshes of the reservoir
water. Furthermore it can be observed that the dam upstream faces contained pentagon,
hexagon, heptagon, and octagon polygon grids, which often appear when polyhedron
elements based on the polyhedron SBFEM are used to model dams. The peak acceleration of
seismic excitation in different directions is expressed as a, the density of water is expressed
as ρ, and the water depth is expressed as H.
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Figure 10. Vertical dam face in a triangular valley.

Figure 11. Vertical dam face in semi-circular valley.

4.2. Results and Discussion

Figure 12 shows the distribution of hydrodynamic pressure for the condition in which
the dam face is inclined in a rectangular valley. Figures 13–15 provide the results for the
case in the triangular valley. Figures 16–18 show the distribution of hydrodynamic pressure
on the dam face in the semi-circular valley. From the above figures (Figures 12–18), it can be
seen that the proposed hydrodynamic pressure calculation method based on polyhedron
SBFEM could precisely compute the hydrodynamic pressure on the dam face induced by
an earthquake in different directions and could accurately consider factors such as the
inclination of the dam face and the complex shape of the river valley.

(a) (b) 

Figure 12. Rectangular valley: (a) upstream–downstream excitation and (b) vertical excitation.
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(a) (b) 
ρ ρ

Figure 13. Triangular valley with upstream–downstream excitation: (a) along line AB and (b) along
line AC.

(a) (b) 
ρρ

Figure 14. Triangular valley with vertical excitation: (a) along line AB and (b) along line AC.

(a) (b) 
ρ ρ

Figure 15. Triangular valley with transverse excitation: (a) along line AB and (b) along line AC.

(a) (b) 
ρ ρ

Figure 16. Semi-circular valley with upstream–downstream excitation: (a) along line AB and (b) along
line BC.
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(a) (b) 
ρρ

Figure 17. Semicircular valley with vertical excitation: (a) along line AB and (b) along line BC.

(a) (b) 

ρ ρ

Figure 18. Semicircular valley with transverse excitation: (a) along line AB and (b) along line BC.

Moreover, the proposed method has a high efficiency, because only 2D discretization
was required to simulate the 3D semi-infinite reservoir water. Therefore, the proposed
hydrodynamic pressure method can serve as a convenient analysis tool for further establish-
ing a dynamic coupling analysis method for the dam–reservoir systems when polyhedral
solid elements are utilized to build cross-scale models of dams.

5. Dynamic Coupling Analysis of Nonlinear Cross-Scale CFRD and Reservoir Systems

With the polyhedron SBFEM for solid and fluid being used to discretize the CFRD
and reservoir, the elasto-plastic cross-scale dynamic coupling analysis was conducted to
investigate the effect of hydrodynamic pressure on the dynamic response of CFRD. The
results of the CFRD under static loading, including the filling and impounding processes,
were introduced into the seismic analysis as the initial state.

5.1. Cross-Scale Model of the CFRD and Reservoir

The 3D polyhedron cross-scale mesh of a 100-m high dam and rock foundation is
shown in Figure 19. The concrete slab grid was dense, and the rockfill grid was relatively
coarse. In order to achieve a rapid cross-scale meshing from the slab to the rockfill, some
polyhedral meshes appeared on upstream face of the slab inevitably. The upstream slope
of the dam was 1 V:1.4 H, and the downstream slope was 1 V:1.6 H. The valley was
a prismatic valley with a trapezoidal section with a bottom width of 70 m and a slope
ratio of 1 V:1 H on both banks. The mesh of the dam and foundation had a total of
39,145 elements, of which the slab and interface both had 1272 elements. The slab and
rockfill were simulated by polyhedral elements based on SBFEM [27]. Furthermore, the
interface between the slab and cushion, slab joints, and peripheral joints were simulated
by polygonal Goodman elements [27]. The displacement of the bottom boundary of the
massless bedrock in the three directions of the global coordinate system was constrained,
and the normal displacement of the lateral boundary was constrained.
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Figure 19. Cross-scale model of the CFRD and foundation.

The depth of the reservoir in front of the dam was 90 m. When the proposed method
was used to calculate the hydrodynamic pressure, the mesh of the semi-infinite reservoir
water could be directly generated using the 2D polygonal grid on the upstream face of the
concrete slab, as indicated in Figure 3. Therefore, the pre-processing of the reservoir model
was simplified to a large extent, and the overall analysis efficiency was improved.

5.2. Material Parameters, Damping Methods, and Ground Motion

A linear elastic model was adopted for both the concrete face slab (density
ρ = 2.40 g/cm3, elasticity modulus E = 25 GPa, Poisson’s ratios ν = 0.167) and bedrock
(density ρ = 2.50 g/cm3, elasticity modulus E = 20 GPa, Poisson’s ratios ν = 0.2). An
improved P–Z generalized plastic model was used for rockfills [59,67], of which the 17 ma-
terial parameters were calibrated by the results of the triaxial tests and listed in the Table 1.
Furthermore, an ideal elasto-plastic model was used to model the interface between the
face slab and rockfills, of which the parameters are listed in Table 2. The compression
stiffness of the slab and peripheral joints was 25,000 MPa/m, and the shear stiffness was
1 MPa/m. The Rayleigh damping method was employed for the various material and
mechanical models of the CFRD.

Table 1. Parameters of the rockfill.

G0 K0 Mg Mf αf αg H0 HU0 ms

2400 2500 1.75 1.5 0.45 0.45 2900 2900 0.2
mv mt mu rd γDM γU β0 β1

0.28 0.2 0.25 105 70 7 50 0.023

Table 2. Parameters of the interface.

k1 k2 n ϕ/◦ c/Pa

300 1 × 1010 0.8 41.5 0

Seismic waves were the input in the upstream–downstream direction for the dynamic
coupling analysis. The time history of the seismic acceleration measured from a real
earthquake in Figure 20 was selected. The peak ground acceleration (PGA) was 1.5 m/s2.
The results of the two conditions, which were considering the hydrodynamic pressure
based on the polyhedron SBFEM condition and neglecting the hydrodynamic pressure
condition, are compared and analyzed in the following section.
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Figure 20. Input ground motion.

5.3. Results and Discussion

Due to the existence of reservoir water in front of the dam, the dam would definitely
be affected by hydrodynamic pressure under an earthquake condition. The proposed
hydrodynamic pressure calculation method based on the polyhedron SBFEM, which was
proved to be accurate in Section 4.2, is adequate for analyzing the effect of hydrodynamic
pressure on the dynamic response of the rockfill in CFRD. For the condition of ignoring
hydrodynamic pressure, the additional mass matrix of hydrodynamic pressure [Mp] in
Equation (34) was a null matrix, which meant that errors would occur because it was
inconsistent with the actual situation. When calculating the error of the dynamic response
of rockfill and concrete face slabs in the CFRD caused by ignoring the hydrodynamic
pressure, the results under the condition of considering the hydrodynamic pressure were
used as a standard. The compressive stress of the face slabs was positive.

5.3.1. Rockfill

Table 3 lists the maximum absolute values of the dynamic acceleration and displace-
ment for the rockfill under an earthquake and the corresponding errors caused by neglecting
the hydrodynamic pressure. Compared to the results from the condition of calculating
hydrodynamic pressure by the polyhedron SBFEM, the maximum errors of acceleration and
displacement were 15.4% and 12.7%, respectively, when the hydrodynamic pressure was
ignored. Figures 21 and 22 show the maximum distribution of the dynamic acceleration
along the upstream–downstream direction (ax) and the dynamic displacement along the
vertical direction (dy). As can be seen from Figures 21 and 22 and Table 3, the distribution
rules of the dynamic response for the rockfill were consistent under the two conditions of
hydrodynamic pressure, but the differences of the maximum value and the correspond-
ing size of the area with a large response were obvious. The dynamic acceleration and
displacement of the rockfill were smaller when hydrodynamic pressure was considered.

Table 3. Maximum dynamic response of a rockfill under an earthquake.

Hydrodynamic
Pressure

Acceleration (m/s2) Displacement (m)

ax ay dx dy

Polyhedron SBFEM 4.61 2.72 0.062 0.055
Neglecting 5.32 2.87 0.071 0.059

Error 15.4% 5.5% 12.7% 7.3%

In summary, when the hydrodynamic pressure is ignored, the dynamic acceleration
and displacement response of a rockfill may be overestimated obviously, which is not
conducive to the accurate and reasonable safety evaluation of CFRD under an earthquake.
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(a) (b) 

Figure 21. Maximum distribution of rockfill acceleration along the upstream–downstream direction
(m/s2): (a) Neglecting hydrodynamic pressure and (b) the Polyhedron SBFEM.

 
(a) (b) 

Figure 22. Maximum distribution of rockfill displacement along the vertical direction (m): (a) Ne-
glecting hydrodynamic pressure and (b) the Polyhedron SBFEM.

5.3.2. Concrete Face Slabs

Table 4 lists the maximum dynamic concrete face slabs’ stresses under the two hy-
drodynamic pressure conditions and the relative errors of stresses caused by neglecting
the hydrodynamic pressure. Compared with the results by the polyhedron SBFEM, the
maximum errors in the dynamic face slabs’ stresses along the slope direction and the
dam axial direction for neglecting the hydrodynamic pressure condition were 22.5% and
24.9%, respectively. It can be observed from Table 4 that the errors of the maximum face
slabs’ stress along the slope direction and the dam axial direction caused by neglecting the
hydrodynamic pressure were obvious, and the hydrodynamic pressure cannot be ignored
in the dynamic stress analysis of face slabs. Figures 23 and 24 plot the distributions of the
maximum dynamic tensile stress in face slabs along the slope direction and compressive
stresses in face slabs along the dam axial direction. Figures 23 and 24 show that the dis-
tributions of the extreme stresses along the slope direction and the dam axial direction
for both hydrodynamic pressure conditions were similar, but the extent of the high stress
regions was significantly different.

Table 4. Maximum dynamic stress of face slabs under an earthquake.

Hydrodynamic
Pressure

Slope Direction (MPa) Dam Axial Direction (MPa)

Tensile Compressive Tensile Compressive

Polyhedron SBFEM −3.83 3.16 −2.05 3.38
Neglecting −4.69 3.48 −1.88 2.54

Error 22.5% 9.2% 8.3% 24.9%

45



Water 2022, 14, 867

(a) (b) 

Figure 23. Maximum distribution of concrete face slabs’ tensile stresses along the slope direction
(MPa): (a) Neglecting hydrodynamic pressure and (b) the Polyhedron SBFEM.

 
(a) (b) 

Figure 24. Maximum distribution of concrete face slabs’ compressive stresses along the dam axial
direction (MPa): (a) Neglecting hydrodynamic pressure and (b) the Polyhedron SBFEM.

As can be concluded from the above Figures 23 and 24 and Table 4, for a high CFRD
located in front of a reservoir, the hydrodynamic pressure has a big influence on the
dynamic face slabs’ stresses along the slope direction and the dam axial direction. It is
possible to significantly overestimate or underestimate the dynamic concrete face slabs’
stress when hydrodynamic pressure is ignored in the seismic analysis of a CFRD.

6. Conclusions

In this paper, polyhedral scaled boundary finite elements of fluid were constructed
using the polygon mean-value shape function to compute the hydrodynamic pressure of a
reservoir on a dam, which is applicable for not only a polygon mesh but also triangular
and quadrilateral meshes on the upstream face of a dam. Moreover, a nonlinear cross-scale
dynamic analysis of CFRD-reservoir systems under a seismic condition was carried out,
and the effect of hydrodynamic pressure on the dynamic response of a rockfill in CFRD
was investigated. The following primary conclusions are summarized:

(1) A 3D hydrodynamic pressure calculation method based on the polyhedron SBFEM
was proposed, in which the reservoir in front of a dam was simulated with polygonal
semi-infinite prismatic fluid elements. The pre-processing of the reservoir model
was simplified to a large extent, as the 3D mesh of the reservoir could be generated
automatically from the 2D grid of the upstream face of dam. A high efficiency was
achieved also by reducing the one-dimensional discretization. The proposed method
has a high accuracy and provides a convenient numerical tool for a dynamic coupling
analysis of a dam–reservoir system, when the cross-scale dam is modeled by the
polyhedron SBFEM.

(2) With an elastic–plastic CFRD being simulated by the polyhedron SBFEM and the
hydrodynamic pressure of the reservoir being computed by the proposed polyhedron
SBFEM for fluid, respectively, a nonlinear dynamic coupling method for cross-scale
CFRD-reservoir systems based on the polyhedron SBFEM was developed. The results
of a further numerical analysis showed that neglecting hydrodynamic pressure may
produce obvious errors and lead to overestimation of the dynamic acceleration and
displacement response of the rockfill, which is not conducive to an accurate and
reasonable safety evaluation of a CFRD under an earthquake. Moreover, the hydro-
dynamic pressure had a big influence on the dynamic face slabs’ stresses, and the
hydrodynamic pressure cannot be ignored in the dynamic stress analysis of face slabs.
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The hydrodynamic pressure calculation method proposed in this paper can also be
applied to a dynamic linear or nonlinear analysis of cross-scale arch dams or gravity dams
simulated by the polyhedron SBFEM for seismic safety evaluation.
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Nomenclature

�2 Laplacian operator
p Hydrodynamic pressure
ρ Fluid density
ün Normal accelerations of the dam–reservoir interface
ϋn Normal accelerations of the river –valley interface
[N(ξ2, ξ3)] Polygon mean-value shape function
[J] Jacobian matrix
w weight function
[E0], [E1], [E2], [C0], [M1] Coefficient matrices
{q(ξ1)} Nodal force
[Z] Hamilton coefficient matrix
[Λ] Eigenvalue matrix
[Φ] Eigenvector matrix
[A] The inverse of eigenvector matrix [Φ]
Ni(x) Interpolation function in mean-value coordinate system
wi(x) Weight function of mean-value coordinate system
‖x − xi‖ Eulerian distance between points
We Cartesian coordinate system
W0 Local coordinate system
[Ms], [Cs], [Ks] Mass, damping and stiffness matrices
{ür(t)},

{ .
ur(t)

}
, {ur(t)} Relative acceleration, velocity, and displacement

{üg(t)} Input earthquake acceleration
[Mp] Additional mass matrix of hydrodynamic pressure
[L1], [L2] Conversion matrix
(x1, x2, x3) Global coordinates
(ξ1, ξ2, ξ3) Local scaled boundary coordinates
E Elasticity modulus
ν Poisson’s ratios
SBFEM Scaled boundary finite element method
CFRD Concrete faced rockfill dam
3D Three-dimensional
2D Two-dimensional
DOF Degrees of freedom
FEM Finite element method
BEM Boundary element method
PSBFEM Polyhedron SBFEM
PGA Peak ground acceleration
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Abstract: Polymer anti-seepage walls have been widely used in the anti-seepage reinforcement
projects of earth dams. Dam crest is always supposed to meet the requirements of traffic load which
has significant influence on the dam body and anti-seepage wall. In order to analyze the coordination
characteristics of the deformation between polymer anti-seepage wall and dam under traffic loads, a
3D finite element model of an earth dam that considers the coupling effect of seepage field and stress
field was established. Besides, the influence of load amplitude, vehicle speed and driving position
on the stress and deformation characteristics of polymer anti-seepage wall and dam was analyzed,
with the displacement difference between dam and wall, wall Mises stress and wall subsidence as
indicators. The results show that, compared with vehicle speed, the load amplitude and vehicle speed
of traffic load exerted a greater impact on the coordination characteristics of the deformation of the
dam. The variation range of the displacement difference caused by axial load change reached 87.1%,
while that resulted from driving position change reached 90.3%. That is, when the passing vehicle
has a light axle load and passes quickly over the anti-seepage wall, it has less impact on the dam.

Keywords: earth dam; polymer anti-seepage wall; traffic load; deformation coordination

1. Introduction

Dams bring huge economic, social and environmental benefits in flood control, water
supply, irrigation, shipping and other aspects, playing an important role in economic and social
progress. Seepage is one of the key issues of dam safety, and building anti-seepage walls are
one of the common measures for dam seepage prevention [1]. With the appearance of various
emerging materials, the materials of anti-seepage walls have also been improved, which are
developed from the original ordinary concrete to reinforced concrete, plastic concrete, clay
concrete, polymer anti-seepage walls, and so on. Non-aqueous reactive polyurethane, as an
anti-seepage reinforcement material for dams, is featured with light weight, large expansion
force, non-pollution, good anti-seepage performance, excellent durability and mechanical
properties, etc. Compared with rigid concrete anti-seepage walls with large elasticity modulus,
polymer anti-seepage walls make up for these deficiencies [2,3].

At present, some studies have been conducted on the properties of polymer grout-
ing materials, grouting technology and construction effects [3–11], achieving significant
progress and innovation in the construction technology of polymer anti-seepage walls.
Li Jia et al. [12–14] studied the seismic response characteristics of earth dam structure
of polymer anti-seepage walls by means of a physical centrifuge model, and compared
the seismic response characteristics of earth dams with polymer anti-seepage walls and
concrete core walls. The non-aqueous reactive two-component polyurethane polymer
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grouting material used in the technology of the polymer anti-seepage wall of the earth
dam belongs to polyurethane materials. Although the anti-seepage wall exerts significant
anti-seepage effect on the dam, the material interface under load is often the “weak link” of
the structure [15,16] due to the different material properties between the soil body and the
anti-seepage wall. Additionally, some progresses have been made on the study of material
interface in recent years [17–19]. Deformation difference between the two material regions
will inevitably occur during the construction period and water storage period. The interface
between traditional concrete anti-seepage wall and dam often has certain defects and is not
an ideal bonding state. As a result, such deformation differences may cause cracks in the
material interface, the function of the dam is seriously affected. Therefore, it is necessary to
study the coordination characteristics of the dam deformation. The evaluation indicators
that can be used as deformation coordination properties include major principal stress,
wall stress level, the maximum subsidence of dam, the change rate of wall subsidence, as
well as vibration compaction time [20].

The dam crest is always supposed to meet the requirements of traffic load, and the
traffic load exerts great influence on the dam body and leads to irreversible deformation of
the dam body. With the increase of traffic flow and load capacity, the traffic load gradually
has greater impact on the dam body. Sarkar examined the flexible pavement dynamic
response under single, tandem and tridem axles at different speeds. Using two different hot-
mix asphalt (HMA) layer thicknesses, the dynamic effects of moving axles were investigated
on critical responses. These responses include the tensile strain at the bottom of asphalt
layer, compressive strain on the top of subgrade and tensile and compressive strain on the
surface layer [21]. Zhao et al. presented a numerical investigation into the plastic/dynamic
characteristics of a saturated porous medium (capping and subgrade) subjected to moving
axle loads. A detailed numerical analysis is described, whereby a coupled fluid-dynamic
framework is developed for the saturated porous medium in conjunction with a generalized
plasticity model, in order to examine the cyclic loading response of a soft subgrade soil.
A relationship between the train speed, track settlement and drainage capacity of a sub-
ballast (capping) layer is established [22]. Guo et al. comprehensively analyzed the dynamic
response of full-depth asphalt pavement under moving load, a three-dimensional model
of pavement structure and dynamic load moving zone are established based on ABAQUS
finite element software. Based on the time history curves of different structures, the stress–
strain states at the bottom of each structural layer in different structures under moving
load are analyzed [23]. Liu et al. conducted hollow torsional shear tests on fiber-reinforced
aeolian soil involving varying fiber contents, cyclic deviator stresses, cyclic shear stresses
and consolidation confining pressures using the Small-Strain Hollow Cylinder Apparatus.
This enabled an investigation of the deformation characteristics and noncoaxial angle
changes of fiber-reinforced aeolian soil under a heart-shaped stress path [24]. Qian et al.
performed a series of cyclic torsional shear tests to investigate the effect of principal stress
rotation (PSR) on the stress–strain behaviors of saturated soft clay. The traffic-load-induced
shear stress path was used in the cyclic test and the investigation mainly concerned the
influence of PSR on the shear stiffness and non-coaxiality [25]. Currently, the analysis on
traffic load mainly focuses on the field of roads, while few studies are conducted on the
impact of traffic load on dams with polymer anti-seepage walls. Therefore, analyzing the
influence of traffic load on dam safety is of important theoretical and practical value.

In order to analyze the stress and deformation characteristics of polymer anti-seepage
walls and dams under traffic load, a three-dimensional finite element model of polymer
anti-seepage dam wall that considers the coupling effect of seepage field and stress field
was established, the influence of axle load, vehicle speed and driving position on the
coordination characteristics of dam deformation was simulated, and the law of stress and
deformation of dam under traffic load was revealed, which provides a basis for the design
and safety evaluation of polymer anti-seepage walls in dam reinforcement engineering.

The remaining sections are arranged as follows: the indexes for evaluating the defor-
mation coordination characteristics are introduced in Section 2; an overview of the model
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and load settings is presented Section 3; the calculation results are analyzed in Section 4;
and the summary and conclusion are made in Section 5.

2. Deformation Coordination Index

Uneven subsidence will occur in the interface of the dam body and the anti-seepage
wall due to the inconsistency of mechanical properties. The cross section of the dam body
will dislocate in a nearly vertical direction because of the uneven subsidence. Meanwhile,
the development of the uneven longitudinal displacement of the dam body will cause
the dam body to separate on both sides of the failure surface, thus forming cracks with
a certain width. In terms of the general dam body, the failure surface caused by the
subsidence difference shows cracks of different widths. Thus, some indexes for evaluating
the coordination characteristics of the deformation were proposed [26], thus that the
judgment and analysis on the deformation difference of the dam could be carried out. The
displacement difference was selected as the index to evaluate the deformation coordination
of the polymer anti-seepage wall and the dam, and its definition is as follows:

The formula for the vertical displacement difference between the anti-seepage wall
and the dam body is as follows:

Hy = Dxi
∣∣

j − dxi|j (1)

where dxi|j means the vertical displacement of point i of the anti-seepage wall at time j and
Dxi|j refers to the vertical displacement of the corresponding point i of the dam body at
time j.

The formula for the horizontal displacement difference between the anti-seepage wall
and the dam body is as follows:

Hx = Df i

∣∣∣
j
− d f i

∣∣∣
j

(2)

where d f i

∣∣∣
j

indicates the deflection of point i of the anti-seepage wall at time j and Df i

∣∣∣
j

stands for the lateral displacement of the corresponding dam body i at time j.

3. Calculation Model

3.1. Overview of Model

According to the information on the Yellow River dam section which is crossed by the
Zhengjiao inter-city railroad bridge, a 3D finite element model as shown in Figure 1 was
established by using ABAQUS software, in which the height of the dam body is 15.0 m,
and that of the dam foundation is 10.0 m, the overall length along the X-axis is 124.5 m and
the width along the Z-axis direction is 2.1 m. The height of the anti-seepage wall is 17.0 m,
and its lower part is embedded in the dam foundation for 2.0 m. The C3D8P element
with pore pressure degree of freedom was used for the solution and the Mohr–Coulomb
elastic-plastic constitutive model was adopted for the soil, assuming that the foundation is
homogeneous, the literatures [27,28] carried out studies on the randomness of parameters,
and the linear elastic constitutive model was employed for the wall. The total number
of elements is 30,024 and that of nodes is 35,087, in which the number of the units and
nodes of the anti-seepage wall are 1584 and 2210, respectively. The material parameters are
shown in Table 1. Traffic load was applied at the top of the dam, and the seepage boundary
was set within the range from the bottom of the dam near water to the height of 13.5 m.
Goodman element without thickness was adopted to simulate the contact surface between
the anti-seepage wall and the dam [29]; the setting parameters are shown in Tables 2 and 3.
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Figure 1. Three-dimensional finite element model.

Table 1. Material parameters of anti-seepage wall and soil body.

Material
Density
(kg/m3)

Young’s Modulus
(kPa)

Poisson’s
Ratio

Permeating
Coefficient (cm/s)

Cohesion (kPa)
Internal Friction

Angle
Dilatancy

Angle

Dam 1930 100,000 0.29 5 × 10−7 12.38 20 0
Polymer 300 100,176 0.258 1 × 10−10 — — —

Rigid concrete 2400 20,000,000 0.3 1 × 8−10 — — —
Plastic concrete 2400 500,000 0.25 1 × 8−10 — — —

Table 2. Parameters of Goodman element between the polymer and the dam body.

S/N Parameter Symbol Value

1 Tangential stiffness coefficient K1 300
2 Normal stiffness coefficient K2 300
3 Test constant n 0.34
4 Damage ratio R f 0.95
5 Interfacial friction angle δ 11.3
6 Water bulk density Rw 100
7 Atmospheric pressure Pa 1000

Table 3. Parameters of Goodman element between the concrete and the dam body.

S/N Parameter Symbol Value

1 Tangential stiffness coefficient K1 1400
2 Normal stiffness coefficient K2 1400
3 Test constant n 0.35
4 Damage ratio R f 0.75
5 Interfacial friction angle δ 15
6 Water bulk density Rw 100
7 Atmospheric pressure Pa 1000

In order to compare the deformation coordination characteristics of the anti-seepage
walls with different materials and the dam body, models of polymer, rigid concrete and
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plastic concrete walls were established. The thickness of the polymer anti-seepage wall is
0.03 m, and that of the concrete anti-seepage wall is 0.24 m. The total number of model
elements is 25,100, and that of nodes is 29,799, in which the number of the units and nodes
of the anti-seepage wall are 1400 and 1980, respectively. The intersection of the central
axis of the anti-seepage wall and the dam foundation was taken as the origin point for
reference. Additionally, it was supposed that the X-axis was positive along the boundary
line between the dam foundation and the dam body to the far river, and the Y-axis was
positive along the central line of the anti-seepage wall to the dam crest. The schematic
diagram of coordinate system and details of the model dimensions are shown in Figure 2.

Figure 2. Schematic diagram of coordinate system and model dimensions.

3.2. Traffic Load

In order to simulate the actual road bearing dynamic load, the traffic load was de-
scribed by the means of a single half-sine function as shown in Figure 3, and the process of
approaching and leaving with standard axle loads was stimulated by adopting the form
of impact load. According to The Specification for Design of Highway Asphalt Pavement,
trucks with single-axle and double-wheel rear wheels are regarded as standard vehicles,
with the standard axle load being 100 kN. Additionally, the traffic load expression is as
follows:

p(t) = 0.11737 ∗ sin(10πt) ∗ 0.7, 0 ≤ t ≤ 0.1s (3)

where t refers to the calculation time and p(t) means the traffic load at time t. In this
paper, the single-circle load was utilized to simulate the rear wheel and double-wheel set
of vehicles. The contact surface with ground is shown in Figure 4. The diameter of circle
load is 300 mm, the double spacing of wheels is 1.8 m and the grounding area is simplified
to two rectangular areas of 0.2 m × 0.3 m at the top of the dam.

During the calculation, ground stress balance was conducted for the calculation model,
the water level in front of the dam was set to 13.5 m. The settings of the traffic load
amplitude, vehicle speed and driving position are shown in Table 4, and the driving
position is represented by the X coordinates of the central line of the axle as shown in
Figure 5.

Table 4. Condition setting table.

S/N
Load Amplitude

(MPa)
Vehicle Speed

(km/h)
Driving Position

(m)

1 0.7 20 1
2 0.9 40 0.5
3 1.1 60 0
4 1.3 80 −0.5
5 1.5 100 −1
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Figure 3. Contact surface between tire and ground.

Figure 4. Contact surface between tire and ground.

Figure 5. Driving position diagram.
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3.3. Seepage-Stress Coupling Analysis

As a water retaining structure, the stability of the dam is greatly affected by seepage,
and the stress deformation of the dam body and seepage is a typical seepage-stress coupling
problem. Therefore, the interaction between the seepage wall and the dam body, which is
an important part of the dam body, also has seepage-stress coupling problems. This section
introduces the principles and methods related to the analysis of seepage stress coupling
in dam engineering by combining the seepage-stress coupling function of ABAQUS finite
element calculation software.

The dam soil is a porous material, and the pores contain two parts of fluid: liquid and
gas. The volume of the soil body includes both soil particles and pores. Since the tensile
stress is positive and the compressive stress is negative in the ABAQUS calculation, but
both gas pressure and liquid pressure are positive in terms of pressure, the effective stress
principle expression is:

s = s + (μuw + (1 − μ)μa) (4)

where s is the effective stress, s is the total stress, μ is the effective stress parameter, uw is
the liquid pressure and ua is the gas pressure, when the soil is fully saturated, μ = 1 and
when the soil is completely dry, μ = 0.

The effective stress of the material in ABAQUS is the basis of the stress–strain relation-
ship and calculation results. The pore water pressure in the coupled seepage-stress analysis
can be chosen based on the total pore pressure or super pore pressure, and in this paper, the
gravity applied load is used, which means the analysis is based on the total pore pressure.

The permeability law used in ABAQUS is the Forchheimer equation, and the perme-
ability coefficient is expressed as:

k =
ks

(1 + β
√

vwvw)
k (5)

where k is the seepage coefficient of saturated soil; vw is the flow speed, β is the parameter
reflecting the effect of flow speed on the seepage coefficient, when β = 0; Equation (5) is
simplified to Darcy formula; ks is the saturation coefficient, when the soil is saturated,
ks = 1, and the coefficient ks reflects the relationship between the permeability coefficient of
non-saturated soil and saturated soil.

In addition, the permeability coefficient k can also be a function related to the pore
ratio, characterizing the effect of soil skeleton changes on the permeability coefficient, and
the effect of the stress field on the seepage field can be calculated by setting the relationship
function between the permeability coefficient and the pore ratio.

According to Equation (5), the effect of saturation on permeability coefficient can be
reflected by ks. In ABAQUS, when saturation Sr < 1, ks = Sr

3, and ks = 1 when Sr ≥ 1. For the
coupling effect of seepage and stress in unsaturated soil, it is realized by the relationship
between negative pore pressure and permeability coefficient, and in saturated soil, it is
realized by setting the function between permeability coefficient and pore ratio. Due to the
hygroscopic and dewatering characteristics of unsaturated soils, it is necessary to perform
unsaturated soil seepage and stress calculations to determine the relationship between
hygroscopicity and dewatering and the permeability coefficient

Based on the above analysis, it can be seen that the matrix suction in unsaturated soil
is related to the permeability coefficient, realizing the interaction between seepage flow
and stress in unsaturated soil.

The coupled seepage seepage-stress analysis needs to unify the saturated and unsat-
urated seepage calculations. To simplify the calculation, it is assumed in this paper that
both saturated and unsaturated soils obey the law, ignore the effect of flow velocity, and
distinguish by permeability coefficient and pore water pressure, and the C3D8P element
with pore pressure degree of freedom was used for the solution. The water pressure in the
pores is shown in Figure 6.
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Figure 6. The water pressure in the pores.

4. Calculation Results

4.1. Comparison of Deformation Coordination Characteristics between the Anti-Seepage Wall with
Different Materials and the Dam Body

In order to study the deformation coordination characteristics between the wall with
different materials and the dam, the vehicle speed of 20 km/h was taken as an example.
Specifically, when vehicles drive above the anti-seepage wall, traffic load with an amplitude
of 0.7 MPa was applied, and the anti-seepage walls with different materials were adopted.
As shown in Figure 7, the variation trend of the displacement difference between the
concrete anti-seepage wall and the dam body is basically the same along the wall height,
that is, it gradually decreases from dam crest downward. While, the displacement difference
between the dam body and the rigid concrete anti-seepage wall at each height is much
larger than that between the dam body and the plastic concrete anti-seepage wall, the
maximum values of the displacement difference appear at the dam crest, which are 1.6 cm
and 0.58 cm, respectively; the displacement difference between the polymer anti-seepage
wall and the dam body gradually increases along the dam crest downward, reaching a
maximum value of 0.18 cm at a wall height of 5 m, and gradually decreases. From the
perspective of the maximum displacement difference, the rigid concrete anti-seepage wall
is larger, and the polymer anti-seepage wall is smaller. Hence, it can be seen that the
deformation morphological characteristics of polymer anti-seepage wall and the dam body
are better than that of the rigid and plastic concrete anti-seepage walls.

Figure 7. Comparison of displacement difference of anti-seepage walls with different materials along
the wall.
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4.2. Deformation Coordination Characteristics between Polymer Anti-Seepage Wall and Dam Body
4.2.1. Influence of Amplitude

In order to determine the influence depth of traffic load, the vehicle speed of 20 km/h
was taken as an example. In detail, the subsidence, Mises stress and displacement difference
distribution of the dam seepage wall along the wall height under different load amplitude
conditions when vehicles drive above the polymer wall are shown in Figures 8–10.

 

Figure 8. Distribution of subsidence along the anti-seepage wall under the action of different load
amplitudes.

 

Figure 9. Distribution of Mises stress along the anti-seepage wall under different load amplitudes.
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Figure 10. Distribution of the displacement difference along the anti-seepage wall under different
load amplitudes.

As shown in Figures 8 and 10, the maximum position of the change amplitude of the
subsidence and the displacement difference are at the wall height of 16.625 m. Figure 9
shows that in the range of 0–4 m, the Mises stress gradually increases with the height of
the wall. Additionally, in the range of 4–15 m, it gradually decreases with the increase of
the wall height. In the range of 15–17 m, a certain fluctuation occurs, the greatest variation
appearing at the wall height of 16.625 m. To sum up, under the traffic load and pore
pressure, the most responsive part of the dam is in the middle dam, but the part that is
more sensitive to traffic load is at the dam crest. The influence depth of traffic load on the
dam strain is about 5 m. The height of 16.625 m should be chosen, that is, the dam height
of 14.625 m is the research section.

In order to analyze the variation law of dam subsidence with the amplitude of traffic
load, when vehicles drive above the polymer wall, the vehicle speed of 20 km/h was taken
as an example—Figure 11 shows the subsidence of the dam body and the anti-seepage
wall under different load amplitudes. It can be seen that under traffic load, the subsidence
curve presents “saddle-shaped double peak”, an obvious drop in subsidence at the junction
occurs, and the maximum subsidence of the dam body reaches about 2.98 cm. Under the
same conditions, with the increase of the load amplitude, the subsidence of the dam body
and the wall gradually increases. The subsidence difference of the dam body at the left
wheel under the load amplitudes from 0.7 to 1.5 MPa, reaching 1.1 mm, with the amplitude
being 3.7%. The cloud diagrams of wall subsidence and Mises stress under different load
amplitudes are as follows.

The subsidence curves of the wall at the dam height of 14.625 m under different load
amplitudes when the vehicle travels above the polymer wall at a speed of 20 km/h are
shown in Figure 12. It can be seen that, under the same conditions, the subsidence of the
wall increases with the increase of amplitude, and the subsidence difference of wall under
the load amplitudes from 0.7 to 1.5 MPa is 0.55 mm, with an amplitude of variation of 1.7%.
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Figure 11. Distribution of dam subsidence at 14.625 m under different load amplitudes.

Figure 12. Variation of wall subsidence at 14.625 m under different load amplitudes.

In order to analyze the variation law of Mises stress of the dam with the amplitude of
the traffic load, the vehicle speed of 20 km/h was taken as an example. In detail, the Mises
stress of the dam body and the anti-seepage wall under different load amplitude conditions
when vehicles drive above the polymer wall are shown in Figure 13. It can be seen that the
Mises stress of the wall has an obvious peak value at the wheel, and the maximum Mises
stress reaches 0.23 MPa. Under the same conditions, with the increase of load amplitude,
the Mises stress of the dam and the wall gradually increases, with considerable change.
Additionally, the difference of the Mises stress of dam at the wheel point under the load
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amplitudes from 0.7 to 1.5 MPa reaches 0.063 MPa, with the amplitude of variation of
27.8%, indicating that the traffic load amplitude has a significant impact on Mises stress of
the dam.

 

Figure 13. Distribution of dam Mises stress at 14.625 m under different load amplitudes.

The Mises stress curves of the wall at the dam height of 14.625 m under different load
amplitudes when the vehicle travels above the polymer wall at a speed of 20 km/h are
shown in Figure 14. It can be seen that, under the same conditions, the Mises stress of the
wall grows with the increase of amplitude. The difference of the Mises stress of the wall
under the load amplitudes from 0.7 to 1.5 MPa is 8996 Pa, with the amplitude of variation
of 25%, indicating that the traffic load amplitude exerts a significant effect on the Mises
stress of the wall.

 
Figure 14. Variation of wall Mises stress at 14.625 m under different load amplitudes.
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In order to analyze the variation law of dam displacement difference with traffic load
amplitude, vehicle speed of 20 km/h was taken as an example. The displacement difference
of the dam and the anti-seepage wall under different load amplitudes when vehicles drive
above the polymer wall are shown in Figure 15. It can be seen that the displacement
difference on both sides of the dam is symmetrical on the central line of the dam, as there
is a wheel load equal to the wall on both sides of dam. Additionally, the displacement
difference of the wall shows obvious peak value under the four edges of wheel action, with
the maximum displacement difference of 0.37 mm. Under the same conditions, with the
rise of the load amplitude, the displacement difference between the dam and the wall also
gradually increases, with more obvious change among them. The displacement difference
of the dam at the edge of the left wheel under the load amplitudes from 0.7 to 1.5 MPa
is 0.23 mm, with the amplitude of variation of 62.2%, indicating that the amplitude has a
significant impact on the displacement difference of the dam.

 

Figure 15. Distribution of displacement difference at 14.625 m under different load amplitudes.

When the vehicle travels above the polymer wall at a speed of 20 km/h, the dis-
placement difference curve of the wall at the dam height of 14.625 m under different load
amplitudes is shown in Figure 16. It can be observed that under the same conditions, the
displacement difference enhances with the increase of the amplitude, and the displacement
difference under the load amplitudes from 0.7 to 1.5 MPa is 0.061 mm, with the amplitude
of variation of 87.1%.

It shows that the amplitude of traffic load exerts a vital impact on the deformation
coordination between the polymer anti-seepage wall and the dam. The vertical subsidence,
Mises stress and displacement difference of the dam rises with the increase of traffic load
amplitude. Therefore, in terms of the dam with traffic load, the lower the traffic load
amplitude is, the more conducive it is to the coordinated deformation between the dam
and the polymer anti-seepage wall. In order to protect the dam, the vehicles crossing the
dam should be strictly limited in weight, and overweight vehicles should be prohibited
from boarding the dam.
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Figure 16. Variation of displacement difference at 14.625 m under different load amplitudes.

4.2.2. Influence of Vehicle Speed

In order to analyze the variation law of dam subsidence stress with the vehicle speed,
when vehicles drive above the polymer wall, the vehicle load amplitude of 0.7 MPa was
taken as an example. Figure 17 shows the response of the dam body and the anti-seepage
wall under different vehicle speeds. It can be observed that under traffic load, the subsi-
dence curve presents “saddle-shaped double peak”, and an obvious drop in subsidence at
the junction occurs, with the maximum subsidence of the dam body reaching about 2.85
cm. Under the same conditions, with the acceleration of the vehicle speed, the subsidence
of the dam and the wall gradually decreases. The subsidence difference of the dam at the
left wheel under the speed from 20 to 100 km/h is 0.5 mm, with the amplitude of variation
of 1.8%.

 

Figure 17. Distribution of dam subsidence at 14.625 m under different vehicle speeds.
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The subsidence curve of the wall at the dam height of 14.625 m under different vehicle
speeds when the vehicle with load amplitude of 0.7 MPa drives above the polymer wall is
shown in Figure 18. It shows that under the same conditions, the subsidence of the wall
decreases with the increase of the vehicle speed. The subsidence difference of the wall
under the speed from 20 to 100 km/h is 0.27 mm, with the amplitude of variation of 0.89%.

 

Figure 18. Variation of wall subsidence at 14.625 m under different vehicle speeds.

In order to analyze the variation law of Mises stress of the dam with the vehicle speed,
the amplitude of vehicle load of 0.7 MPa/h was taken as an example. The Mises stress of
the dam body and the anti-seepage wall under different vehicle speeds when vehicles drove
above the polymer wall is shown in Figure 19. It can be seen that the subsidence of the wall
has an obvious peak value at the wheel, with the maximum Mises stress reaching 0.16 MPa.
Under the same conditions, with the acceleration of the vehicle speed, the Mises stress of
the dam and the wall gradually decreases, with considerable change. The difference of
Mises stress of the dam body at the left wheel under the vehicle speed from 20 to 100 km/h
is 0.072 MPa, with the amplitude of variation of 45.9%.

 

Figure 19. Distribution of Mises stress of the dam at 14.625 m under different vehicle speeds.
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The Mises stress curve of the wall at the dam height of 14.625 m under different vehicle
speeds when the vehicles drove above the polymer wall with the load amplitude of 0.7 MPa
is shown in Figure 20. It shows that under the same conditions, the Mises stress of the wall
decreases with the acceleration of the vehicle speed. The difference of the Mises stress of
the wall under the vehicle speed from 20 to 100 km/h is 4001 Pa, with the amplitude of
variation of 11.9%.

 
Figure 20. Variation of Mises stress of the wall at 14.625 m under different vehicle speeds.

The displacement difference of the dam and the anti-seepage wall under different
vehicle speeds when vehicles drive above the polymer wall with the vehicle load amplitude
of 0.7 MPa is shown in Figure 21. It can be observed that the displacement difference on
both sides of the dam is symmetrical on the central line of the dam, as there is a wheel load
equal to the wall on both sides of the dam. The displacement difference of the wall shows
obvious peak value under the four edges of wheel action, with the maximum displacement
difference of 0.37 mm. Under the same conditions, with the acceleration of the vehicle
speed, the displacement difference of the dam gradually decreases. The displacement
difference of the dam at the left wheel edge under the speed from 20 to 100 km/h is
0.04 mm, with the amplitude of variation of 38.5%.

The displacement difference curve of the wall at the dam height of 14.625 m under
different load amplitudes when the vehicles drove above the polymer wall with the load
amplitude of 0.7 MPa is shown in Figure 22. It can be discovered that under the same
conditions, the subsidence of the wall rises with the increase of the vehicle speed. The
subsidence difference of the wall under the speed from 20 to 100 km/h is 0.19 mm, with
the amplitude of variation of 17.8%.

It can be seen from the above analysis that under the same conditions, the deformation
coordination between the polymer anti-seepage wall and the dam is affected greatly by
different vehicle speeds. The faster the vehicles drive, the smaller the vertical subsidence
and Mises stress of the wall are. Additionally, the displacement difference between the wall
and the dam grows with the increase of the vehicle speed. In consideration of the small
value of the displacement difference, for the dam bearing traffic load, without considering
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the speed limit, the faster the vehicles drive, the more conducive it is to the coordination
between the dam and the polymer anti-seepage wall.

Figure 21. Distribution of displacement difference at 14.625 m under different vehicle speeds.

 

Figure 22. Variation of displacement difference at 14.625 m under different vehicle speeds.
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4.2.3. Influence of Driving Position

In order to analyze the variation law of dam subsidence with the driving position, the
vehicle speed of 20 km/h was taken as an example. The subsidence of the dam and the
anti-seepage wall at different driving positions when the amplitude reaches 0.7 MPa is
shown in Figure 23. It can be seen that there is a significant difference in the subsidence at
the junction of the dam and the wall. The influence trend of the driving position on the
subsidence of the dam has a certain symmetry on both sides of the dam. Vehicles on the
left side of the dam exert more significant effects than these on the right side with the same
distance. This results from the higher pore water pressure on the left side and the coupling
of seepage stress. When the vehicle acts on both sides of the dam, the maximum value of
the subsidence of the dam appears at the junction of the dam and the anti-seepage wall.
When the vehicle acts on the middle of the dam, the peak value of subsidence appears at
the wheel, and the peak value at this time is the minimum value of 2.86 cm among the
peaks of each working condition. The maximum peak value appears in the 0.5 m wheelbase
group, with the maximum value of 2.91 cm, and the variation range of 1.7%

 
Figure 23. Distribution of dam subsidence at 14.625 m under different load positions.

The subsidence curve of the wall at dam height of 14.625 m at different driving
positions when the vehicles drove with the load amplitude of 0.7 MPa and the vehicle
speed of 20 km/s is shown in Figure 24. It can be seen that under the same conditions, from
the far right to the far left of the dam, the influence of driving load gradually decreases, and
a peak value of 2.88 cm appears at the wheelbase of 0.5 m, with an amplitude of variation
of 1.6%. For the subsidence of wall, the most unfavorable driving position is near the
wheelbase of 0.5 m in the middle of the dam.

In order to analyze the variation law of the Mises stress of the dam with the driving
position, the vehicle speed of 20 km/h was taken as an example. The Mises stress of the
dam and the anti-seepage wall at different driving positions when the amplitude is 0.7 MPa,
is shown in Figure 25. It can be seen that the influence trend of the driving position on the
Mises stress of the dam has a certain symmetry on both sides of the dam. The maximum
peak value is 0.19 MPa at the wheel on the right side. Additionally, when the vehicle acts
on the dam, the peak value of the Mises stress is the smallest, with the minimum peak
value of 0.062 MPa.
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Figure 24. Variation of wall subsidence at 14.625 m under different load positions.

 
Figure 25. Mises stress distribution of the dam at the height of 14.625 m under different driving
positions.

The Mises stress curve of the wall at the dam height of 14.625 m at different driving
positions when the vehicles drove with the load amplitude of 0.7 MPa and the vehicle
speed of 20 km/s is shown in Figure 26. It can be seen that under the same conditions, from
the far right to the far left of the dam, the influence of traffic load remains within a certain
range. However, the influence is significantly reduced when the load is on the center of
the dam. Meanwhile, the Mises stress is 0.27 MPa, and the maximum value appears at the
wheelbase of 0.5 m, the Mises stress at this time is 0.54 MPa, with the variation range of
50%. Therefore, with regard to the Mises stress of the wall, the best driving position is near
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the middle of the dam crest, and the most unfavorable driving position is near the 0.5 m
near the water side of the dam.

 

Figure 26. Variation of wall Mises stress at 14.625 m under different load positions.

In order to analyze the variation law of displacement difference stress of the dam
with the driving position, the vehicle speed of 20 km/h was taken as an example. The
displacement difference of the dam and the anti-seepage wall at different driving positions
when the amplitude is 0.7 MPa is shown in Figure 27. It can be seen that the influence trend
of the driving position on the subsidence of the dam has a certain symmetry on both sides
of the dam, with significant fluctuations. When the vehicle acts on the middle of the dam
crest, the peak value of the displacement difference is 0.085 mm, which is the minimum
value among the peak values of various working conditions. The maximum peak appears
in the −1 m wheelbase group, namely, 0.84 mm, with the variation range of 89.9%.

 

Figure 27. Distribution of displacement difference at 14.625 m under different load positions.
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The displacement difference curve of the wall at the dam height of 14.625 m at different
driving positions when the vehicles drove with the load amplitude of 0.7 MPa and the
vehicle speed of 20 km/s is shown in Figure 28. It can be seen that under the same
conditions, from the far right to the far left of the dam, the influence of the driving load on
the displacement difference between the wall and the dam remains in a certain range, which
is significantly reduced when the load acts on the dam, and the displacement difference is
0.085 mm at this time. The maximum value appears when the wheelbase is −1 m, with the
displacement difference of 0.84 mm, and change range between the maximum value and
the minimum value is 90.3%. Thus, it can be seen that for the Mises stress of the wall, the
driving position with less influence is in the middle of the dam crest, and that with greater
influence is near 1 m on the far water side of the dam.

 

Figure 28. Variation of displacement difference at 14.625 m under different load positions.

According to the above analysis, it is known that the driving position has a significant
influence on the deformation coordination characteristics between the polymer anti-seepage
wall and the dam. When vehicles drive above the anti-seepage wall, the subsidence of the
dam, the Mises stress and the deformation difference are all at the lowest or lower level.
Regarding the dam body bearing traffic load, when vehicles drive above the anti-seepage
wall, it is more conducive to the coordinated deformation between the dam and the polymer
anti-seepage wall. Therefore, when designing the driveway at the top of the dam, it should
be designed directly above the anti-seepage wall.

5. Conclusions

A 3D finite element model of polymer anti-seepage dam wall considering the coupling
effect of seepage field and stress field was established. Compared with the 2D model, the
3D model is more similar to the actual situation of the dam, and the 3D model can better
reflect the complex working conditions, especially those applied to the top of the dam,
such as traffic loads. Based on the 3D finite element model, the influence of axle load,
vehicle speed and driving position on the stress-deformation characteristics of the dam and
polymer anti-seepage wall was analyzed, with the displacement difference of the dam and
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anti-seepage wall, the Mises stress of the wall and the subsidence of the wall as indicators.
The main conclusions are as follows:

Under the traffic load and pore pressure, the response of the middle dam is larger, but
the top of the dam is more sensitive to the traffic load, and the influence depth of the traffic
load on the dam strain is about 5 m.

Compared with a traditional concrete wall, the capacity of coordinative deformation
between the polymer anti-seepage wall and dam is better, and the ratio of the displace-
ment difference between the polymer and rigid concrete at the dam crest with the dam is
about 1:96.

The subsidence and Mises stress of the dam are positively correlated with traffic load
amplitude, and negatively correlated with vehicle speed. The displacement difference
between the wall and the dam rises with the increase of vehicle speed and amplitude.
When the amplitude rises from 0.7 to 1.5 MPa, the displacement difference increases by
87.1%. Additionally, when the vehicle speed grows from 20 to 100 km/h, the displacement
difference increases by 17.8%.

When the driving position approaches the wall, the displacement difference between
the wall and the dam gradually decreases, and the Mises stress of the wall first increases
slowly and then decreases sharply, both of which reach their minimum values when the
vehicle drives just above the anti-seepage wall.

The most influential factors of vehicle load on the coordination characteristics of dam
deformation include the size of vehicle axle load and the driving position, while the vehicle
speed has little effect on the coordination characteristics of dam deformation.

From the perspective of the deformation coordination between the polymer anti-
seepage wall and the dam, a vehicle with low axle load passes directly above the anti-
seepage wall as quickly as possible, which exerts less influence on the dam.
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Abstract: The failure mechanism of MSE (mechanically stabilized earth) walls was studied via nu-
merical analysis with the finite element strength reduction method, which was verified as an effective
technique by simulating the experimental results reported in previous papers. The finite element
program was applied to explore the effects of reinforcement, geometry, and seismic parameters
on failure mechanism control at the design stage of MSE walls to avoid the unavoidable errors
experienced in common numerical analysis caused by the assumptions of the failure mode and
complex input parameters. The research parameters included the wall height, length, and spacing
of the geogrid-reinforced retaining wall and seismic load. The results indicated that the wall height
and reinforcement length play a major role in failure mode change. When the reinforcement length
is less than 2 m, overturning failure could occur, which was unrelated to the other parameters in
all cases studied in this paper. In this paper, the parametric study results were presented by eval-
uating the critical reinforcement length, generating the failure surface pattern, and summarizing
design recommendation.

Keywords: numerical analysis; finite element strength reduction; parameter study; MSE walls;
failure mechanism

1. Introduction

MSE walls represent a more economical alternative to traditional gravity-type walls.
MSE walls are mainly applied in bridge abutments, wing walls, and areas where excavation
and slope construction cannot be conducted. Under poor foundation conditions, MSE walls
provide significant technical and cost advantages.

Over the past few decades, due to the contradiction between land restrictions and
infrastructure development, an increasing number of MSE walls has been applied in slope
construction and research [1–12]. Field experiments are an important way to study the
failure mechanism of MSE walls, which can be divided into full-scale and proportional
experiments [13–16]. The relationship among wall deflection, earth pressure behind the
wall, wall height, and the secondary geogrid was obtained by measuring the wall pressure
and strain in field experiments [13,14]. It was confirmed that secondary reinforcement
played an important role in decreasing wall-facing deflection and generating a uniform,
lateral earth-pressure distribution. Yazdandoust and Ghalandarzadeh [15] performed
shaking table scaled model tests to obtain the failure pattern of reinforced walls, which
reflects the influence of a nonuniform acceleration distribution on the value of the seismic
coefficient for reinforced soil structures. Safaee et al. [17] measured values of the most
critical dynamic parameters of single-layer and multi-layer walls subjected to different
seismic loads. The behavior of wall stability was obtained from the comparison of single-
layer and multi-layer walls.
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MSE wall stability analysis theory is also an effective way to explore the wall failure
mechanism. According to the limit equilibrium method, Bilgin [1] studied the effect of
the reinforcement length on the MSE wall failure mode. In his research, it was concluded
that the reinforcement length could be reduced to less than 70% of the wall height under
the condition of perfect parameters. In addition, the type of reinforcement exerted an
important impact on the wall stability [18]. However, simple theoretical analysis is limited
by the inherent shortcomings of analysis theory.

The most common research topic in numerical parameter analysis is the limit equilib-
rium theory, which constitutes the theoretical basis of current design manuals [2,13,19,20].
The influence of the extension and the strengthening of the stability of reinforced soil
wall was studied by using the finite element model [2]. Leshchinsky et al. [19] proposed
a new limit analysis framework verified by parametric analysis. Their research results
revealed that the proposed framework was reasonable, including the influence of facing
blocks, seismicity, reinforcement length, and secondary reinforcement. Finite element
analysis of MSE walls yielded more accurate results, but the calculation process is time-
consuming [20]. By examining the overall stability evaluation of the finite element method,
Razeghi et al. [16] provided suggestions for wall designers to quickly check the overall
stability of retaining walls. Jiang et al. [13] indicated that secondary reinforcement resulted
in a uniform, lateral earth-pressure distribution. However, these simulation experiments
were based on theoretical analysis of the slope stability, which often produced a high safety
factor for circular failure surfaces and a low safety factor for V-shaped failure surfaces.
Liu et al. [21] proposed a novel finite element limit equilibrium method (FELEM) to enhance
the applicability of slope stability of FELEM which was validated by five slope problems.
The limit equilibrium method must assume a general form of the failure mechanism for
calculation, which often leads to inaccurate calculation results [5]. The influence of geosyn-
thetic reinforcement on the stability of the retaining structure was conducted by using the
finite element limit analysis method. Hassen et al. [22] proposed a new calculation method
(multiphase model) to numerically analyze the stability of reinforced soil structures which
showed good performance and computing capabilities. Kazimierowicz-Frankowska and
Kulczykowski [23] analyzed that the selected analysis method can accurately predict the
deformation of reinforced soil structure under service load. By numerical analysis, Mir-
moradi et al. [24] studied the factors affecting the foundation stability, including foundation
stiffness and geometry, wall height, and reinforcement stiffness. The numerical model
calculation carried out parameter analysis to investigate the influence of the reinforcement
spacing, wall height, and foundation location, and reinforcement design on the stability
of back-to-back reinforced soil-retaining walls [25]. The limit equilibrium method must
assume a general form of the failure mechanism for calculation, which often leads to in-
accurate calculation results. Finite element analysis of MSE walls yielded more accurate
results, but the calculation process is time consuming.

The main objective of this paper is to investigate the stability of reinforced retaining
walls using the lower- and upper-bound principles in the classical plasticity theory. The
analyses are carried out by the software OptumG2 (Copenhagen, Denmark) [26], which
is based on the methodology in Sloan [27], giving rigorous lower and upper bounds
on the failure load. This is known as numerical limit analysis, which only requires soil
strength parameters that are familiar to geotechnical engineers. In this paper, this method
is used to examine the effects of wall geometry, reinforcement, and seismic parameters
on the failure mechanism and factor of safety of geogrid reinforced retaining walls. As
numerical analysis can account for a wider range of influential parameters, it is a useful
complement to experimental studies (typically limited). The numerical analysis results can
help engineers better understand the mechanism of the problem. The lower and upper
bounds are invaluable in practice, which enable accurate failure loads to be obtained by
error estimates and the adaptive meshing technique.
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2. Numerical Limit Analysis

The classical limit analysis method was proposed by Drucker and Prager [28] and
has been applied in many geotechnical engineering practices. Following previous work in
limit analysis, many studies have been performed to upgrade limit analysis; e.g., Sloan [27]
achieved great progress in regard to the FELA method, which was implemented in other
research studies [29].

2.1. Theory

This paper analyzed the stability of MSE walls with the finite element strength reduc-
tion method, which was originally developed by Sloan and includes the theory of lower
and upper bounds [30,31]. The adopted analysis software is OptumG2 [26], which is related
to 2D modeling.

2.2. Lower-Bound Principle

The lower-bound theory involves an objective function that should be maximized
when the structure is subjected to a collapse load under the equilibrium equality constraints
expressed in Equation (1), the discontinuity equilibrium defined in Equations (2)–(5), and
the yield condition described in Equations (6)–(10).

In the equilibrium state of each element, the constraint must achieve equilibrium in
each element, as expressed in Equations (2)–(5), which is consistent with Equation (1).
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where σ and τ are the stress in soil elements; Ae refers to stress boundary conditions of the
area of the element; ηi and ζi are constants that depend on the nodal co-ordinates; γe is the
soil unit weight.

In the limit analysis method, the element corresponds to an individual node, so under
the condition of stress balance in the region, the normal and shear nodal stresses along the
edge of an element must be equal. The constraints on the different regions at each edge can
be described with Equation (3), where α is expressed with respect to the x-axis.[
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The Mohr-Coulomb strength criterion provides additional yield condition constraints
to ensure that no point stress exceeds the yield value (Sloan, 2013), which is defined as
Equation (3). Function f contains the yield limit formed by all the above stresses.

f (σi) ≤ 0 (10)

2.3. Upper-Bound Principle

The objective function of the upper-bound theory should be minimized when the
internal power dissipation rate decreases, which satisfies the continuum flow rule defined
in Equation (11), the velocities in the discontinuities satisfy the flow rule expressed in
Equation (12), and the stresses in the elements satisfy the yield condition described in
Equation (13).

.
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λ∂ f (σn, τ)/∂τ
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λ ≥ 0,

.
λ f (σn, τ) = 0

(12)

f (σe) ≤ 0 (13)

where
.
λ is the plastic multiplier and f (σe) is the yield condition for each element. A more

detailed introduction to the lower- and upper-bound principles was provided by Lyamin
and Sloan [32]. The subscript in these equations indicates the direction of the stress/strain
in three-dimensional co-ordinates. Subscript n indicates the normal direction.

2.4. Mesh Detail

A comparison of 10,000 and 20,000 adaptive, refined element meshes for this problem
is shown in Figure 1. When the number of grid elements exceeded 10,000, there was
a slight difference between the failure surface diagrams and safety factor values. The
simulation process relied on an adaptive mesh, which could reduce the computational
costs, while a refined mesh could closely capture the failure mechanism. In all cases in this
study, the above lower- and upper-bound principles were applied to analyze the factor
of safety (FS), and 10,000 upper- and lower-bound elements were considered with three
adaptivity iterations.

  

(a) (b) 

Figure 1. Comparison of the different numbers of elements. (a) Safety factor = 0.8752 (elements = 10,000).
(b) Safety factor = 0.8781 (elements = 20,000).
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3. Verification of the Numerical Model

3.1. Case 3-1

Two model walls in the critical state were analyzed according to the AASHTO design
method with the FLAC model according to EHWA-RD-03-04 [33,34]. The purpose was to
compare OptumG2 predictions to results obtained with an existing limit analysis method.
The following two cases were selected to represent different failure mechanisms identified
with OptumG2, as shown in Figure 2.

  

(a) Numerical model of FLAC (b) Numerical model of OptumG2 

Figure 2. Comparison of the FLAC and OptumG2 results for case 3-1.

The data input for verification is listed in Table 1, in which the same wall geometry,
rigid block facing, water-free foundation, and reinforcement were considered. Major FLAC
and OptumG2 simulation results are provided in Table 1. Case 3-1 indicated that, according
to FLAC analysis, the wall occurred in the failure state due to overturning failure (FS = 1.09).
The OptumG2 results for Case 3-1 confirmed that under a reinforcement length of l = 1.5 m,
the wall was at the verge of overturning failure (FS = 1.075), which coincided with the FLAC
analysis results regarding the failure mechanism and safety factor. OptumG2 predicted
the same overturning mode of failure and safety factor identified via FLAC calculations.
The safety factor for the reinforcements obtained via FLAC and OptumG2 calculations is
provided in Table 2.

Table 1. Input data for verification of the numerical analysis models.

Input Data Case 3-1 Case 3-2

Wall height 8.2 12.1

Reinforcement spacing (m) 0.4 1.34

Reinforcement length (m) 1.5 7.5

Reinforcement soil unit weight (kN/m3) 22 15.64

Reinforcement soil angle of friction (◦) 45 39.5

Retaining soil unit weight (kN/m3) 22 15.64

Retaining soil angle of friction (◦) 45 39.5

Foundation soil unit weight (kN/m3) 22 15.64

Foundation soil angle of friction (◦) 45 39.5

Ultimate strength of geogrid
reinforcement (kN/m) 9.0 10.0

Soil–geogrid angle of friction (◦) 35 39
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Table 2. Safety factor results for Case 1 with the numerical model.

Safety Factor Lower Bound Upper Bound Average Value FLAC Analysis

Case 3-1 1.039 1.110 1.075 1.09 (1)

3.2. Case 3-2

Another case [35] was selected to represent different failure mechanisms identified
with both OptumG2 (Fs = 1.059) and FLAC (Fs = 1.07), as shown in Figure 3. The data input
is listed in Table 2. The triangle marked in the image is the failure surface in which there is
a slight difference between OptumG2 and FLAC. The failure mechanism results shown in
Figure 3 indicate that the failure modes determined with the two simulation methods were
consistent under the same input parameters (global failure).

Figure 3. Comparison of the FLAC and OptumG2 results for case 3-2.

4. Parametric Study and Results

There are two major parts of the research results. The first part of the results includes
the relationship between the identified failure mechanism and influence of the following
parameters: (A) reinforcement parameter, (B) geometry of the wall, and (C) horizontal
seismic load. The second part illustrates the influence of variables on the safety factor. In
the Experimental Discussion section, the obtained conclusion was supported by calculating
the minimum length of the reinforcement zone to maintain the failure mechanisms in each
case. Each wall was simulated but the failure mechanism was altered by increasing the
reinforcement length while maintaining the wall height at 10 m. Three common failure
mechanisms are often considered: overturning failure, sliding failure, and global failure.
In the simulations, the failure mechanism was defined by determining the two critical
reinforcement lengths of sliding failure. The critical reinforcement lengths of sliding failure
were identified as follows: (1) the failure surface was straight, (2) a slip surface was fully
developed through the reinforced wall, and (3) there was a horizontal movement of the
wall, as shown in Figure 4.

  

(a) overturning (b) sliding (c) global failure 

Figure 4. Three different failure mechanisms in the cases.
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4.1. Numerical Model
4.1.1. Parameter Value Ranges and Baseline Case

A basic model was defined, as shown in Figure 5. The block in front of the reinforce-
ment soil in the base case comprised a stiff material, with a thickness of 500 mm and a
height of 300 mm without a footing underneath the wall. The height of the reinforced wall
is 10 m. In addition, the soil models in this paper, including reinforced and retained soil
models, were all elastic to perfectly plastic models. The ranges considered in this paper
referred to the parameters of most MSE walls in the field [36].

Figure 5. Geometry of the numerical model.

Some meaningful simulation results of the geogrid (reinforcement) length in the
transformation process between the above three failure mechanisms are shown in this
section. The influence of each parameter in the numerical model was identified by exploring
its impact on the critical value of the geogrid length by varying a single parameter while
the other parameters remained constant.

4.1.2. Geometry and Boundary Conditions

In the present study, the parameter range in the base case encompasses average
values previously reported in the literature. The height and width of the foundation were
20 and 60 m, respectively, which were beyond the standard values to minimize boundary
effects, as shown in Figure 5. The height and width of the wall facing were 12 m and 0.5 m,
respectively. The width of the reinforcement soil zones was 10 m.

The deformation-limiting boundary conditions of the model in this paper are consistent
with those in most numerical analysis experiments in the literature (Jiang et al., 2019). The
bottom was constrained along the normal and tangential directions, and the sides were
constrained only along the normal direction. The influence of groundwater was not
considered in this study.

4.1.3. Soil Constitutive Models and Properties

The soil models in this paper, including reinforced and retained soil models, were all
elastic–perfectly plastic models, as listed in Table 3. The foundation soil and block facing
were simulated with linearly elastic models. In the literature, relevant experiments [37]
with the MC model have been reported in terms of the establishment of a soil model for
MSE wall simulation, which have demonstrated the feasibility of MSE simulation.
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Table 3. Soil parameters in the numerical model.

Material Reinforced Soil Retained Soil Foundation Soil Block Facing

Constitutive mode Mohr-Coulomb Mohr-Coulomb Linearly elastic Linearly elastic

Unit weight (kN/m3) 18 18 18 23

Young’s modulus (MPa) 20 20 2000 -

Poisson’s ratio 0.3 0.3 0.3 -

Cohesion (kPa) 0 0 0 -

Friction angle (◦) 35 35 35 35

Dilation angle (◦) 5 5 5 -

4.1.4. Reinforcement Properties

The type of reinforcement in the numerical simulations was a geogrid, which entailed
a linearly elastic–perfectly plastic model allowing small deformations. The weightless
geogrid cannot sustain uniaxial compression and offers no resistance to bending. The
detailed parameters are listed in Table 4.

Table 4. Modeling of the reinforcement stiffness.

Materials
Secant Stiffness at 2%,

J2% (kN/m2)
Tensile Strength (kN/m2)

geogrid 400 20

4.1.5. Interface Properties

The numerical model considered two types of interfaces, as listed in Table 5. The shear
stress of the interface surface is directly proportional to the displacement, which reflects
linear elastic to perfectly plastic properties. The reduced strength of the interface in the
numerical calculation was 0.85. The cohesion of the backfill-reinforcement interface was
assumed to reach zero, and the dilation angle was 5◦.

Table 5. Interface parameters.

Interface Friction Angle (◦) Dilation Angle (◦) Cohesion (kPa) Normal Shear Stiffness

Backfill-reinforcement 35 5 0 - -

Block-reinforcement 25 0 0 - -

4.1.6. Critical Reinforcement Lengths

The significant impact of the geogrid length on the failure mechanism is shown in
Figure 6. When the geogrid length was smaller than 4 m, the safety factor rapidly increased
with increasing geogrid length, and the failure mechanism transitioned from overturning
into sliding. However, when the geogrid length was larger than 10 m, the safety factor
slowly increased. This suggests that when the geogrid length reaches the critical length, the
overall materials in the reinforced retaining wall experience antifailure deformation, and
the overall structure fully absorbs the failure energy. The two inflection points in Figure 6
denote the approximate values of the critical length. More details on the failure mechanism
are described, considering the geometric parameters of the MSE wall.

4.2. Wall Height

The geometry of the reinforced retaining wall is a crucial factor influencing the evalu-
ation results of MSE wall design stability. Figure 7 shows that FS significantly increased
with increasing geogrid length and decreased with increasing wall height when the wall
height was varied from 5 to 15 m. In addition, the increase in FS at a wall height of 5 m
changed more obviously than that at a wall height of 15 m.
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Figure 6. Effect of the reinforcement length on the factor of safety.

 
Figure 7. Safety factor with the wall height and critical reinforcement length.

Based on the three regions separated by the dotted line in Figure 7, it could be observed
that the three geogrid lengths corresponded to distinct failure mechanisms. Both the
geogrid length and wall height contributed to the observed change in the failure mechanism.
Moreover, when the change in wall height did not exceed 9 m, the failure mechanism was
mainly affected by the length of the geogrid, and an increase in wall height could not alter
the overturning failure mechanism, as shown in Figure 8. Each study case is marked with
black points in Figure 8, and the parameters and failure mechanism are summarized in
Table 6. Three failure mechanisms in cases with geogrid lengths l = 2 m, 10 m, and 15 m
are shown in Figure 9. When the range of reinforced soil is very limited, the soil failure
surface transects the bottom, and the reinforced wall is directly overturned, with which
an increase in the reinforced soil area imposes a significant influence on the safety factor,
as shown in Figure 9a. When the geogrid length was further increased, the slope-sliding
failure mechanism emerged, as shown in Figure 9b. However, when the length of the
geogrid exceeded the critical length, due to its large scale and high strength, the failure
surface did not penetrate the reinforced wall, as shown in Figure 9c. An increase in the
wall height could yield many negative effects, including an increase in the active earth
pressure, a decrease in the factor of safety, and an increase in the critical length, which
could reduce the overall stability of the structure, and wall failure mode variation required
greater reinforcement.
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Table 6. Summary of the failure mechanism cases.

Case

Parameter in the Numerical Model

Failure Mechanism
Wall Height (m)

Reinforcement
Length (m)

Reinforcement
Space (m)

K (g)

1 6 2 0.6 0

 

2 10 3 0.6 0

 

3 13 4 0.6 0

 

4 6 9 0.6 0

 

5 10 10 0.6 0

 

6 13 12 0.6 0
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Table 6. Cont.

Case

Parameter in the Numerical Model

Failure Mechanism
Wall Height (m)

Reinforcement
Length (m)

Reinforcement
Space (m)

K (g)

7 10 2 0.4 0

 

8 10 3 0.6 0

 

9 10 5 0.9 0

 

10 10 8 0.4 0

 

11 10 8 0.6 0

 

12 10 9 0.9 0
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Table 6. Cont.

Case

Parameter in the Numerical Model

Failure Mechanism
Wall Height (m)

Reinforcement
Length (m)

Reinforcement
Space (m)

K (g)

13 10 5 0.6 0.1

 

14 10 7 0.6 0.2

 

15 10 12 0.6 0.1

 

16 10 15 0.6 0.2

 

 
Figure 8. Effect of the reinforced wall height on the critical reinforcement length.
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(a) overturning (b) sliding (c) global failure 

Figure 9. Three failure mechanism cases.

Cases 1 to 6 in Table 6 represent the failure mechanism with the wall height. In
Cases 1 to 3, although the transition state also hardly occurred, it was obvious that the
change in wall height did not greatly influence the transition state of the failure mechanism
similarly to Case 1. In Cases 4 to 6, the numerical results indicated the transition state from
sliding failure to global failure. In these cases, a higher wall resulted in a longer duration of
the transition state.

4.3. Reinforcement Spacing

The influence of the reinforcement spacing on the stability of MSE walls is shown in
Figure 10. Since the AASHTO manual requires that the spacing should be smaller than
0.8 m, the variation range of the spacing considered in the parameter study is 0.3–0.9 m.
The results are shown in Figure 10, in which the change in spacing did not affect the
critical value of global failure occurrence but greatly impacted the overturning failure
mode when the reinforcement vertical spacing was smaller than 0.5 m. In addition, when
the reinforcement spacing exceeded 0.8 m, the failure mode mainly depended on the
reinforcement length. This occurred because the low density of reinforcement reduced the
bearing capacity of the reinforcement zone.

Figure 10. Effect of the reinforcement spacing on the critical reinforcement length.

A summary of all parametric study results is given in Table 6, in which Cases 7 to
12 represent the failure mechanism as a function of the spacing. In each case, numerical
experiments below the critical reinforcement value were performed. In Cases 7 to 9, if the
reinforcement length was larger than 1 m, the failure mode transitioned into sliding failure,
which reflects the transition state change from overturning failure to sliding failure. In the
cases with a small spacing, the transition state hardly occurred. Due to the large spacing of
the reinforcement zone, the influence of the reinforcement length on the strength decreased.
In Cases 10 to 12, the inclination angle of the sliding failure surface gradually increased.
Because the strength of the reinforcement zone decreased with increasing spacing, the
failure surface more easily penetrated the reinforcement zone. These results in Figure 10
are consistent with the safety factor change trend.
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4.4. Horizontal Seismic Load Originating from Earthquake

Cases with seismic coefficient values of K = gh/gv, with gv = 9.8 m/s2, were considered.
The effect of the seismic load, ranging from 0.05 g to 0.2 g, on the critical reinforcement
length is shown in Figure 11. An increase in seismic coefficient value required a larger
critical length of the reinforcement to satisfy the stability requirements of the sliding and
global failure modes.

 
Figure 11. Effect of the seismic load on the critical reinforcement length.

Cases 13 to 16, as listed in Table 6, represent the base case failure mechanism under
seismic loading. An increased seismic coefficient value resulted in a longer transition state
and higher inclination angle of the failure surface.

5. Recommendations for Design

The existing design method involves internal and external stability analysis based
on the limit state method. In this design method, the location of the damaged surface is
often assumed, and assessment calculations are then carried out. This method generally
incorporates experience-based knowledge, and the assumptions before calculation are
often difficult to verify in practical applications. However, this design method does not
consider the relationship between the parameters of MSE walls and failure mode. The
equilibrium conditions of the analysis method proposed in this paper are applicable to the
whole soil area, and the safety factor is defined in a very small range, so that engineers
can meet different design requirements in the seismic design of structures according to the
range. The research results of this paper provide engineers with rich references. Specific
suggestions and contributions are as follows:

(1) Length of the reinforcement. A minimum reinforcement length of 0.7 H is rec-
ommended for MSE walls. In areas with poor foundation conditions and areas of a high
seismic grade, larger lengths are required, as listed in Table 7.

(2) Spacing of the reinforcement. When the spacing of the reinforcement is smaller
than 0.6 m, the position of the sliding surface could occur behind the reinforced area. In the
simulation analysis experiments in this paper, if the overturning failure mode emerged,
the length-to-height ratio of reinforcement varied between 0.23 and 0.4. When the ratio
was higher than 0.9, the global failure mode emerged. However, under normal conditions,
parametric analysis indicated that the wall stability was not only determined by the length-
to-height ratio but also determined by the reinforcement length. When the foundation
conditions were limited, the stability of the wall could be improved by increasing the
reinforcement length and reducing the spacing, as listed in Table 8.

(3) Horizontal seismic load. The seismic load could significantly reduce the wall
stability. Maintaining the wall in the global failure mode required higher wall design
conditions. Under the baseline conditions, the reinforcement length and the length-to-
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height ratio of reinforcement could be increased to improve the wall stability. When the
reinforcement length was limited due to the construction environment, the wall stability
could be improved by decreasing the spacing of the reinforcement.

Table 7. Minimum length of the reinforcement.

Case L/H Length (m)

Base conditions 0.8 12
Seismic loading 0.9 15

Table 8. Maximum spacing of the reinforcement.

Case Spacing (m)

Base conditions 0.7
Seismic loading 0.5

Limited reinforcement length 0.5

6. Conclusions

The critical reinforcement values resulting in MSE wall failure mechanism transition
under the effect of various parameters were studied under different conditions. The
influence of the length of the reinforcement in different cases on the stability of MSE
walls was studied. The research obtained rich and interesting results, provided design
suggestions for engineers, and made contributions to the field of seismic design of retaining
walls. According to this research, the following conclusions can be drawn:

(1) Both the reinforcement length and wall height greatly affected the change in
failure mode of MSE walls, based on the parameter study in this paper. When the wall
height was greater than 9 m, an increase in height could reduce the strengthening effect
of the reinforcement, in which maintaining a favorable failure mode required a longer
reinforcement length.

(2) With the properties involved in this paper, the critical length of the reinforcement
was determined as approximately 0.4-H and 0.9-H, which divided the various failure
modes into overturning failure, sliding failure, and global failure.

(3) The reinforcement spacing was an important factor influencing the failure mode
of MSE walls. Increasing the reinforcement spacing from 0.3 to 0.9 m reduced the safety
factor and altered the failure mode. In particular, when the reinforcement spacing was
above 0.5 m, the critical length of the reinforcement increased from overturning failure to
sliding failure, and when the reinforcement spacing was above 0.8 m, the critical length of
the reinforcement decreased from sliding failure to global failure.

(4) The seismic coefficient obviously affected the stability of MSE walls. The required
reinforcement length to maintain the wall stability in the case with a seismic coefficient
value of 0.2 was almost 1.5 times larger than that in the case without a seismic load.

The assumption in this study is that elastic–perfectly plastic models cannot con-
sider deformation. In stability analysis, there are numerous parameters in the elastic–
plastic constitutive model, and inappropriate parameter selection could cause large errors.
The following research direction will be to integrate the advantages of both models for
parametric analysis.
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Abstract: For the risk assessment of flood defense, a comprehensive understanding of risk factors
affecting dike failure is essential. Traditional risk assessment methods are mostly based on experts’
experience and focus on just one type of failure mode of flood defensive structures. The risk resources,
including the analytical factors and non-analytical factors, were summarized firstly according to the
general experience of dikes. The uncertainty of the resources that affect dike safety can be quantified
by membership degree. Hence, a fuzzy influence diagram based on fuzzy mathematics was proposed
to assess the safety of the dikes. We evaluated the multi-failure modes at the same time by a fuzzy
influence diagram. Taking a dike as an example, the expected value of the dike failure was 6.25%.
Furthermore, the chance of damage to this dike was “very unlikely” according to the descriptive
term of the Intergovernmental Panel on Climate Change (IPCC). The evaluation result was obtained
as a probabilistic value, which enabled an intuitive perception of the safety of the dikes. Therefore,
we provided some reasonable suggestions for project management and regular maintenance. Since
the proposed method can account for uncertainties, it is well suited for the risk assessment of dikes
with obvious uncertainties.

Keywords: dike failure; risk chain model; fuzzy influence diagram; risk assessment

1. Background

Dikes play an important role in the flood defense system of China. It was reported there
were around 320,000 km of dikes to protect more than 640 million people and numerous
cities [1]. Therefore, how to manage dikes using a reasonable method is an important
task for reducing flood disaster. Because of some historical reasons, dikes in China were
constructed in ancient times, and many dikes were made with local materials. As a result,
the design standard and strength of the dikes located in remote areas of China are relatively
low. Therefore, conducting the risk assessment of the dikes and discovering the hidden
dangers in time are significant to protect the life and property of every citizen in the
dike-protected areas.

In recent years, the traditional management of the dikes gradually changed to risk
management. Developed countries, such as the UK, the Netherlands, and Japan, have taken
the lead in introducing risk management methods into the risk assessment of dikes. For
example, Mouri et al. [2] adopted the probability method to conduct the risk assessment of
flooding considering natural and societal factors. Marijnissen et al. [3] used an extensive
probabilistic method to re-evaluate the multifunctional dikes in the Netherlands considering
the society and economy. Balistrocchi et al. [4] discussed the advantages of the two methods,
i.e., numerical simulations and fragility curves, to study the failure probability analysis of
levees. He proposed a model to calculate the failure probability of a mammal bioerosion
levee considering the peak flow discharge and flood duration. Agbaje et al. [5] studied
the influence of the effective friction angle on slope stability based on the Grag deposits in
the East of England, UK. It pointed out that the total factor of safety was usually higher,
leading to overestimation of the stability of a slope.
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There are three main failure modes in China: overtopping, scouring, and seepage [6].
If the crest of the dike is below the run-up level, the waves will cause a flow of water over
the top of the dike, across the crest, and onto the landside slope. This phenomenon is called
overtopping. The pore pressure affects the stability of the levee body and/or foundation
through infiltration and affects the back erosion piping or slope stability. This phenomenon
is called seepage failure. Scouring failure is the damage caused by the water flow and
waves, which usually leads to dangerous situations such as the inner slope collapse of
the dike. Overtopping failure is considered a kind of hydrology failure, and the scouring
and seepage failures are considered structural failures. However, most of the risk analyses
focused on one of the above three failure mechanisms by only considering the analytical
factors. For example, the risk analysis of overtopping was used to measure the overtopping
failure [7–14]; the scouring analysis and slope stability analysis were conducted only for
the dike body [15–19]; and most seepage analyses were also performed separately [20–22].
There were a few pieces of literature that assessed dike damage by considering failure
modes with both analytical and non-analytical factors [23].

In another way, the traditional models, including the analytic hierarchy process, event
tree method, and fault tree method, are mainly used to perform the system risk assessment.
Song et al. [24] studied the risk assessment of tunnel construction based on the fuzzy
analytic hierarchy process. Wang et al. [25] used a fuzzy analytic hierarchy process to
identify the safety mode of the section of Jingnan dike that is located in Jingzhou City,
China. Gu et al. [26] proposed an experts’ weighting model for the safety evaluation of a
dike using fuzzy mathematics and the dynamic clustering method. The analytic hierarchy
process mostly relies on the subjective experts’ experience and evaluates only using the
appearance, which often leads to deviation in the evaluation results [27]. Fault tree and
event tree analysis methods are widely used; however, the accurate probability value of
basic events needs to be known in the calculation process [28].

The influence diagram method is a risk assessment method proposed by Howard [29].
The influence diagram is composed of two parts, the risk node and the risk relationship. It
can represent the directed graph of the mutual influence between the risk elements and
can provide relatively accurate calculation results for risk assessment. Moreover, it is also
suitable for the risk assessment of system engineering. A fuzzy influence diagram is a
combination of the fuzzy set, fuzzy transformation method, and influence diagram method
to carry out probabilistic inferences on uncertain events. During the inference process,
the occurrence probability of an event and the occurrence probability of other dependent
events can be fully evaluated. Due to the advantages of intuition and easy understanding,
the application scope of the fuzzy influence diagram is gradually expanding. Based on
the 3D Hall structure model of system engineering, the risk identification method of
overseas nuclear power projects was optimized by considering the idea of risk chain and
risk map [30]. Xu et al. [31] used the fuzzy influence diagram to evaluate the construction
safety risk of power transmission and transformation engineering construction projects.
Quan et al. [32,33] conducted a qualitative risk analysis on the general contracting of
overseas EPC power engineering projects using the fuzzy influence diagram method. Later,
Zhang et al. [34] introduced the fuzzy influence diagram method into the risk assessment
process of information security and introduced fuzzy theory to describe risk factors that are
difficult to quantify and to obtain good results. Lin et al. [35] applied the fuzzy influence
diagram method to the safety management of underground pipelines and focused on the
analysis of the risks caused by external force damage. To the best knowledge of the authors,
this is the first time using the risk chain model and fuzzy influence diagram method to
evaluate dike safety. Theoretically, the fuzzy influence diagram method is based on fuzzy
mathematics. The introduction of state fuzzy sets, frequency fuzzy sets, and membership
degrees can fully consider the uncertainty of the risk factors and at the same time reduce
the subjectivity of experts’ judgment. It is suitable to perform the risk assessment for the
dikes with uncertainty and complexity.
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This present study aimed to (1) summarize the risk resources that affect dike safety
based on the general experience of the dikes; (2) analyze the relationships between the risk
resources and risk events; (3) construct a fuzzy influence diagram based on (1) and (2); and
(4) take a fictitious dike as an example to illustrate the proposed method and apply the
description term of IPCC to the result.

2. The Risk Chain Model and the Fuzzy Influence Diagram

2.1. The Risk Chain Model

A fuzzy influence diagram is a graph composed of multiple risk chains, and each risk
chain can be regarded as an independent logical relationship. A risk chain is established by
adding nodes such as risk sources, risk factors, and risk events in layers. Within an assess-
ment system, different risk chains should ultimately point to the same risk consequence.
The risk chain structure is shown in Figure 1.

Risk 
resources

Risk 
factors

Risk 
events

Risk 
results

 
Figure 1. The risk chain structure.

2.2. Fuzzy Set and Membership Function
2.2.1. The Definition of Fuzzy Set and Membership

The introduction of fuzzy sets in this paper is limited to the case where the universe
of discourse is a finite set, denoted by A = {a1, a2, · · · , an}. Mapping on the domain
A, μX(·) : A → [0, 1] , then a → μX(a) , the fuzzy set X was determined. μX(·) is the
membership function of X, and μX(a) is the membership degree of a to the fuzzy set
X, denoted as:

X = {(a, μX(a))|a ∈ A} (1)

The algorithm of the fuzzy influence graph is based on fuzzy set operation and uses a
directed graph to describe the state, frequency, and relationship between nodes, and then it
carries out a risk assessment for the system.

2.2.2. The Operations on Fuzzy Sets

We briefly describe the three operation notations of the fuzzy set used in this paper.
The symbol “×” is a Cartesian product. If X and Y are fuzzy sets of two universes A and B,
respectively, then the fuzzy relation R from X to Y is:

μR = μX×Y
(
ai, bj

)
= min

[
μX(ai), μY

(
bj
)]

(2)

A fuzzy relation is a special kind of fuzzy set, and the result is a fuzzy matrix.
The symbol “◦” is called fuzzy synthesis, that is, dot product. If R is a fuzzy relation

from X to Y, similarly, if S is a fuzzy relation from Y to Z, then the fuzzy composition of R
and S is:

μR◦S
(
ai, bj

)
= max

{
min

[
μR

(
ai, bj

)
, μS

(
ai, bj

)]}
(3)

The result of fuzzy synthesis is still a fuzzy matrix, representing the fuzzy relationship
from X to Z.

The symbol “∪” is called the “union” of fuzzy sets and has the following operations:

μR∪S
(
ai, bj

)
= max

[
μX

(
ai, bj

)
, μY

(
ai, bj

)]
(4)

It should be pointed out here that “Cartesian product” and “dot product” should
operate on fuzzy sets of different universes, and “union” should operate on fuzzy sets in
the same universe.
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2.3. The Process of the Fuzzy Influence Diagram

The fuzzy influence diagram introduces the state fuzzy set and the frequency fuzzy
set in the numerical layer to describe the data structure of the node and uses the fuzzy
relationship to describe the relationship between the node variables in the function layer.
The calculation process of the fuzzy influence diagram is explained below [36].

2.3.1. The Calculation of Independent Node Frequency Matrix

If X has no immediate predecessor, it is called an independent node, and it is assumed
that the possible state vector of the independent node X is:

PX =
{

PX1 , PX2 , · · · , PXn

}T (5)

where PX1 , PX2 , · · · , PXn is the state fuzzy set defined by the risk assessor according to the
actual situation. The frequency vector of an independent node X is:

fX =
{

fX1 , f X2
, · · · , fXn

}T
(6)

where fX1 , fX2 , · · · , fXn is the state fuzzy set defined by the risk assessor according to the
actual situation. The frequency vector of an independent node X is:

FX =
(

fX1 × PX1
) ∪ (

fX2 × PX2

) ∪ · · · ∪ ( fXn × PXn) (7)

2.3.2. The Calculation of the Frequency Matrix of Dependent Nodes

If X is made up of m random nodes Y1, Y2, · · · , Ym as its immediate predecessors, then
X is called a dependent node.

FXP = FY1 ∪ FY2 ∪ · · · ∪ FYm (8)

Define RXY1 as the fuzzy relationship from node Y1 to dependent node X:

RXY1 =
(

PY11 × PXi

) ∪ (
PY12 × PXi

) ∪ · · · ∪ (
PY1n × PXi

)
(9)

where PY11 , PY12 , · · · , PY1n ∈ PY1 , PXi ∈
{

PX1 , PX2 , · · · , PXn

}
= PX. The fuzzy relationship

from node Ym to node X is:

RXYm =
(

PYm1 × PXi

) ∪ (
PYm2 × PXi

) ∪ · · · ∪ (
PYmn × PXi

)
(10)

Then, the joint RXP of the fuzzy relationship of all immediate predecessors of the
dependent node X is:

RXP = RXY1 ∪ RXY2 ∪ · · · ∪ RXYm (11)

The frequency matrix of the dependent node X can be obtained by the dot product
relationship:

FX = FXP ◦ RXP (12)

2.3.3. Result Analysis

The membership degree of the random result is selected from the frequency matrix FX
of the risk consequence node by Equation (13), and the probability value of the result is
calculated by Equation (14):

max

(
fXi ·∑

ΩX
μXi

)
(13)

P(Xi) =
μXi

∑
ΩX

μXi

(14)
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According to the probability description proposed by the Intergovernmental Panel on
Climate Change (IPCC), this paper used seven levels for the result to give a corresponding
language description of the possibility of the risk result [27,37], as shown in Table 1.

Table 1. The probabilistic result of IPCC.

Probability Range Descriptive Term

<1% Extremely unlikely
1~10% Very unlikely

10~33% Unlikely
33~66% Medium likelihood
66~90% Likely
90~99% Very likely

>99% Virtually certain

3. The Evaluation Process of the Fuzzy Influence Diagram

3.1. The Construction of the Frequency Fuzzy Set

For the convenience of calculation, combined with the experts’ experience on the
dike, the frequency vector of the risk node of the dike was uniformly simplified to
f = {High, Medium, Low}T, as shown in Table 2. The frequency was processed as fol-
lows, and 0 to 1 were decomposed into (0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0),
indicating the occurrence frequency of risk nodes. From the definition of fuzzy sets and
membership degrees, the three fuzzy sets and their membership degrees of the frequency
vector f of the dike risk node can be expressed as follows:

High =

{
0.7
0.5

,
0.8
0.7

,
0.9
0.9

,
1.0
1.0

}
Medium =

{
0.3
0.2

,
0.4
0.8

,
0.5
1.0

,
0.6
0.8

,
0.7
0.2

}
Low =

{
0.0
1.0

,
0.1
0.9

,
0.2
0.7

,
0.3
0.5

}
where the number above the symbol “—” is the frequency of node occurrence, and the num-
ber below represents the membership degree of the frequency. The number 0.7/0.5 means
that the risk node is in the High Set, and the membership degree is 0.5 when the frequency
of occurrence is 0.7. The number 0.7/0.2 means that the risk node is in the Medium Set,
and the membership degree is 0.2 when the frequency is 0.7.

Table 2. The state and frequency of risk nodes.

Nodes The Potential Risk State The Frequency

Flooding
big low

middle medium
small high

Illegal operation
big low

middle medium
small high

Low skills
big low

middle medium
small high

Reduced cohesion
big low

middle high
small medium

Increase of water content
big medium

middle low
small high
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Table 2. Cont.

Nodes The Potential Risk State The Frequency

Void ratio change
big low

middle medium
small high

Friction angle change
big low

middle high
small medium

. . . . . . . . . . . . . . . . . .

3.2. The Construction of the State Fuzzy Set

The state vector of the risk node in the fuzzy influence diagram is uniformly sim-
plified as P = {Increase max(IMAX), Increase medium(IMID), Increase min(IMIN)}T. The
language description of the fuzzy set in the state vector has the same meaning as the
description of the relationship between the nodes in Table 3. The state fuzzify sets and their
membership functions are expressed as follows:

IMAX =

{
8%
0.5

,
10%
0.8

,
12%
1.0

}
IMID =

{
4%
0.5

,
6%
1.0

,
8%
0.5

}
IMIN =

{
0%
1.0

,
2%
0.5

,
4%
0.2

}
It is more appropriate to describe the states of some parts of nodes in the fuzzy

influence diagram with certainty. Hence, it is necessary to artificially fuzzify them. In
this paper, the states of all risk source nodes were artificially fuzzified. The membership
functions are as follows:

Big =

{
big
1.0

,
middle

0.0
,

small
0.0

}
Middle =

{
big
0.0

,
middle

1.0
,

small
0.0

}
Small =

{
big
0.0

,
middle

0.0
,

small
1.0

}

Table 3. The fuzzy relationship of different risk nodes.

Relationship between Different Nodes

Relationship Description

The Degree of Change in Disadvantage
for the Risk Nodes

The Results Corresponding to the
Degree of Change of the Risk Nodes

Flooding → higher water level big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Illegal operation → reduced drainage capacity big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Low skills → reduced drainage capacity big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Reduced cohesion → dike body damage big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Water content → dike body damage big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Reduced cohesion → dike foundation damage big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

water content → dike foundation damage big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Void ratio → dike body damage big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Friction angel → dike foundation damage big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Void ratio → dike foundation damage big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Friction angle → dike foundation damage big, middle, and small, respectively Increase max, increase medium,
increase min, respectively

Higher water level → overtopping Increase max, medium, min, respectively Increase max, increase medium,
increase min, respectively

Reduced drainage → overtopping Increase max, medium, min, respectively Increase max, increase medium,
increase min, respectively
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Table 3. Cont.

Relationship between Different Nodes

Relationship Description

The Degree of Change in Disadvantage
for the Risk Nodes

The Results Corresponding to the
Degree of Change of the Risk Nodes

Damage of dike body → seepage Increase max, medium, min, respectively Increase max, increase medium,
increase min, respectively

Damage of dike foundation → seepage Increase max, medium, min, respectively Increase max, increase medium,
increase min, respectively

Damage of dike body → scouring Increase max, medium, min, respectively Increase max, increase medium,
increase min, respectively

Damage of dike foundation → scouring Increase max, medium, min, respectively Increase max, increase medium,
increase min, respectively

Overtopping → dike failure Increase max, medium, min, respectively Increase max, increase medium,
increase min, respectively

Seepage → dike failure Increase max, medium, min, respectively Increase max, increase medium,
increase min, respectively

Scouring → dike failure Increase max, medium, min, respectively Increase max, increase medium,
increase min, respectively

Take the “Flooding → higher water level” and “Higher water level → overtopping” as examples to illustrate
Table 3. When the flooding is big, middle, and small, it can cause an increase in water level to maximum, medium,
and minimum, respectively. When the increase of higher water level is maximum, medium, and minimum, it can
cause a degree of overtopping to maximum, medium, and minimum, respectively.

3.3. Risk Assessment of One Dike Case

This paper sorted out the analytical factors and non-analytical factors that lead to dike
failure and selected some factors that have an impact on the safety status of the dike as the
risk source for analysis. The emergence of risk sources causes the occurrence of risk factors,
which in turn leads to the occurrence of three common failure modes of dikes. The three
failure modes comprehensively lead to dike failure (risk consequences). The constructed
fuzzy influence diagram of dike failure is shown in Figure 2. According to the frequency
fuzzy set, state fuzzy set, and fuzzy relationship constructed above, the calculation process
of the risk chain “illegal operation-reduced drainage—overtopping—dike failure” was
taken as an example, and the remaining evaluation process is similar to it.

Figure 2. The fuzzy diagram.
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Step 1, The frequency matrix Fillegal_operation of illegal operation risk source nodes is
calculated by Equations (5)–(7):

Fillegal_operation =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

big middle small
0.0 1.0 0.0 0.0
0.1 0.9 0.0 0.0
0.2 0.7 0.0 0.0
0.3 0.5 0.2 0.0
0.4 0.0 0.8 0.0
0.5 0.0 1.0 0.0
0.6 0.0 0.8 0.0
0.7 0.0 0.2 0.5
0.8 0.0 0.0 0.7
0.9 0.0 0.0 0.9
1.0 0.0 0.0 1.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(15)

In the same way, the frequency matrix of low-risk source nodes of security skills can
be obtained.

Step 2, The joint frequency matrix Funion of all immediate predecessor nodes of the
node with reduced drainage capacity is calculated by Equation (8):

Funion =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

big middle small
0.0 1.0 0.0 0.0
0.1 0.9 0.0 0.0
0.2 0.7 0.0 0.0
0.3 0.5 0.2 0.0
0.4 0.0 0.8 0.0
0.5 0.0 1.0 0.0
0.6 0.0 0.8 0.0
0.7 0.0 0.2 0.5
0.8 0.0 0.0 0.7
0.9 0.0 0.0 0.9
1.0 0.0 0.0 1.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(16)

Step 3, The fuzzy relationship matrix from the node of illegal operation risk source to
the node of drainage capacity reduction risk factor is calculated by Equation (10):

Rillegal_operation→reduced_drainage =

⎡⎢⎢⎣
0% 2% 4% 6% 8% 10% 12%

big 0.0 0.0 0.0 0.0 0.5 0.8 1.0
middle 0.0 0.0 0.5 1.0 0.5 0.0 0.0
small 1.0 0.5 0.2 0.0 0.0 0.0 0.0

⎤⎥⎥⎦ (17)

In the same way, the fuzzy relation matrix of the lower drainage capacity node caused
by the low skills node can be obtained.

Step 4, The joint matrix of the fuzzy relationship of all immediately preceding nodes
of the node that leads to the reduction of drainage capacity is calculated by Equation (11):

Runion = Rillegal_operation→reduced_drainage ∪ Rlow_skills→reduced_drainage

=

⎡⎢⎢⎣
0% 2% 4% 6% 8% 10% 12%

big 0.0 0.0 0.0 0.0 0.5 0.8 1.0
middle 0.0 0.0 0.5 1.0 0.5 0.0 0.0
small 1.0 0.5 0.2 0.0 0.0 0.0 0.0

⎤⎥⎥⎦ (18)

Similarly, the joint matrix of other fuzzy relations can be obtained.
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Step 5, The frequency matrix of the nodes with reduced drained capacity is calculated
by Equation (12):

Freduced_drainage = Funion ◦ Runion =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0% 2% 4% 6% 8% 10% 12%
0.0 0.0 0.0 0.0 0.0 0.5 0.8 1.0
0.1 0.0 0.0 0.0 0.0 0.5 0.8 0.9
0.2 0.0 0.0 0.0 0.0 0.5 0.7 0.7
0.3 0.0 0.0 0.2 0.2 0.5 0.5 0.0
0.4 0.0 0.0 0.5 0.8 0.5 0.0 0.0
0.5 0.0 0.0 0.5 1.0 0.5 0.0 0.0
0.6 0.0 0.0 0.5 0.8 0.5 0.0 0.0
0.7 0.5 0.5 0.2 0.8 0.2 0.0 0.0
0.8 0.7 0.5 0.2 0.0 0.0 0.0 0.0
0.9 0.9 0.5 0.2 0.0 0.0 0.0 0.0
1.0 1.0 0.5 0.2 0.0 0.0 0.0 0.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(19)

In the same way, the frequency matrix of the node of rising water level in front of the
dikes can be obtained. Thus far, the frequency matrix, the frequency joint matrix, the fuzzy
relationship matrix between the nodes, and the fuzzy relationship joint matrix of any node
can be obtained by analogy with the calculation process above.

Corresponding to the fuzzy relationship between the nodes in Table 3, the fuzzy
influence diagram is completely calculated by analogy to the above calculation process.
Only the calculation results of the key nodes in the subsequent calculation process of the
fuzzy influence diagram are given here.

The relationship matrix from the drainage capacity reduction node to the overtopping
risk event node is as follows:

Rreduced_drainage→overtopping =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0% 2% 4% 6% 8% 10% 12%
0% 1.0 0.5 0.0 0.0 0.0 0.0 0.0
2% 0.5 0.5 0.2 0.0 0.0 0.0 0.0
4% 0.2 0.2 0.5 0.5 0.5 0.0 0.0
6% 0.0 0.0 0.5 1.0 0.5 0.0 0.0
8% 0.0 0.0 0.5 0.5 0.5 0.5 0.5

10% 0.0 0.0 0.0 0.0 0.5 0.8 0.8
12% 0.0 0.0 0.0 0.0 0.5 0.8 1.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(20)

The union of the fuzzy relationship matrices of all the immediate nodes of the over-
topping risk event node is:

Runion = Rhigher_water→overtopping ∪ Rreduced_drainage→overtopping

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0% 2% 4% 6% 8% 10% 12%
0% 1.0 0.5 0.0 0.0 0.0 0.0 0.0
2% 0.5 0.5 0.2 0.0 0.0 0.0 0.0
4% 0.2 0.2 0.5 0.5 0.5 0.0 0.0
6% 0.0 0.0 0.5 1.0 0.5 0.0 0.0
8% 0.0 0.0 0.5 0.5 0.5 0.5 0.5

10% 0.0 0.0 0.0 0.0 0.5 0.8 0.8
12% 0.0 0.0 0.0 0.0 0.5 0.8 1.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(21)
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The frequency matrix of overtopping risk event nodes can be obtained as:

Fovertopping = Funion ◦ Runion =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0% 2% 4% 6% 8% 10% 12%
0.0 0.0 0.0 0.5 0.5 0.5 0.8 1.0
0.1 0.0 0.0 0.5 0.5 0.5 0.8 0.9
0.2 0.0 0.0 0.5 0.5 0.5 0.7 0.7
0.3 0.2 0.2 0.5 0.5 0.5 0.5 0.5
0.4 0.2 0.2 0.5 0.8 0.5 0.5 0.5
0.5 0.2 0.2 0.5 1.0 0.5 0.5 0.5
0.6 0.2 0.2 0.5 0.8 0.5 0.5 0.5
0.7 0.5 0.5 0.5 0.8 0.5 0.2 0.2
0.8 0.7 0.5 0.2 0.2 0.2 0.0 0.0
0.9 0.9 0.5 0.2 0.2 0.2 0.0 0.0
1.0 1.0 0.5 0.2 0.2 0.5 0.0 0.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(22)

The joint frequency matrix of the three risk event nodes of overtopping, scouring, and
seepage is:

Funion= Fovertopping ∪ Fseepage ∪ Fscouring =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0% 2% 4% 6% 8% 10% 12%
0.0 1.0 0.5 0.5 0.5 0.5 0.8 1.0
0.1 0.9 0.9 0.5 0.5 0.5 0.8 0.9
0.2 0.7 0.7 0.5 0.5 0.5 0.8 0.9
0.3 0.5 0.5 0.5 0.5 0.5 0.5 0.5
0.4 0.2 0.2 0.5 0.8 0.5 0.5 0.5
0.5 0.2 0.2 0.5 1.0 0.5 0.5 0.5
0.6 0.2 0.2 0.5 0.8 0.5 0.5 0.5
0.7 0.5 0.5 0.5 0.8 0.5 0.5 0.5
0.8 0.7 0.7 0.5 0.5 0.5 0.7 0.7
0.9 0.9 0.9 0.5 0.5 0.5 0.8 0.9
1.0 1.0 1.0 0.5 0.5 0.5 0.8 1.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(23)

The fuzzy relationship matrix of the overtopping failure mode to the dike failure
node is:

Rovertopping→dike_ f ailure =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0% 2% 4% 6% 8% 10% 12%
0% 1.0 0.5 0.0 0.0 0.0 0.0 0.0
2% 0.5 0.5 0.2 0.0 0.0 0.0 0.0
4% 0.2 0.2 0.5 0.5 0.5 0.0 0.0
6% 0.0 0.0 0.5 1.0 0.5 0.0 0.0
8% 0.0 0.0 0.5 0.5 0.5 0.5 0.5

10% 0.0 0.0 0.0 0.0 0.5 0.8 0.8
12% 0.0 0.0 0.0 0.0 0.5 0.8 1.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(24)

Runion =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0% 2% 4% 6% 8% 10% 12%
0% 1.0 0.5 0.0 0.0 0.0 0.0 0.0
2% 0.5 0.5 0.2 0.0 0.0 0.0 0.0
4% 0.2 0.2 0.5 0.5 0.5 0.0 0.0
6% 0.0 0.0 0.5 1.0 0.5 0.0 0.0
8% 0.0 0.0 0.5 0.5 0.5 0.5 0.5

10% 0.0 0.0 0.0 0.0 0.5 0.8 0.8
12% 0.0 0.0 0.0 0.0 0.5 0.8 1.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(25)
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The frequency matrix of risk consequence of dike failure nodes is:

Fdike_ f ailure = Funion ◦ Runion =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0% 2% 4% 6% 8% 10% 12%
0.0 1.0 0.5 0.5 0.5 0.5 0.8 1.0
0.1 0.9 0.5 0.5 0.5 0.5 0.8 0.9
0.2 0.7 0.5 0.5 0.5 0.5 0.8 0.9
0.3 0.5 0.5 0.5 0.5 0.5 0.5 0.5
0.4 0.2 0.2 0.5 0.8 0.5 0.5 0.5
0.5 0.2 0.2 0.5 1.0 0.5 0.5 0.5
0.6 0.2 0.2 0.5 0.8 0.5 0.5 0.5
0.7 0.5 0.5 0.5 0.8 0.5 0.5 0.5
0.8 0.7 0.5 0.5 0.5 0.5 0.7 0.7
0.9 0.9 0.5 0.5 0.5 0.5 0.8 0.9
1.0 1.0 0.5 0.5 0.5 0.5 0.8 1.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(26)

By Equation (13), the row with the largest product value of the product of the frequency
is selected, and the sum of the membership degrees of the row is calculated. In this example,
it is the row corresponding to the frequency equal to 1.{

0%
1.0

,
2%
0.5

,
4%
0.5

,
6%
0.5

,
8%
0.5

,
10%
0.8

,
12%
1.0

}
(27)

The change probability of the dike failure node calculated by Equation (14) is:

P(0%, 2%, 4%, 6%, 8%, 10%, 12%) = (1.0, 0.5, 0.5, 0.5, 0.5, 0.8, 1.0)/4.8
= (0.2083, 0.1042, 0.1042, 0.1042, 0.1042, 0.1667, 0.2083)

(28)

The expected value of the increased risk can be calculated:

Efailure = 0%×1+(2%+4%+6%+8%)×0.5+10%×0.8+12%×1
4.8

= 6.25%
(29)

Referring to the descriptive term of the IPCC probability results (Table 1), it was
concluded that the chance of this example dike was “very likely”. Figures 3 and 4 show
the probability distribution and cumulative distribution of the increased risk, respectively.
The top three of the increased risk were 0%, 12%, and 10%, and the cumulative probability
from 10% to 12% was 37.5%. The occurrence probability was relatively high, which was
different from the result “very likely”. Actually, the expected value of 6.25% of structure
failure cannot be accepted for flood defense. The two conclusions from cumulative cure
and the expected value had the same meanings, indicating that a risk exists. Hence, the
probabilistic result of IPCC was not suitable for the dikes perfectly. Developing a similarly
descriptive term for dikes is an urgent task for hydraulic experts.
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Figure 3. The distribution of the risk results.

Figure 4. The cumulative probability of risk results.

4. Summary and Conclusions

Based on the influence diagram, this paper proposed a risk assessment method for
dikes with a risk chain model. We summarized the common risk resources that affect the
safety of dikes based on general experiences. The relationships between the different risk
nodes were also deduced. The whole process of risk assessment was displayed by taking an
example of a hypothesis dike. The probability of dike damage was 6.25%, illustrating that
the chance of dike damage is “very likely” according to the descriptive term proposed by
the Intergovernmental Panel on Climate Change (IPCC). The advantages of the proposed
method are summarized as follows.

(1) All the analytical risk factors and non-analytical risk factors can theoretically be
integrated into the influence diagram. The risk resources in Table 2 are only the common
ones. The other risk resources can be further added as a supplement when this method is
used to evaluate different dikes.
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(2) This method is based on fuzzy mathematics and uses the membership degree
function to describe the uncertainty of the analytical risk factors and non-analytical factors,
which is more prone to reality.

(3) The different failure modes can be considered during the process of risk assessment
at the same time.

(4) The risk assessment is obtained as a probabilistic result, which enables an intuitive
perception of dike safety. We can provide reasonable suggestions for the engineering
management and regular maintenance of dikes.

Expected for the risk assessment of dikes, the risk chain model and fuzzy influence
diagram method can be applied to other hydraulic structures and geotechnical engineering.
To obtain more accurate assessment results in engineering applications, more comprehen-
sive risk sources should be selected, and field surveys or/and tests should be conducted to
obtain real engineering data for calculation.
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Abstract: The construction of a cut-off wall is a common reinforcement method for earth rock dams.
At present, compared with the in-depth study on homogeneous earth dams, more and more attention
is being paid to the stability and deformation of earth dams strengthened by a concrete cut-off wall.
In this study, aiming at the Wujing project of the earth dam strengthened by cut-off wall, the influence
of the water level rise and fall on the stability of the dam slope, the deformation of the dam body, and
the crack width on dam crest were analyzed by numerical calculation and in situ measurement. The
analysis results show that when the reservoir encounters a sudden drawdown, the safety factor of the
dam slope decreases sharply. The faster the sudden drawdown, the faster the safety factor decreases.
When the reservoir water level rises, the dam’s horizontal displacement shifts to the upstream
direction, and the change of horizontal displacement of the downstream slope is significantly larger
than that at the measuring point of the upstream slope. The water level of the reservoir rises, and
the surface of the dam body rises, and the fluctuation of settlement deformation shows that the
upstream side is larger than the downstream side, especially during the period of abrupt change in
the reservoir water level. The longitudinal cracks on the dam crest show a tendency of shrinkage
when the reservoir water level rises, and opening decreases with the decrease of deformation gradient
increment and increases with the increase of gradient increment.

Keywords: earth rock dam; cut-off wall; dam safety; stability safety factor; water level fluctuation;
deformation measurement; cracks on dam crest

1. Introduction

Most of the reservoir earth rock dam projects in China were built in the 1960s–1970s.
Due to the limitations of technical and historical conditions at that time, there are many
problems, such as poor project quality and many hidden diseases [1–3]. Therefore, dam
seepage has become the most common hidden danger of earth rock dams [4–6]. At present,
there are few studies on whether the construction of concrete cut-off walls in the re-
inforcement project of earth rock dams will affect the stability and the deformation of
the dam.

The deformation of earth dams reinforced by concrete cut-off walls has certain particu-
larity. First, most of the reinforced earth dams are old dams that have been in operation for
decades. The consolidation of the dam soil has been basically completed, and the consoli-
dation deformation and self-weight load deformation can be ignored [7,8]. However, the
additional cut-off wall will change the seepage field and stress field in the dam, resulting
in the reconstruction of the stress deformation of the dam [9]. Secondly, the factors that
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cause deformation are multi-year cyclic loads, such as reservoir water level load, flood-
ing, and drainage processes [10–12]. The operation of the reservoir often experiences the
working condition of water level fluctuation [13–15]. Water level fluctuation will cause
the transient change of soil pore water pressure [16,17]. When the reservoir water level
drops too fast, the soil drainage time is insufficient, and the pore water pressure in the dam
body cannot dissipate quickly. Thus, the dam slope will form a downward trend under
the action of seepage force, which causes slope instability, dam deformation, dam crest
cracking, and other failure modes [18,19]. Therefore, it is of great significance for the design
and application of seepage walls and the operation and management of reservoir dam
projects in practical projects, especially for many small- and medium-sized reservoirs under
construction or built, to systematically analyze the influence of seepage wall conditions
and water level fluctuation on dam slope stability, dam deformation, and dam crest cracks.

At present, the research on slope stability analysis has been relatively mature [20–23].
The limit equilibrium method is widely used because of its clear mechanical concept and
computational stability [24,25], which divides the sliding soil into several soil strips, and
each soil strip and the whole meet the conditions of force and moment balance. That is,
according to the shear strength criterion, the stability of the slope is solved by analyzing
the balance under the limit state. The limit equilibrium method includes two aspects of
calculation: calculating the safety factor of anti-sliding stability on a hypothetical sliding
surface and finding a critical sliding surface with the lowest safety factor among the possible
sliding surfaces [26]. According to the shear strength criterion, the stability of the slope is
solved by analyzing the equilibrium under the limit state [27,28].

In this study, the Wujing project of the earth dam strengthened by the cut-off wall is
taken as the research object, in which the stability of the dam slope, deformation of the
dam body, and crack width on the dam crest are analyzed by means of limit equilibrium
method and in-situ deformation measurement. It has been found that when the reservoir
encounters a sudden drawdown, the safety factor will also decrease sharply. The horizontal
displacement and settlements of the dam are affected by the change in the upstream
reservoir water level. With the rise in the reservoir water level, the longitudinal cracks on
the dam crest show a tendency of shrinkage, while the cracks show a tendency of opening
when the reservoir water level drops.

2. Project Overview

Wujing reservoir is located in Wujing village, Zhaoxian Town, Wanli District, Nan-
chang City, Jiangxi Province, China, 3 km away from the urban area of Wanli, which is a
small reservoir mainly for water supply and with comprehensive benefits of flood control.
On the basis of the original homogeneous earth dam, high-pressure jet grouting was used
to build a concrete cut-off wall in the dam in November 2011 to May 2012. Cracks were first
found on the dam crest pavement in 2015, and continued to extend from 2015 to 2018. The
cracks are about 132 m long and close to the dam axis (concrete cut-off wall). The average
width of the cracks is 3 mm, the widest part is 40 mm, and the maximum dislocation is
about 4 mm, as shown in Figure 1.
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Figure 1. Dam crest of Wujing reservoir.

The dam is a homogeneous earth dam. After the construction of the concrete high-
pressure jet grouting cut-off wall, the dam crest elevation is 192.55 m, the maximum dam
height is 45.4 m, and the dam crest is 181 m long and 8 m wide. The normal pool level
is 190 m, the design flood level is 190 m, the check flood level is 190.16 m, and the total
storage capacity is 4.48 million m3. From 183 m elevation to dam crest elevation, precast
block slope protection is adopted for the upstream slope of the dam, with a slope ratio of
1:2; From the elevation of 170 to 183 m, the upstream slope of the dam adopts dry masonry
slope protection, with a slope ratio of 1:2.5. Below the elevation of 170 m, the upstream
slope of the dam is a block stone prism with a slope ratio of 1:1.25. From the elevation of
170 m to the elevation of the dam crest, the downstream slope of the dam is protected by
concrete grid turf. Below the elevation of 171 m, the downstream slope of the dam is sloped
for drainage, as shown in Figure 2.

Figure 2. Numerical model of Wujing reservoir dam.
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3. Study on the Influence of Sudden Drawdown on Dam Slope Stability

3.1. Seepage and Slope Stability Analysis Method

The earth rock dam and foundation are assumed to be isotropic porous media, the
seepage in the dam body conforms to Darcy’s law, and the seepage control equation is:

∂

∂x
(kx

∂H
∂x

) +
∂

∂y
(ky

∂H
∂y

) + Q =
∂Θ
∂t

(1)

where H is the total head, kx and ky are the horizontal and vertical permeability coefficients,
cm/s or m/d, Q is the flow of water on the boundary, cm3/s or m3/d, and Θ is the
volumetric moisture content.

Among them, the unsaturated percolation model was adopted from the Fredlund and
Xing model, and its expression is:

θ

θs
=

1 − ln(1+us/ur)
ln(1+106/ur){

ln
[
e + (us/a)bus/ur

]}c (2)

where θ is the volume water content, use is the saturated volume water content, us is
the suction, kPa, c is the soil property parameter of the residual water content function,
ur is the matrix suction corresponding to the water content, kPa, and a and b are the
fitting parameters.

The limit equilibrium method was used to calculate the stability of dam slope. The
solution idea is based on the Mohr Coulomb shear strength theory. The slope within the
potential sliding surface is divided into several soil strip according to a certain proportion,
and the static balance equation is established according to the limit equilibrium condi-
tions between the soil strips. Considering the overall moment balance of sliding soil, the
safety factor FS of slope is calculated, and the stability of slope is evaluated according to
the equation.

The moment equilibrium relationship is given by:

FS =
∑ (cΔLR + RN tan φ)

∑ WLW − ∑ NLN
(3)

Or expressed by horizontal force balance relation:

FS =
∑ (cΔLR cos α + RN tan ϕ cos α)

∑ N sin α
(4)

where:

N =
W + λ f (x)∑ ( cΔLR cos α

FS
)− cΔL sin α

F

(cos α + sin α
FS

)− λ f (x)( cos α tan ϕ
FS

− sin α)
(5)

where c is the cohesion, kPa, φ is internal friction angle of soil mass, ◦. ΔL are the respective
soil lengths on the sliding surface, m. LW is the moments of each soil strip against the
center of the slip surface, Nm. LN are the moments corresponding to their normal for the
midpoint of each soil strip at the sliding surface, Nm. α is the angle between the tangent
lines of each soil and the horizontal plane, R is the moment length to the center of the circle,
m. N is the normal phase force of the soil strip, kN. W is the weight of soil strip, kN. λ is
coefficient of variation of interaction force between soil strips, and the f (x) in Equation (5)
is the function of interaction force between soil strips.

3.2. Numerical Model and Parameters

The axis of cut-off wall of Wujing reservoir dam is located on the dam axis with a
thickness of 0.25 m and a wall top elevation of 190.5 m. Stone prism is used to fix the foot in
the upstream. According to relevant design data, site investigation report and topographic
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mapping data of dam slope of Wujing Reservoir, a typical section of design is selected to
establish a 2D dam model by GeoStudio software to analyze stability of dam slope with
sudden drawdown, as shown in Figure 2. The boundary and initial conditions of the
upstream face of the dam are the design water level and steady-state seepage field, and the
dam foundation is the fully constrained boundary condition.

The Wujing reservoir dam is filled with silty sand and the foundation is granite rock
mass, in which the weathered rock mass of the dam foundation mainly concentrates on
the downstream side of the dam. According to the engineering geological report, the
calculation material parameters of the dam and rock mass foundation are as follows:

When simulating the saturated–unsaturated seepage flow field, the saturated/
unsaturated model is used for the dam body, and the saturated model is used for the
dam foundation. The concrete cut-off wall is constructed by high-pressure jet grouting, and
the measured anti-seepage coefficient of the cut-off wall is 5 × 10−7 cm/s.

3.3. Stability Analysis of Dam Slope under Sudden Drawdown

When the reservoir water level drops in a short time, it is easy to cause dam slope
collapse, which is an important reason for the instability of earth rock dams. The process of
sudden drawdown is analyzed and simulated under the condition of sudden drawdown
of Wujing reservoir with the water level under normal storage conditions of 190 m, and the
safety factor of dam slope stability before and after adding the cut-off wall is calculated.
The simulation process of sudden drawdown is assumed as: water level drops from 190 m
(The normal water level) to 160 m, lasting 10, 6, and 3 days, with descending speeds of 3, 5,
and 10 m/day, respectively. The initial condition is the steady-state analysis result under
long-term immersion. Figures 3 and 4 have shown the typical most dangerous sliding
surface calculated by GeoStudio with the parameter in Table 1 and its safety coefficient
before and after sudden drawdown reaches the lowest level respectively with descending
speed of 10 m/day by the mean of the limit equilibrium method, and the arrow indicates
the effect of upstream reservoir water level.

Figure 3. The most dangerous sliding surface of upstream dam slope before sudden drop of wa-
ter level.
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Figure 4. The most dangerous sliding surface of upstream dam slope reaches a stable state after
sudden drop of water level.

Table 1. Model calculation parameter.

Material
Permeability

Coefficient/cm/s
Density/kg/m3 Cohesion/kPa Friction Angle

Silty sand of dam body 5.0 × 10−5 1700 20 20
Dam foundation overburden 5.0 × 10−4 1800 15 28

Strongly weathered rock
mass of dam foundation 1.0 × 10−4 2400 15 30

Weakly weathered rock mass
of dam foundation 1.0 × 10−5 2600 20 33

Basement rock 1.0 × 10−6 2700 30 35

The safety factor of upstream dam slope decreases with the sudden drawdown. When
the water level drops to the lowest level, the safety factor reaches the lowest level, then
shows a slow upward trend and finally remains stable. The reason is that the water head
difference changes sharply due to the decrease in water level, which makes the stability of
the slope decrease. At this time, the suction of the inner matrix of the rocks and soils on the
dam slope does not rise in time. With the water level no longer dropping, the suction of
the matrix inside the dam slope gradually recovers as the pore water pressure dissipates
and the shear strength of the soil body gradually rises, thus the safety factor of stability
increases. The stability safety factor duration curve of upstream and downstream dam
slopes is shown in Figure 5.

(1) 3 m/d (2) 5 m/d (3) 10 m/d 

Figure 5. Duration curve of dam slope stability safety factor under different sudden draw-
down speeds.

According to the calculation parameters in the Wujing engineering geological report,
the stability safety factor of the dam slope is about 2.0 without water level change, which is
generally safe and stable. Only at the extreme sudden drawdown can the dam slope be
unsafe. The faster the speed of sudden drawdown speed is, the faster the safety factor of
upstream dam slope stability will decrease, which will be disadvantageous to the stability
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of the dam slope. With the end of the sudden drop, the pore water pressure of the dam
body soil gradually dissipates, which makes the coefficient of stability safety rise again and
finally tends to a stable value.

4. Measuring and Analysis of Dam Deformation under Water Level Rise and Fall

4.1. Arrangement of Measuring Points

Deformation measurements are carried out on the existing observation piers for
surface displacement observation of the dam. Surface displacement and settlement of three
transverse sections of the dam are observed, and each transverse section has 2 observation
points, a total of 6 observation points, as shown in Figure 6.

Figure 6. Layout diagram of deformation measurement points of Wujing dam.

4.2. Horizontal Displacement

The horizontal displacement of the dam is measured by observing piers. The re-
sults of horizontal displacement measurement for three measuring sections are given
in Figures 7–9, in which data on reservoir water level and rainfall are also given. The
horizontal displacement obtained by the monitoring is listed in Table 2.

Figure 7. 1 # section horizontal displacement duration curve (upstream is −, downstream is +).
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Figure 8. 2 # section horizontal displacement duration curve (upstream is −, downstream is +).

Figure 9. 3 # section horizontal displacement duration curve (upstream is −, downstream is +).

Table 2. Horizontal displacement.

Monitoring Time
1# Section 2# Section 3# Section

S11 S12 S21 S22 S31 S32

5 March 2020 0.00

/

0.00 0.00 0.00 0.00
23 March 2020 −2.75 3.07 1.17 −0.99 −0.67
7 April 2020 −2.66 0.38 32.05 −0.97 13.70
6 May 2020 0.84 1.31 −31.72 0.69 −12.90
21 May 2020 0.53 0.62 −1.33 2.58 0.55
15 June 2020 −5.46 −2.93 3.22 −1.31 1.03
28 June 2020 8.95 −3.04 −2.01 −1.23 −0.96

3 August 2020 −17.46 −9.96 −4.01 −11.80 −6.05
17 August 2020 3.13 −0.02 0.32 0.99 0.06

4 September 2020 0.41 −5.00 0.71 −2.37 1.26
12 October 2020 −3.88 5.52 −0.21 0.10 −0.28
4 December 2020 11.93 4.90 1.83 4.90 1.91
28 December 2020 1.57 −0.46 4.81 1.36 0.07

18 March 2021 4.04 7.98 −1.01 6.04 0.76
26 March 2021 −2.17 −2.50 0.98 1.94 2.25
2 April 2021 −1.54 0.54 −1.95 −3.96 −1.54

The horizontal displacement of the dam body at Section 1 # (S11–S21) is only the
data on the upstream side, and the downstream measurement data are missing due to the
failure of observation pier S21. The maximum displacement amplitude of water level at the
upstream measuring point occurred from the end of June to the beginning of August 2020.
From the deformation of measuring points and the variation law of the reservoir water
level, as the water level rises from March 2020 to August 2020, except for the 8.95 value
monitored on June 28, the horizontal displacement of the dam was almost smaller than 0,
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which generally tended to change to the upstream. As the water level drops from August
2020 to April 2021, the horizontal displacement of the dam was almost all greater than 0,
and the horizontal displacement of the dam generally tended to change to the downstream.

From the deformation laws of the three sections, it can be seen that the deformation
laws of the measuring points of the 2 # and 3 # sections are similar. As the water level
rises from March 2020 to August 2020, if we do not consider the point with huge extreme
deformation, it may be caused by measurement error, i.e., 32.05 and 13.70 mm measured on
April 7 and 31.72 mm measured on May 6 in S22 and S32, the horizontal displacement of
the dam was almost smaller than 0, which generally tended to change to the upstream. As
the water level dropped from August 2020 to April 2021, the horizontal displacement of the
dam was almost all greater than 0, and the horizontal displacement of the dam generally
tends to change to the downstream. On the whole, the horizontal displacement of the dam
body was affected by the change of the water level of the upstream reservoir, the water
level of the upstream reservoir rises, and the dam body shifted to the upstream direction
(the measured value is negative). On the contrary, the water level of the upstream reservoir
decreased, and the dam body generally tended to shift to the downstream (the measured
value was positive), and the horizontal displacement amplitude of the downstream dam
slope measuring points of the two sections was significantly greater than that of the
upstream slope measuring points.

4.3. Settlements

The results of settlements measurement for three measuring sections are given in the
Figures 10–12. The horizontal displacement obtained by monitoring are listed in Table 3.

Figure 10. 1 # section settlement displacement duration curve (downward is +, upward is −).

Figure 11. 2 # section settlement displacement duration curve (downward is +, upward is −).
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Figure 12. 3 # section settlement displacement duration curve (downward is +, upward is −).

Table 3. Settlement.

Monitoring Time
1# Section 2# Section 3# Section

S11 S12 S21 S22 S31 S32

5 March 2020 0.00 0.00 0.00 0.00 0.00 0.00
23 March 2020 −34.50 −38.30 −34.20 −25.19 −32.40 −28.60
7 April 2020 15.50 4.40 7.70 4.79 4.10 7.90
21 May 2020 −9.30 −1.70 −3.50 −2.90 1.70 −6.60
15 June 2020 −4.80 −9.80 −9.00 −16.00 −8.20 −5.30
28 June 2020 −5.90 6.80 −0.10 9.50 1.10 1.60

3 August 2020 −6.20 −11.20 −4.40 −4.10 −4.70 −1.90
17 August 2020 6.80 5.40 −1.50 0.80 2.60 1.80

4 September 2020 −2.30 8.70 4.30 6.70 −4.20 0.50
12 October 2020 3.10 −9.90 −2.50 −8.90 3.20 −3.00
4 December 2020 6.90 6.30 2.60 4.70 4.60 1.70

28 December 2020 4.00 −0.10 5.90 3.50 2.60 2.30
18 March 2021 −3.70 3.50 −3.10 −0.70 −4.30 −1.00
26 March 2021 −5.20 −1.60 −1.90 −2.50 1.70 −0.30
2 April 2021 8.60 −1.00 6.00 −3.10 2.20 1.90

From the settlement laws of the three sections, it can be seen that as the water level
rises from March 2020 to August 2020, except for the settlement monitored on April
7, the horizontal displacement of the dam was almost smaller than 0, which generally
tended to change to the upward. As the water level drops from August 2020 to April
2021, the horizontal displacement of the dam was almost all greater than 0, and the
horizontal displacement of the dam generally tended to change to the downward. During
the continuous change of reservoir water level, the two monitoring points in the same
section basically show the same change trend. The change in the dam surface settlement was
related to the fluctuation of the upstream reservoir water level. When the upstream reservoir
water level rises, the dam surface settlement value was -, indicating that the surface had a
trend of rising. On the contrary, when the water level of the upstream reservoir dropped, the
surface settlement value of the dam body was +, showing a downward subsidence trend.

5. Crack Propagation Law Based on Deformation Gradient Method

5.1. Deformation Gradient Method

The deformation gradient method was to predict dam cracks based on dam settlement
observation data. As shown in Figure 13, if there were two observation points a and b at
the same elevation of the dam body, and the horizontal distance between the two points
was Δy, and if the cumulative settlement measured by Ti on a certain calculation date was
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Za and Zb, respectively, then the deformation gradient of a and b on the date Ti was defined
as γ, asshown in Equation (5).

γ ≈ tan γ =
ΔZ
Δy

× 100 =
Za − Zb
|ya − yb| × 100 (6)

Figure 13. Schematic diagram of deformation gradient method.

When the monitoring point of the same cross-section was not at an elevation, the
deformation gradient could be modified. As shown in Figure 14, assuming 2 observation
points a and b at different elevations of the dam, the horizontal distance between the two
points was Δy, the initial difference in height between the two points was ΔZ1, and the
difference in height on a certain calculation date was ΔZ2, then the modified deformation
gradient of points a and b was defined as:

Δγ ≈ |tan γ1 − tan γ2| × 100 (7)

tan γ1 =
ΔZ1

Δy
(8)

tan γ2 =
ΔZ2

Δy
(9)

ΔZ2 = Za − Zb + ΔZ1 (10)

2

1
1

Figure 14. Schematic diagram of modified deformation gradient method.
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It is worth noting that when the initial elevation difference ΔZ1 = 0, i.e., a and b are at
the same elevation, the modified deformational gradient agrees with the calculation result
of Equation (5).

5.2. Analysis of Crack Width Propagation Law

Longitudinal cracks of dam crest are distributed along dam axis in plane in the range
of dam 0+005~dam 0+148 stake, as shown in Figure 6. The crack width was measured with
the vernier caliper. The measured crack width changes with time as shown in Figure 15.

Figure 15. Time history curve of crack width and reservoir water level.

Measuring data from 5 March 2020 to 2 April 2020 show that the overall change of
crack width is relatively stable. During the rising process of reservoir water level, the
development and change of crack width showed a certain contraction trend, and then the
development and change of crack width showed a slowing trend of opening during the
falling process of reservoir water level.

According to the monitoring results of Wujing reservoir, the longitudinal crack of
the dam crest was analyzed by the deformation gradient method. Table 4 is the result of
calculating the deformation gradient according to the monitoring data from March 2020 to
March 2021.

Table 4. Gradient calculation results.

Monitoring Time

Settlement Z/mm

Horizontal Distance of Observation Points
on the Same Section/m

Deformation Gradient/%

1# Section 2# Section 3# Section γ1 γ2 γ3

S31 S32 S21 S22 S11 S12

5 March 2020 0.0 0.0 0.0 0.0 0.0 0.0

9.00

0 0 0
23 March 2020 −32.4 −28.6 −34.2 −25.19 −34.5 −38.3 0.0422 0.1001 0.0422
7 April 2020 4.1 7.9 7.7 4.79 15.5 4.4 0.0422 0.0323 0.1233
21 May 2020 1.7 −6.6 −3.5 −2.9 −9.3 −1.7 0.0922 0.0067 0.0844
15 June 2020 −8.2 −5.3 −9 −16 −4.8 −9.8 0.0322 0.0778 0.0556
28 June 2020 1.1 1.6 −0.1 9.5 −5.9 6.8 0.0056 0.1067 0.1411

3 August 2020 −4.7 −1.9 −4.4 −4.1 −6.2 −11.2 0.0311 0.0033 0.0556
17 August 2020 2.6 1.8 −1.5 0.8 6.8 5.4 0.0089 0.0256 0.0156

4 September 2020 −4.2 0.5 4.3 6.7 −2.3 8.7 0.0522 0.0267 0.1222
12 October 2020 3.2 −3 −2.5 −8.9 3.1 −9.9 0.0689 0.0711 0.1444
4 December 2020 4.6 1.7 2.6 4.7 6.9 6.3 0.0322 0.0233 0.0067
28 December 2020 2.6 2.3 5.9 3.5 4.0 −0.1 0.0033 0.0267 0.0456

18 March 2021 −4.3 −1.0 −3.1 −0.7 −3.7 3.5 0.0367 0.0267 0.0800

Notes: The initial elevation difference is 4.3198 m for 1# section, 4.4942 m for 2# section, and 4.1936 m for
3# section.

Figure 16 shows the variation curve of dam deformation gradient increment and
crack width. The monitoring results showed that the variation rule of 3 cracks with
deformation gradient is basically the same. Except for the monitoring in June, other
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monitoring calculation results showed that the change of increment of deformation gradient
was basically consistent with that of crack width, i.e., the crack width decreased with the
decrease in gradient and increased with the increase in gradient increment.

(1) 1# section 

(2) 2# section 

(3) 3# section 

Figure 16. Time history curve of crack width and deformation gradient.

The relationship between the expansion of dam crest cracks and the uneven settlement
of the dam body on both sides of the cracks is shown in Figure 16. The longitudinal
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cracks on the dam crest of Wujing Reservoir close with the rise of reservoir water and open
with the fall of reservoir water, indicating that the soil mass on the upstream slope of the
reservoir water fluctuation dam undergoes cyclic expansion and contraction deformation,
thus affecting the opening and closing deformation of existing cracks.

6. Discussion and Conclusions

The deformation of the dam is closely related to the change in the reservoir water
level, whether for horizontal deformation or settlement deformation. However, due to the
different states of different dams, the impact of the dam on the change in the water level is
different, as shown in Table 5.

Table 5. Study on the effect of water level fluctuation on dam deformation.

Dam Dam Type Research Method
Whether the Water Level Fluctuation

Affects the Dam Deformation
How Water Level Fluctuation Affects Dam

Deformation

Chengbihe [7] Earth dam In situ
measurements Yes Settlement on the dam’s upstream side

Yamula [29] Earth dam In situ
measurements Yes Vertical deformation. The rising water level increases

the subsidence velocity

An ultra-high
arch dam [30]

Concrete arch
dam

In situ
measurements

Yes, but the influence of water level on
dam deformation is hysteretic.

With the rise of the water level, the cluster center area
also rises, indicating that the trend of the expansion

and upward movement of the maximum
deformation area of the dam body

Jiangya [31] Gravity dam In situ
measurements Yes The reservoir impoundment is the predominant

cause of the uplift of dam foundation.
An earth

embankments of
dams [32]

Earth dam. Numerical
simulation Yes The horizontal deformation of the dam toe is higher

for a higher rising rate

Princeville [33] Earth levee Numerical
simulation Yes The Factor of safety is affected by rate of

rise/drawdown of the water level

In this study, by means of numerical analysis and in situ measuring, the influence of
water level rise and fall on the Wujing earth dam reinforced by the cut-off wall has been
analyzed, and the following conclusions can be drawn:

1. Based on the established numerical calculation model of Wujing reservoir, and the
geological report parameters, the safety factor of dam slope stability was obtained by
the limit equilibrium method, which was about 2.0. When the reservoir encountered
a sudden drawdown, the safety factor also decreased sharply. The faster the sudden
drawdown was, the faster the safety factor decreased, and the more unfavorable it
was to dam slope stability. With the end of the sudden drawdown, the pore water
pressure of the dam body soil gradually dissipated, so that the safety factor of stability
increased again and finally tended to be stable;

2. The horizontal displacement of the dam was affected by the change in the upstream
reservoir water level. It was found that the upstream reservoir water level rose and
the horizontal displacement of dam shifted to the upstream direction. The upstream
reservoir water level dropped, the horizontal displacement of the dam shifted to
downstream, and the change of horizontal displacement of downstream slope was
significantly larger than that at measuring point of upstream slope;

3. The settlement deformation of the dam body was related to the fluctuation of the
reservoir water level, in which the water level of upstream reservoir rose, and as
surface of the dam body rose, conversely, it tended to sink. The fluctuation of the
settlement deformation shows that the upstream side was larger than the downstream
side, especially during the period of abrupt change in reservoir water level;

4. With the rise in the reservoir water level, the longitudinal cracks on the dam crest
showed a tendency of shrinkage, while the cracks showed a tendency of opening
when the reservoir water level dropped. The change in the deformation gradient
increment was basically consistent with the change in the crack opening, that is, the
crack opening decreased with the decrease in the deformation gradient increment and
increased with the increase in the gradient increment.
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Abstract: The Baihetan Reservoir was impounded on 6 April 2021, after which the water level rose
significantly. Notably, after one week of impoundment, microseismic activities were prominent
around the reservoir area, which was highly associated with the water level change. From 6 April
2021 to 31 December 2021, over 7000 microearthquakes were recorded by the seismic stations in
the vicinity of the reservoir, including 12 ML > 3 events. The maximum was the 21 December 2021
ML3.9 earthquake in Qiluogou town, Sichuan. The post-impoundment seismic events were clustered
in Hulukou town in the Qiaojia Basin, with an overall “Y-shaped” pattern. In this study, taking
advantage of the high-frequency waveform matching approach, the pre- and post-impoundment focal
mechanism solutions totaling 207 ML > 2 earthquakes are successfully obtained. The impoundment-
induced stress change is analyzed, and the iterative joint inversion method is used to invert the
stress field. Major results and conclusions include the following: (1) After impoundment, the
number of normal fault earthquakes remarkably increased in the reservoir area; (2) Impoundment
has led to a vertical compressive stress field and horizontal tensile stress field in the area where
microearthquakes occurred. It is necessary to pay close attention to possible moderate-to-strong
earthquakes in the future.

Keywords: Baihetan Reservoir; reservoir-induced earthquakes; focal mechanism; stress field

1. Introduction

The downstream area of the Jinsha River is located on the eastern margin of the
Sichuan-Yunnan block, and is characterized by complex geological structures and frequent
seismic activity. The regional topography is high in the west and low in the east, pro-
ducing a huge drop and, hence, an abundant hydraulic energy resource. From south to
north, 4 cascade hydropower stations (Wudongde, Baihetan, Xiluodu, Xiangjiaba) were
successively constructed (Figure 1). In particular, the Baihetan station is situated at the
junction zone of several large geological structures with different strikes. It possesses
the largest reservoir storage capacity and the highest cascade benefit among the four sta-
tions, and is the second-largest hydropower station in the world (ranked only behind
the Three Gorges station). This station has a height of 289 m, a storage capacity of up to
206.27 × 108 m3, and an installed gross capacity of up to 1600 million kilowatts (kw). The
Xiangjiaba, Xiluodu, Wudongde, and Baihetan Reservoirs began their initial impoundment
in October 2012, May 2013, January 2020, and April 2021. Notably, a process of seismicity
enhancement dominated by microearthquakes appeared after the impoundment of the
Xiluodu Reservoir [1,2]. In this study, we obtained high-quality observational seismic data
5 years before and 9 months after the impoundment of the Baihetan reservoir through the
seismic arrays continuously deployed in this region since 2016. A concentration of small
earthquakes occurred in Hulukou town immediately after the impoundment. Baihetan
Reservoir was impounded on 6 April 2021, after which the water level rose significantly.
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Notably, after impoundment, microseismic activities were prominent around the reservoir
area, highly associated with water level change. From 6 April 2021 to 31 December 2021,
a total of over 7000 earthquakes were recorded by the seismic stations in the vicinity of
the reservoir, including 12 events with a magnitude greater than 3. The earthquakes were
dominantly clustered in Hulukou town and distributed along the main Jinsha River and
the Heishuihe tributary [3].

Figure 1. Tectonic background, historical earthquakes and distribution of seismic stations.
(a) Tectonic background and historical earthquakes in the downstream area of Jinsha River;
(b) Tectonic background, historical earthquakes, and distribution of seismic stations in the Baihetan
Reservoir. Black rectangles represent hydropower stations. XJB: Xiangjiaba hydropower stations;
BHT: Baihetan hydropower stations; XLD: Xiluodu hydropower stations; WDD: Wudongde hy-
dropower stations. Black lines represent faults, obtained from activefault-datacenter.cn. LFF: Lianfeng
fault; SKJJHF: Sikaijiaojihe fault; YXF: Yuexi fault; ZMHF: Zemuhe fault; NHF: Ninghui fault;
PDHF: Puduhe fault; XJF: Xiaojiang fault.

Investigating the seismic focal mechanism and tectonic stress field before and after
reservoir impoundment is essential for a more thorough understanding of the various
characteristics of seismic type and stress state, providing significant evidence for further
probing the mechanism of reservoir-induced earthquakes and analyzing the risk of larger
earthquakes in the future. Over the past decades, numerous studies regarding the focal
mechanism of earthquakes in typical large reservoirs have been conducted. For exam-
ple, through studying the 19 March 1962 M6.1 earthquake in the Xinfengjiang Reservoir,
Wang et al., (2002) [4] proposed that strike-slip was the main mechanism for the seismo-
genic faults of the mainshock and aftershocks within 18 months. The mechanism altered
to dip-slip after 58 years, as indicated by He et al., (2018) [5] after calculating the focal
mechanism of Ms > 1.5 earthquakes in the same region. They also suggested that the main
type is still a strike-slip mechanism outside the reservoir area. The long-lasting diffusion
effect increased the pore pressure, resulting in deeper earthquakes and hence the change of
seismic type. Yao et al., (2017) [6] analyzed the variation characteristics of seismicity and
related focal mechanisms throughout different impoundment periods of the Three Gorges
Reservoir. They suggested that seismicity was closely associated with water level change.
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During the impoundment period with 135 m, 156 m, and 175 m water levels, strike-slip and
normal mechanisms were the most dominant. In addition, the P- and T-axes were discretely
distributed, inconsistent with the regional tectonic stress field. By contrast, multiple larger
earthquakes occurred in the later stage of the 175 m impoundment, and the P- and T-axis
distribution was accordant with the stress field.

It was suggested that the small regional earthquakes were triggered by the reservoir,
while the large earthquakes were controlled by regional faults and tectonic stress fields.
Similar investigations in the Longtan Reservoir in Guangxi [7,8] suggested a variety of
earthquake types in the early stage of impoundment. After 51 months, earthquakes were
primarily seen in the shallow layers and were mostly related to reverse faults. The difference
of seismicity and seismic properties between shallow and deep layers can be attributed to
the difference in their intrinsic features, such as the tectonic stress field, rock mechanics
properties, and permeability. The study area of this paper, which is the downstream area of
the Jinsha River, has also been investigated by some researchers. Xiluodu Reservoir was
impounded on 4 May 2013. As of 31 October 2013, Diao et al., (2014) [2] obtained the focal
mechanisms of over 700 earthquakes before and after the impoundment of the Xiluodu
Reservoir (2007–2013). They reported that the focal mechanisms of small earthquakes
at the initial stage of impounding were characterized by complicated spatial fault plane
orientation, various fracturing types, and unstable stress states. Duan and Zhao (2019) [9]
further calculated the focal mechanism solutions of earthquakes (2016–2018) in this area,
obtained the maximum principal compressive stress σ1 axis and the maximum tensile
stress σ3 axis, and compared them with the results calculated by Diao et al., (2014) before
and at the initial stage of impounding. The results showed that the spatial distribution
of the stress axis is closer to that before impoundment. Therefore, Duan and Zhao (2019)
concluded that as of 2018, the stress state had gradually recovered to the pre-impoundment
state. The pre-impoundment focal mechanism in Baihetan and Wudongde Reservoirs is
dominated by the strike-slip type.

The seismicity and focal mechanism solution before and after the water impoundment
of Baihetan Reservoir provided an important example for investigating reservoir-induced
earthquakes in Alpine canyon reservoir regions. Based on the precise earthquake location
and seismicity analysis, together with the assistance of waveform data collected by the
continuously completed seismic array since 2013, the focal mechanism of small earthquakes
in the Baihetan Reservoir area was successfully obtained using the waveform matching
method. Furthermore, the pre- and post-impoundment seismicity features and the corre-
sponding variation characteristics of the epicenter and stress field were analyzed to provide
data for determining the future large earthquake risk and other relevant studies [10].

2. Tectonic Background and Data

The Baihetan Reservoir in the lower reaches of the Jinsha River is located in the
transitional zone extending from the strongly uplifted Qinghai Tibet Plateau and the eastern
edge of the Western Sichuan Plateau to the Yunnan Guizhou Plateau and Sichuan Basin.
The dam site is located east of the Kangdian axis within the Yangtze Huaihe Platform [11].
The left bank of the dam site is Ningnan County, Sichuan Province, and the right bank
is Qiaojia County, Yunnan Province. The regional geological structure is complex. Deep
and large fractures have developed, and some intersect the Jinsha River. The regional
large fault east of the Zemuhe-Xiaojiang fault zone, driven by the northwest-southeast
principal compressive stress field, is characterized by the northwest to southeast thrusting
nappe, while the strike-slip movement occurs under the traction of the left lateral strike-slip
movement of the Xiaojiang fault zone. The blocks enclosed by the regional fault zone,
driven by the Sichuan Yunnan rhombic block wedged in the south-southeast direction,
show different degrees of rotation, resulting in the Ningnan Basin and Qiaojia Basin. The
Zemuhe fault strikes north-northwest, extending from the north of Xichang to the Ningnan
and Qiaojia, and the fault dips northeast with a high dip angle. The Lianfeng-Qiaojia
fault developed along the axis of the Lianfeng anticline and extends northeast along
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Qiaojia-Dazhai Lianfeng-Yanjin, and the fault dips northwest with a high dip angle. The
Sikaijiaojihe fault strikes nearly north-south, and it is in a right-step oblique sequence
along Sikai-Toudaogou-Jinshajiang and Xiaojiang fault zones. The Yuexi fault intersects
with the Zemuhe fault in the northwest area of Ningnan town, both of which are sinistral
strike faults.

The Zemuhe fault zone is characterized by obvious segmentation. Around Ningnan,
it is rifted into a basin. Each segment is composed of several small feather-like structures,
and the southeast part, the Ningnan-datong fault, shows frequent seismic activity. The
overall strike and dip of the Ningnan-datong fault are N40◦W and NE, with a dip angle of
more than 60◦ and a length of about 20 km. The reservoir water is closely connected with
the Ningnan-datong fault. The Xiaojiang fault extends from Qiaojia to the south along the
Jinsha River and Xiaojiang River valley, trending north-northwest and dipping to the west
in the section of Qiaojia, and turning to nearly north-south in the southeast of Dongchuan.
The Qiaojia Basin along the Xiaojiang fault extends along the Jinsha River valley, 13 km
long from north to south and 3–5 km wide. Hulukou Town, located at the junction of the
Zemuhe fault, Sikaijiaojihe fault, and the north section of the Xiaojiang fault zone, is also
where the Jinsha River and the northwest branch of the Heishui River converge. Due to
the relatively open terrain in the valley, it is completely submerged after impounding. The
length of the Zemuhe fault zone inundated from Hulukou along the Heishuihe branch
is about 20 km, and the length of the Xiaojiang fault zone inundated by reservoir water
from the Qiaojia Basin to the tail of the Xiaojiang branch is about 50 km. The Xiaojiang
fault zone and Jinsha River experience historically frequent seismic activity. Since 1770 BC,
there have been 9 earthquakes above Ms5.0 in the reservoir area. The Menggu Ms6.0
earthquake of 15 May 1935 in the south of Qiaojia was only 10 km from the reservoir area.
The 3 August 2014 Ludian Ms6.5 earthquake and 18 May 2020 Qiaojia Ms5.0 earthquake
that occurred in recent years were also near the reservoir area (Figure 1).

In this study, using the observational data (2013.8.1–2021.12.31) recorded by the dense
seismic array in the downstream area of the Jinsha River, the pre- and post-impoundment
seismicity and focal mechanism solution features of earthquakes are analyzed in the vicinity
of the Baihetan Reservoir area (26.2◦~27.4◦ N, 102.5◦~103.5◦ E). The seismic array consists
of a total of 169 seismic stations, including 74 stations deployed by the research group of
the present paper in the downstream area of the Jinsha River, 62 stations that belong to
the Qiaojia seismic array deployed by the Institute of Geophysics, and 33 stations from
the Sichuan, Yunnan, and Guizhou Regional Seismic Network. The seismometers are
CMG-3ESPC, CMG-3T, CMG-40T, Trillium 120P, BBVS-60, GL-PCS60, etc. These instru-
ments have a frequency band range of 50 Hz~60 s or 50 Hz~120 s, with a sampling rate of
100 Hz. The 63 stations from the Jinsha River dense array are distributed throughout the
Baihetan Reservoir area (Figure 1), with a station interval smaller than 10 km and the ability
to monitor ML < 1.0 microearthquakes. Such extensive and widespread station distribution
has laid a solid foundation for studying the seismicity and related focal mechanisms before
and after the Baihetan Reservoir impoundment.

After comprehensively analyzing the regional geological structure, lithology, hydroge-
ology, and seismicity, the main river channel (i.e., from the Baihetan Dam to the Wudongde
Dam) was divided into five sections according to different risk levels of reservoir-induced
earthquakes. Based on the observational results in this study, we added the sixth sec-
tion (the Heishuihe tributary section), in which the increase in water level in the Jinsha
River triggered several microearthquakes. Finally, six reservoir sections were selected for
monitoring and investigation (Figure 1b).

3. Method and Parameter Setting

The seismic activity in the Baihetan Reservoir is dominated mostly by microearthquakes,
and the magnitudes are generally less than ML3.0. In this study, the high-frequency wave-
form matching method [12,13] is employed to obtain the focal mechanism solutions of
these microearthquakes. This method realizes the maximum matching degree between the
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seismic phases and amplitude of both observational and theoretical waveforms. Further-
more, the method constrains the matching degree using the P-wave first motion and the
S/P amplitude ratio, thereby constructing the objective function that contains four types of
constraints and searching for the optimal solution using the grid-searching approach. The
Green function utilizes the discrete wavenumber method for calculation [14,15], and the
objective function is as follows:

maximize[J( x, y, z, dip, rake, ts)]

=
N
∑

n=1

3
∑

j=1
{α1max(d̃n
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where d̃n
j represents the normalized data, and ṽn

j is the normalized theoretical waveform.
α1 ∼ α4 are the weighting factors of each term. The optimal value is selected considering
that each term cannot dominate the objective function. Specifically, the first term calculates
the maximum cross-correlation coefficient between the normalized data and normalized
theoretical waveform. The negative sign in the second term is used to minimize the
amplitude difference. These two terms are not independent, and their combination can
better constrain the waveform similarity. The third term calculates and determines if
the P-wave first motion polarity of the observational data is consistent with that of the
theoretical waveform. The fourth term measures the consistency of the S/P amplitude
ratio between the observational waveform and the theoretical waveform. In addition, the
weighting factors of the waveform, the P-wave first motion, and the amplitude ratio are
selected as 4, 2, and 0.5, respectively. The matching frequency band is set as 2–4 Hz. During
the inversion of focal mechanism solutions, a layered velocity model constructed by the
artificial depth-measuring profile [16] is employed to compute the Green function.

4. Results and Analyses

4.1. Seismicity in the Reservoir Area

The Baihetan Reservoir started its impoundment on 6 April 2021, and the water level
gradually increased from 658 m (Figure 2a). As of 13 April, the water level had reached
690 m (Figure 2b), and the number of microearthquakes dramatically increased from below
100 (Since 2016) to over 400 times monthly (Figure 2c). As of 30 September 2021, the wa-
ter level had reached the maximum (816 m), and both the monthly and daily earthquake
frequencies reached their peaks (Figure 2d). After that, with the gradual drop in the wa-
ter level, earthquake frequency also showed strong fluctuation. As of 31 December 2021,
7401 above ML0 earthquakes had been recorded by the authors of the present study, including
5400 ML0.0–0.9 events, 1858 ML1.0–1.9 events, 141 ML2.0–2.9 events, and 12 ML3.0–3.9 events.
The largest one, the 21 December 2021 ML3.9 earthquake, occurred in Ningnan, Sichuan.

The post-impoundment seismic events in the reservoir area were clustered in Hulukou
town, 37 km away from the dam, with an overall “Y-shaped” pattern. The three seismic
branches of the “Y” pattern lie along the Sikaijiaojihe and Jinsha River, the Zemuhe fault and
Heishuihe tributary, and the northern section of Xiaojiang fault and the Jinsha River, with a
length of about 30 km, respectively. After impoundment, the seismic events first occurred
in the area of Hulukou town and then developed northward to section I (Figure 3b). The
seismicity stopped about 7 km from the dam along the Sikaijiaojihe fault and the Jinsha
River towards the dam, forming three small belts spreading north-northwest from the
riverside. The southern section of the Sikaijiaojihe fault is divided into two branches,
the western and eastern parts, both of which dip steeply to the west. The branch fault
is distributed in the same direction. The focal depth of these belts is relatively shallow,
concentrated at 0–8 km (Figure 3d). After one week of impoundment, earthquakes along
the north section of the Xiaojiang fault and in the Qiaojia Basin occurred in section II
(Figure 3b). The northern section of the Xiaojiang fault is hydraulically connected with
the reservoir water. Several concealed water-filled fault zones parallel the Xiaojiang fault
developed in the Qiaojia Basin. The focal depth of earthquakes in section II is deeper than
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that of reservoir section I, concentrated at 0–10 km. It is characterized by the continuous
deepening of the focal depth southward (Figure 3d). The seismic activity along the north
section of the Xiaojiang fault and the Jinsha River towards the south stopped near the Ms6.0
earthquake in Qiaojia South Menggu on 15 May 1930. After one month of impoundment,
earthquakes began to occur in section VI (Figure 3b). The earthquakes were distributed
in belts along the Zemuhe fault or Heishuihe tributary (Figure 3d). The focal depth was
concentrated at 0–9 km. The farther away from the Heishuihe tributary, the shallower the
focal depth (about 3 km). The focal depth of earthquakes near the river and the fault was
relatively deeper (about 8 km). The seismic activity along the NW Zemuhe fault and the
branch direction of the Heishui River stopped near the south of Ningnan.

Figure 2. Magnitude, monthly frequency of seismicity, and water level sequence diagram in the
Baihetan Reservoir. (a) Magnitude-time plot; (b) Monthly frequency-time plot; (c) Magnitude and
water level (blue line) since January 2021; (d) Daily frequency and water level (blue line) of seismicity
since January 2021.

4.2. Focal Mechanism Solution

The 207 ML ≥ 2 focal mechanism solutions before and after the impoundment of
Baihetan Reservoir were obtained using the high-frequency waveform matching method.
Figure 4 shows the waveform matching results of the 22 June 2021 ML 2.2 earthquake in
Ningnan, Sichuan, and the 24 December 2021 ML 3.7 earthquake in Qiaojia, Yunnan. In this
study, the classification method proposed by Zoback (1992) [17] was utilized (Table 1) to
compile the focal mechanism solutions in the Baihetan Reservoir, according to the plunge
of the P, B, and T-axes.

To evaluate the stability of the present study’s results, the mean value and standard
deviation of the first 100 best solutions of the two events were calculated (Figure 4) (Table 2).
The results show the errors of strike, dip, and rake were all around 10◦, consistent with the
stability testing results of Li et al., (2011) [12].

Figure 5 displays the pre- and post-impoundment earthquake locations and the cor-
responding mechanism solutions of reservoir sections I, II, and VI. In general, normal
fault-induced earthquakes are the most dominant after reservoir impoundment, which is
similar to the feature that occurred in the downstream Xiluodu Reservoir during its water
level increase stages. In the following, the focal mechanism features are analyzed section
by section.
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Figure 3. Spatial and temporal distribution of earthquakes in the reservoir area before and after
impoundment. (a) Distribution of earthquakes that occurred before impoundment; (b) Distribution
of earthquakes that occurred after impoundment; (c) Distribution of earthquakes with different
depths before impoundment; (d) Distribution of earthquakes with different depths after impound-
ment. The red curves in (b,d) represent the reservoir sections where the post-impoundment water
rise exceeded 30 m; black trap areas are the Qiaojia Basin and Ningnan Basin, respectively. Red
short lines and Roman characters represent the I, II, and VI sections, respectively. LFF: Lianfeng
fault; SKJJHF: Sikaijiaojihe fault; YXF: Yuexi fault; ZMHF: Zemuhe fault; NHF: Ninghui fault;
XJF: Xiaojiang fault.

Reservoir section I (from Hulukou to the front of the dam): Before impoundment,
there were few seismic activities from the Hulukou to the front of the dam, and although
there were various types of focal mechanisms, their nodal plane strikes are consistent with
the strike of the Sikaijiaojihe fault (Figure 5a). After one week of impoundment, the small
earthquake began to increase, forming three parallel small earthquake belts extending
from the Jinsha River in a northwest direction, the focal depths of the earthquakes were
3–5 km, and the largest earthquake (ML3.9) occurred on 21 December 2021 in Qiluogou
Town, Ningnan County, Sichuan Province. Among the 35 ML ≥ 2 mechanism solutions
obtained (Figure 5b), the proportions of normal fault type, thrust fault type, strike-slip
fault type, and other types of earthquake events account for 54.28%, 8.57%, 25.71%, and
11.44%, respectively. This suggests that in addition to the obvious dominance of normal
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fault-induced earthquakes, a few small earthquakes of strike-slip and thrust types existed.
Among them, the ML3.9 earthquake was the strike-slip type, and the strikes of the two
nodal planes were northwest and northeast, respectively. This reservoir section is mainly
composed of carbonate rocks. No large-scale karst pipeline system, karst caves, under-
ground rivers, funnel hot springs, etc., were found in the karst hydrogeological surveys.
Therefore, it is speculated that the earthquakes in this region were mainly caused by the
reservoir water gravity on the shallow cracks or small-scale secondary structures or the
rapid fluid penetration as the water level rose.

Figure 4. Cont.
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Figure 4. Focal mechanism solutions and waveform fitting. (a) The 22 June 2021 ML 2.2 earthquake;
(b) The 24 December 2021 ML 3.7 earthquake. The uppermost plot in Figure 4 is the waveform
matching figure. Each row is the matching condition of the observed waveform (blue) and the
theoretical waveform (red) recorded by a station. From left to right, the 6 waveforms represent the
EW component of the P-wave, the NS component of the P-wave, the Z component of the P-wave, the
EW component of the S-wave, the NS component of the S-wave, and the Z component of the S-wave.
The lower left corner shows the maximum correlation coefficient (Cmax) and the time shift (Shift).
The lowermost plot shows the variation of the waveform fitting mismatch value with the change of
focal depth.

Reservoir Section II (from Hulukou southward to Xiaojiang Fault): Reservoir Section II
is the broadest zone in the Baihetan Reservoir area. The Xiaojiang fault is controlled by stress
from the southeast and south-southeast directions of the Sichuan-Yunnan rhombic block
and the northwest and northwest-west stress from the South China block [18]. The fault
is a sinistral and normal fault with a north-northwest strike. Prior to the impoundment,
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there were mainly seismic activities in the northern section of the Xiaojiang fault, and
the earthquakes were distributed along the fault in the north-northwest direction. The
mechanism solutions of 48 earthquakes (Figure 5c) were obtained, of which the normal fault
type, thrust fault type, strike-slip type, and other types of seismic events account for 46.92%,
6.25%, 12.5%, and 34.33%, respectively. The largest proportion of normal fault type is related
to the fact that Qiaojia is a pull-apart basin, consistent with the nature of the northern
section of the Xiaojiang fault zone. After one week of impoundment, the earthquakes were
distributed along the Jinsha River, Qiaojia Basin, and the northern section of the Xiaojiang
fault in a south-southeast direction. The corresponding focal depths were concentrated
at 0–10 km, deeper than those north of Hulukou, and showed a southward deepening
pattern. Jiang et al., (2014) [19] summarized the characteristics of reservoir earthquakes
in the Chinese Mainland. They found that at the initial stage of reservoir impoundment,
with the development of the impoundment process, the focal depth had a gradually
deepening trend, mainly related to the fluid infiltration and the gradual deepening of
the depth of the changes in pore pressure. After several years, the focal depth tended
to be stable. If the focal depth showed an obvious downward trend, attention should be
paid to the possibility of a major earthquake. By investigating the depth change of the
Koyna Reservoir before several major earthquakes, Rostogi et al., (1999) [20] found that
about one month before major earthquakes, the focal depths often showed a statistically
credible downward trend. After impoundment, the proportions of normal fault type, thrust
fault type, strike-slip fault type, and other types of earthquakes in section II were 36.23%,
15.94%, 26.09%, and 21.74%, respectively (Figure 5d). It is prominent that although the
proportion of thrust and strike-slip earthquakes increased, the proportion of normal fault
earthquakes was still the largest. Particularly, this reservoir section is characterized by
the most complicated geological structure and hydrogeological conditions in the entire
reservoir area. The ground surface on both sides of the river valley is composed of the
Quaternary fluvial sedimentary layer, and the underlying formations consist of carbonate
rocks. In the Qiaojia Basin, there are several concealed water-filled faults parallel to the
strike of the Xiaojiang fault. On both sides of the water-filled faults are karst and basalt
water-filling bodies. Hydraulic connections may exist between the deep faults and the
karst water-filling bodies. The small earthquakes distributed in belts along the Jinsha
River may have been generated by the stress and strain readjustment under the physical or
chemical effects (e.g., self-weight stress, reservoir water loading, wedging, and pore water
pressure) of the reservoir bank slope or rock interfaces. Besides, this section is also the area
with the highest seismic intensity after impoundment. In total, three ML ≥ 3.7 earthquakes
occurred in Qiaojia, Yunnan (2021.05.24 ML 3.8, 2021.10.07 ML 3.8, 2021.12.24 ML 3.7), and
the corresponding mechanism solutions were (strike 170◦, dip 70◦, rake −30◦), (strike 345◦,
dip 30◦, rake −70◦), (strike 290◦, dip 25◦, rake −90◦). It is suggested by the authors that
the genesis of seismicity after impoundment in section II is associated with the joint effect
of a regional tectonic stress field and reservoir impoundment.

Reservoir Section VI (from Hulukou to Nningnan along the Zemuhe fault and Heishuihe
tributary): When the water level of the Heishuihe tributary rose by 30 m, seismic activity
began to appear in the northwest-most of Ningnan Basin. Then, the seismic activity
gradually propagated toward Hulukou in a southeast direction, forming a belt-shaped
seismic distribution consistent with the north-northwest-trending fault zone basin on the
east side of the Heishui River. The focal depths of the earthquakes are concentrated at
0–9 km (Figure 3d). The focal depths became shallower (about 3 km) as the earthquakes
moved away from the Heishui River eastward, while those near the Heishuihe tributary
and the Zemuhe fault were relatively deep (about 8 km) and the same those occurred there
before loading. The seismic activity in this section of the reservoir ceased near Ningnan.
Among these seismic events, the largest earthquake was the 2021.08.30 ML3.5 earthquake
in Ningnan, Sichuan. The event had a focal mechanism solution of (strike 315◦, dip 65◦,
rake −20◦) and was a strike-slip earthquake, consistent with the northwest sinistral strike-
slip feature of the Zemuhe fault. Before impoundment, the proportions of normal fault
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type, thrust fault type, strike-slip fault type, and other types of ML ≥ 2 earthquake events
were 26.32%, 5.26%, 47.37%, and 21.05%, respectively (Figure 5e). The proportions after
impoundment became 50.00%, 0.00%, 14.28%, and 35.72%, respectively (Figure 5f). It is
obvious that the number of normal fault earthquakes in section VI increased significantly
after impoundment. According to the geological background around this section, it is
suggested by the authors that with the increase of the reservoir water level, water loading
may lead to the increase of the maximum principal compressive stress in the vertical
direction, producing small-scale normal fault activities. Meanwhile, the gravity of water
and the water-induced softening of the structural surface may also promote the generation
of micro-cracks in the rock mass, further causing the collapse of the free surface at the
riverside. The seismic events here belong to reservoir-induced earthquakes associated with
the shallow micro-cracks.

Table 1. Types of focal mechanism solutions.

Type Plunge of P-Axis σP/◦ Plunge of B-Axis σB/◦ Plunge of T-Axis σT/◦

Normal fault ≥52 ≤35
Normal-strike-slip 40 ≤ σP < 52 ≤20

Strike-slip <40 ≥45 ≤20
Thrust-strike-slip ≤20 40 ≤ σT < 52

Thrust fault ≤35 ≥52
Others 20 < σP, σB, σT < 45 or 40 ≤ σP, σT ≤ 50

Figure 5. Cont.
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Figure 5. Focal mechanism solutions of ML ≥ 2 earthquakes around the Baihetan Reservoir. (a,b) Section I;
(c,d) Section II; (e,f) Section VI. Left figure (a,c,e): Pre-impoundment (1 August 2013–5 April 2021);
Right figure (b,d,f): Post-impoundment (6 April 2021–31 December 2021).LFF: Lianfeng fault;
SKJJHF: Sikaijiaojihe fault; ZMHF: Zemuhe fault; NHF: Ninghui fault; XJF: Xiaojiang fault.

Table 2. Mean and standard deviation of the first 100 best solutions.

Seismic Event Index Strike/◦ Dip/◦ Rake/◦

2021.06.22
ML 2.2

Optimal solution 175 70 55
Mean value 173 79 42

Standard deviation 5 7 10

2021.12.24
ML 3.7

Optimal solution 290 25 −90
Mean value 308 28 −74

Standard deviation 13 4 11

Figure 6 shows the statistics of the nodal plane strike of the earthquakes that occurred
in the three reservoir sections, respectively. It is obvious that the dominant nodal plane
strikes in section I are concentrated from northwest to north-northwest, consistent with the
strike of the nearest large-scale fault zone (Sikaijiaojihe fault). The dominant nodal planes
of the mechanism solution of earthquakes in section II are concentrated from northwest
to north-northeast, which accords well with the strike of the Xiaojiang fault. For section
VI, the dominant nodal plane strikes are also concentrated in the direction from northwest
to north-northeast, consistent with the strike of the Zemuhe fault. The overall pattern of
the focal mechanism solutions indicates that most of the microearthquakes occurred near
the river channel after impoundment and were generally distributed along valley basins
controlled by large fault zones or smaller-scale structures.

Figure 6. Rose diagrams of nodal strikes for focal mechanism in three regions of Baihetan Reservoir.
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4.3. Stress Field

Furthermore, the iterative joint inversion method [21] was used to invert the stress
field of the three sections. The pre- and post-impoundment P and T -axes of the earthquake
and the principal stress axis added with 100 times of random noise are shown in Figure 7
and Table 3, respectively. Based on the focal mechanism solutions of small earthquakes in
the northern section of the Xiaojiang fault, Yan (2015) [22] found that the azimuth of the
maximum principal compressive stress σ1 axis in this area was around 120◦, and the dip
was 23◦. The results also showed that the azimuth of the maximum tensile stress σ3 axis
was 215◦, and the dip was around 14◦. The azimuth of the medium principal compressive
stress σ2 axis was around 335◦, and the dip was around 63◦. The above studies indicate
that this area was mainly affected by near-horizontal compressive stress and tensile stress
before the impoundment of the Baihetan Reservoir. According to Figure 7 and Table 3,
the post-impoundment azimuth and dip angle of the maximum tensile stress axes of the
three reservoir sections are almost in the same south-southwesterly direction, and nearly
horizontal. The maximum principal compressive stress axes are all nearly vertical, revealing
that the strong vertical principal compressive stress and the horizontal tensile stress field
control both sides of the river. The R-value is expressed as R = (σ2-σ1)/(σ3-σ1), indicating
that the post-impoundment stress field of the three sections tends to be dominated by
tensile stress. Among the three sections, section I had the highest water level rise in front
of the dam. The earthquakes in section VI before impoundment were mainly distributed
along the Zemuhe fault. The earthquakes after impoundment generally occurred in the
Zemuhe fault zone and the Ningnan Basin on the east side of the Heishui River.

Figure 7. Cont.
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Figure 7. Spatial distribution map of P, T, and stress axes in three sections of the Baihetan Reservoir
area after impoundment. (a) Section I; (b) Section II; (c) Section VI.
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Table 3. Number of focal mechanisms and the inversion results of the stress field in each reservoir
section before and after impoundment.

Section

Stress Field σ1(/◦) σ2(/◦) σ3(/◦)
R N

Azimuth Dip Azimuth Dip Azimuth Dip

I
Before impoundment 88.5 18.4 336.3 48.6 192.2 35.5 0.58 8
After impoundment 116.9 71.5 305.9 18.3 215.0 2.7 0.26 35

II
Before impoundment 262.0 62.8 128.5 19.5 31.8 18.2 0.60 48
After impoundment 306.4 49.8 124.2 40.2 215.1 1.1 0.55 69

VI
Before impoundment 287.0 29.9 114.6 59.9 18.9 3.3 0.66 19
After impoundment 84.5 78.4 307.5 8.5 216.3 7.8 0.55 28

Overall, the Baihetan Reservoir is currently in the initial stage of impoundment. The
considerable rise in seismicity frequency is related to the high water level and its drastic
change following 6 April 2021. Additionally, a normal fault is the most dominant focal
mechanism solution of the earthquakes, similar to what happened in the Three Gorges
Reservoir and Xiluodu Dam within 1 year of impoundment.

5. Conclusions

As of 31 December 2021, the water level in Hulukou town had risen by nearly 158 m.
In this study, the high-frequency waveform matching method is employed, and the focal
mechanism solutions of 207 ML ≥ 2.0 earthquakes are obtained in the vicinity of the
Baihetan Dam. By combining seismicity, focal mechanism solutions, regional geological
settings, and the impoundment-induced water-level change, the major conclusions are
obtained as follows:

(1) The distribution of pre-impoundment earthquakes in the reservoir area is mainly
controlled by regional stress fields and faults. As the impoundment proceeds, the
number of earthquakes increases significantly, especially small and microearthquakes.
These earthquakes are clustered in Hulukou town and dominantly distributed along
the north-northeastern Sikaijiaoji and Jinsha Rivers, the north-northwestern Zemuhe
fault and Heishuihe tributary, and the south-southeastern Xiaojiang fault and Jinsha
River, showing an overall “Y-shaped” pattern. In addition, the number of earthquakes
in the Ludian aftershock zone enormously decreases;

(2) After the impoundment, microearthquakes are observed in three reservoir sections,
where normal fault-induced earthquakes are the most predominant. The dominant
distribution of the fracture planes obtained from the inversion of the mechanism
solution is consistent with the direction of the local main structures or fault zones,
indicating that they are controlled by the local tectonic environment;

(3) In the three reservoir sections with post-impoundment microearthquakes, the azimuth
angle and dip angle of the maximum tensile stress axis are consistent; both are in
the south-southwestern direction and nearly horizontal. whereas the maximum
primary compressive stress axes are nearly vertical, suggesting the effect of post-
impoundment vertical compressive stress and horizontal tensile stress fields in the
areas with microearthquakes;

(4) Pre-existing fissures and structures in the reservoir area are the prerequisites for
inducing earthquakes, and the water level change is an essential external factor that
influences earthquake occurrence;

(5) The occurrence of earthquakes is closely related to the drastic increase in impound-
ment loading and the water-level-change-induced elastic stress on the side slope,
joints, fissures, and other small-scale structures. Such features accord well with the
features observed in the pre-impoundment period of the downstream area of the
Xiluodu Reservoir. Due to the continuous influence of reservoir impoundment on
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the surrounding geological environment, and considering complex regional tectonic
structures and the occurrence of strong historical earthquakes, it is necessary to pay
close attention to the possibility of moderate-to-strong earthquakes in the reservoir
area in the future.
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Abstract: The slope instability brought on by earthquakes frequently results in significant property
damage and casualties. At present, the research on displacement response of a slope under earth-
quake has mainly emphasized the action of the mainshock, without accounting for the impact of an
aftershock, and the spatial variability of material parameters is often neglected. The spatial variability
of parameters is fully accounted for in this paper, and dynamic reliability of permanent displacement
(DP) of a slope produced by the mainshock–aftershock sequence (MAS) is studied. A slope reliability
analysis method is proposed based on the Newmark displacement method and the generalized
probability density evolution method (GPDEM) to quantify the effect of the spatial variability of
materials parameters on dynamic reliability. Firstly, the parameter random field is generated based
on the spectral representation method, and the randomly generated parameters are assigned to the
finite element model (FEM). In addition, the random simulation method of MAS considering the
correlation between aftershock and mainshock is adopted based on the Copula function to generate
the MAS. Then, the DP of slopes caused by the MAS considering the spatial variability is calculated
based on the Newmark method. The impacts of the coefficient of variation (COV) and aftershock
on the DP of slope is analyzed by means of mean values. Finally, the effect of COV and aftershock
on the reliability of DP is explained from a probabilistic point of view based on the GPDEM. The
results revealed that with the increase in the COV, the mean of the DP of the slope shows a trend of
increasing gradually. The DP of slope is more sensitive to the coefficient of variation of friction angle
(COVF). The mean DP of the slope induced by the MAS is larger compared to the single mainshock,
and the PGA has a significant impact on the DP.

Keywords: slope reliability analysis; mainshock–aftershock sequence; spatial variability; Newmark;
permanent displacement

1. Introduction

The instability of slopes brought on by earthquakes is a significant geological risk.
Strong earthquakes have a significant impact on large-scale geological disasters, such as
landslides and debris flows brought on by slope instability, which frequently result in
catastrophic losses and negative social repercussions [1]. It is reported that the Chi-Chi
earthquake initiated in excess of 10,000 landslides and slope instability in 11,000 m2 in
Central Taiwan [2]. Around 20,000 people perished in the 2008 Wenchuan earthquake as a
result of a large number of landslides and slope instability issues, which made up nearly
half of all earthquake fatalities [3,4]. In the Yushu earthquake in 2010, the earthquake
created more than 2000 landslides, resulting in a direct economic loss of about CNY 600,000,

Water 2023, 15, 1540. https://doi.org/10.3390/w15081540 https://www.mdpi.com/journal/water138



Water 2023, 15, 1540

8 deaths, and 14 injuries [5]. These aforementioned disaster consequences show that
reasonable consideration of dynamic response and sliding displacement of slopes induced
by strong earthquakes is very essential for predicting the potential damage possibility of
ground motion and conducting rapid seismic risk assessment.

A large amount of historical seismic data has shown the occurrence of strong earth-
quakes is frequently complemented by multiple aftershocks [6,7]. In the two months after
the Wenchuan earthquake in 2008, more than 20,000 aftershocks were triggered, including
dozens of strong aftershocks of magnitude 5 or greater. In the three days after the 2013
Lushan earthquake, there were more than 3000 aftershocks and about 4 aftershocks with
magnitude stronger than 5 [8]. The spatiotemporal distribution characteristics of after-
shocks and mainshocks also play an essential part in influencing the dynamic response
of building structures [9]. Hence, it is worthwhile to effectively examine the dynamic
response of a slope induced by the MAS. At present, researchers have paid attention to the
damage of building structures subjected to the MAS, and more attention has been paid to
the dynamic response caused by the combined action of the mainshock and the aftershock
with the maximum magnitude. Pang et al. [10] discussed the susceptibility of a CFRD
with a height of over 200 m produced by the MAS based on the multiple analysis. Zhou
et al. [11] investigated the association between the intensity parameters of ground motion
and the structural destruction under the MAS, and established the damage prediction
model of the MAS based on the optimal parameters. Based on the Copula theory, Shen
et al. [12] established a sequential random model of ground motion that can better represent
the spatial correlation of sequential earthquakes. However, there are few studies on the
response characteristics of slope caused by mainshock–aftershock sequence at present. In
addition, the repeated method is mostly used to construct artificial mainshock–aftershock
sequences in the above research, which can neither truly reflect the characteristics of the real
mainshock–aftershock sequence nor properly consider the association between the aftershock
and mainshock intensity. Therefore, the effect of an aftershock on the structural dynamic
response cannot be reasonably responded to. The researchers cannot really grasp the safety of
the slope when it is further subjected to an aftershock after the mainshock’s initial damage
due to the lack of research on the response of the slope induced by the MAS. Therefore, the
advanced stochastic simulation method of the MAS requires of further investigation.

In order to consider the seismic slip danger of slopes, many methods have been devel-
oped, such as statistical analysis, the permanent displacement method, the pseudo-static
method, the safety factor method, and the stress–deformation method [13–16]. Compared
with the safety factor method, the permanent displacement caused by seismic action can
assess the damage condition and seismic performance of the slope more reasonably [17–19].
In addition, traditional slope stability analysis methods are in general primarily based on
deterministic analysis, which considers a series of elements affecting the slope stability as
definitive factors. However, a many disaster results and geotechnical tests have revealed
the apparent stochastic nature of variables affecting slope stability, such as external load,
performance of materials, and model geometry [20–22]. Calculating and analyzing the
stability of slopes by using deterministic methods can create many errors. The adoption
of reliability theory has provided the opportunity of quantitative consideration of uncer-
tainties in recent years [23,24]. By establishing extreme state equations, metrics such as
probability of failure and reliability are employed to describe the safety of systems, thus
providing a more complete guide for engineering design. Some traditional probabilistic
methods, such as the First Order Second Moment method [25], the Monte Carlo method [26],
the response surface method [27], and their improved forms, have been used to analyze
the reliability of results and proven to be effective [28]. However, these methods have
the characteristics of having difficulty obtaining the random dynamic information of the
structure, a huge calculation scale, and a need to be coupled with the structural response
analysis and continuous sample training and iteration. Therefore, it is demanding and chal-
lenging to apply the seismic random dynamic response and probability analysis of slopes
with strong nonlinearity, complex problems, and a large calculation scale. The GPDEM is
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a newly developed method for probabilistic analysis [29,30]. At present, the GPDEM has
been implemented for dynamic reliability assessment of bridges, slopes, earth-rock dams,
and other engineering structures, and its efficiency has been confirmed by comparing it
with the MCS method [30–34]. However, the feasibility of GPDEM in the evaluation of
slope DP caused by a mainshock–aftershock sequence needs further verification.

Soil parameters have significant spatial variability due to differences in depositional
conditions, loading history, and other geological processes [35–37]. Moreover, the soil
parameters at different spatial locations have a certain relevance and are not completely
independent, which makes the slope stability research more complex. In slope reliability
analysis, two methods are generally adopted to imitate the variability of soil parameters.
Assuming that the parameters are spatially homogeneous, the probability distribution
model is applied to describe the inherent variability, which is called random variable
model [38,39]. The random variable model assumes that the parameters in the study area
are perfectly correlated and that differences in the physical and mechanical properties of
the local and overall geotechnical properties at different points in space cannot be consid-
ered. This obviously does not conform to the actual situation of geotechnical engineering
and cannot meet the needs of objective analysis and evaluation of the spatial variation
characteristics of geotechnical parameters. The random field theory was first proposed and
adopted by Cornel to describe the random characteristics of parameters in 1972 [40]. On
this basis, the theory was gradually developed and refined by Vanmarcke [41]. The main
idea is to treat the soil parameters at a certain location in the space as random variables
subject to certain statistical laws and describe the spatial variability of soil parameters at
different locations through variance reduction function, correlation distance, correlation
function, etc. In contrast, the spatial variability of soil material parameters would be better
depicted by the random field theory.

In this paper, a slope reliability analysis method based on the GPDEM and the New-
mark displacement method is proposed to quantify the effect of spatial variability of soil
parameters on dynamic reliability. The MAS and random field are generated by the random
simulation method of MAS and the spectral representation method (SRM), and the DP of
the slope is obtained by a nonintrusive analysis. Firstly, the impact of COV on a slope’s
dynamic stability is investigated from the mean value of DP, and then the influence of COV
and PGA on a slope’s dynamic reliability is explained from a probabilistic point of view by
combining the GPDEM. The flowchart of the evaluation framework is depicted in Figure 1.

Figure 1. The flowchart of the evaluation framework.
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2. Generalized Probability Density Evolution Method

This paper considers the spatial variability of layered slope material parameters.
Therefore, the slope dynamic equation under the action of MAS may be represented as:

M(Θ)
••
X(t) + C(Θ)

••
X(t) + K(Θ)X(t) = −M

••
Xg(Θ, t) (1)

where, K, C, and M represent the stiffness matrices, damping, and effective mass of the
structure, respectively, and their basic parameters may be random.

For convenience, the solution of Equation (1) can be formulated as:

X(t) = H(Θ, t) (2)

where H = (H1, H2, . . . , Hn)T; n is the number of degrees of freedom. In addition, it is
worth noting that it can be regarded as a variable Θ and t.

Accordingly, variables such as acceleration, velocity, strain, and stress could also be
expressed in the form similar to Equation (2). Therefore, in order to be more general, we
can uniformly express the physical quantities of interest in the following form:

Z(t) = Hz(Θ, t) (3)

where Hz = (Hz,1, Hz,2, . . . , Hz,m)T.
Under the framework of probability conservation, the generalized probability density

evolution equation of the stochastic process may be represented as:

∂pzΘ(z, θ, t)
∂t

+
m

∑
l=1

•
Zl(θ, t)

∂pzΘ(z, θ, t)
∂zl

= 0 (4)

where pzΘ(z, θ, t) is the joint probability density function of the system (z, Θ), and m is
the dimension of the equation, independent of the number of degrees of freedom of the
system n.

∂pzΘ(z, θ, t)
∂t

+
•
Z(θ, t)

∂pzΘ(z, θ, t)
∂zl

= 0 (5)

pzΘ (z, θ, t)|t=t0
= δ(z − z0)pΘ (6)

pzΘ (z, θ, t)|zj→±∞ = 0, j = 1, 2, 3, . . . , m (7)

If only a single physical quantity is considered, Equation (4) is simplified to the
form of Equation (5). Combining the initial conditions represented by Equation (6) and
the boundary conditions represented by Equation (7), the structural reliability is finally
obtained through mathematical processing. For simple problems, the analytical solution
can be obtained in this way. For complex problems, such as large complex nonlinear
systems, the numerical solution can only be obtained by mathematical methods, which
could be achieved by the procedure as follows:

(1) Point selection and probability assignment in probability space.

Discrete representative points are selected by some means in ΩΘ of random variables
(such as the number-theory method, the point-selecting method by cutting the ball, the
quasi-rotational symmetry point method, and the GF-deviation method).

(2) Deterministic solutions for dynamic systems.

The physical Equations (1) and (3) are solved, and the velocity of the required physical
quantity is found for each given Θ = θq.

(3) Solving probability density evolution equation.
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After the representative points are selected and the probabilities are assigned in step (1),
the Equation (4) is transformed into:

∂pzΘ
(
z, θq, t

)
∂t

+
m

∑
j=1

•
Zj
(
θq, t

)∂pzΘ
(
z, θq, t

)
∂Zj

= 0 (8)

The corresponding initial conditions are transformed into:

pzΘ
(
z, θq, t

)∣∣
t=t0

= δ(z − z0)Pq (9)

The result of the partial differential equation can be obtained by substituting
•
Z
(
θq, tm

)
,

as obtained in step (2), into Equations (8) and (9).

(4) Cumulative summation.

The result of pz(z, t) is acquired by the summation of all the above single results
pzΘ

(
z, θq, t

)
.

pz(z, t) = ∑nsel
q=1 pZΘ

(
z, θq, t

)
(10)

3. Simulation of Random Field and Random Main Aftershock Sequence

3.1. Spectral Representation Method

Many methods are currently employed to decompose random fields, for example,
the midpoint method [42], spectral representation method [43], the spatial averaging
method [44], the K-L decomposition method [45], and other methods. The spectral repre-
sentation method has gradually become a widely used random field simulation method
because of its good speed and accuracy in convergence to the objective function, and the
generated sample function has ergodicity in all states.

By using the spectral representation method [43], the establishment of one-dimensional
stationary random field could be expressed as:

f̂ (x1) =
√

2
N−1

∑
n=0

An cos(κnx + Φn) (11)

where Φn is the independent phase angle uniformly distributed within the region of [0, 2π];
An is the amplitude; and κn is the frequency.

An =
√

2Sff(κn)Δκ (12)

κn = nΔκ = n
κu

N
(13)

where κu denotes the number of truncated waves; n = 0, 1, 2, . . . , N − 1.
In Equation (12), Sff(κn) is the power spectrum function. The relationship between

Sff(κn) and autocorrelation function can be acquired by Fourier transform, as shown below:

Sff(κ) =
1

2π

∫ ∞

−∞
ρff(ξ)e−iκξdξ (14)

Note that:
A0 = 0 or Sff(κ0) = 0 (15)

The two-dimensional stationary random field can be characterized as:

f (x1, x2) =
√

2
N1−1

∑
n1=0

N2−1

∑
n2=0

[
An1n2 cos

(
κ1n1 x1 + κ2n2 x2 + Φ(1)

n1n2

)
+ Ãn1n2 cos

(
κ1n1 x1 − κ2n2 x2 + Φ(2)

n1n2

)]
(16)
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where Φ(1)
n1n2 and Φ(2)

n1n2 are individual random phase angles uniformly distributed within
region of [0, 2π]; An1n2 and Ãn1n2 are amplitude; κ1n1 and κ1n2 are frequency.

An1n2 =
√

2Sf0f0

(
κ1n1 , κ2n2

)
Δκ1Δκ2 (17)

An1n2 =
√

2Sf0f0

(
κ1n1 ,−κ1n2

)
Δκ1Δκ2 (18)

K1n1 = n1Δκ1 =
κ1u
N1

(19)

K2n2 = n2Δκ2 =
κ2u

N2
(20)

where κ1u and κ2u denote the number of truncated waves and meet the following relationship:{ −κ1u ≤ κ1 ≤ κ1u
−κ2u ≤ κ2 ≤ κ2u

(21)

In Equation (17), Sf0f0(κ1, κ2) is the power spectrum function. The relationship between
Sf0f0(κ1, κ2) and autocorrelation function can be obtained through Fourier transform, as
shown below:

Sf0f0(κ1, κ2) =
1

(2π)2

∫ ∞

−∞
Rf0f0(ξ1, ξ2)e−i(κ1ξ1+κ2ξ2)dξ1ξ2 (22)

3.2. Generation of Parametric Random Fields Based on Spectral Representation Method

In the random field simulation of slope strength parameters, since the value of strength
parameters is usually positive, lognormal random field is employed to simulate the spatial
difference and correlation of material parameters. The logarithmic stationary random field
of slope strength parameters is established based on Equation (16).

ω(x, z) = exp

(
ξln ·

M−1

∑
i=0

N−1

∑
j=0

σij
[
Vij(θ) cos(ω1ix + ω2iz) + Wij(θ) sin

(
ω1ix + ω2jz

)
+ λln

])
(23)

where the Vij(θ) and Wij(θ) are mutually independent and obey the standard normal
distribution; ω1i and ω2j are frequency coordinate values. x and z are the horizontal and
vertical coordinate values of space. ξln and λln are the logarithmic standard deviation and
logarithmic mean of parameters. σij is the standard deviation of i * M + j + 1.{

λln = ln(μ)− 0.5 · ln
(
1 + cov2)

ξln =
√

ln(1 + cov2)
(24)

σij =
√

4Sωω

(
ω1i, ω2j

) · Δω1 · Δω2 (25)

where Sωω is the power spectral density function corresponding to the correlation func-
tion, which can be obtained by two-dimensional Fourier transform of the autocorrelation
function.

Sωω(ω1, ω2) =
1

(2π)2

∫ +∞

−∞

∫ +∞

−∞
ρ(x, z)e−i(ω1x+ω2z)dxdz (26)

where ρ(x, z) is the autocorrelation function. The Gaussian autocorrelation function with
good stability and continuity is used for calculation. Δω1 and Δω2 are the discrete intervals
of the frequency coordinate axes ω1 and ω2, respectively.
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3.3. Random Simulation of Mainshock–Aftershock Sequence (MAS)

Due to the limited number of measured records, it is necessary to generate the MAS
ground motion through artificial simulation for seismic analysis of engineering structures.
The existing method for constructing the MAS is to develop the magnitude relationship
between the mainshock and aftershock and then separate and adjust the actual ground mo-
tion records (or artificial ground motion) to obtain the time histories of the MAS. However,
in addition to the magnitude, the mainshock and aftershock are intimately associated in
respect to source, propagation path, and local site impact, i.e., they are highly correlated
in terms of spectrum characteristics, ground motion intensity, and duration. Obviously, a
single magnitude parameter cannot accurately reflect the characteristics of the MAS. In
addition, by adjusting the recorded ground motion or adopting the ground motion model
of single shock, the changes of the amplitude, duration, and frequency spectrum of ground
motion in the process of seismic wave propagation cannot be well reflected. Therefore,
a random MAS simulation method accounting for the relevance between aftershock and
mainshock based on Copula function is adopted to generate the MAS. This approach
is characterized in greater depth in previous studies [46], and the primary steps of the
approach can be simplified as follows:

(1) Establishment of a physical random function model of the MAS.
(2) The real MASs are collected from the PEER to determine the physical parameters in

the physical random function model of the mainshock–aftershock sequence.
(3) Select a representative set of points of seismic parameters according to the GF differ-

ence. Then, establish the relevance between the aftershock and mainshock parameters
based on the Copula theory.

(4) Generate of a series of random MASs by using the narrowband harmonic superposi-
tion method.

4. Nonintrusive Analysis of Slope Dynamic Reliability

The biggest advantage of noninvasive randomness analysis is that the process of
deterministic analysis and randomness analysis are independent of each other. The FE
method is adopted to perform deterministic analysis without modifying the finite element
kernel; therefore, the integration of deterministic analysis and stochastic analysis is realized,
which significantly improves the reliability of the stochastic analysis results. By combining
dynamic reliability analysis with finite element batch processing, this paper proposes a
nonintrusive analysis frame of slope reliability considering spatial variability subjected
to the MAS and compiles the interface program between dynamic reliability analysis and
GeoStudio finite element software.

(1) Establish the slope of the FE model, divide the model mesh, set the boundary condi-
tions, define the load loading method, define the material properties, and assign the
elements in the SIGMA/W module with the parameter averages. Then, establish the
corresponding relationship between the elements, groups, and material properties.
Additionally, establish the stability analysis model in SLOPE/W, and save the FEM as
a file with the extension name of “.xml”.

(2) The slope strength parameters are simulated by the spectral representation method.
N groups of data of parameters will be generated, and the parameters in the “xml”
file will be replaced in batches with the newly generated n groups of data through
MATLAB programming to obtain n new “.xml” files.

(3) Use the UE text editor software to directly use GeoStudio to batch calculate the
stability of the n new “.xml” files obtained in step (2). Then, output the calculation
result files corresponding to each group of parameters.

(4) The calculation results corresponding to all parameter groups are extracted in batch,
and the DP is statistically analyzed.
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5. Model Establishment and Material Parameters

5.1. Finite Element Model

In this study, the FEM adopted is a simplified layered soil slope based on geological
data and field survey along the G317 Sichuan–Tibet Highway. The two-dimensional
FEM was adopted to carry out the dynamic reliability analysis of layered soil slope. As
demonstrated in Figure 2, the layered soil slope model is 40 m long and 24 m high. The FEM
has been used in other studies to research the failure mode of a slope through numerical
simulation and model tests [47]. In this study, two different types of layered soil slopes
are used to research the dynamic reliability of the slope considering the spatial variability
subjected to the MAS. The size of the grid is chosen to be 0.5 m, which ensures both
computational efficiency and accuracy. Other information about the finite element model is
introduced in detail in previous studies [6]. According to different soil layer distribution
types, the two layered soil slopes are clayey soil–gravel soil–sandy soil–foundation soil
and clayey soil–sandy soil–gravel soil–foundation soil. (The soil mass is arranged from top
to bottom.)

  
(a) (b) 

Figure 2. Size of finite element model: (a) Case 1; (b) Case 2.

During the initial static analysis and dynamic response analysis of the layered soil
slope, the bottom of the FEM is constrained both horizontally and vertically. In addition,
the right and left boundaries of the FEM are restrained horizontally during initial static
analysis of the slope but not during the dynamic analysis.

5.2. Calculation Parameters

Various constitutive models are adopted to characterize the mechanical properties
of different soil materials of the layered soil slope. The three layers of soil above the
foundation soil are described by the equivalent linear model. The equivalent linear model
is applied to the foundation soil because it is compacted. The correlation between damping
ratio, shear modulus, and shear strain is presented in Figure 3. The material calculation
parameters are the same as those employed by Huang [37], as shown in Table 1.

Table 1. Basic parameters of slope soil materials.

Materials c (kPa) ϕ (◦) E (MPa) γ (kN/m3) v

Clayey soil 70.24 24.00 86 22.16 0.35
Sandy soil 13.65 32.50 60 17.23 0.32

Gravelly soil 18.23 38.50 73 19.55 0.3
Foundation soil 200 35.02 800 25.14 0.25
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Figure 3. Correlation between damping ratio, shear modulus, and shear strain of materials.

The spatial variability of material is accounted for, and the parameter random field is
generated by the above SRM. Then, the parameters are assigned to the well-constructed
FEM. In this study, the parameters of each soil layer are presumed as independent of each
other. The COV of c and ϕ (COVC and COVF) are set as 0.1, 0.2, and 0.3. The vertical
and horizontal autocorrelation distances (lh and lv) are 20 m and 2 m, respectively. The
horizontal dimension of the random field unit is 2 m, and the vertical dimension is 0.5 m.
The ratios of the vertical and horizontal fluctuation ranges to the vertical and horizontal
dimensions of the random field are δh/lx = 20

√
π/2 = 17.7 and δv/ly = 2

√
π/0.5 = 7.08,

respectively, which are greater than the accuracy requirements (5.7~7.6) given by Ching
and Phoon [48].

5.3. Input of the Mainshock–Aftershock Sequence

One of the randomly generated MAS is employed as the deterministic seismic wave
input. The acceleration curve of MAS is presented in Figure 4.

  
(a) (b) 

Figure 4. Acceleration change curve of the mainshock–aftershock sequence: (a) horizontal; (b) vertical.

6. Effect of Coefficient of Variation on Dynamic Reliability of Layered Soil Slope

The DP is adopted to assess the dynamic stability of slope, so it is necessary to define
the critical DP of the soil slope. According to previous research [6], three DP thresholds
(0.05 m, 0.5 m, and 1 m) were used to assess the dynamic reliability of the layered slope. A
total of 86 sets of random material parameters were generated based on spectral represen-
tation to explore the impact of spatial variability on slope dynamic reliability.
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6.1. Case 1: Clayey Soil–Gravel Soil–Sandy Soil–Foundation Soil

Figure 5 presents the distribution of DP discrete points for Case 1 when the COVC
values are 0.1, 0.2, and 0.3. It is significant that when the COVC is small, the DP is small and
relatively concentrated. With the increase in COVC, the range of variation of soil cohesion
increases, the distribution of discrete points of DP becomes more discrete, and the mean
of DP gradually increases. When the COVC is 0.1, the mean of DP caused by the MAS is
0.63 m, while the mean DP for the slope subjected to the single mainshock is 0.339 m. It is
obvious that the mean DP of the slope induced by MAS is wider than the DP caused by the
single mainshock. Moreover, the mean DP values of the slope under the MAS are 0.668 m
and 0.725 m, respectively, when the COVC is 0.2 and 0.3. At this time, the mean DP of the
slope due to the single mainshock is 0.368 m and 0.42 m. The mean value of DP increases
continuously along with the increment of COVC, and the discrepancy of DP also shows a
gradual tendency to increase.

   
(a) (b) (c) 

Figure 5. Distribution of discrete points of DP under different COVC (Case 1): (a) COVC = 0.1;
(b) COVC = 0.2; (c) COVC = 0.3.

Figure 6 displays the distribution of DP discrete points of slope under various PGA
when the COVC is 0.3. When the PGA values are 0.4 g and 0.6 g, the mean DP values of the
slope caused by the MAS are 0.386 m and 0.924 m, respectively. However, the mean DP
values of the slope induced by the single mainshock are 0.224 m and 0.505 m. The DP of
the slope constantly changed incrementally with the increase in PGA.

 
(a) (b) 

Figure 6. Distribution of discrete points of DP under different PGA when COVC=0.3 (Case 1):
(a) PGA = 0.4 g; (b) PGA = 0.6 g.

Figures 7 and 8 show the probability information of DP of slope under different COVC.
When the COVC is 0.1, the maximum value of PDF is 3.98, the fluctuation region of DP
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is 0.4–1.0 m, and the DP is primarily focused around 0.45 m. When the COVC is 0.3, the
maximum value of PDF is 1.2, the fluctuation region of DP of slope is 0–1.5 m, and the DP is
relatively centralized around 0.8 m. With the growth of the COVC, the PDF value gradually
decreases, the curve gradually shifts to the right, the DP distribution range is wider, and
the failure probability of the slope is higher. Table 2 shows the reliability information of
the slope when the cumulative slips are 0.05 m, 0.5 m, and 1 m under different COVC and
PGA. The dynamic reliability of the slope caused by the MAS decreases by 13% with the
COVC increasing from 0.1 to 0.3 when the PGA is 0.5 g, and the displacement threshold
is 1 m. When the COVC is 0.3, the dynamic reliability of the slope under the action of the
MAS is also reduced by 13% compared with the single mainshock. In addition, with the
PGA increasing from 0.4 g to 0.6 g, the dynamic reliability of the slope induced by MAS
decreased by 35%.

 
(a) (b) 

Figure 7. Probability distribution of DP with different COVC (Case 1): (a) PDF; (b) CDF.

 
(a) (b) 

Figure 8. Probability distribution of DP with different PGA when COVC = 0.3 (Case 1): (a) PDF;
(b) CDF.

Figure 9 provides the distribution of DP discrete points for Case 1 when the COVF val-
ues are 0.1, 0.2, and 0.3. As the COVF is small, the DP for the slope is low and concentrated.
With the increase in COVF, the fluctuating region increases and the mean value of DP of
slope gradually increases and becomes more discrete. When the COVF is 0.1, the mean
DP of the slope under the MAS is 0.674 m and the mean DP of the slope under the single
mainshock is 0.372 m. The mean DP of the slope induced by the MAS is larger than that
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under the single mainshock. When the COVF values are 0.2 and 0.3, the mean DP values
of the slope caused by the MAS are 0.743 m and 0.795 m, respectively. At this time, the
mean DP values of the slope due to the single mainshock are 0.409 m and 0.432 m. With
increasing COVF, the mean value of DP of the slope continuously increases.

Table 2. Dynamic reliability of slope under different COVC and PGA (Case 1).

Type of Ground Motion DP

COVC PGA

0.1 0.2 0.3 0.4 g 0.5 g 0.6 g

Mainshock–aftershock
sequence

0.05 m 0 0 0.016 0.035 0.016 0.003
0.5 m 0.09 0.21 0.26 0.77 0.26 0.15
1 m 1 0.96 0.87 0.98 0.87 0.63

Single mainshock
0.05 m 0 0 0.016 0.035 0.016 0.003
0.5 m 0.99 0.92 0.84 0.95 0.84 0.58
1 m 1 1 1 1 1 1

  
(a) (b) (c) 

Figure 9. Distribution of discrete points of DP under different COVF (Case 1): (a) COVF = 0.1;
(b) COVF = 0.2; (c) COVF = 0.3.

Figure 10 illustrates the distribution of DP discrete points of slope under different PGA
when the COVF is 0.3. When the PGA values are 0.4 g and 0.6 g, the mean DP values of the
slope subjected to the MAS are 0.41 m and 1.165 m, respectively. However, the mean DP
value of for Case 2 caused by the single mainshock are 0.246 m and 0.648 m. Obviously, the
DP of for the slope increases continuously with the growth of PGA.

 
(a) (b) 

Figure 10. Distribution of discrete points of DP under different PGA when COVF = 0.3 (Case 1):
(a) PGA = 0.4 g; (b) PGA = 0.6 g.
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Figures 11 and 12 show the probability information of the DP of the slope under
different COVF values. The maximum PDF value is 1.89 when the COVF is 0.1, and the
DP of the slope is principally around 0.7 m. With the growth of the COVF, the PDF value
gradually decreases, and the DP of the slope is more widely distributed. Table 3 shows
the information of dynamic reliability for the slope when the cumulative slip is 0.05 m,
0.5 m, and 1 m under different COVF and PGA. When the PGA is 0.5 g and the threshold is
1 m, the dynamic reliability of the slope induced by the MAS decreases by 25% with the
COVF increasing from 0.1 to 0.3. When the COVF is 0.3, the dynamic reliability of the slope
under the action of the MAS is also reduced by 31% compared with the single mainshock.
In addition, with the PGA increasing from 0.4 g to 0.6 g, the dynamic reliability of the slope
under the MAS decreased by 17%.

 
(a) (b) 

Figure 11. Probability distribution of DP with different COVF (Case 1): (a) PDF; (b) CDF.

 
(a) (b) 

Figure 12. Probability distribution of DP with different PGA when COVF = 0.3 (Case 1): (a) PDF;
(b) CDF.

For Case 1, with the increase in COVC and COVF, the dynamic reliability gradually
decreases, and the failure probability gradually increases under different displacement
thresholds. In contrast, the dynamic reliability of slopes is more sensitive to COVF. Addi-
tionally, the dynamic reliability of slopes is more sensitive to the COVF. Similar conclusions
were also obtained by Huang et al. [1], but the impact of aftershocks was not considered in
their research.
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Table 3. Dynamic reliability of slope under different COVF and PGA (Case 1).

Type of Ground Motion DP

COVF PGA

0.1 0.2 0.3 0.4 g 0.5 g 0.6 g

Mainshock–aftershock
sequence

0.05 m 0.01 0.03 0.16 0.23 0.16 0.04
0.5 m 0.23 0.38 0.32 0.61 0.32 0.24
1 m 0.92 0.71 0.67 0.99 0.67 0.38

Single mainshock
0.05 m 0.01 0.03 0.16 0.26 0.1 0.04
0.5 m 0.89 0.88 0.61 0.89 0.61 0.38
1 m 1 1 0.98 1 0.98 0.83

6.2. Case 2: Clayey Soil–Sandy Soil–Gravel Soil–Foundation Soil

Figure 13 illustrates the dispersion of DP dispersion points for Case 2 when the
COVC values are 0.1, 0.2, and 0.3, respectively. The DP of the slope is smaller and more
concentrated when the COVC is small. With the increase in the COVC, the DP of the slope
is gradually increased and became more discrete. When the COVC is 0.1, the mean of DP
caused by the MAS is 0.293 m, and the mean of DP of the slope induced by the single
mainshock is 0.247 m. When the COVC values are 0.2 and 0.3, the mean of DP subjected to
the MAS is 0.36 m and 0.458 m, respectively. At this time, the mean of DP values under a
single mainshock are 0.28 m and 0.335 m. The mean of DP increases continuously, and the
difference shows a trend of increasing gradually with the increase in the COVC.

  
(a) (b) (c) 

Figure 13. Distribution of discrete points of DP under different COVC (Case 2): (a) COVC = 0.1;
(b) COVC = 0.2; (c) COVC = 0.3.

Figure 14 summarizes the distribution of DP discrete points of the slope under different
PGA when the COVC is 0.3. When the PGA is 0.4 g and 0.6 g, the mean of DP values under
the MAS are 0.261 m and 0.881 m, respectively. However, the mean of DP values under a
single mainshock are 0.173 m and 0.577 m. The DP of the slope is raised step by step with
the increase in PGA.

Figures 15 and 16 describe the probability information of DP of slope under different
COVC. The maximum PDF value is 3.2 when the COVC is 0.1, and the DP is mainly
concentrated around 0.2–0.4 m. As the COVC improves, the PDF value gradually decreases,
the curve gradually shifts to the right, and the DP of the slope is more widely distributed.
Table 4 shows the information of dynamic reliability of DP for the slope when the cumulative
slip is 0.05 m, 0.5 m, and 1 m under different COVC and PGA values. When the PGA is
0.5 g and the displacement threshold is 1 m, the reliability of the slope subjected to the
MAS decreases by 7% with the COVC increasing from 0.1 to 0.3. When the COVC is 0.3,
the dynamic reliability of the slope under the action of the MAS is also reduced by 7%
compared with the single mainshock. In addition, with the PGA increasing from 0.4 g to
0.6 g, the reliability of DP of the slope produced by the MAS decreased by 8%.
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(a) (b) 

Figure 14. Distribution of discrete points of DP under different PGA when COVC = 0.3 (Case 2):
(a) PGA = 0.4 g; (b) PGA = 0.6 g.

 
(a) (b) 

Figure 15. Probability distribution of DP with different COVC (Case 2): (a) PDF; (b) CDF.

 
(a) (b) 

Figure 16. Probability distribution of DP with different PGA when COVC = 0.3 (Case 2): (a) horizontal;
(b) vertical.
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Table 4. Dynamic reliability of slope under different COVC and PGA (Case 2).

Type of Ground Motion DP

COVC PGA

0.1 0.2 0.3 0.4 g 0.5 g 0.6 g

Mainshock–aftershock
sequence

0.05 m 0 0.02 0.11 0.3 0.11 0.1
0.5 m 0.97 0.72 0.63 0.94 0.63 0.37
1 m 1 1 0.93 1 0.93 0.62

Single mainshock
0.05 m 0 0.03 0.11 0.33 0.11 0.1
0.5 m 1 0.96 0.78 0.98 0.78 0.52
1 m 1 1 1 1 1 0.92

Figure 17 presents the distribution of DP discrete points for Case 2 when the COVF
values are 0.1, 0.2, and 0.3. At a small COVF value, the DP of the slope is small and
concentrated. The variation range of soil increases with the increase in COVF, so that the
mean of DP gradually increases and becomes more discrete. When the COVF is 0.1, the
mean of DP subjected to the MAS is 0.299 m, and the mean of DP caused by the single
mainshock is 0.247 m. The mean of DP under the MAS is larger than that caused by a single
mainshock. When the COVF values are 0.2 and 0.3, the mean of DP produced by MAS
is 0.404 m and 0.553 m, respectively. At this time, the mean of DP values due to a single
mainshock are 0.293 m and 0.364 m. The mean DP of the slope keeps increasing with the
growth of COVF, and the discrepancy of DP also displays a gradual increasing tendency.

   
(a) (b) (c) 

Figure 17. Distribution of discrete points of DP under different COVF (Case 2): (a) COVF = 0.1;
(b) COVF = 0.2; (c) COVF = 0.3.

Figure 18 shows the distribution of DP discrete points of slope under the action of
different PGA when the COVF is 0.3. When the PGA values are 0.4 g and 0.6 g, the mean
of DP values of the slope produced by the MAS are 0.261 m and 0.881 m, respectively.
However, the mean DP values of the slope due to the single mainshock are only 0.173 m
and 0.577 m. The DP of the slope increases continuously with the increase in PGA.

Figures 19 and 20 show the probability information of DP of the slope under different
COVF. The maximum PDF value is 3.2 when the COVF is 0.1, and the DP of the slope is
mainly focused around 0–0.5 m. The PDF value gradually decreases, the curve gradually
shifts to the right with the increase in the COVF, and the DP of the slope is more widely
distributed. Table 5 lists the dynamic reliability of the slope when the cumulative slips are
0.05 m, 0.5 m, and 1 m under COVF and PGA. When the PGA is 0.5 g and the threshold
is 1 m, the dynamic reliability of the slope induced by the MAS decreases by 17% with
the COVF increasing from 0.1 to 0.3. When the COVF is 0.3, the dynamic reliability of the
slope subjected to the MAS is also reduced by 14% compared with the single mainshock. In
addition, the dynamic reliability of the slope under the MAS decreased by 14% with the
PGA increasing from 0.4 g to 0.6 g.
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(a) (b) 

Figure 18. Distribution of discrete points of DP under different PGA when COVF = 0.3 (Case 2):
(a) PGA = 0.4 g; (b) PGA = 0.6 g.

 
(a) (b) 

Figure 19. Probability distribution of DP with different COVF (Case 2): (a) PDF; (b) CDF.

 
(a) (b) 

Figure 20. Probability distribution of DP with different PGA when COVF = 0.3 (Case 2): (a) PDF;
(b) CDF.
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Table 5. Dynamic reliability of slope under different COVF and PGA (Case 2).

Type of Ground Motion DP

COVF PGA

0.1 0.2 0.3 0.4 g 0.5 g 0.6 g

Mainshock–aftershock
sequence

0.05 m 0 0.03 0.18 0.4 0.18 0.05
0.5 m 0.95 0.74 0.62 0.83 0.62 0.4
1 m 1 0.94 0.83 0.94 0.83 0.65

Single mainshock
0.05 m 0 0.03 0.19 0.4 0.19 0.06
0.5 m 1 0.87 0.74 0.95 0.74 0.51
1 m 1 1 0.97 1 0.97 0.86

On the basis of the above reliability information, it can be seen that the conclusion of
Case 1 is comparable to that of Case 2, i.e., the COVF has a significantly greater influence
on the dynamic reliability of the slope. However, due to the different distribution of soil
layers in the layered slopes, the influence of the COV on the failure probability of a slope is
different. Compared with Case 2, the lower layer located on the slope is a sandy soil with
poorer properties and its thickness is relatively deep. Therefore, the dynamic reliability
of Case 1 is more significantly affected by the COV. The influence of different soil layers
on the dynamic reliability and sliding surface position of slopes has been discussed in our
previous research and detailed content can be found in [6].

7. Conclusions

A slope reliability analysis method based on GPDEM and the Newmark displacement
method is proposed to quantify the impact of spatial variability of soil strength parameters
on the dynamic reliability. The MAS and parameter random field are generated by the
random simulation method of MAS and spectral representation method. Based on the
Newmark method, the DP of layered soil slope is calculated by nonintrusive reliability
analysis, and the influence of the COVC and COVF on the dynamic reliability of slope is
compared. The conclusions of this study are as follows:

(1) A reliability analysis method for DP of the slope is established based on the GPDEM
and Newmark methods. Combined with the noninvasive stochastic analysis method,
the failure probability of a slope can be quickly obtained.

(2) According to the stochastic dynamic calculation results of the layered soil slope, COVC
and COVF have a significant impact on the DP of the slope induced by the MAS. The
mean of DP of the slope also presents a trend of increasing gradually with an increase
in the COVC and COVF values. In contrast, the DP of slope is more sensitive to
the COVF.

(3) Affected by the randomness and nonlinearity of the materials, the PDF curve has
nonuniform single or double peaks. As the COV increases, the PDF curve becomes
lower and wider, and the failure probability of the layered soil slope increases. When
the DP threshold is 1 m and PGA is 0.5 g, the dynamic reliability of the soil slope is
continuously reduced, and the failure probability is even increased by about 20% with
the COV increasing from 0.1 to 0.3.

(4) The impact of aftershocks on the DP of the soil slope cannot be ignored. The mean of
DP of the slope induced by the MSA is larger than that under a single mainshock. The
dynamic reliability of the slope caused by the MAS can even be reduced by 7–30%
compared with a single mainshock when the displacement threshold is 1 m and the
COVC is 0.3. Additionally, the impact of aftershocks on the DP of slope increases with
an increase in PGA.
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Abstract: Precast concrete block slope protection is widely used due to its advantages of easy detection
and laying, ease of organization, and the limited time required for construction. In order to prevent
the soil or gravel bedding of precast concrete from being subjected to wind and wave pressures, the
joints between precast concrete blocks are usually filled with mortar. However, the existing standards
do not specify the width or material of the joints. Furthermore, excessively wide mortar joints or
shrinkage of the mortar can result in loss, a hollowed-out cushion, and damage to the slope, thus
compromising the quality of slope protection engineering. To establish standards for controlling the
quality of slope protection seams, this paper designed and conducted a physical model test of precast
concrete block revetment seams. By embedding pore water pressure sensors in the cushion layer,
changes in the pore water pressure were observed under varying conditions, including different water
pore pressure sensor locations, water levels in front of the embankment, and different joint widths.
Based on the test results, design standards for joint widths and recommendations for the treatment of
joint mortar materials were proposed. After adding different amounts of a calcium oxide–calcium
sulfoaluminate composite expansion agent (HME) into a joint mortar material, the paper also carried
out a shear test on the contact surface between the joint mortar and the slope protection concrete
after adding varying amounts of a calcium oxide-calcium sulfoaluminate composite expansion agent
(HME) to the joint mortar material. Following a microporous structure test, recommendations for
joint mortar construction treatment were proposed. The results indicate that the pore water pressure
of the precast concrete slope protection cushion is closely related to the position of the cushion, the
water level in front of the embankment, and the width of the paving seam. When the masonry seam
width increased from 0.5 mm to 1 mm and from 1 mm to 1.5 mm, the variation ranges of the pore
water pressure were 40–80% and 6–20%, respectively, with the latter being significantly lower than
the former. Therefore, in practical engineering, joint treatment should take into account the impact of
the cushion position, the water level in front of the dike, and the joint mortar width. Mortar shedding
within the range of wave climbing height should be addressed promptly, and joint width should be
controlled to below 1 cm as much as possible to effectively prevent damage to the cushion surface.
The addition of an expansion agent can improve the bond strength of the concrete and mortar to a
certain extent. The study found that an 8% content of the expansion agent resulted in the best mortar
bond strength and the densest microstructure. These research findings can serve as a basis for the
development of quality control standards for precast concrete slope protection.

Keywords: concrete block revetment; paving seam; model pore water pressure; cushion; HME

1. Introduction

Prefabricated slope protection on reservoir banks plays a critical role in maintaining
slope stability and reducing the scouring effects of water flow on slope surfaces. This
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protection is essential to ensure the safety of reservoir dams and river dikes. According
to statistics, more than 98,000 reservoirs and 312,000 km of embankments for grade 5
or above rivers have been built in China, with hexagonal precast concrete blocks being
the preferred slope protection method. The Chinese standard SL634-2012 [1] outlines the
quality requirements and detection methods for appearance dimensions, slope protection
thickness, and the quality of paving and filtration. While the standard mandates no gaps
in the paving seams, gaps are necessary to maintain the stability of the precast blocks due
to construction conditions and temperature deformation [2–4]. Currently, mortar is the
most commonly used joint material. However, based on long-term engineering practice,
when the gap is too wide, or the joint material falls off, waves can easily dislodge the
underlying layer of stone and earth dam soil material used to protect the slope, leading to
slope collapse and unstable slope protection.

Regarding slope stability designs, E.I. Mikhnevich [5] proposes determining the diam-
eter of dumped rip-rap material and the thickness of plates for slope protection of earth
dams in the zone of active wave impact. Zhao Nenghao [6] has established a coupling
model that incorporates both pore water pressure and pore water gravity to realize their
mutual influence on slopes. Wang Xiaobing [7] investigated the probabilistic stability
of embankment slopes subjected to water level drawdown using the random field finite
element method (RFEM) with strength reduction technology. Zhilu Zheng [8] emphasizes
the need to control the space between building blocks to within 2–5 mm to ensure their
aesthetics and safety. Ji Zheng [9] suggests that horizontal seam widths and seam widths
of straight sections of precast block slope protection should be controlled at 8 mm and
10 mm, respectively. Due to the time-consuming nature of three-dimensional analyses of
slope stability, Yong Liu [10] proposed a two-dimensional plane strain analysis method that
offers an appropriate level of conservativeness, making it useful for slope stability designs.
Decheng LIU [11] utilized a two-dimensional limit equilibrium transfer coefficient method
to analyze the stability of an entire reservoir bank under various working conditions and
proposed comprehensive treatment measures involving foot walls, precast block slope pro-
tection, and drainage ditches. In another study, the influence of different slope protection
conditions on slope deformation was summarized, and the influence of soil compaction,
soil moisture content, and slope ratio on the horizontal displacement restraint capacity was
investigated. The stability of slopes was determined through a laboratory model test of
eco-concrete slope protection [12].

It is widely known that the most commonly used joint material is cement mortar,
which is made up of cement, fine aggregates, and water. However, the fluidity and
strength of cement mortar, as well as the construction process, can impact the filling
and plastering of joints. Mortar is also susceptible to falling off or resisting cushion loss
due to wave-current scour and weight adjustment of precast blocks. Seifan Mostafa [13]
conducted a study on the effects of nano and micro Fe3O4 on the fresh and mechanical
properties of plain mortar and mortar modified with fly ash. Dongyu Niu [14] investigated
the mechanical properties of asphalt mortar with different admixtures and found that
adding additives improved its water stability. Lv Dan [15] prepared three types of asphalt
mortars with different mineral powder fillers and tested their low-temperature cohesive
strengths using technology for testing cohesive tensile strength. John Shaise K [16] reviewed
the properties of fly ash and fly ash-slag geopolymer mortar, including microstructural
properties, fresh properties (such as setting time and workability), hardened properties
(such as compressive strength and tensile strength), and durability properties (such as
thermal resistance, shrinkage, acid resistance, chloride resistance, and sulfate resistance).
Rocha Joaquin Humberto Aquino [17] evaluated the influence of waterproof and adhesive
additives on the mechanical properties, such as compressive and flexural strength, of
render mortar over a 28-day period. Additionally, some scholars [18–22] have utilized
nanotechnology and fibers to enhance the mechanical properties of mortar materials.

The stability of precast block slope protection is directly related to the quality of
masonry. Previous research has analyzed the stability of slope protection and provided
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construction guidance for masonry materials and construction quality control. However,
the width of masonry and material improvement has not been adequately researched.
Therefore, this paper established a physical model of the masonry joints of precast concrete
slope protection. By placing pore water pressure gauges in the slope protection cushion, the
changes in the pore water pressure in the cushion were studied under different positions of
the gauges, different water levels in front of the dike, and different widths of the joints. The
bonding properties of the joint mortar were also improved by adding an expansion agent
with a double-expansion source. Appropriate joint widths and expansion agent dosages
were proposed for concrete slope protection based on the research findings. These results
can serve as a valuable reference for precast concrete slope protection.

2. Experiment Design

2.1. Materials

In this study, ordinary Portland cement (P.O 42.5, GB175-2007, [23]) and a calcium
oxide-calcium sulfoaluminate composite expansion agent (HME, produced by Jiangsu
Subote New Material Co., Ltd. in China) were used, and the physical properties of the
raw materials are presented in Tables 1–3. The materials included natural medium sand
with a fineness module of 2.9 and natural gravel with a maximum particle size of 40 mm
(following the Chinese standard SL/T 352-2020 [24], Specifications for Hydraulic Concrete
Construction), and their grain compositions are given in Tables 4 and 5.

Table 1. Physical and mechanical properties of the cement.

Specific Surface
Area (m2/kg)

Initial Setting
Time (min)

Final Setting
Time (min)

Flexural Strength (MPa) Compressive Strength (MPa)

3 d 28 d 3 d 28 d

P.O
42.5 340 168 279 4.8 7.7 27.6 46.4

Table 2. Physical and mechanical properties of HME.

Density
(g/cm3)

Specific Surface
Area (m2/kg)

Initial Setting
Time (min)

Final Setting
Time (min)

Compressive Strength
(MPa)

Restrained Expansion
Rate (%)

7 d 28 d 7 d 28 d

HME 2.90 390 170 220 22.9 41.8 0.15 0.10

Table 3. Chemical composition of HME (%).

SiO3 CaO MgO Fe2O3 Al2O3 K2O Na2O SO3

HME 1.03 52.70 1.81 0.66 13.61 0.40 0.14 28.33

Table 4. Grain composition of the natural medium sand.

Aperture Size (mm) 5.0 2.5 1.25 0.63 0.315 0.16 <0.16 Fineness Module

Cumulative Residue
Amount (wt.%) 1.5 5.2 11.9 39.2 90.5 98.0 100.0 2.9

Table 5. Grain composition of the gravel.

Aperture Size (mm) 40 30 20 10 5 <5.0

Cumulative Residue
Amount (wt.%) 0 6.7 43.5 73.2 99.2 100.0
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2.2. Mix Proportions and Preparation of Samples
2.2.1. Mix Proportions and Preparation of Prefabricated Blocks

The dimensions of hexahedral prefabricated slope protection are regulated by the
Hydraulic Design Manual [25] to have a side length of 0.3–0.4 m and a thickness of
0.15–0.20 m. In this study, the prefabricated blocks had a side length of 0.3 m and a
thickness of 0.11 m, and a model with a scale of 1:10 was created with a side length of
30 mm and a thickness of 11 mm. The match ratio of the prefabricated blocks was ignored,
as it did not affect the test results. The prefabricated blocks were formed with cement
paste to have a compressive strength of C15, as detailed in Table 6. After brushing, mixing,
pouring, forming, and demolding, all samples were cured and are shown in Figure 1.

Table 6. Mix proportions of cement paste samples (kg/m3).

Cement Sand Water Compressive Strength of 28 d/MPa

C15 260 764 173 17.8

(a) (b) (c)

(d) (e) (f)

Figure 1. The forming process of prefabricated blocks. (a) Brushing. (b) Mixing. (c) Pouring. (d) Forming.
(e) Removing. (f) Curing.

2.2.2. Mix Proportions and Preparation of Joint Mortar

Based on the conditions of precast concrete block laying for slope protection, specific
areas were chosen to conduct bond performance tests between the cement mortar and
precast concrete blocks intended for slope protection use, as depicted in Figure 2. In order
to establish the test model conveniently, a scaled version of the regional model was used
with a length scale of 1:2. The test model was carried out using test blocks and molds.
During the molding process, concrete � and concrete � were formed and maintained first,
with both having a strength of C15. Following the curing process, cement mortar was
poured into the paving seam. Figure 3 illustrates the pouring situation of the test model.
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Figure 2. Bond property test model.

(a) (b)

(c) (d)

Figure 3. Pouring conditions of the test model. (a) Fix the position and shape of the paving seams.
(b) Pour concrete on both sides of the paving seams. (c) Cure after demolding. (d) Pour cement
mortar on paving seams.

To investigate the effect of different admixture strengths and dosages on the bonding
property between cement mortar and precast concrete blocks used for slope protection,
3 groups of mixing ratios were designed using the mixing ratio design method of hydraulic
concrete and hydraulic mortar, in accordance with the SL/T 352-2020 Hydraulic Concrete
Test Specification. These were M15 cement mortar, M20 cement mortar, and M20+ cement
mortar (with 8% HME added to consider the mortar shrinkage cracking effect of the seam
falling off). The mix proportions of the cement mortar are detailed in Table 7.

Table 7. Mix proportions of paving seam treatment mortar (kg/m3).

Cement Water Sand Expanding Agent W/b

M15 400 350 1350 / 0.875
M20 300 210 1350 / 0.70

M20+ 300 210 1350 24 0.70
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Figure 4 displays the specimen model after molding, and all specimens were cured for
24 h in a standard curing chamber (20 ◦C/95% RH) before demolding. Subsequently, the
specimens were further cured for 28 days in the same curing chamber. After curing, the
strengths of the cement paste, cement mortar, and concrete were tested.

Figure 4. Specimen model after molding.

2.3. Width Model of Paving Seam
2.3.1. Observation and Monitoring Equipment

The strain-type micropore water pressure gauge sensor has a measuring range of
0–10 kPa, an accuracy of less than 0.03 kPa, a sensitivity coefficient of 0.5 mV/kPa, and
a conversion coefficient of 0.002 kPa/με after acquisition. Figure 5 shows the strain-type
micropore water pressure gauge sensor.

Figure 5. Strain micropore water pressure gauge sensor.

In order to realize the collection of stress in the strain-type micropore water pressure
sensor, a static resistance strain tester was used to measure the variation in the physical
parameters of the pore water pressure through the transformation of a strain full-bridge
circuit so as to study the influence of the variation in the pore water pressure in the cushion
layer under wave action.

Assuming that the value of the pore water pressure gauge collected through the static
resistance strain gauge is F0, then the real-time stress value was calculated according to
Formula (1):

F = K(Fi − F0) (1)

where K is the sensor sensitivity coefficient, F is the real-time stress value of the sensor, F0
is the 0 output strain value of the sensor, and Fi is the output strain value corresponding
to Pi .

2.3.2. General Layout of Model

The gravity similarity criterion was used to design the physical model of the paving
seam with a geometric scale of 1:10 for the slope protection section of the soil embankment.
The slope model had a height of 0.5 m, a ratio of 1:2.5, and a width of 0.4 m. A hexagonal
precast block with a side length of 300 mm, made at a geometric scale of 1:10, was used for
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the model test to truly restore the soil embankment slope protection. The bedding material
for slope protection was arranged using the coarse-grained material grading scale method
proposed by Guo Wanli [26]. A wave generator was placed at the end of the model water
tank to simulate different wave heights. To observe the influence of different locations,
water levels in front of the embankment, and paving seam widths on the change in the pore
water pressure in the cushion layer and to provide a reference value for the width of paving
seams in prefabricated slope protection blocks, 4 strain-type micropore water pressure
sensors were arranged on the same dam axis with a vertical spacing of 60 mm. The pore
water pressure gauges 14 corresponded to measuring points 14, and their arrangement is
shown in Table 8 and Figure 6, while Figure 7 shows a profile view of the precast concrete
block slope.

Table 8. Arrangement of pore water pressure gauge.

Sensor Number 1 2 3 4

Vertical distance from the axis of the embankment top/mm 360 510 660 810

Vertical distance from the embankment bottom/mm 330 270 210 150

Figure 6. Plan of pore water pressure gauge.

Figure 7. Profile view of precast concrete block slope.

2.3.3. Laying the Precast Block and Setting the Paving Seam

Considering that the test mainly studies the falling off of prefabricated block joint
material caused by long-term erosion attributable to waves, and the subsequent failure
of the cushion layer, a reference value for the width of the joint was proposed. Therefore,
in order to simulate the changes in the cushion layer under the action of waves under
different shedding conditions, prefabricated blocks with different paving seam widths were
laid by inserting acrylic plates with different thicknesses in combination with the actual
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possible different widths of paving seams. The laying process of the precast blocks is shown
in Figure 8.

(a) (b) (c) (d)

Figure 8. The laying process of precast concrete blocks. (a) Placing the sensors. (b) Laying the precast
blocks. (c) Paving seam arrangement. (d) Finished model.

2.4. Test Program Design
2.4.1. Paving seam Width

To understand the paving seam widths of existing slope protection materials, a key
survey was conducted on a precast block slope protection project on site, and a total of
60 paving seams were measured at 20 points. The measurement method consisted of
measuring the maximum seam width at 1 place every 50 m2 of slope protection.

For the convenience of analyses and comparisons, the layout pattern of the paving
seams (mainly referring to the numbers of transverse, oblique, and vertical joints) between
the 2 measurement points was consistent. Three different water levels were set in front
of the embankment: 22.5 cm, 27.6 cm, and 30.6 cm. The wave-making period was set to
800 RPM, and the conversion formula between the speed of the generator and the wave
period is shown in Equation (2). The wave-making period was calculated to be 1.875 s.
According to the wave height calculated by Mingwei Wei et al. [27] using the water depth
and the wave-making period, the wave heights simulated by the model were 0.12 m,
0.15 m, and 0.17 m. The specific working conditions are shown in Table 9.

T = 60/(V/25) (2)

where T is the wave-making period of the wave-making machine. V is the speed of the
wave generator (turns per minute).

Table 9. Working conditions.

Working Condition
The Width of Paving

Seam/mm
Water Depth in Front

of the Dam/cm
Actual Simulation of

Wave Height/m
Wave Period/s

1 0.5 27.6 0.15 1.875
2 1.0 27.6 0.15 1.875
3 1.5 27.6 0.15 1.875
4 1.5 22.5 0.12 1.875
5 1.5 30.6 0.17 1.875

The test operation procedure is as follows: After the slope protection is laid, water
is injected into the model groove. When the water is injected into the set water level, the
generator is turned on, and the strain gauge is turned on at the same time to record the
sensor data. After the completion of the first group of working conditions, the water in
the tank is drained, and the precast concrete blocks are removed; at the same time, the
clay and the sand are added to the cushion, the pore water pressure gauge is buried in
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the same position, and the precast concrete blocks are laid again. In the test, the laying
conditions of the cushion, pore water pressure gauge, and precast concrete blocks should
be as consistent as possible under multiple working conditions. For specific collection, see
Figure 9: Acquisition system layout.

Figure 9. Acquisition system layout.

2.4.2. Paving Seam Materials

(a) Compressive/Shear strength of paving seam materials
Material model samples of 70.7 mm × 70.7 mm × 70.7 mm were used for a compressive

strength test, and material model samples of 150 mm × 150 mm × 50 mm with the paving
seam materials were used for a shear strength test. The compressive and shear strengths
were tested using a universal machine and a microcomputer-controlled electric stress-type
rock shear instrument. Considering that no axial stress was present in the actual situation,
the shear strength of the concrete and joint mortar was examined during the test process in
order to analyze the bond performance between them.

During a shear test, normal stress is first applied to a predetermined level, and then
the normal deformation is measured. When the difference between 2 normal deformation
readings is less than 1%, a shear load is applied. During the shear process, the normal stress
of the sample should be kept constant, the initial shear load rate should be 0.4 MPa/min,
and the load and shear deformation values should be measured and recorded at appropriate
loading intervals. When the horizontal deformation caused by the increased shear load
is 1.5 times greater than that of the previous load, the shear load rate is halved, and the
measurement interval is shortened until shear. The shear failure loads were recorded. The
loading process of the specimens is shown in Figure 10.

(a) (b)

Figure 10. Specimen loading process. (a) Compression test. (b) Shear strength test.
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(b) Microstructure analysis of paving seam materials
To further analyze the improvements in the properties of paving seams treated with an

expansion agent, the internal structures of M20 and M20 with an 8% expansion agent were
analyzed using a YG-97A capacitive mercury injection apparatus. The main measurements
taken were pore volume and pore size distribution after treatment.

The capacitive mercury injection apparatus operates based on the principle of capillary
pressure and the non-wettability of mercury on solid samples. Under the action of applied
pressure, mercury is pressed into solid pores. The volume of mercury injected under
different pressures can be measured to obtain the pore volume with the corresponding pore
radius, according to Washburn’s [28] cylindrical pore model (as shown in Formula (3)). By
measuring the pore volume, the pore size distribution curve (porosity) of the material can
be obtained.

Cylindrical pore model:
πr2ρ = −4πdγ cos θ (3)

where p is the pressure of the mercury pressed into the pores (MPa), d is the equivalent
opening size (mm), r is the surface tension coefficient of the mercury (mN/m), and θ is the
contact angle between the mercury and the porous concrete material.

3. Analysis of Model Test Results

3.1. Statistics of Paving Seam Width

The survey statistics provided the paving seam widths of the precast concrete block
slopes, as shown in Table 10. According to the data, the maximum widths of the level-
direction, vertical-direction, and oblique-direction paving seams are 11.3 mm, 10.6 mm,
and 15.8 mm, respectively. All of the seam widths are irregular, with the oblique-direction
paving seam being slightly wider. Seam widths under 6 mm account for 11.7% of the
total, seam widths between 6 mm and 15 mm account for 11.7% of the total, and seam
widths between 15 mm and 20 mm account for 3.3% of the total. Based on these findings,
the model test used three paving seam widths, namely 15 mm, 10 mm, and 5 mm, with
corresponding model paving seam layouts of 1.5 mm, 1 mm, and 0.5 mm, respectively.

Table 10. The paving seam widths of precast concrete block slope from survey statistics.

No. The Width of Paving Seam/mm No. The Width of Paving Seam/mm

Level Direction Vertical Direction Oblique Direction level Direction Vertical Direction Oblique Direction

1 7.5 6.7 11.2 11 8.3 7.6 13.5
2 5.8 6.9 13.2 12 10.2 6.7 10.3
3 8.4 9.3 10.7 13 9.6 6.9 11.3
4 9.6 8.2 15.8 14 7.9 7.9 15.2
5 7.6 10.5 5.2 15 11.3 8.2 9.5
6 7.7 9.5 5.5 16 8.7 9.3 9.6
7 5.5 8.6 10.6 17 6.8 10.1 9.8
8 6.9 6.9 5.9 18 10.6 10.6 5.7
9 10.9 8.3 11.3 19 5.9 8.8 7.6
10 7.3 7.8 12.5 20 6.9 7.6 9.8

3.2. Variation Law of Pore Water Pressure
3.2.1. Variation Law of Pore Water Pressure at Different Positions

In total, five working conditions were tested. Overall, the pore water pressure changed
in a manner similar to the wave period under different working conditions, with the
difference mainly reflected in the water level in front of the embankment. For example,
taking the strain value of the static resistance strain gauge in the first 30 acquisition cycles
of working condition 4, Formula (1) was used to convert the pore water pressure, and the
variation trend of the pore water pressure is shown in Table 11 and Figure 11. Based on the
results, the following conclusions can be drawn:
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Table 11. Pore water pressure at different measuring points in working condition 4.

Acquisition Cycles
Pore Water Pressure of
Measuring Point/kPa

Acquisition Cycles
Pore Water Pressure of
Measuring Point/kPa

1 2 3 4 1 2 3 4

1 0.008 0.004 0.005 0.056 16 0.014 0.089 0.238 0.570
2 0.014 0.060 0.102 0.162 17 0.002 0.098 0.236 0.582
3 0.026 0.102 0.156 0.358 18 0.020 0.128 0.368 0.430
4 0.038 0.116 0.200 0.454 19 0.034 0.114 0.208 0.566
5 0.007 0.120 0.210 0.508 20 0.003 0.076 0.264 0.436
6 0.014 0.096 0.190 0.468 21 0.011 0.100 0.278 0.582
7 0.032 0.070 0.260 0.394 22 0.025 0.080 0.326 0.444
8 0.005 0.130 0.270 0.524 23 0.034 0.112 0.226 0.594
9 0.017 0.144 0.372 0.590 24 0.004 0.137 0.224 0.588

10 0.024 0.080 0.262 0.400 25 0.002 0.086 0.328 0.416
11 0.040 0.180 0.356 0.554 26 0.033 0.112 0.358 0.594
12 0.006 0.108 0.306 0.470 27 0.002 0.114 0.224 0.508
13 0.018 0.122 0.230 0.440 28 0.015 0.134 0.340 0.426
14 0.008 0.152 0.350 0.558 29 0.035 0.086 0.346 0.420
15 0.038 0.132 0.208 0.450 30 0.008 0.114 0.242 0.578

Figure 11. Variation curves of pore water pressure at different measuring points under working
condition 4.

(1) Under the condition of the same seam width and water level in front of the
embankment, the variation pattern of pore water pressure at different positions of the
cushion varied during the wave process. At measuring point 1, located at a vertical height
of 330 mm from the dam, the pore water pressure changed during the wave process due to
a maximum wave height of 0.12 m and a water level in front of the dam of 22.5 cm;

(2) At measuring point 2, located at a vertical height of 270 mm from the bottom of
the embankment, the arrangement of the paving seams in the slope led to water seepage
through the seams. The pore water pressure increased linearly from the first to the fifth
wave periods, reaching 0.12 kPa in the fifth wave period and then fluctuating around
0.10 kPa;

(3) The pore water pressure at measuring point 3 at a vertical height of 210 mm
from the bottom of the embankment and at measuring point 4 at a vertical height of
150 mm fluctuated greatly, and the pore water pressure at measuring point 4 was obviously
greater than that at measuring point 3. The pore water pressure at measuring points 3 and
4 increased linearly from the first to the fifth wave periods, and it fluctuated from the sixth
wave period. The pore water pressure at measuring point 3 fluctuated within the range of
0.29–0.46 kPa, and that at measuring point 4 fluctuated within the range of 0.49–0.68 kPa.

In conclusion, when the masonry joint width and the water level in front of the
embankment were kept constant, the pore water pressure in the cushion was found to be
influenced by the location of the pore water pressure gauge, which was consistent with
the impact of wave climbing height on the cushion. However, since pore water penetrates
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upward slowly, the pore water pressure in the cushion above the water level in front of
the embankment changed only slightly. For the cushion below the water level in front of
the embankment, the pore water pressure differed at different measuring points. This was
because the water pressure at different measuring points was influenced by the water level
in front of the embankment, while the reciprocating cycle of waves affected the seepage
time of water in the joint, resulting in an unsynchronized pore water pressure between
different measuring points.

3.2.2. Variation Law of Pore Water Pressure at Different Levee Water Levels

The changes in the pore water pressure under different levee water levels in working
conditions 3 (crack width is 1.5 mm), 4, and 5 are shown in Table 12 and Figure 12. The
pore water pressure at the three different water level measuring points fluctuates with
the wave period. When the water level is 22.5 cm, the fluctuation range of the pore water
pressure at measuring point 4 is 0.49–0.69 kPa. When the water level in front of the embank-
ment is 27.6 cm, the fluctuation range of the pore water pressure at measuring point 4 is
1.1–1.5 kPa. When the water level in front of the embankment is 30.6 cm, the fluctuation
range of the pore water pressure at measurement point 4 is 1.30–2.10 kPa.

Table 12. Pore water pressure at different levee levels.

Acquisition Cycles
Pore Water Pressure of

Different Levee Levels/kPa
Acquisition Cycles

Pore Water Pressure of
Different Levee Levels/kPa

20.5 cm 25.8 cm 30.6 cm 20.5 cm 25.8 cm 30.6 cm

1 0.006 0.216 0.432 16 0.570 0.976 1.529
2 0.162 1.386 1.320 17 0.582 1.007 1.551
3 0.358 1.137 2.084 18 0.430 1.284 1.310
4 0.454 1.456 1.576 19 0.566 1.015 2.019
5 0.508 1.182 2.090 20 0.436 1.352 1.338
6 0.468 1.382 1.891 21 0.582 1.043 1.295
7 0.394 1.415 1.966 22 0.444 0.996 2.084
8 0.524 1.023 2.106 23 0.594 1.335 1.507
9 0.590 1.239 1.485 24 0.588 1.090 1.504
10 0.400 1.325 2.094 25 0.416 1.049 1.828
11 0.554 1.131 2.097 26 0.594 1.178 1.616
12 0.470 1.284 1.298 27 0.508 1.080 1.994
13 0.440 1.107 1.944 28 0.426 1.348 2.072
14 0.558 1.013 2.025 29 0.420 1.241 1.367
15 0.450 1.350 1.373 30 0.578 1.043 2.109

Figure 12. Variation curves of pore water pressure at different levee levels.
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Finally, when the seam width remains constant, the pore water pressure of the cushion
at different water levels in front of the dike varies with the wave cycle. The larger the water
level in front of the dike, the higher the measured pore water pressure and the greater the
fluctuation range. This is because the wave water penetrates into the cushion through gaps,
influenced by the static water pressure in front of the dike and the seepage pressure of
waves, leading to a gradual increase in the original water pressure in the cushion. When the
increasing water pressure cannot dissipate in time, the buried pore water pressure sensor
reads a higher pore water pressure value. This explains why a higher water level in front of
the embankment increases the likelihood of the cushion being affected by water pressure,
causing sand to run and resulting in cushion hollowing over time. Therefore, when the
water level in front of the dike is high, it is recommended to repair the fallen masonry joints
as soon as possible to minimize the risk of cushion hollowing.

3.2.3. Variation Law of Pore Water Pressure at Different Paving Seam Widths

The changes in the average and maximum pore water pressures under different levee
water levels under working conditions 1, 2, and 3 are shown in Figure 13. The following
conclusions can be drawn:

(a) (b)

Figure 13. Graph of pore water pressure variation. (a) Average pore water pressure. (b) Maximum
pore water pressure.

(1) As the width of the paving seam increases, the pore water pressure values at
measuring points 2 and 3 also increase. In addition, the maximum and average pore water
pressure during the wave period range increase;

(2) The pore water pressure at measuring point 3 is consistently greater than that
at measuring point 2 under various paving seam widths, as observed by comparing the
average and maximum pore water pressure values at both points. This variation in pore
water pressure is also consistent with the differences in pore water pressure observed at
different positions;

(3) Comparing the maximum pore water pressure values at measuring points 2 and 3
with the same paving seam widths shows that the values at measuring point 2 are 0.397 kPa,
0.545 kPa, and 0.577 kPa, while those at measuring point 3 are 0.472 kPa, 0.844 kPa, and
0.913 kPa for paving seam widths of 0.5 mm, 1.0 mm, and 1.5 mm, respectively. The
maximum pore water pressure at measuring point 2 increases by 37.3% from 0.5 mm to
1.0 mm and by 5.9% from 1.0 mm to 1.5 mm, while the maximum pore water pressure at
measuring point 3 increases by 78.8% and 8.2%, respectively. The increase in pore water
pressure at measuring points 2 and 3 is much more significant when the width of the paving
seam changes from 0.5 mm to 1.0 mm compared to the changes observed in the range of
1.0–1.5 mm;

(4) When the paving seam width is the same, the average pore water pressure at
measuring point 2 is compared to that at measuring point 3. The average pore water
pressure values at measuring point 2 are 0.295 kPa, 0.427 kPa, and 0.508 kPa, while the

170



Water 2023, 15, 1874

average pore water pressure values at measuring point 3 are 0.420 kPa, 0.678 kPa, and
0.743 kPa for paving seam widths of 0.5 mm, 1.0 mm, and 1.5 mm, respectively. The average
pore water pressure at measuring point 2 increases by 44.7% from 0.5 mm to 1.0 mm and by
19.0% from 1.0 mm to 1.5 mm, while the average pore water pressure at measuring point
3 increases by 61.4% and 9.6% for the same paving seam widths. The increase in average
pore water pressure at measuring points 2 and 3 is much greater in the range of 0.5 mm to
1.0 mm than in the range of 1.0 mm to 1.5 mm.

From the above, it can be observed that under the same water level and paving seam
width conditions, the average and maximum pore water pressures at the low position are
higher than those at the high position. When the paving seam width increases from 0.5 mm
to 1 mm, there is a significant difference in the increased amplitude of the maximum and
average pore water pressures at measuring points, even though the width only increases by
0.5 mm. When the paving seam width is less than 1 mm, the maximum and average pore
water pressures at the measuring points increase by about 50%. However, when the width
is greater than 1 mm, the maximum and average pore water pressures increase by at least
10%. Therefore, it is recommended to control the joint width to be less than 1 cm during
the process of laying precast concrete blocks, as this can help reduce the risk of cushion
loss even if the cushion falls off during operation.

3.3. Compressive/Shear Strength of Paving Seam Materials

The results of the measured shear strength of the cemented surface are presented in
Table 13. The experimental results show that the destructive development situation of
mortar paving seams of different strength grades is almost the same, with destruction
occurring in the paving seam. Upon examining the destroyed part of the mortar, it can
be observed that the cement surface of the paving seam materials is well-poured, and the
holes are relatively small, with no obvious impact on the strength. The findings reveal that
the shear strength of the mortar paving seam materials increases with the mortar strength.

Table 13. Shear strength of the cemented surface.

Grade Serial Number Mortar Strength/MPa Measured Value of Mortar Strength/MPa Average Shear Strength/MPa

M15
1

17.2
0.86

0.822 0.79
3 0.82

M20
4

22.5
1.25

1.235 1.24
6 1.21

M20+
7

23.0
1.46

1.498 1.48
9 1.52

Comparing the M15 and M20 mortar paving seam materials indicates that the greater
the mortar strength, the higher the shear strength. The results show that the mortar
compressive strength increases by 23.5%, and the mortar shear strength increases by 32.5%.
Furthermore, comparing M20 with M20 containing an 8% expansion agent, the compressive
strength of the latter increases by 2.2%, and the mortar shear strength increases by 17.4%.
Therefore, a reasonable amount of an expansion agent can lead to better pore distribution
of the mortar of a cemented surface, improve the strength of mortar to a certain extent, and
significantly enhance the shear strength of mortar.

3.4. Microstructure Analysis of Paving Seam Materials

In order to accurately reflect the field conditions, the experiment used samples ob-
tained after the mortar paving seam shear test. However, the irregular shape of the mortar
material after the test made it difficult to measure its apparent volume. As a result, the
experiment only analyzed the pore size distribution of M20 and M20+. Pores were classified
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into four grades based on pore size: pores with a size of less than 20 nm were deemed
harmless, pores with a size between 20 and 50 nm were considered less harmful, pores
between 50 and 200 nm were regarded as harmful, and pores larger than 200 nm were
labeled as very harmful [29].

Table 14 indicates that the addition of an expansion agent has a significant effect on the
pore size distribution of the mortar, particularly on the percentages of multiple damaged
holes and less damaged holes. The percentage of pore size distribution with harmful holes
decreases from 57.4% to 41.6%, while that of less damaged holes increases from 12.7% to
30.5%, and that of harmful holes decreases from 27.9% to 25.9%. Overall, a reasonable
amount of admixture makes the structure of the mortar more compact. This is due to the
expansion agent promoting the growth of needle-stick ettringite Aft crystals in the mortar.
As the content of the expansion agent increases, the number of needle-stick ettringite
Aft crystals also increases, which results in a more compact contact surface between the
concrete and the mortar due to the expansion effect. This is conducive to improving the
shear strength of cemented surfaces.

Table 14. Pore size distribution of M20 and M20+ mortars.

Classes of Mortar Materials of Paving Seam

Pore Size Distribution/%

Less Damaged
Holes 20–50 μm

Harmful Holes/
50–200 μm

Very Harmful
Holes/over 200 μm

M20 12.70% 27.90% 57.40%

M20+ 30.50% 25.90% 41.60%

4. Conclusions

In this study, a physical model of precast concrete blocks with different paving seam
widths and joint materials was established to analyze the changes in pore water pressure
under various positions, water levels, and paving seam widths through the use of embed-
ded pore water pressure sensors. The aim was to provide suggestions for the width and
material treatment of paving seams. Based on the results, the following conclusions can
be drawn:

(1) Pore water pressure is significantly affected by the position of the slope cushion, the
water level in front of the embankment, and the width of the paving seam;

(2) Control of the paving seam width to less than 1 cm is an effective measure for pre-
venting cushion loss considering the influence of construction and other factors.

(3) Paving seam plumpness and mortar strength are both crucial factors that affect the
shear strength of the cemented surface of paving seam materials, and they have a
mutual influence on each other;

(4) Properly adding an expansion agent can improve the properties of mortar paving
seam materials and significantly enhance the bond property between mortar and
slope protection concrete.
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Abstract: The purpose of this study is to identify the leading causes of slope instability along a
local highway in Anhui, People’s Republic of China. As part of the east expansion project, the
mountain range will be excavated to create a two-way, nearly 30 m wide highway. The site’s
topography consists of a hill with palm-shaped faces carved from limestone running along its sides.
The geological characteristics and slope stability of the research area highlight the possibility of slope
failure along both sides of the roadway. Slope stability analysis was performed in order to determine
the failure mechanism and create a stable slope. Initial slope characterization and shear properties
of the rock were determined by means of fieldwork and laboratory analysis. By causing wedging
failure and toppling collapse, the bedding joints and discontinuity orientations increase instability, as
determined by a kinematic analysis performed with DIP.6 software. The Limit Equilibrium Method
(LEM) of analysis is presented in the software Slide 6.020 to illustrate the instability of the slope. The
unstable condition of the slopes was determined using empirical methods that were validated and
enhanced by limit equilibrium analysis.

Keywords: rock slope stability; failure mechanism; kinematic analysis; limit equilibrium method
finite; DIPS 6.0; Slide 6.020

1. Introduction

Analysis of rock slope stability is required to plan safe excavations of slopes such as
road cuts, mines, and railways to evaluate the stability of natural slopes. Especially in
steep and mountainous regions, rock slopes are one of the most critical concerns in road
construction. Distinct rock mass conditions, different discontinuities, shear zones, faults,
thrusts, an unprofessional method of slope cutting, excessive rainfall, seismic activity, and
tectonic activities make slopes more susceptible to instability problems [1–4]. Nevertheless,
the most frequent types of slope failure are planar, wedge, rock topples, and rockfalls [5].
A complete geological analysis of the slope necessitates a detailed survey and research
to assist the engineer in designing the appropriate support system and mitigating slope
failures. A well-designed slope improves slope stability and safety, reduces expenses,
increases mine life, and minimizes the stripping ratio [3,6].

Due to advancements in geology, we can understand such events, eventually enabling
us to predict them so that the damage can be reduced. Modern technology and advanced
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techniques regarding slope stability have improved in recent years, but rock slope stability
is still challenging for engineers. This is mainly due to the use of primitive techniques
and the complexity of the rock slope considering the discontinuities influenced by joints,
bedding, folds, faults, etc. Geological characteristics of rock mass include location and the
number of joint sets, joint spacing, joint orientations, joint material, slope geometry, slope
material strength, and seepage [7–10]. A rock slope can fail due to one or a combination
of the different failure mechanisms. When the presence of pre-existing discontinuities
dictates the instability, the failure will be in the form of plane sliding, wedge sliding, or
toppling [11,12].

Many researchers around the globe have used various approaches for slope stability
evaluation. Unlike deterministic analysis, which provides a single measure of the factor of
safety (FoS), the kinematic analysis and limit equilibrium method can determine the prob-
ability of failure [8,13–15]. Several earlier studies have adopted probabilistic approaches
to assess the stability of slopes. Probabilistic analysis is a technique for modeling the
uncertainty and variation in parameters. The deterministic method minimizes the safety
factor to determine the critical failure surface. In contrast, the probabilistic method allows
measuring slope reliability based on the probability of failure and reliability index. The
deterministic method is characterized by the high uncertainty of the variables considered
in the analysis [16–18]. As a result, the probabilistic method allows for a new perspective
on risk and reliability beyond the scope of traditional deterministic methods [13,18]. The
factor of safety is normally expressed as a random variable. It can be substituted by the
probability of failure in the assessment of slope stability. In contrast, the sensitivity analysis
utilizes the maximum and minimum values of the parameter to determine the slope’s
critical condition. Therefore, the relationships among the parameters and their effects on
FoS can be evaluated [19,20].

With the development of computer technology, the finite element method has recently
been a concern at home and abroad. When the slope reaches the failure state through
the finite element strength reduction, the displacement on the sliding surface will change
suddenly and produce a large and unlimited plastic flow. Discontinuities play a key
contributing factor in slope stability. In addition, rock type, joint properties, geometry,
water condition, and failure-plane characteristics are the key parameters that affect slope
instability [9,14,16,21,22]. Moreover, assessing rock slopes is challenging to select the
appropriate parameters for the stability assessment. Therefore, combining field data
with a laboratory analysis approach leads to suitable consideration of the appropriate
parameters [23].

Kinematics analysis is the most important method to investigate the slope instability
and failure mechanism associated with landsides. The height of the slope also plays a role in
the mode of failure; as the height increases, complex failures may occur. Kinematic analysis,
the Limit Equilibrium Method (LEM), and numerical modeling are modern techniques
widely used for slope stability analysis. To perform kinematic analysis and understand the
failure mode, discontinuity orientation, joint sets, and bedding planes are key parameters
that can be considered. Kinematic analysis is a very useful method to understand types
of failure by using discontinuities and joint orientations [22,24,25]. Various techniques,
including kinematic analysis, limit equilibrium analysis, rock mass classification system
(SSPC system), and probabilistic analysis, among others, are available for the investigation
of rock slope stability [26–29]. Kinematic analysis using the stereographic projection
method is typically carried out before performing a detailed study in nearly all slope
stability analyses [30–32]. Kinematic analysis is a geometric method that employs angular
interactions between discontinuity planes to determine the possibility and failure types in
a jointed rock mass [33].
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In engineering analysis, numerous limit equilibrium techniques have been developed
to analyze and design slopes in both soil mechanics and rock mechanics. It is founded on
the idea of safety factors. To compute the global failure analysis, the factor of safety, and the
failure surface, limit equilibrium analyses were carried out. Several approaches, including
LEM, were used to assess the slope stability for the safety factor. The discrepancies in
the benefits and limitations of each strategy must be emphasized. The LEM technique
basically segments a soil/rock mass above the slip’s surface into a finite number of slices
that can be segmented either vertically or horizontally [34,35]. Despite the widespread
usage of traditional 2D modeling, it is generally believed that 2D slope stability analysis
is inadequate when compared to 3D [20,36]. However, many researchers have conducted
2D slope stability analysis [8,9,13]. When using the limit equilibrium approach to calculate
the forces pushing the rock mass and the opposing forces, the ratio of opposing forces to
driving forces at equilibrium is known as the factor of safety (FOS) [11,37,38]. Numerous
controlling parameters, including slope geometry, failure plane features, water forces, and
external triggering factors, will have an impact on the FOS. Slope height has an inverse
relationship with the FOS. Shear strains will increase as slope height (h) increases; as a
result, FOS will decline [39,40].

The current study investigated the possible mode and potential of failure along the left
and right slopes of a highway. Kinematic analysis tools were used to evaluate the potential
failure of rock masses moving along geologic structures on the slope face. The analysis
was conducted through DIPS software using graphical stereographic projection to examine
the failure potential in both locations. In this study, the main factors affecting the mode of
instabilities observed in the field are discontinuity orientation and bedding planes. The
geometry of the slope, joints, and bedding plane was considered for the possible design
and mode of failure.

Location and Geology of the Study Area

The study area is located in northeastern China in a moderately mountainous area
(longitude 30.928194702590133, latitude 117.88073690223622) with an elevation of 35 m in
Tongling city, Anhui province, P.R. China, as shown in Figure 1.

The province has different climates in the north and south, associated with geography.
The seasons are more pronounced and more moderate towards the north. In January,
temperatures are often between 1 ◦C and 3 ◦C, whereas in July, they are typically 27 ◦C
or higher (Anhui Meteorological Department). The vegetation on the mountain is not
developed, the overall terrain in the upper middle is high, and the two ends are low. The
hillsides slope toward the inlet and outlet ends. The natural slope is 18◦–26◦. The Tongling
area is a tectonically active zone with a low thickness of about 32 km. The Tongling district
is located in the center of the Middle-Lower Yangtze River Block (MLYB) [41,43]. The
dominant lithologies in this region are Silurian Middle Triassic marine sedimentary rocks.
NE-trending fold structures are present and are accompanied by a series of NE-, NNE- NW-,
and NNW-trending fault systems that control the emplacement of Mesozoic intrusions.
The structures in this area include the NE-trending Qingshan anticline [42,44,45]. The
sedimentary rocks exposed in the area range from Middle-Upper Silurian to Lower Triassic
in age, but no Lower to Middle Devonian rocks are recognized. The main host rocks of the
deposit are sandstone, limestone, and dolomitic limestone [46].
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Figure 1. Maps of the study area. (a) Geological map of Tongling district, Anhui province, modified
after [41,42]; (b) cross-sectional area of the highway to be constructed.

2. Materials and Methods

2.1. Field Investigation

The east extension project plan is to excavate the mountain body as a two-way lane,
and the width of the road is nearly 30 m. The site terrain consists of a hill with limestone
palm faces along both sides and a spherical peak. The planned route joins Tongjing
Middle Road and Qifeng Road at their intersection in the west, crosses the northern foot of
Qingshan Mountain in the east, travels past the deserted quarrying pond on the mountain’s
eastern side, and finally joins Tongjing East Road. The total length of the road is about
2.2 km. It is 18.9~25.6 m from west to east. The project extends east along Tongjing Middle
Road. The excavation section of the low mountain is about 600 m, the highest point of the
terrain is 144 m, the relative height difference of the mountain is 130 m, and the north side
cutting slope is 110 m. The 70 m south slope is shown in Figure 1b. Field investigation
shows that the rock formation and structural surface in the northern foothills of Qingshan
are well outcropped, the rock formation level is flat, and the joint surface is developed. The
local rock mass is severely cut.
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2.2. Laboratory Testing and Geotechnical Assessment

In order to assess the rock mass metrics and geotechnical features, fresh bulk samples
were extracted and transported to the rock mechanics lab at the China University of
Geosciences Wuhan. The cylindrical samples were prepared with dimensions of 100 mm in
length and 50 mm in diameter. Both sides of the cylinders were flattened to get a uniform
outcome and characteristics across all samples. All samples were drilled perpendicular
to the depositional layers in a pattern in which no apparent fractures were observed
(Figure 2a,b). All samples were dipped in the water tank before being put in a vacuum
saturator to absorb more water and become thoroughly saturated (Figure 2d). Each sample
mass was evaluated every 24 h until it reached complete saturation. Throughout every
measurement, the saturated mass of each specimen remained unchanged. Therefore,
reaching a completely saturated condition in rock is challenging. After calculating the
saturated mass, samples were baked for 24 h at 120 ◦C (Figure 2c). To assess water
absorption, the difference between dry and wet mass is divided by the rock dry mass,
according to the Chinese rock mass testing standard. The calculated data for physical
properties are listed in Table 1.

Figure 2. Different materials and instruments. (a) Core sample extracted from core drilling machine.
(b) All prepared core samples from limestone and dolomite. (c) Oven for dying the saturated samples.
(d) Vacuum saturator. (e) RMT-150. (f) Triaxial cell.

Table 1. Physical Properties of Limestone.

Sample Water Absorption (%) Error (±) Porosity (%) Error (±) Unit Weight (γ) Error (±)

Limestone dry 0.12 0.042 0.36 0.112 2.71 0.010
Dolomite wet 0.23 0.020 0.66 0.055 2.82 0.011
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Before the triaxial test, cylindrical samples were subjected to a drying and wetting
procedure. All specimens were triaxially tested to determine the result (Figure 2e). Each
sample was placed in a triaxial cell and subjected to 0.20 KN/s of steady vertical pressure
until failure (see Figure 2f). ISRM-recommended laboratory testing methods were fol-
lowed [40]. Figure 2e depicts an RMT-150 rock mechanics testing machine used to perform
triaxial tests. These experiments were done at the Chinese Academy of Sciences, Rock and
Soil Mechanics Laboratory in Wuhan, China.

2.3. Strength Parameters

According to the Mohr-Coulomb technique, one of the most crucial factors affecting the
stability of rock slopes is the shear strength of the discontinuities, which may be computed
using the cohesion and friction angle parameters [47]. After metamorphism, the rock is a
marbleized limestone and dolomite unit with fine grain structure, a grey-black hue, and
thin layers. For limestone, porosity, unit weight, and water absorption were estimated. The
test was conducted in the rock mechanics lab at the China University of Geosciences in
Wuhan. To assess water absorption, the difference between dry and wet mass is divided
by the rock dry mass, according to Chinese rock mass testing standard. The interpretation
of stress-strain characteristics (maximum (σ1), minimum (σ3) normal stresses in MPa, and
elastic modulus Ei (GPa)) and shear strength parameters (cohesion (c), internal friction
angle (ϕ), and Poisson ratio) were based on the difference between the dry and saturated
states and the confining stress (Table 2).

Table 2. Shear Strength Parameters of Limestone.

Serial No:
Unit Weight

(kN/m3)
Cohesion

(kPa)
Internal Friction

Angle (◦)
Deformation

Modulus (MPa)
Poisson Ratio

(MPa)

Strong, weathered
limestone

Natural 26.8 350 38 25,000 0.28
Saturated 27.1 300 35 23,000 0.31

2.4. Failure Mechanisms and Slope Stability

Kinematic analysis was conducted to highlight the possibility for several types of
rock slope failures that arise due to adversely oriented discontinuities [5]. The rock slope
moments and likely failure direction were calculated and anticipated using kinematic
analysis along both slopes. Three frequent failure modes (planar, wedge, and toppling) that
result from adversely oriented discontinuities and bedding planes were examined [11]. The
required parameters obtained from the field through geological survey and geotechnical
investigation are summarized.

In order to evaluate the slope kinematics, the discontinuity parameters acquired from
the scan-line survey that was conducted for each of the analyzed slopes were entered into
the DIPS program, which is shown in Figure 3 [11,24,48]. The failure potential and cause,
impacted by the numerous slope angles, exiting discontinuities, and bedding planes, were
calculated using an arbitrary slope dip angle of 40◦ to 70◦. For this purpose, the slope was
modeled to the right and left banks with different slope angle.

To compute the global failure analysis, the factor of safety, and the failure surface,
limit equilibrium analysis was carried out. A Slide 6.020 numerical model was utilized
to simulate how the material would react to stress, strain, and shearing as the road was
built. To better understand the mechanism of weak rock instability brought on by highway
excavation, two-dimensional cutting slope models were created. The slopes have an
excavation ratio of 130 m long and 130 m high. The model still requires the creation of
borders, mesh generation, boundary conditions, addition of traction, field stress, normal
condition, seismic condition, and simulation at the end. These studies employed the Bishop,
Janbu, and Spencer four-slice methodologies.
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Figure 3. Quantitative data of discontinuities and bedding joints: (a) dip (b) dip direction.

3. Results

Plane failure, wedge failure, and toppling failure are the three basic types of failure
that occur along rock discontinuities in hard rock slopes [5]. This study sought to determine
how geological structures affected the frequency of rock failure along a road in a hilly area
with several geological characteristics crossing it. Geological and geotechnical approaches
were used to investigate the issue. Kinematic analysis (Stereo-net plots) is one of the
geotechnical techniques to determine the failure mechanism (wedge, planar, and toppling
analysis) and critical slope failure.

Three main failure mechanisms were examined on both sides of the road using the
orientation data and kinematic analysis generated by Dips 6.0 software. We tabulated the
rock discontinuity data collected from the sloped site and grouped the data sets based
on their similarities. The kinematic analysis findings and the actual field situation agree
rather well. Field measurements and observations revealed a joint-controlled toppling and
wedge-type failure. The data also show that failure is more critical and likely to occur along
the left bank than the right. The result shows that when the slope angle is low, the critical
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intersection points in the critical zone are lower, while with an increase in slope dip angle,
the number of critical intersections also increases (Table 3). The kinematic study of the
left bank makes it evident that the toppling mode has been tested with a higher failure
probability than the planar and wedge failure.

Table 3. Summary of critical interaction points, left bank (LB), right bank (RB), planar (P), wedge (W),
toppling (T), critical intersection (CI), total critical interaction (TCI).

Site Failure Type 45◦ 50◦ 55◦ 60◦ 65◦ 70◦ TCI

LB
P 2 3 4 5 6 8 239
W 593 907 1267 1571 1967 2488 28,426
T 2190 2366 2500 2667 2989 5773 28,426

RB
P 0 0 0 0 0 0 239
W 599 780 1113 1509 1915 28,426 28,426
T 484 628 725 915 1059 1247 28,426

Overall, from the right bank, it is clear that three forms of failure display rising failure
possibilities with increasing dip slope angle, with toppling and wedge failure exhibiting
higher failure probabilities than planar (Figure 4a). On the other hand, it can be seen from
the left bank that toppling failure and wedge failure both exhibit a pattern of increasing the
likelihood of failure and are more problematic, although toppling failure is more prevalent
than wedge failure. Additionally, planar failure exhibits very low odds (Figure 4b).

Figure 4. Failure probabilities of different failure mechanism on the (a) left bank and (b) right bank.

The toppling mode was tested with a higher failure probability than the planar and
wedge failure, as shown by the kinematic analysis of the left bank (Figure 5a). According to
the results, the likelihood of a planar failing is slightly higher than 1% when the slope dip
angle is 40◦, but it increases to 1.6% when the angle is 5◦. The number of critical failures
is 2 (Figure 5a). Also, when the slope dip angle is 55◦, 60◦, and 70◦, failure chances rise to
2.5%, 2.9%, and 5%, respectively. The chance of wedge failure increases to 10% at a slope
angle of 55◦, as shown in Figure 5d, from 5% at 45◦ (Figure 5e). The failure probability
is highest (17%) when the slope’s peak orientation has a dip angle of 70◦ (Figure 5f). The
majority of the joints have a dip angle of 20◦ or more, as shown by the data. In total,
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34 joints have a dip angle of 80◦, whereas 63 joints dipped with an angle greater than 70◦
(Figure 2a). The toppling failure is the rotation of a block or stone column located on a
sloping surface, around a point [49]. As demonstrated in Figure 4a, toppling failure has a
higher failure probability. Failure probabilities are just below 3% when the slope dip angle
is 40◦, but they rise somewhat with slope dip angle and can reach up to 4.5% when the dip
angle is 55◦ (Figure 5g,h).

Figure 5. Dip analysis for the left bank of the highway: planar failure at (a) 45◦, (b) 55◦, and (c) 70◦;
wedge failure at (d) 45◦, (e) 55◦, and (f) 70◦; and toppling failure at (g) 45◦, (h) 55◦, and (i) 70◦.

According to the findings from the right bank, the likelihood of a planar failing is 0%
at a slope angle of 40◦, while the same percentages are repeated at a slope angle of 60◦.
When the slope dip angle is 65◦ and 70◦, the failure chances increase slightly with values
of 1%, which is very low (Figure 4b). The right bank wedge failure study yields nearly
identical results as the left bank. Although the odds of failure were lower for a modest dip
angle, they rose as the slope dip increased (Figure 4b). The outcome shows that the slope
dip angle of 45◦ had a very low failure chance of 2% (Figure 6d). According to the right
bank kinematic analysis results, toppling failure probability is somewhat more than 5% at
a slope dip angle of 40◦, but gradually increases as the slope dip angle increases, obtaining
a maximum of 5.5% at a dip angle of 55◦. At 65◦ and 70◦, toppling exhibits the greatest
values of 8.5% and 9.5%, respectively (Figure 4b).
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Figure 6. Dip analysis for the right bank of the highway: planar failure at (a) 45◦, (b) 65◦, and (c) 70◦;
wedge failure at (d) 45◦, (e) 65◦, and (f) 70◦; and toppling failure at (g) 45◦, (h) 65◦, and (i) 70◦.

To simulate the impact of road building and geological characteristics concerning
rock mass displacement, the Finite Element Method (Slide 6.020 software) was utilized.
Because of the highly jointed and varied joint spacing of the rocks along the research area
road, different-sized blocks can develop. Using a Brunton compass, more than 150 bedding
joints and discontinuities with dip/dip directions were measured at each location. The
results show that the calculated factor of safety in normal conditions for the Bishop, Janbu,
and Spencer method is 1.128, 1.105, and 1.126, respectively (Figure 7a–c). This result of
the left bank indicates that the slope is stable when the slope angle is 60◦ or less, but the
slope becomes vulnerable to failure when the overall slope angle increases to 65◦ and 70◦.
However, the slope becomes more unstable when the ground acceleration is applied. Along
with this increasing slope angle, the FoS value decreases, which ultimately increases the
failure probability (Figure 9).
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Figure 7. Slope stability analysis for the left bank of the highway: (a) Bishop method under normal
conditions, (b) Janbu method under normal conditions, (c) Spencer method under normal conditions,
(d) Bishop method under seismic conditions, (e) Janbu method under seismic conditions, (f) Spencer
method under seismic conditions.

4. Discussion

4.1. Kinematic Analysis
4.1.1. Left Slope

(a) Planar failure: It is clear from the kinematic analysis of the left bank that the toppling
mode tested with a greater failure probability than the planar and wedge failure
(Figure 5a). The results shows that when the slope dip angle is 40◦, planar failure is
slightly more than 1%, but with an increase in 5◦, the failure chances reach 1.6%. The
number of critical failures is 2 (Figure 5a). Also, when the slope dip angle is 55◦, 60◦,
and 70◦, failure probability increases to 2.5%, 2.9%, and 5%, respectively. The key
critical zone for planar failure is located on the left slope, as seen in the highlighted
red area. The danger of the developing planar slide is represented by intersections
in the crucial zone (Figure 5b,c). The condition that must be met for a plane to fail
is that the slope-face dip must be larger than the slide-plane dip, and both must
be higher than the slide-surface friction angle, i.e., ψf > ψp > φ [12]. According to
the pole points, none of the major joint sets on the slopes is critical for planar slope
failure. As a result of the discontinuities of pole points not being inside the planar
daylight envelope, planar failure does not occur on the slopes of the examined area
(Figure 5a–c). Because the dip angle of the majority of joints is lower and extremely
small, the pole of the junction point of the joints falls within the friction cone or safe
region. The number of critical failures likewise rises as the slope dip angle increases
(Table 3). Thus, the kinematic analysis indicates that planar failure chances are very
low, approaching zero.

(b) Wedge failure: The failure probability of a wedge is 5% at a slope angle of 45◦ as shown
in Figure 5d, and increases to 10% at a slope angle of 55◦ (Figure 5e). The failure
probability is highest (17%) when the slope’s peak orientation has a dip angle of 70◦
(Figure 5f). The majority of the joints have a dip angle of 20◦ or more, as shown
by the data; moreover, 34 joints have a dip angle of 80◦, whereas 63 joints dipped
with an angle greater than 70◦ (Figure 2a). This indicates that wedge failure is more
likely to occur along the left bank. The number of critical failures also increases as
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the slope dip angle increases even though more joints are in the unsafe zone, which
raises the probability of wedge failure (Table 3). According to [50], the prior landslide
in construction is mostly caused by steep slope angles. Additionally, [51] reported
that most of the intersection points of the joints fall in the safe zone because of the
low dip angle, which decreases the probability of wedge failure. Azimuth-based
discontinuities with NE and SE orientations produce intersection points in the critical
zone that lead to wedge failure. The number of crucial locations likewise grows as the
dip slope angle rises. Therefore, the probability of wedge failure increases and rises
up to 11% when the slope dip angle is 70◦ (Figure 5f).

(c) Toppling failure: The toppling failure is the rotation of a block or stone column located
on a sloping surface, around a point [49]. From Figure 4a, it can be seen that toppling
failure shows a higher failure probability. When the slope dip angle is 40◦, failure
chances are slightly less than 3%, while a small increase in slope dip angle increases
the failure chances up to 4.5% when the dip angle is 55◦ (Figure 5g,h). There is a lower
chance of a toppling failure than a wedge failure (Figure 4a). Failure probabilities
spike dramatically at a slope dip angle of 70◦, where they reach 17%, indicating a dan-
gerously high risk for toppling failure (Figure 5i). By observing the pole orientation of
joints, one can determine the most vulnerable areas that could topple. Ning et al. [52]
found that the change in slope angle and stratum dip angle could impact the stability
of the slope. From Figure 5a, it can be seen that 109 discontinuities are oriented in
the NW and SW where the joints and slope dip in opposite directions. This suggests
that toppling failure shows a higher probability. From Figure 5g, it can be seen that
with a slope angle of 45◦, critical failure is comparatively lower, but when the slope
angle increases, the critical intersection points increase. With slope angles of 60◦ and
70◦, the toppling failure chances are high and more critical. All results of the critical
interactions are listed in Table 3.

4.1.2. Right Slope

(a) Planar failure: Results from the right bank show that when the slope angle is 40◦–60◦,
planar failure chances are 0%. When the slope dip angle is 65◦ and 70◦, the failure
chances increase slightly to 1%, which is very low (Figure 4b). The failure probability
is very low when the slope dip is lower than the joint dip. On the other hand, there
will be no chance for planar failure if the pole points of the joints are not in the
critical zone [51,53]. The number of critical failures is 0 when the slope dip angle is
kept lower or higher. All results are shown in Table 3. The failure plane created by
the friction angle circle and the daylight envelope demonstrates that any junction
point is susceptible to failure. According to the results of quantitative data on dip
direction, several joints are orientated in the same direction as the slope. As a result,
no joint is in danger of failing from the right bank (Figure 6a–c). The azimuth of most
discontinuities is oriented in NW and NE where the criteria for planar failure are not
met. Additionally, when the slope angle is 45◦, the failure chance is zero, but with
an increase in slope dip angle up to 70◦, the critical intersection points and failure
chances are zero and 1%, respectively. This indicates that an increase in slope dip
angle has no effect on planar failure in this condition (Figure 6a,c).

(b) Wedge failure: The right bank wedge failure study yields nearly identical results as the
left bank. A low dip angle has lower odds, but as the slope dip increases, the likelihood
of failure increases (Figure 4b). From the result, it can be seen that the slope dip angle
of 45◦ has a failure probability of 2%, which is very low (Figure 6d). Additionally,
the number of intersection points in the critical intersection zone is comparatively
lower (Table 3). Additionally, the failure probability exhibits a regular increase with
increasing slope dip angle. From the quantitative analysis of discontinuities, it can
be seen that 67 discontinuities are oriented in a SW direction. In contrast, 94 are
oriented NW (Figure 2b). The kinematic measurements show that wedge-type failure
is controlled by azimuth and slope dip and dip direction. In the critical zone, azimuth-
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based discontinuities with NW and SW orientations result in intersection spots that
cause wedge failure. The failure probability becomes very high when the slope angle
is 65◦ and 70◦; then, failure chances rise to 7% and 8%, respectively (Figure 6e,f). This
indicates that as crucial intersection sites rise, they depend on the slope dip angle,
which raises the chance of failure.

(c) Toppling failure: From the results, it can be seen that toppling failure is more crucial in
the right bank at any dip angle of the slope. When rock masses have a dominating
discontinuity set (often bedding or foliation) with a strike almost parallel to the
sloping surface and inward dip, rock slopes are more likely to topple [43]. Landslides
mainly occur on dip slopes and sporadically happen elsewhere [14]. In addition, it
is possible to decrease the slope angle because doing so lowers the weight of the
material, enhancing the slopes’ stability [1]. From the kinematic analysis result of
the right bank, it can be seen that toppling failure probabilities are slightly more
than 5% when the slope dip angle is 40◦, but they gradually increase as the slope dip
angle increases, obtaining a maximum of 5.5% at a dip angle of 55◦. At 65◦ and 70◦,
toppling exhibits the greatest values of 8.5% and 9.5%, respectively (Figure 4b). From
Figure 3a,b, 54 discontinuities are oriented NE and SE, where the joints and slope dip
in the opposing directions. In addition, most of the discontinuities dip with a high
dip angle. This implies that toppling failure is a possibility. In comparison, when the
slope angle is 45◦ and the failure chance is 5.5%, then crucial junction locations are
relatively lower (Figure 6g). Critical interaction sites and failure probability both rise
as the slope dip angle rises (Table 3). When the slope dip angle rises up to high value
of 65◦ and 70◦, then failure probability is slightly more than 8.5% and 9%. This result
concurs with kinematic analysis, which indicates that NE–SW dipping discontinuities
have a high potential for toppling failure. Moreover, the number of critical points also
increases with the increase in slope dip angle (Figure 6h,i). Based on the azimuth and
slope geometry of the right bank, it is evident that high failure probability of toppling
exists with a high dip slope angle. In this condition, the slope is unstable and more
likely to fail.

4.2. Limit Equilibrium Analysis

The limit equilibrium method (LEM) was used to determine the factor of safety (FoS)
and evaluate the surface failure along both sides of the highway slopes. The primary
method used with the Slide 6.020 application to assess stability is this analytical methodol-
ogy for failure surfaces and factor of safety in normal and seismic conditions is shown in
Figure 8. For a variety of limit equilibrium approaches, including the simplified Bishop
method, the simplified Janbu method, and the simplified Spencer method, the FoS values
using the Mohr-Coulomb criteria were computed. Using this technique, forces that lead
to rock mass instability, as well as resistant forces are examined, and the resistance to
driving force ratio (FoS) is calculated [11,24,42,45]. In a 2-dimensional analysis, a slice
that is one unit thick is thought to represent a typical piece of the slope. Previous studies
have demonstrated that the limit equilibrium approach provides acceptable results for
engineering applications [5,26].

4.2.1. Left Slope

In a deterministic investigation of the left bank slope using LEM under typical cir-
cumstances, several FoS values were obtained. Two rock slope stability scenarios were
examined: one under typical conditions and the other under peak ground acceleration
(PGA). The results show that the calculated factor of safety in normal conditions for the
Bishop, Janbu, and Spencer methods is 1.128, 1.105, and 1.126, respectively (Figure 7a–c).
This result of the left bank indicates that the slope is stable when the slope angle is 60◦ or
less, but the slope becomes vulnerable to failure when the overall slope angle increases
to 65◦ and 70◦. [52] revealed that movement of the anti-dip slope can be influenced by
the slope angle when it increased from 60◦ to 70◦ while the dip angle of the strata is kept
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fixed. According to [50], the prior collapse at the quarry was mostly caused by steep slope
angles. The Bishop and Spencer technique values are close to 1.7, whereas the Janbu FoS
value with its lowest slope angle of 45◦ is slightly less than 1.6. Higher safety factor values
appear with a decreasing slope angle, indicating a reduced chance of failure (Figure 9a).
When the slope angle is kept lower, according to LEM analysis of these methods, the left
bank is stable. When the slope angle rises to 60◦ or 70◦, however, the slope becomes highly
unstable and has a low value of FoS.

However, for the seismic condition with ground acceleration of 0.25, the values of
safety for Bishop, Janbu, and Spencer decrease by 0.759, 0.715, and 0.758, respectively
(Figure 7d–f). In addition to this, a small change in slope angle can also change the factor
of safety, which ultimately affects the slope stability. The FoS of the slope with various
slope angles and a peak ground acceleration (PGA) of 0.25 are shown in Figure 9b. The
lowest FoS values are 0.715 for the Janbu approach, and 0.759 and 0.758 for the Bishop and
Spencer methods, respectively. These results lead to slope vulnerability, which makes it
more likely to collapse at any time under these circumstances. In contrast, it can be seen
that, due to a decrease in slope angle with PGA of 0.25, the FoS value rises. The FoS value
for Janbu, with the lowest slope angle of 45◦, is slightly higher than 1, while the values for
the Bishop and Spencer methods are somewhat higher than 1.1. This indicates that failure
probability increases, and the slope is more unstable (Figure 9b).

However, for the seismic condition with ground acceleration of 0.25, the values of
safety for Bishop, Janbu, and Spencer decrease by 0.759, 0.715, and 0.758, respectively
(Figure 7d–f). In addition, a small change in slope angle can also change the factor of safety,
which ultimately affects the slope stability. The FoS of the slope with various slope angles
and a peak ground acceleration (PGA) of 0.25 are shown in Figure 9b. The lowest FoS
values are 0.715 for the Janbu approach, and 0.759 and 0.758 for the Bishop and Spencer
methods, respectively. These results indicate the slope vulnerability, which makes it more
likely to collapse at any time under these circumstances. In contrast, it can be seen that, due
to a decrease in slope angle with PGA of 0.25, the FoS value rises. The FoS value for Janbu,
with the lowest slope angle of 45◦, is slightly higher than 1, while the values for the Bishop
and Spencer methods are somewhat higher than 1.1. This indicates that failure probability
increases and the slope is more unstable (Figure 9b).

4.2.2. Right Slope

The LEM analysis for right bank resulted in very low factor of safety (FoS) values.
In normal conditions, the FoS values for the Bishop and Spencer methods are 1.179 and
1.168, respectively (Figure 8a,c), whereas the FoS for the Janbu method is 1.092, which is
comparatively very low (Figure 8b). The results demonstrate that according to the Bishop
and Spencer methods, the right slope is stable, while the Spencer method indicates that it is
fairly stable when the slope angle is 60◦. From Figure 9c, it can be seen that when the slope
dip angle decreases, FoS rises. When the slope angle is kept at 45◦ and 50◦, then the values
of FoS are 1.3 for all three methods. This indicates that the rock slope is stable when the dip
angle is kept lower. However, the slope becomes extremely unstable and has a low value of
FoS as the slope angle increases to 60◦ or 70◦.

The computed safety factor for Bishop, Janbu, and Spencer methods decreases with
0.25 ground acceleration in seismic circumstances. The right bank is unstable and at risk
of failure at any slope dip angle, while the Bishop and Janbu methods calculate the FoS
as 1 when the slope dip angle is 45◦; however, the slope is not stable and can fail at any
time. Figure 8b shows that the lowest value of FoS for the Janbu method is 0.706, which
is very low. On the other hand, the FoS values for the Bishop and Spencer methods are
0.808 and 0.183, which are comparatively higher than the Janbu result, but lower than
1 which indicates a very unstable condition of the slope (Figure 8a,c). In seismic conditions,
the FoS of the slope with various slope dip angles and a peak ground acceleration (PGA) of
0.25 is shown in Figure 9d. In this condition, it is observed that the slope is still unstable
when the slope angle decreases and shows chances of failure. In addition, the FoS value
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is slightly less than 0.7 and 0.6 when the slope dip angle increases up to 60◦ and 70◦ with
PGA of 0.25. This value indicates that the slope becomes very unstable and the chances of
failure are higher.

Figure 8. Slope stability analysis for the right bank of the highway. (a) Bishop method under normal
conditions, (b) Janbu method under normal conditions, (c) Spencer method under normal conditions,
(d) Bishop method under seismic conditions, (e) Janbu method under seismic conditions, (f) Spencer
method under seismic conditions.

Figure 9. Factors of safety for different slope angles. (a) Left bank slope under normal conditions,
(b) left bank slope under seismic conditions, (c) right bank slope under normal conditions, (d) right
bank slope under seismic conditions.
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5. Conclusions

The purpose of this study was to investigate potential failure and mode along the left
and right slopes of an embankment. Kinematic analysis techniques were used to evaluate
the potential for failure of rock masses moving along geologic structures on the slope face.
The geometry of the bedding plane, joints, and slope were considered for both design and
failure scenarios. The failure potential at both sites was investigated utilizing the graphical
stereographic projection of the DIPS software. The two main factors in this study that affect
the type of instabilities seen in the field are bedding planes and discontinuity orientation.
The results are drawn from the field visit and the slope stability calculations conducted
using kinematic and finite element methods. Based on kinematic analysis, the rock slope is
stable when the slope angle is lower than 60◦, while the failure probabilities are enhanced
with the rise in slope dip angle up to 70◦.

In the same way, wedging and toppling failures exist even when there is no expected
planar collapse. According to the analysis, on the right and left sides, toppling failure has a
higher probability than wedge failure. On the other hand, the Limit Equilibrium Method
(LEM) output shows that the slope is critical to failure with a large slope dip angle and
stable when the slope dip angle is reduced. In normal conditions, the slope is stable on both
sides with factors of safety (FoS) more than 1. When the peak ground acceleration (PGA)
reaches 0.25, the slope is extremely unstable, and the factor of safety (FoS) is less than 1.
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Abstract: The structural stability of the underwater shield tunnel during operations is affected by
temperature variations. The effect of different structure temperatures on the underwater shield
tunnel during the operation period was studied. By numerical simulation, the variation in the
underwater shield tunnel temperature circle was analyzed. The variation patterns of the top arch,
bottom arch, waist arch temperature, maximum principal stress, and settlement of the soil under
different temperatures were obtained. The results showed that: (1) The early excavation time of the
tunnel was short, and the temperature circle was small. The temperature circle expanded rapidly
after 50 days of operating. The diffusion range increased from 1.5 m to 5.35 m: an increase of 256.7%.
With the increase in time, the expansion rate of the temperature circle gradually slowed down. (2) The
higher the temperature of the soil, the more complex the temperature transfer between the soil and
the lining was while generating greater temperature stresses and reducing the safety of the tunnel.
(3) When the tunnel was just excavated, the compression settlement of the top arch and the waist
arch increased rapidly, reaching 5.43 mm and 0.24 mm, respectively. The bottom arch was squeezed
by the soil on both sides, resulting in an uplift and rapid increase, reaching 4.94 mm. The settlement
rate increased with the increase in the tunnel structure’s temperature. After the excavation, with the
decrease in temperature, the strength of the soil and lining increased. The settlement of the top arch,
bottom arch, and waist arch increased slowly with time, and the growth rate decreased gradually.

Keywords: underwater shield tunnel; numerical simulation; temperature circle; maximum principal
stress; tunnel subsidence

1. Introduction

With the continuous development of water conservancy in China over recent years, the
technology of underwater shield tunnels has been developed rapidly. Some safety accidents
in shield tunnels are caused by high temperatures in the tunnel’s structure [1–3]. The en-
vironmental control of the underwater shield tunnel operation represented by structure
temperature has become a problem that must be considered in the underwater shield tunnel
design [4,5]. This phenomenon could lead to safety hazards in the tunnel. The life safety of
workers could also be affected [6–8]. Therefore, problems relating to structure temperature
in underwater shield tunnels need to be studied in depth.

At present, there have been a large number of related studies to temperature [9–14]. The
influence of the temperature disturbance caused by underwater shield tunnel construction
on the temperature distribution of the soil and lining structure was studied, and a new finite
difference temperature prediction model was proposed [13]. Based on the k-ε turbulence
equation, a two-dimensional axisymmetric model coupling the convective-conduction heat
transfer was established, and the airflow temperature field in a high-temperature underwa-
ter shield tunnel was investigated [15]. Zhou et al. [16] used the finite difference method
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to study a transient heat transfer model during the tunnel operation and investigated the
effects of mechanical ventilation and the train piston wind on the tunnel’s temperature
field. The effect of high temperatures from fires on tunnel structures has also been studied
by many scholars [17–19]. The flow route of the fire-induced high-temperature airflow
through the tunnel was proposed [20,21]. However, numerical simulation studies on the
effects of high temperatures on underwater shield tunnel structures during operation are
scarce. The high temperature, stress, and settlement changes in the tunnel cannot be better
simulated by constructing a two-dimensional model. It is necessary to analyze the me-
chanical properties of tunnels under high-temperature conditions in the context of actual
working conditions.

In this paper, a 3D model of an underwater shield tunnel in a different temperature
environment was established. According to the temperature conditions of the underwater
shield tunnel, the corresponding model parameters were given. Different thermodynamic
parameters were set for the tunnel lining according to different temperatures, and tempera-
ture changes in the tunnel and lining were observed. The temperature, maximum principal
stresses, and settlement changes to the top arch, bottom arch, and waist arch of the tunnel
structure under different temperatures were analyzed. The results of this study provide a
reference for similar working conditions.

2. Model Working Conditions

Based on the geological conditions of a tunnel, ABAQUS was used to model the soil
and lining parameters, as shown in Tables 1 and 2. The 3D underwater shield tunnel
model was 33 m × 33 m in height and width, 50 m in longitudinal length, with a tunnel
diameter of 15.0 m and a lining thickness of 0.5 m. The initial temperatures of the soil and
lining were taken to be 100 ◦C and 20 ◦C, respectively. The forced convection heat transfer
coefficient between the soil and the air was 30 W/(m2·◦C). The forced convection heat
transfer coefficient between concrete and air was 45 W/(m2·◦C). The ambient temperature
of the soil and lining was 20 ◦C. The densities of the soil and lining were 2630 kg/m3 and
2400 kg/m3, respectively. Transient temperature-displacement coupled analysis steps were
used. The model had a hexahedral C3D8T unit. To ensure the accuracy and reliability of
the calculations, the tunnels and their surroundings were subdivided into meshes to make
the results more accurate.

Table 1. Soil layer parameters.

Elastic
Modulus

(GPa)

Poisson’s
Ratio

Angle of
Internal

Friction (◦)

Cohesion
(MPa)

Thermal
Conductivity

(W/m·◦C)

Coefficient of
Linear Expansion

(◦C−5)

Specific Heat
Capacity
(J/Kg·◦C)

Temperature
(◦C)

6.5 0.25 42 1.1 7.6 8.3 1285 100
6.7 0.25 42 1.1 8.0 7.6 1240 80
6.8 0.25 42 1.1 8.4 6.9 1195 65
6.9 0.25 42 1.1 8.9 6.2 1150 50
7.0 0.25 42 1.1 9.4 5.6 1105 35
7.1 0.25 42 1.1 10 5.0 1060 20

Table 2. Lining parameters.

Elastic
Modulus

(GPa)

Poisson’s
Ratio

Angle of
Internal

Friction (◦)

Cohesion
(MPa)

Thermal
Conductivity

(W/m·◦C)

Coefficient of
Linear Expansion

(◦C−5)

Specific Heat
Capacity
(J/Kg·◦C)

Temperature
(◦C)

30.0 0.17 54 2.42 1.69 1.00 913 20
29.6 0.17 54 2.42 1.68 1.01 916 35
29.1 0.17 54 2.42 1.67 1.02 919 50
28.9 0.17 54 2.42 1.66 1.03 923 65
28.7 0.17 54 2.42 1.65 1.04 926 80
28.4 0.17 54 2.42 1.64 1.05 929 100
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The underwater shield tunnel model was divided into two solid parts, the soil, and the
lining, as shown in Figure 1. Earth stresses were balanced in the soil prior to the excavation
of the tunnel. The stiffness migration method was used, i.e., by killing the soil during
excavation and activating the lining during assembly through the ABAQUS life and death
unit function to achieve a change in stiffness from low to high. The transfer in temperature
and stress in the tunnel was achieved by setting up a transient temperature-displacement
coupled analysis step. Displacements in the X and Y directions were constrained by
the horizontal X and Y axes, respectively, and these displacements at the bottom were
constrained by the Z direction. No constraints were added to the upper part.

Figure 1. Tunnel model.

3. Analysis of Results

3.1. Analysis of the Temperature Field in Underwater Shield Tunnels

As can be seen from Figure 2, after the excavation of the diversion tunnel was com-
pleted and after 100 days of operating, the temperature of the part of the soil in contact
with the lining changed, and a temperature circle appeared and expanded. As can be seen
from Figure 2a, when the tunnel was freshly excavated, the soil was just in contact with the
lining, and there was no temperature transfer. From Figure 2a,b, after 2 days of excavation,
the temperature transfer between the soil and the liner occurred, and a temperature circle
appeared. Due to the short contact time, the temperature circle was small, with a radius of
4.5 m, excluding the lining radius, and the temperature circle spread was 1.5 m. Because of
the heat transfer between the liner and the air, the temperature on the inside of the liner
showed a slight increase to 20.02 ◦C. From Figure 2b,c, the temperature circle expanded
rapidly after 50 days of operation. The diffusion range increased from 1.5 m to 5.35 m at an
increase of 256.7%. The temperature on the inside of the liner showed an increase compared
to the completion of the excavation, reaching 21.16 ◦C. From Figure 2c,d, after 100 days of
operating, the growth rate of the temperature circle slowed down, and the diffusion range
increased from 5.35 m to 7.1 m: an increase of 32.7%.

Figure 3 shows the lining temperature variation diagram. As can be seen from Figure 3a,
after the excavation of the tunnel was complete, the temperature of the contact surface
between the outer side of the lining and the soil was 92 ◦C. The modulus of elasticity of the
liner decreased at high temperatures, and there was a difference of 71.98 ◦C from 20.02 ◦C
on the inside of the liner. Large temperature gradients tend to produce large temperature
stresses, and care should be taken during construction. Figure 3b shows that after 50 days
of operating, the temperature of the outer liner contact surface with the soil was 60.84 ◦C: a
significant reduction of 33.87% compared to when the excavation was completed. Figure 3c
shows that after 100 days of operating, the temperature at the contact surface between the
outer liner and the soil was 55.82 ◦C: a decrease of 8.25% compared to the temperature at
50 days of operating. This indicates that the temperature drop at the contact between the
liner and the soil was greater in the early stage when the temperature difference between
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the liner and the soil was larger and slowed down in the later stage when the temperature
difference decreased.

 
(a) (b) 

 

(c) (d) 

Figure 2. Temperature field distribution of the tunnel: (a) Freshly excavated; (b) Excavation com-
pleted; (c) Operated for 50 days; (d) Operated for 100 days.

 
(a) (b) 

(c) 

Figure 3. Temperature field distribution of lining: (a) Freshly excavated; (b) Operated for 50 days;
(c) Operated for 100 days.
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3.2. Analysis of Temperature Transfer between Envelope and Lining

In order to analyze the temperature variation rule at the contact point between the
soil and the lining with high temperature, based on the numerical simulation results, the
temperature variation curves of the top arch, bottom arch, and waist arch of the tunnel
were selected for analysis. As can be seen from Figure 4, the temperature curves of the top
and bottom arches of the tunnel were the same over time. The change in temperature at
the waist arch was slower than that of the top and bottom arches in the early part of the
curve, and the same was true of the later part. The overall temperature of the three curves
showed a rapid decrease with time, followed by a slow decrease, which was consistent
with the numerical simulation results of Xu et al. [22], indicating the feasibility of the model
developed in this paper. At the completion of the tunnel excavation, the temperature
of the top, bottom, and waist arches was around 79 ◦C. After 50 days of operating, the
temperature dropped to 60 ◦C, which was 24% lower than when the excavation was
completed. After 100 days of operating, the temperature was 55 ◦C, which was 8.3%
lower than after 50 days of operating. In the early stages, the temperature dropped faster
because of the larger temperature difference between the soil and the lining and the large
heat transfer coefficient, while in the later stages, the temperature difference between the
soil and the lining decreased; as the heat transfer coefficient decreased the temperature
dropped slower.

Figure 4. Temperature variation for top arch, bottom arch and waist arch of the tunnel.

3.3. Analysis of the Maximum Principal Stress between the Soil and the Lining

In order to analyze the law of change in the stress field at the contact between the
high-temperature soil and lining, based on the numerical simulation results, the law of
change in maximum principal stresses at the top, bottom, and waist arches of soil with
time was selected for analysis. As shown in Figure 5, the positive values in the diagram
are tensile stresses. For the sake of analysis, this analysis was carried out uniformly with
positive tensile stresses. As can be seen from Figure 5, the top arch, bottom arch, and
waist arch changes were divided into three stages: the sudden stress change period, stress
fluctuation period, and stress stabilization period. The first stage was the sudden stress
change period. At this stage, the maximum principal stresses in the top, bottom, and waist
arches reached a minimum value of −3.12 MPa, −3.17 MPa, and −3.15 MPa, respectively,
due to the fresh excavation of the tunnel soil and the influence of the self-weight of the soil.
The soil was excavated and came into contact with air for heat exchange. The temperature
at the contact between the soil and the air decreased abruptly under a large temperature
difference, generating a large temperature stress and a rapid rise in the maximum principal
stress occurred. The maximum principal stress in the girdle arch rose to −1.67 MPa, while
the maximum principal stresses in the top and bottom arches rose to 0.70 MPa and 0.64 MPa,
respectively. With the assembly of the first ring lining, the top arch, bottom arch, and waist
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arch were extruded by the lining, and the maximum principal stresses on the top and
bottom arches decreased rapidly to 0.53 MPa and 0.52 MPa, respectively. The waist arch
was subject to a large drop in the maximum principal stress of −2.54 MPa due to the
combined extrusion of the upper and lower parts of the lining. The second stage was
the period of stress fluctuation. With the disturbance in the tunnel excavation and lining
assembly, the maximum principal stresses in the top, bottom, and waist arches fluctuated.
The maximum principal stress in the top and bottom arches first decreased to 0.47 MPa
and then gradually increased, while the maximum principal stress in the girdle arch first
decreased to −3.02 MPa and then gradually increased. The third stage was the stress
stabilization period. The maximum principal stresses in the top, bottom, and waist arches
increased slowly with time in the early stages and reached stable values of 0.79 MPa and
0.81 MPa in the later stages as the temperature difference became smaller. The maximum
principal stress in the waist arch decreased slowly with time, with a greater amount of
variation compared to that in the top and bottom arches, which also gradually stabilized at
a later stage, reaching a stable value of −1.40 MPa.

Figure 5. The maximum stress variation for top arch, bottom arch and waist arch of the tunnel.

3.4. Settlement Analysis between Enclosure and Lining

In order to analyze the variation rule of the settlement at the contact point between
the high-temperature soil and lining and based on the numerical simulation results, the
variation rule of the settlement of the soil vault, bottom arch, and waist arch over time was
selected for analysis. As can be seen from Figure 6, the top arch, bottom arch, and waist
arch could be divided into three stages: the abrupt settlement period, settlement fluctuation
period, and settlement creep period. The settlement change curve was consistent with the
experimental results of Wang et al. [23] and showed that the model established in this paper
had a certain degree of reasonableness. In the first settlement of the abrupt change period,
when the underwater shield tunnel was just excavated, under the influence of the dead
weight of the soil, the compression settlement of the top arch and the waist arch increased
rapidly, reaching 5.43 mm and 0.24 mm, respectively. The bottom arch was squeezed by
the soil on both sides, resulting in an uplift that rapidly increased, reaching 4.94 mm. In the
second stage of settlement fluctuation, with the assembly of the lining, the settlement of the
top arch and waist arch slowed down in the early stage of excavation, reaching a maximum
value of 7.98 mm and 1.48 mm, respectively, and the settlement decreased gradually in the
later stage. The settlement increased slowly with the application during the third stage of
settlement creep.

After the completion of the excavation, the settlement of the top arch and the waist arch
were 7.90 mm and 1.43 mm, respectively, and the uplift of the bottom arch was 4.97 mm.
After 50 days of operating, the settlement of the top arch and the waist arch was 9.55 mm
and 2.42 mm, which increased by 1.65 m and 0.99 mm, respectively. The uplift of the bottom
arch was 4.53 mm, which decreased by 0.44 mm. After 100 days of operating, the settlement
of the top arch and waist arch was 10.85 mm and 3.22 mm, respectively, which increased
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by 1.3 mm and 0.8 mm compared to standing for 50 days. The uplift of the bottom arch
was 4.14 mm, which decreased by 0.39 mm. After the excavation, with the decrease in
the temperature, the strength of the soil and lining increased, and the settlement of the
top arch, bottom arch, and waist arch increased slowly with time while the growth rate
decreased gradually.

Figure 6. The settlement variation for top arch, bottom arch and waist arch of the tunnel.

3.5. Temperature Transfer between Soil and Lining at Different High Structure Temperatures

The temperature change curves of the top and waist arches of the tunnel at 40 ◦C, 70 ◦C,
and 100 ◦C were extracted for further analysis of the temperature transfer between the soil
and the lining at different high temperatures. As can be seen from Figure 7, the top, bottom,
and waist arches followed the same trend at all three temperatures, with a rapid drop in
temperature in the early stages and a slow and gradual stabilization in the later stages.
At 40 ◦C of the soil temperature, the temperature of the top, bottom, and waist arches
was around 35 ◦C after 2 days of excavation completion in the early stages: a reduction of
5.0 ◦C. With the later operating period of 50 days, the top and waist arch temperature was
30.3 ◦C, which was 9.7 ◦C lower than the initial temperature. After 100 days of operation,
the temperature of the top and waist arches was 29.1 ◦C, which was 10.9 ◦C lower than the
initial temperature. At 70 ◦C of the soil temperature, the temperature of the top, bottom,
and waist arches was about 57 ◦C after 2 days of excavation completion in the early stages:
a reduction of 13 ◦C. With the later operating period of 50 days, the top and waist arch
temperatures were the same at 45.4 ◦C: a reduction of 14.6 ◦C from the initial temperature.
After 100 days of operating, the temperature of the top and waist arches was 42.5 ◦C: a
reduction of 27.5 ◦C from the initial temperature. At 100 ◦C of the soil temperature, the top,
bottom, and waist arch temperatures were at 79.0 ◦C after 2 days of excavation completion
in the early stages: a reduction of 21 ◦C. With the later operating period of 50 days, the top
and waist arch temperatures were the same at 60.1 ◦C: a decrease of 39.9 ◦C from the initial
temperature. After 100 days of operation, the top and waist arch temperature was 55.4 ◦C:
a reduction of 44.6 ◦C from the initial temperature.

As the temperature of the soil increased, the greater the temperature drop in the tunnel,
the greater the susceptibility to temperature stresses and the longer it took to reach stability.
The difference in temperature between the top, bottom, and waist arches of the previous
excavation increased as the temperature of the soil increased. Additional temperature
stresses could easily be generated between the two. This stress was detrimental to the
stability of the underwater shield tunnel.
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Figure 7. Curves of vault and waist temperature in tunnels with different high structure temperature.

3.6. Analysis of the Maximum Principal Stress between the Soil and the Lining at Different
High Temperatures

The maximum principal stress variation curves for the top, bottom, and waist arches
of the tunnel at 40 ◦C, 70 ◦C, and 100 ◦C were extracted for further analysis of the stress
variation pattern at the contact between the tunnel envelope and the lining at different high
temperatures. As can be seen from Figure 8, the maximum principal stresses in the top,
bottom, and waist arches at 40 ◦C, 70 ◦C, and 100 ◦C followed the same trend, all showing
a surge, then a decrease, and finally a slow increase to a gradual stabilization. When the
underwater shield tunnel was first excavated, the initial maximum principal stresses at
40 ◦C, 70 ◦C, and 100 ◦C were the same, with −3.12 MPa, −3.17 MPa, and −3.15 MPa
for the top arch, bottom arch, and waist arch, respectively. As the soil was excavated and
came into contact with air, the maximum principal stresses in the top, bottom, and waist
arches all rose significantly. The maximum principal stresses in the top, bottom, and waist
arches at 40 ◦C were 0.2 MPa, 0.15 MPa, and −1.72 MPa, respectively. The maximum
principal stresses in the top, bottom, and waist arches at 70 ◦C were 0.20 MPa, 0.15 MPa,
and −1.68 MPa, respectively. The maximum principal stresses in the top, bottom, and
waist arches at 100 ◦C were 0.70 MPa, 0.64 MPa, and −1.67 MPa, respectively. As the
tunnel was excavated and the lining was assembled, the maximum principal stresses in
the top, bottom, and waist arches decreased first. The maximum principal stresses in
the top, bottom, and waist arches at 40 ◦C were 0.01 MPa, −0.05 MPa, and −3.06 MPa,
respectively. The maximum principal stresses in the top, bottom, and waist arches at 70 ◦C
were 0.35 MPa, 0.40 MPa, and −3.16 MPa, respectively. The maximum principal stresses
at 100 ◦C were 0.53 MPa, 0.52 MPa, and −2.54 MPa for the top, bottom, and waist arches,
respectively, which then gradually increased. After the tunnel excavation was complete, the
maximum principal stress increased slowly with time and finally stabilized. The maximum
principal stresses in the top, bottom, and waist arches at 40 ◦C were 0.46 MPa, 0.34 MPa,
and −2.94 MPa, respectively. The maximum principal stresses in the top, bottom, and waist
arches at 70 ◦C were 0.65 MPa, 0.67 MPa, and −1.95 MPa, respectively. The maximum
principal stresses in the top, bottom, and waist arches at 100 ◦C were 0.79 MPa, 0.81 MPa,
and −1.40 MPa, respectively. Under the action of the self-weight of the soil, lining support,
and temperature, the maximum principal stresses in the top, and bottom arches were
predominantly in tension, while the maximum principal stresses in the waist arch were
predominantly in compression. The higher the temperature of the soil surrounding the
underwater shield tunnel, the more complex the temperature transfer between the soil and
the lining, the higher the temperature stresses generated, and the greater the fluctuation of
maximum principal stresses, which reduced the safety of the tunnel.
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Figure 8. Curves of maximum principal stress variation at the vault and arch waist of the tunnel
under different structure temperatures.

3.7. Settlement Analysis between Different High Structure Temperature Enclosures and Liners

The settlement curves for the top, bottom, and waist arches of the tunnel at 40 ◦C,
70 ◦C, and 100 ◦C were extracted to further analysis with the settlement pattern at the
contact between the tunnel envelope and the lining at different high temperatures. As
can be seen from Figure 9, the top, bottom, and waist arches followed the same trend at
40 ◦C, 70 ◦C, and 100 ◦C. The top arch and waist arch settlement, in general, showed a
trend that first surged before slowing down, then decreasing, and finally growing slowly
with time. The bottom arch rose on the same trend as the top and waist arches settled.
During excavation, the settlement of the top and waist arches first increased sharply and
then slowed down to a maximum value during excavation. In total, 7.71 mm and 1.38 mm
were recorded for the top and waist arches, respectively, at 40 ◦C, and 5.35 mm for the
waist arch bulge. The settlement of the top and waist arches at 70 ◦C was 7.80 mm and
1.42 mm, respectively, and the bulge value of the waist arch was 5.45 mm. The settlement
of the top and waist arches at 100 ◦C was 7.89 mm and 1.48 mm, respectively, and the
bulge value of the waist arch was 5.61 mm. At the completion of the tunnel excavation, the
settlement of the top and waist arches at 40 ◦C was 7.64 mm and 1.33 mm, respectively,
and the bulge value of the waist arch was 4.90 mm. The settlement of the top and waist
arches at 70 ◦C was 7.74 mm and 1.37 mm, respectively, and the bulge value of the waist
arch was 4.92 mm. The settlement of the top and waist arches at 100 ◦C was 7.90 mm and
1.43 mm, respectively, and the bulge value of the waist arch was 4.97 mm. After 100 days
of operating, the settlement of the top and waist arches at 40 ◦C was 8.10 mm and 1.65 mm,
respectively, and the bulge value of the waist arch was 4.72 mm. The settlement of the
top and waist arches at 70 ◦C was 9.28 mm and 2.39 mm, respectively, with a bulge value
of 4.34 mm for the waist arch. The settlement of the top and waist arches at 100 ◦C was
10.85 mm and 3.22 mm, respectively, with a bulge value of 4.14 mm for the waist arch. The
top and waist arch settlement values gradually increased with time, and the bottom arch
bulge value gradually decreased with time. The higher the temperature of the soil in the
underwater shield tunnel, the greater the settlement fluctuations caused during excavation;
the greater the variation in the settlement values of the top and waist arches, as well as the
rise in the bottom arch over the same operating time, the more detrimental this was to the
stability of the tunnel.
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Figure 9. Variation in vault and waist settlement of the tunnel under different structure temperatures.

4. Conclusions

Through the numerical simulation of high structure temperatures in an underwater
shield tunnel, the variation in the tunnel temperature circle was investigated. The variation
patterns of the top arch, bottom arch, and waist arch temperatures, maximum principal
stress, and settlement of the tunnel envelope were analyzed. The simulation results could
be used as a reference for the design and construction of different structure temperature
tunnels. The main conclusions of the summary of the laws of temperature, maximum prin-
cipal stress, and settlement changes in underwater shield tunnels at different temperatures
were as follows:

(1) The early excavation time of the underwater shield tunnel was short, and the tem-
perature circle was small. The temperature circle expanded rapidly after 50 days of
operation. The spread increased by 256.7%. The temperature change curves of the
top, bottom, and waist arches decreased with time. The higher the temperature of the
soil around the underwater shield tunnel, the greater the temperature drop.

(2) The process of the change in the maximum principal stress in the top, bottom, and
waist arches could be divided into three phases: the period of sudden stress change,
the period of stress fluctuation, and the period of stress stabilization. The higher the
temperature in the soil, the more complex the temperature transfer between the soil
and the lining was while generating greater temperature stresses and reducing the
safety of the tunnel. When in high-temperature conditions, the temperature between
the tunnel and the soil should be controlled to avoid creating additional temperature
stresses that could affect the stability of the tunnel.

(3) Settlement changes could be divided into three phases: the abrupt settlement period
and the settlement fluctuation period and settlement creep period. After the excava-
tion, with a decrease in the temperature, the strength of the soil and lining increased.
The settlement of the top arch, bottom arch, and waist arch increased slowly with
time, and the growth rate decreased gradually. The higher the temperature of the
tunnel structure, the greater the settlement and the more detrimental this was to the
stability of the tunnel.
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Abstract: In the dynamic analysis of dam–reservoir interactions, the computational efficiency of
coupling system is relatively low. When numerical methods such as the scaled boundary finite
element method (SBFEM) or the finite element method (FEM) are used to deal with hydrodynamic
pressure, the additional mass matrix for the hydrodynamic pressure of incompressible reservoir water
obtained is the full matrix. In this study, an efficient three dimensional (3D) dynamic fluid–solid
coupling analysis method for dam–reservoir systems based on the FEM-SBFEM is proposed and
applied to the dynamic calculation and analysis of an arch dam under seismic conditions, which
adopts the SBFEM to solve the hydrodynamic pressure of the reservoir and employs the FEM to
discretize the dam. In the proposed method, the hydrodynamic pressure additional mass matrix
is simplified according to the physical meaning and distribution characteristics of the additional
matrix with only a reduction coefficient α (0 < α ≤ 1.0), which is simple and easy to implement.
The suggested value of the reduction coefficient α for the added mass matrix of the hydrodynamic
pressure is selected to be 0.6 so as to ensure that the error of the maximum value of the dynamic
response of the dam is limited within 5%, which is acceptable, and the elapsed time of calculation can
be reduced to one twentieth of the accurate solution, which is a great jump in calculation efficiency.
The proposed method provides a practical and effective process for the analysis of dam–reservoir
dynamic interaction systems with a large computational scale and a fine grid scale.

Keywords: dam–reservoir interactions; computational efficiency; scaled boundary finite element
method (SBFEM); hydrodynamic pressure; added mass matrix; simplification

1. Introduction

The scaled boundary finite element method (SBFEM) [1] was recently developed as
a semi-analytical numerical method to solve partial differential equations (PDEs). Since
then, many researchers have made advancements in the application of the SBFEM or poly-
hedron SBFEM (PSBFEM) to model fluid–solid coupling problems [2–25]. Firstly, Deeks
and Cheng [10] used SBFEM and potential flow theory to solve the problem of obstacle-
induced fluid disturbance. They took the lead in extending the SBFEM to applications in
computational fluid dynamics and opened up the possibility of the SBFEM-based study of
dynamic structure–fluid interactions. Thereafter, Li et al. [11,12] used the SBFEM to analyti-
cally solve the two-dimensional Helmholtz equation and studied the dynamic coupling
between waves of water and a floating structure. Furthermore, Teng et al. [13] and Cao
et al. [14] used SBFEM to facilitate the solution of complex problems such as the dynamic
coupling between ocean waves and coastal engineering structures as well as fluid slosh-
ing in containers. Furthermore, Song and Tao [15–17] also researched ocean engineering
problems, such as the solution of Poisson's equation and the interaction between waves
and floating structures, and they improved the scaled boundary coordinate system to solve
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coupling problems involving circular geometry. Liu et al. [18] used the SBFEM to deal with
short-crested wave interactions with a surface-piercing concentric cylindrical structure. Lin
and Du [19] spearheaded research efforts in the computation of hydrodynamic pressure in
front of dams based on the SBFEM. Until now, the SBFEM has made great progress and has
been widely used in studying fluid–structure coupling analysis methods [2–9].

For the dynamic interactions between dams and reservoirs, the SBFEM possesses a
unique advantage in that semi-infinite reservoir water can be simulated by discretizing
only the interface between fluids and solids. Two main methods to model a semi-infinite
reservoir water in front of the dam are as follows: (1) With the help of the SBFEM, the
upstream surface of the dam body is directly discretized, and a prism-shaped, semi-
infinite reservoir water is simulated in front of the dam [2,19–23]. The discretization of
the fluid–solid interface not only reduces the dimension of the solution by one, but it also
automatically meets the radiation condition at infinite distance in the fluid domain. (2) The
finite element method (FEM) is used to discretize the near-field reservoir in front of the
dam, and the SBFEM is used to simulate the prismatic semi-infinite reservoir to provide a
truncated boundary condition for the reservoir tail, which can thusly exhibit characteristics
of wave-free reflection [24,25]. Among the above two reservoir water simulation methods,
the first method directly uses the SBFEM to calculate hydrodynamic pressure, while the
second method uses the SBFEM to construct a truncated boundary at the end of the reservoir.

In the dynamic response analysis of dams under earthquake conditions, hydrodynamic
pressure is one of the important factors that must be considered in order to reasonably
evaluate the seismic safety of dams, so many researchers have done a lot of research work
in this area. At present, the FEM [26–37], the boundary element method (BEM) [38–43], and
the SBFEM [2,19–23] are the three commonly used methods to calculate the hydrodynamic
pressure of reservoir water in front of a dam. In the BEM and SBFEM, the reservoir
model is established based on the Eulerian approach [21,31], while both Eulerian and
Lagrangian [31,33,35] approaches could be used to model the reservoir with the FEM. In
the Eulerian approach, the hydrodynamic pressure of reservoir can be expressed as an
additional mass matrix for incompressible reservoir water. For the Lagrangian approach,
the Lagrangian fluid elements, such as acoustic elements in ABAQUS [44], are utilized to
simulate the reservoir.

When the BEM is used to calculate the hydrodynamic pressure, the fundamental
solution must be found first [19,21]. However, it is very difficult to obtain fundamental
solutions for two-dimensional (2D) or three-dimensional (3D) reservoir water problems
with complex geometric conditions that are often encountered in practical research work,
which limits the wide application of the BEM in related fields. In contrast, the FEM and
SBFEM are more widely applied and developed due to their good adaptability to complex
geometric conditions for reservoir. However, for many dams that are built in valleys with
complex 3D shapes, many degrees of freedom (DOFs) are required to model the complex
shapes of reservoirs in order to accurately compute the hydrodynamic pressure when
the FEM is used for elaborate reservoir modelling. By comparison, the SBFEM-based
method [2,19–23] is very efficient and can precisely compute the hydrodynamic pressure
induced by the vibration of the dam surface and the river valley with minimal DOFs for
3D reservoir water accurately simulated in 2D, which can significantly reduce the number
of DOFs and improve computational efficiency.

In the analysis of dam–reservoir dynamic interactions, no matter what numerical
analysis method is used for hydrodynamic pressure, there is an unavoidable problem,
which is that the computational efficiency of the coupling system is relatively low. This is
because when numerical methods such as the SBFEM, FEM, or BEM are used to deal with
hydrodynamic pressure based on the Eulerian approach, the additional mass matrix for
hydrodynamic pressure of incompressible reservoir water obtained is the full matrix [21].
When the number of free degrees of the coupling system reaches a certain scale, solving the
coupled system equation will consume a lot of computing time, which may even reach an
unacceptable degree. Especially for the numerical calculation of the coupling system with
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strong nonlinear (elastic–plastic) characteristics, such as the dynamic coupling system of a
concrete-faced rockfill dam (CFRD) and reservoir water, the problem of time-consumption
for calculation will become more prominent. The low efficiency of the coupling calculation
affects the further development and application of dynamic interaction analysis between
the dam and reservoir water, which is a key and difficult problem to be solved urgently.

In view of the key point faced by the further development and application of the
dynamic interaction analysis method for dam–reservoir systems, as mentioned above,
in this study, an efficient 3D dynamic fluid–solid coupling analysis method for dam–
reservoir systems based on FEM-SBFEM is proposed and applied to the dynamic calculation
and analysis of an arch dam under seismic conditions. By comparing the difference of
the dynamic response of the arch dam under earthquake and calculation cost time, the
calculation accuracy and efficiency of this efficient method are verified. The proposed
efficient method is implemented in the program GEODYNA [45], which is also used for
numerical coupling analysis.

Based on the previous research results, the coupling calculation method proposed in
this paper adopts the SBFEM to solve the hydrodynamic pressure of reservoirs in front
of dams, which makes it efficient to calculate and solve the additional mass matrix of
hydrodynamic pressure, and it employs the FEM to discretize the dam. According to the
physical meaning and distribution characteristics of the hydrodynamic pressure added
mass matrix, the method realizes the efficient calculation and analysis of the dam–reservoir
dynamic coupling systems by dealing with the added mass matrix. The proposed method
provides a practical and effective way for the analysis of dam–reservoir dynamic interaction
systems with a large computational scale and fine grid scale. In addition, this method is
convenient for implementation and application on the software platform and has good
prospects for promoting the development and application of a dam–reservoir dynamic
coupling analysis method.

2. A Calculating Method for Hydrodynamic Pressure of Reservoir Based on SBFEM

The basic concept, equation, and derivation process of the solution for hydrodynamic
pressure based on SBFEM are introduced below, which can also be found in the literature [2,19,21].

2.1. The Basic Equation and Boundary Conditions

In this study, the reservoir water is assumed to be an ideal fluid that is non-viscous,
incompressible, and slightly disturbed. Under seismic loading, the dynamic water pressure
in the reservoir will satisfy the Laplace equation:

�2p = 0 (1)

Neglecting the micro-amplitude gravity wave, the free surface S0 boundary condition
of the reservoir water is

p = 0 (2)

Additionally, the boundary condition on the upstream face S1 of the dam is as follows:

∂p/∂n = −ρün (3)

The boundary condition on the interface S2 between the reservoir and bottom and
bank slope is as follows:

∂p/∂n = −ρv̈n (4)

In the above equations, �2 is the Laplace operator, p is the reservoir hydrodynamic
pressure, n is the normal direction of the interface between the solid and fluid, ρ is the
water density, and ün and v̈n are normal acceleration values of the dam–reservoir interface
and the river-valley interface, respectively.

When the SBFEM method is used to simulate the semi-infinite reservoir water in
front of the dam, the analytical solution is obtained along the direction of the semi-infinite
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domain, so the non-reflection condition at the reservoir tail S3 is automatically satisfied,
which is illuminated below.

2.2. Solution for Hydrodynamic Pressure Based on SBFEM

Figure 1 shows a typical semi-infinite scale boundary finite element of the reservoir
water in the front of the dam. According to the basic SBFEM theory, once the similarity
center O is selected at infinity downstream of the dam, the prismatic fluid element of semi-
infinite reservoir water is generated radially, with the similarity center acting as the origin
by directly utilizing the 2D mesh on the dam upstream face. Furthermore, the solution
can be analytically obtained along the radial direction without discretization. As shown in
Figure 2, the 3D reservoir model, which is composed of a series of semi-infinite prismatic
elements, can be derived from the 2D surface grid of the dam surface, which means there is
no need to also divide the reservoir water grid, and the number of DOFs is limited.

1

3

2

X1
X2

X3

example of a reservoir element

Figure 1. Typical scale boundary finite element of fluid.

1

dam-reservoir interface

2
3

Figure 2. Reservoir model discretized by SBFEM.

The basic equation and boundary conditions (Equations (1)–(4)) of the hydrodynamic
pressure of reservoir in front of the dam are solved using the weighted residual method.
Through the weight function w, the following weak integral equation (Equation (5)) can
be obtained: ∫

V
∇w∇pdV + ρ

∫
S1

w
..
undS + ρ

∫
S2

w
..
vndS = 0 (5)

In order to derive the governing equations and boundary conditions of reservoir
hydrodynamic pressure using SBFEM, it is necessary to transform the coordinates of the
reservoir from the global Cartesian coordinate system to the local coordinate system of the
scaled boundary. In the scaled boundary coordinate system, the radial local coordinate
ξ1 has the range [0, +∞]. As shown in Figure 2, ξ1 = 0 is at the upstream face of the dam,
and ξ1 = +∞ is at the infinity of the reservoir. The circumferential local coordinates ξ2 and
ξ3 have the range [–1, 1]. The coordinates (X1, X2, X3) of the global Cartesian coordinate
system at any point in the reservoir area can be expressed in terms of the local coordinates
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(ξ1, ξ2, ξ3) of the scaled boundary. The radial local coordinate ξ1 serves as a factor of
proportionality, giving rise to the following set of equations:

X1(ξ1, ξ2, ξ3) = x1(ξ2, ξ3) + ξ1 = [N(ξ2, ξ3)]{x1}+ ξ1

X2(ξ1, ξ2, ξ3) = x2(ξ2, ξ3) = [N(ξ2, ξ3)]{x2}
X3(ξ1, ξ2, ξ3) = x3(ξ2, ξ3) = [N(ξ2, ξ3)]{x3}

(6)

where (x1, x2, x3) are the nodal coordinates of the elements on the interface between the
reservoir and dam. [N(ξ2, ξ3)] represents the shape function of the elements, which is only
related to the circumferential local coordinates but unrelated to the radial coordinate ξ1.

According to the transformation formula, the differential operator � can be expressed
in terms of the scaled boundary coordinates through the Jacobian matrix [J] as follows:

[J] =

⎡⎣X1,ξ1 X2,ξ1 X3,ξ1
X1,ξ2 X2,ξ2 X3,ξ2
X1,ξ3 X2,ξ3 X3,ξ3

⎤⎦ =

⎡⎣ 1 0 0[
N(ξ2, ξ3),ξ2

]{x1}
[
N(ξ2, ξ3),ξ2

]{x2}
[
N(ξ2, ξ3),ξ2

]{x3}[
N(ξ2, ξ3),ξ3

]{x1}
[
N(ξ2, ξ3),ξ3

]{x2}
[
N(ξ2, ξ3),ξ3

]{x3}

⎤⎦ (7)

{
∂

∂X1
∂

∂X2
∂

∂X3

}T
= [J]−1

{
∂

∂ξ1
∂

∂ξ2
∂

∂ξ3

}T
=

{
b1
} ∂

∂ξ1
+
{

b2
} ∂

∂ξ2
+
{

b3
} ∂

∂ξ3
(8)

where [J]−1 = [{b1} {b2} {b3}].
By using the shape function [N(ξ2, ξ3)] for coordinate transformation, the hydrody-

namic pressure at any point in an element can be expressed as

p(ξ1, ξ2, ξ3) = [N(ξ2, ξ3)]{p(ξ1)} (9)

where {p(ξ1)} is the hydrodynamic pressure at nodes of the fluid element.
Equations (6)–(9) are introduced into the SBFEM hydrodynamic pressure integral

Equation (5), and the partial integration is carried out. Finally, the governing equation
(Equation (10)) and boundary conditions (Equation (11)) of hydrodynamic pressure can be
obtained in the frequency domain as follows:[

E0
]
{p(ξ1)},ξ1ξ1 +

([
E1

]T −
[

E1
])

{p(ξ1)},ξ1 −
[

E2
]
{p(ξ1)} − ρ

[
C0

]{ ..
νn
}
= 0 (10)

(
[

E0
]
{p(ξ1)},ξ1 +

[
E1]T p(ξ1)+[M1]

{ ..
un

}∣∣
ξ1=0 = 0 (11)

in which [
B1

]
=

{
b1
}
[N],

[
B2

]
=

{
b2
}[

N],ξ2 +
{

b3
}
[N],ξ3 (12)

[
M1

]
= ρ

∫ 1

−1

∫ 1

−1
[N]T [N]Adξ2dξ3 (13)

[
E0

]
=

∫ 1

−1

∫ 1

−1

[
B1]T [B1]|J|dξ2dξ3 (14)

[
E1

]
=

∫ 1

−1

∫ 1

−1

[
B2]T [B1]|J|dξ2dξ3 (15)

[
E2

]
=

∫ 1

−1

∫ 1

−1

[
B2]T [B2]|J|dξ2dξ3 (16)

A =
√
(x2,ξ2 x3,ξ3 −x3,ξ2 x2,ξ3 )

2 + (x3,ξ2 x1,ξ3 −x1,ξ2 x3,ξ3 )
2 + (x1,ξ2 x2,ξ3 −x2,ξ2 x1,ξ3 )

2 (17)[
C0

]
=

∫
Γ
[N]T [N]dΓ (18)
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dΓ =
√

x2,ξ2
2 + x3,ξ2

2dξ2

∣∣∣∣
ξ3=−1

(19)

where [N] denotes the interpolation shape function [N(ξ2, ξ3)], and Γ in Equation (18)
denotes the projection of the wet contour line of the reservoir at the interface between the
dam and reservoir on the (X2, X3) plane.

It can be seen from Equations (12)–(19) that the coefficient matrices [E0], [E1], [E2], [C0],
and [M1] are independent of the radial coordinate ξ1 and can be straightforwardly obtained
from geometry information of the grid on the dam upstream face. Then the coefficient
matrices of elements can be integrated into the total SBFEM coefficient matrices, the process
of which is similar to the FEM.

In order to analytically solve the governing equation (Equation (10)), it is necessary to
introduce the nodal force matrix {q(ξ1)} of the hydrodynamic pressure.

{q(ξ1)} =
[

E0
]
{p(ξ1)},ξ1 +[E1]

T{p(ξ1)} (20)

Taking advantage of the new variables and expressions defined in Equation (21), the
governing equation (Equation (10)) can be rewritten into a first-order ordinary differential
equation (Equation (22)).

{X(ξ1)} =

{{p(ξ1)}
{q(ξ1)}

}
, {F0} =

{
0

−ρ
[
C0]{ ..

vn
}} (21)

{X(ξ1)},ξ1 = [Z]{X(ξ1)}+ {F0} (22)

[Z] =

[
−[

E0]−1[E1]T [E0]
−1[

E2]− [E1] [E0]−1[E1]T
[
E1][E0]

−1

]
(23)

in which the coefficient matrix [Z] is the Hamilton matrix.
The eigenvalue problem, as shown in Equation (24), corresponding to the Hamilton

matrix [Z] should be solved first.

[Z][Φ] = [Φ][Λ] (24)

[Λ] =

[
[λi] 0

0 [−λi]

]
, [Φ] =

[
[Φ11] [Φ12]
[Φ21] [Φ22]

]
(25)

in which [Λ] denotes the eigenvalue matrix, [Φ] denotes the eigenvector matrix, [λi] is the
diagonal matrix, and the real part of λi is positive.

The inverse matrix of the matrix [Φ], which is denoted with [A], is solved and parti-
tioned secondly.

[A] = [Φ]−1, [A] =

[
[A11] [A12]
[A21] [A22]

]
(26)

In the end, by bringing in the boundary condition (Equation (11)) and carrying out a
series of manipulations, the hydrodynamic pressure of the reservoir on the dam surface
because of a seismic load can be expressed as

{p(ξ1 = 0)} = −[Φ12]
[
Φ22]

−1[M1]
{ ..

un
}− ([Φ12]

[
Φ22]

−1[B1]− [B2]
)

ρ
[
C0

]{ ..
νn
}

(27)

in which
[B1] = [Φ21]

[
λ−1

i ][A12] + [Φ22][− λ−1
i

]
[A22] (28)

[B2] = [Φ11]
[
λ−1

i ][A12] + [Φ12][− λ−1
i

]
[A22] (29)
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From Equation (27) above, the hydrodynamic pressure consists of two components:
the hydrodynamic pressure caused by the vibration of the dam upstream face {ün}, and
that induced by the vibration of the river valley {v̈n} surrounding the reservoir area.

3. An Efficient Dynamic Coupling Calculation Method for Dam–Reservoir Systems

In Section 3.1, the conventional dynamic coupling method for dam and reservoir
systems is described first, in which the hydrodynamic pressure is considered by means of
the additional mass matrix [2,21–23]. In Section 3.2, the hydrodynamic pressure additional
mass matrix, which is computed from Equation (27) as shown in Section 3.1, is further
processed (in Section 3.2.2) according to the characteristics of the additional mass matrix as
analyzed in Section 3.2.1. In Section 3.3, the efficient dynamic coupling calculation method
based on the FEM-SBFEM is proposed with the hydrodynamic pressure additional mass
matrix after treatment by way of Section 3.2.

3.1. Conventional Dynamic Coupling Analysis Method for Dam–Reservoir Systems

The FEM is employed for dam modeling, and the SBFEM is adopted for modeling
the reservoir before the dam. The analysis equation for dynamic coupling of the dam and
reservoir system is defined as follows:

[Ms]
{ ..

ur(t)
}
+ [Cs]

{ .
ur(t)

}
+ [Ks]{ur(t)} = −[Ms]

{ ..
ug(t)

}− (1/ρ)
[

L1]
T [M1]T{p(ξ1 = 0)} (30)

in which [Ms], [Cs], and [Ks] are mass, damping, and stiffness matrices of the dam, respec-
tively. {ür(t)},

{ .
ur(t)

}
, and {ur(t)} are the relative acceleration, velocity, and displacement,

respectively. {üg(t)} is the earthquake acceleration from the input system. [L1] is the conversion
matrix for mapping global coordinates to the local coordinates of the dam upstream face.

After substituting Equation (27) into Equation (30), the dynamic coupling calculation
equations are obtained as([

Ms] + [Mp
]){ ..

ur(t)
}
+ [Cs]

{ .
ur(t)

}
+ [Ks]{ur(t)} = −([

Ms] + [Mp
]){ ..

ug(t)
}

(31)

[Mp]= (1/ρ)[L1]
T([Mu][L1] + [Mv][L2]) (32)[

Mu]= −[M1]T [Φ12][Φ22]
−1

[
M1

]
(33)

[Mv]= −[M1]
T
([Φ12]

[
Φ22]

−1[B1]− [B2]
)

ρ
[
C0

]
(34)

[L1]
{ ..

ug(t) +
..
ur(t)

}
=

{ ..
un

}
, [L2]

{ ..
ug(t) +

..
ur(t)

}
=

{ ..
νn
}

(35)

where [Mu] and [Mv] are the dam upstream face and river valley components, respectively,
of the hydrodynamic pressure additional mass matrix [Mp]. [L2] is the conversion matrix
for mapping global coordinates to the local coordinates of the bank slope (river valley). As
long as the additional mass matrix [Mp] is added to the mass matrix of the finite element
dynamic equation of the dam, the hydrodynamic pressure due to the ground motion input
in different directions can be considered.

3.2. Simplification of Hydrodynamic Pressure Additional Mass Matrix
3.2.1. Physical Meaning and Distribution Characteristics of Matrix

The calculated additional mass matrix [Mu] is a full matrix, and all elements are
non-zero, that is, when calculating the hydrodynamic pressure caused by the excitation
of the dam upstream face, the hydrodynamic pressure acting on a certain node is related
to the acceleration excitations {ün} of all nodes on the dam upstream face below the water
level. However, when calculating the hydrodynamic pressure caused by river valley
excitation, the hydrodynamic pressure acting on a certain node on the dam upstream
face is only related to the node acceleration excitations {v̈n} at the boundary between
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the dam surface and the river valley. Therefore, the additional mass matrix [Mv] is a
very sparse matrix containing a large number of zero elements. Obviously, due to the
existence of the additional mass matrix [Mu], the additional mass matrix [Mp] is a full
matrix, which greatly increases the time consumption of solving the equivalent stiffness
matrix in dynamic analysis.

From the above analysis, it can be seen that the node degree of freedom correlation
of the additional mass matrix [Mp] can be reduced by the simplifying matrix [Mu]. When
the additional mass matrix [Mu] is of order n (i.e., there are n nodes below the water
level line on the dam upstream face in total); the physical meaning of the element Mu

ij is
the hydrodynamic pressure acting on the node i caused by the unit normal acceleration
excitation of the node j on the water upstream face. The i-th row elements in matrix
[Mu], that is Mu

i1 Mu
i2. . . Mu

ii . . . Mu
in, are selected, and then these row elements give the

contribution of all nodes on the upstream face of the dam (below the water level) to the
hydrodynamic pressure acting on node i.

The distribution characteristics of the hydrodynamic pressure added mass matrix [Mu]
are analyzed using the example of a vertical dam upstream face in a rectangular valley. The
height of the dam is 200 m, and the width of the river valley is 400 m. The grid division
of the reservoir is shown in Figure 3, and the water depth in front of the dam is 200 m
(full reservoir).

 
Figure 3. Mesh of dam upstream face (A represents a node of the mesh).

After solving the added mass matrix of hydrodynamic pressure based on the SBFEM,
the row elements corresponding to node A (see Figure 3) in the added mass matrix [Mu] are
extracted, and the influence of all nodes at the dam upstream face on the hydrodynamic
pressure of node A under unit normal acceleration excitation is shown in Figure 4 (normal-
ized relative value). As shown in Figure 4, node A has the greatest impact on itself, and
the closer the node is to node A, the greater the impact is on the hydrodynamic pressure of
node A. Other nodes on the upstream face of the dam also conform to similar laws, so it is
no longer described repetitively.

Figure 4. Effect of all nodes on node A.
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3.2.2. Theoretical Analysis and Simplified Processing Method

For the additional mass matrix [Mu], among all the elements in the i-th row, the
element values corresponding to node i (Mu

ii) and its adjacent nodes are relatively large,
and the acceleration values of these closer nodes in the dynamic coupling analysis are
not much different. Therefore, when calculating the hydrodynamic pressure acting on
node i, the added mass element of the i-th row can be directly superimposed on Mu

ii,
and the corresponding elements at the original position of the row are directly taken as
0, which means that the hydrodynamic pressure acting on node i is only related to the
acceleration of node i, and it has nothing to do with the acceleration of other nodes on
the dam upstream face. At the same time, the instantaneous acceleration distribution
of the dam upstream face is not consistent, which contains both positive and negative
values. Therefore, the above treatment method for the additional mass matrix will cause
the amplification of hydrodynamic pressure. Considering the amplification effect of the
superposition of additional mass elements on the hydrodynamic pressure, the appropriate
reduction treatment is needed in the process of element superposition.

According to the physical meaning of each element of the additional mass matrix [Mu],
a simple and easy simplification method is proposed by row processing, which is briefly
described as follows:

(1) Extract the elements of the i-th row in the hydrodynamic pressure added mass
matrix [Mu]. (2) Let the diagonal elements of the matrix Mu

ii = α ∑n
j=1 Mu

ij, where α is the
reduction coefficient (0 < α ≤ 1.0); at the same time, set the value of other non-diagonal
elements to zero. (3) According to this method, the additional mass matrix [Mu] is processed
from the first row until the last row.

After simplification, the additional mass matrix [Mu] is transformed into a new diago-
nal matrix [Muα]. The additional mass matrix [Mv] does not need to be simplified. Further,
the overall additional mass matrix [Mp] is updated to [Mpα] as follows:

[Mpα]= (1/ρ)[L1]
T([Muα][L1] + [Mv][L2]) (36)

3.3. Efficient Dynamic Coupling Calculation Method Based on FEM-SBFEM

By replacing [Mp] with [Mpα] in Equation (31), the efficient dynamic coupling calcula-
tion method for dam–reservoir systems based on the FEM-SBFEM is established:([

Ms] + [Mpα

]){ ..
ur(t)

}
+ [Cs]

{ .
ur(t)

}
+ [Ks]{ur(t)} = −([

Ms] + [Mpα

]){ ..
ug(t)

}
(37)

The simplification method only needs to provide a reduction coefficient α to realize
the simplification of the additional mass matrix [Mp] to a large extent, which is simple
and easy to implement. The processed additional mass matrix [Mpα] contains many zero
elements, so the computational efficiency of dynamic coupling systems is greatly improved.
The practice shows that the value of reduction coefficient α has an obvious influence on the
calculation accuracy, which is presented in Section 4.

The efficient dynamic coupling calculation method based on the FEM-SBFEM is imple-
mented on the strength of the Windows program GEODYNA [45], which was developed
using object-oriented programming in Visual C++. Multicore parallel technology of the
CPU is carried out in the GEODYNA software platform, by which the computational
capacity of solving a large-scale nonlinear equation with millions of DOFs is enabled. The
GEODYNA program has been widely used in the dynamic analysis of linear and nonlinear
structures and fluid–solid coupling systems [2,21–23,46–51].

4. Dynamic Coupling Analysis of Arch Dam and Reservoir Systems

Based on the dynamic fluid–solid coupling analysis of a concrete arch dam and
reservoir water under earthquake conditions, the sensitivity analysis for the value of
reduction coefficient α is carried out. Different reduction factors α of additional mass matrix
[Mpα] are selected to calculate and analyze the dynamic response of the arch dam. By
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comparing with the exact solution, which means the unsimplified full additional mass
matrix [Mp] is utilized in dynamic analysis, the recommended value of reduction factor α
is discussed.

4.1. Calculation Model
4.1.1. Dam and Reservoir Model

The Morrow Point arch dam [19,20,36] was selected to establish the finite element
model, as shown in Figure 5. The concrete arch dam is 141.73 m high and simulated
by 3D eight-node or degenerate isoparametric elements. The dam FEM model contains
15,000 elements, of which 2500 elements are on the upstream face of the arch dam. Assum-
ing that the arch dam is located on a rigid bedrock, the bottom of the arch dam and the
boundary in contact with the river valley are both constrained in X, Y, and Z directions.
The construction joints of the arch dam are not taken into account in the FEM model.

 
X
Y

ZX

Y

Z
                            

XY

Z

Figure 5. FEM model of Morrow Point arch dam.

The water depth of the reservoir at the upstream side of the dam is 133.23 m. When
the SBFEM is used to simulate the reservoir water in front of the dam in the dynamic
coupling analysis, the 2D finite element mesh of the dam upstream face is immediately
used to generate the prismatic semi-infinite reservoir water, as indicated in Figure 2. The
grid of the dam already contains the reservoir water grid information, so there is no need
to divide the reservoir water grid separately, which improves the pre-processing efficiency.
There are 2350 grids below the water level on the upstream face of dam, which means that
there are 2350 scaled boundary finite elements for the reservoir water.

4.1.2. Material Parameters, Input Seismic Load, and Damping Methods

The constitutive model employed for the concrete arch dam is a linear elastic model
(density ρd = 2.4 g/cm3, elasticity modulus E = 25 GPa, Poisson’s ratio ν = 0.167), which
can fully show the advanced nature of the proposed efficient dynamic coupling calculation
method. The density ρw of the reservoir water is 1.0 g/cm3.

A set of earthquake waves, which were generated from the site spectrum of real
engineering, were selected for dynamic analysis. As shown in Figure 6, the acceleration
time history of three seismic waves was input from the bedrock with a consistent input
method in up-downstream (X), vertical (Y), and dam axial (Z) directions. The peak ground
acceleration (PGA) of horizontal bedrock motion, which is in the up-downstream and
dam axial direction, was scaled to 1.5 m/s2, and the PGA of vertical bedrock motion was
1.0 m/s2.

The Rayleigh viscous damping method was adopted for the concrete arch dam in
dynamic analysis [49]. A damping ratio of 5% was assumed for the concrete material.
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Figure 6. Input bedrock motion.

4.2. Effect of Additional Mass Matrix Simplification

In the finite element model of the arch dam, there are 2397 nodes below the water
level line on the dam upstream face, that is, there are 2397 node degrees of freedom in the
semi-infinite reservoir water model. As a consequence, the unsimplified additional mass
matrix [Mu] is a full matrix of order 2397, which contains 2397 × 2397 = 5,745,609 elements
of the matrix and could provide an accurate dynamic coupling calculation result of dam
and reservoir systems.

In the following numerical calculation and analysis, a total of 8 working conditions
of hydrodynamic pressure additional mass matrix reduction coefficient α (0 < α ≤ 1.0)
was selected for forming [Muα], in which α = 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, and 0.3.
α = 1.0 indicates that the additional mass matrix is simplified to a diagonal matrix with-
out reduction, and α ≈ 0 indicates that the added mass matrix [Muα] is close to the zero
matrix, that is, the hydrodynamic pressure is almost not considered. When 0 < α ≤ 1.0 in
this numerical case, the simplified added mass matrix [Muα] is a diagonal matrix, which
contains only 2397 elements and can present an approximate analysis result of the dynamic
interaction of the dam and reservoir. The simplification of the additional mass matrix can
not only save a lot of memory occupied by the additional mass matrix of hydrodynamic
pressure but also greatly reduce the computational time. However, only a reasonable value
of the reduction coefficient α can ensure high calculation accuracy, as discussed below.
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4.3. Results and Discussion

Under different reduction coefficient (α = 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, and 0.3) con-
ditions, the effects of the hydrodynamic pressure added mass matrix [Muα] ([Mpα]) on
the dynamic stress and acceleration extreme (maximum) value of the arch dam and their
regularities of distribution and calculation time are studied. When calculating the error
of dynamic stress and acceleration of the arch dam caused by the simplification of the
additional mass matrix, the accurate calculation results of the unsimplified additional
mass matrix [Mu] ([Mp]) are taken as the benchmark. The results of the unsimplified
additional mass matrix were verified to be of high accuracy [2,21]. By comparing the calcu-
lation accuracy and calculation time, the recommended value of the reduction coefficient α
is given.

4.3.1. Acceleration of Arch Dam

Table 1 summarizes the maximum absolute values of the arch dam acceleration in
up-downstream (ax) and vertical (ay) directions under different reduction coefficients
α for simplification of additional mass matrix and unsimplified additional mass matrix
conditions when the earthquake occurs. Table 2 shows the errors corresponding to the
maximum dynamic acceleration caused by simplification of the added mass matrix of
hydrodynamic pressure. It can be concluded from Tables 1 and 2 that the additional mass
matrix reduction coefficient α has a big impact on the acceleration in the up-downstream
direction (ax) but has relatively little impact on the vertical acceleration (ay). Compared
with the accurate results in the condition of the unsimplified additional mass matrix, the
maximum errors of acceleration, when the reduction coefficient α = 0.6 and 0.7, are 0.4%
and 4.6%, respectively, which are acceptable from the perspective of calculation accuracy
since the max errors are limited to less than 5.0%. When the reduction coefficient α < 0.6
and α > 0.7, the max errors of acceleration become bigger, which are from 9.0% to 22.7%.

Table 1. Max dynamic acceleration of arch dam.

Added Mass
Matrix

Unsimplified
(Accurate)

α = 1.0 α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5 α = 0.4 α = 0.3

ax (m/s2) 6.583 5.518 5.596 5.989 6.280 6.554 7.209 7.926 8.075
ay (m/s2) 2.285 2.287 2.339 2.364 2.327 2.282 2.339 2.376 2.419

Table 2. Error of max dynamic acceleration of arch dam.

Added Mass
Matrix

α = 1.0 α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5 α = 0.4 α = 0.3

Error of ax 16.2% 15.0% 9.0% 4.6% 0.4% 9.5% 20.4% 22.7%
Error of ay 0.1% 2.4% 3.5% 1.8% 0.1% 2.3% 4.0% 5.9%

Figure 7 plots the distribution of the maximum absolute acceleration along the up-
downstream direction (ax) on the upstream face of the arch dam. As shown in Figure 7,
the distribution laws of the maximum acceleration along the up-downstream direction (ax)
for each condition are similar, but the extent and area of the high acceleration response
region are significantly different and gradually change with the decrease of the reduction
coefficient α. In addition, the maximum acceleration distribution is most consistent with the
accurate analysis solution (from unsimplified additional mass matrix) when the reduction
coefficient α = 0.6, which also corresponds to the minimum error of acceleration in both
vertical (ay) and up-downstream (ax) directions, as summarized in Table 2.
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Unsimplified (Accurate) = 1.0 = 0.9

= 0.6= 0.7= 0.8

= 0.5 = 0.4 = 0.3

ax ax ax

ax ax ax

ax ax ax

Figure 7. Distribution of maximum acceleration along the up-downstream direction (ax) on upstream
face of arch dam (m/s2).

4.3.2. Stress of Arch Dam

Under different hydrodynamic pressure added mass matrix conditions, the maximum
dynamic stresses of the arch dam concrete, including major principal stress (σ1) and minor
principal stress (σ3), that occurred during the earthquake are collected in Table 3. The com-
pressive stress of the dam concrete is set to be positive. Table 4 lists the errors corresponding
to the maximum dynamic stress when the added mass matrix of hydrodynamic pressure is
simplified with different reduction coefficients α. Tables 3 and 4 demonstrate that the re-
duction coefficient α has an obvious influence on both the major principal stress and minor
principal stress of arch dam. As shown in Table 4, the maximum errors of dynamic stress
are less than 5.0% when the reduction coefficient α = 0.4, 0.6, 0.7, and 0.8, which means the
calculation accuracy of dynamic stress is effectively controlled. Furthermore, the maximum
errors of dynamic stress are 2.2% and 1.3%, respectively, for reduction coefficient α = 0.6
and 0.8, the errors of which are relatively small in all reduction coefficients conditions. The
maximum errors of dynamic stress vary from 5.0 to 11.2%, when the reduction coefficient
α = 0.3, 0.5, 0.9, and 1.0, which are relatively big.

Table 3. Max dynamic stress of arch dam.

Added Mass
Matrix

Unsimplified
(Accurate)

α = 1.0 α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5 α = 0.4 α = 0.3

σ1 (MPa) 1.567 1.643 1.520 1.588 1.615 1.564 1.471 1.497 1.458
σ3 (MPa) −1.604 −1.783 −1.685 −1.617 −1.551 −1.568 −1.508 −1.555 −1.521

Table 4. Error of max dynamic stress of arch dam.

Added Mass
Matrix

α = 1.0 α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5 α = 0.4 α = 0.3

Error of σ1 4.9% 3.0% 1.3% 3.1% 0.2% 6.1% 4.5% 7.0%
Error of σ3 11.2% 5.0% 0.8% 3.3% 2.2% 6.0% 3.1% 5.2%
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The distribution of the maximum dynamic minor principal stress (σ3) on the upstream
face of the arch dam for every condition of hydrodynamic pressure added mass matrix is
depicted in Figure 8. Because seismic loads on the dam will eventually be transferred to
the arch abutment, there are high maximum minor principal stress values on the contour
of the dam, as shown in Figure 8. As seen in Figure 8, the dynamic minor principal stress
(σ3) distribution rules of each condition are basically consistent, whereas there are some
differences in the location and range of the high stress zone of the arch dam. Although the
calculation accuracy of the maximum dynamic stress is relatively high for the reduction
coefficient α = 0.8, as mentioned above, the scope and area of the high stress zone are
obviously different from the accurate solution for the unsimplified added mass matrix. For
the condition of the reduction coefficient α = 0.4, the calculation error of maximum dynamic
stress is restricted to less than 5%; however, the position of the high stress zone distinctly
has a certain degree of deviation compared to the accurate result. When the reduction
coefficient α = 0.6, the distribution law of the maximum dynamic stress of the arch dam,
including the location of the high stress zone and the range of the high stress zone, is
the most similar to the accurate solution, and the computational accuracy for maximum
dynamic stress is also high in all the simplification conditions of the additional mass matrix
reduction coefficient α, as seen in Table 4.

Unsimplified (Accurate) = 1.0 = 0.9

= 0.6= 0.7= 0.8

= 0.5 = 0.4 = 0.3

33 3

33 3

33 3

Figure 8. Distribution of maximum minor principal stress (σ3) on upstream face of arch dam (MPa).

4.3.3. Computational Efficiency

The CPU model of the desktop computer used in the numerical calculation is an Intel
(R) Xeon (R) Gold 6248R, whose main frequency is 3.00 Hz. Table 5 shows the consumption
time and the corresponding time-consuming ratio of the dynamic fluid–solid coupling
calculation for the dam–reservoir systems under different hydrodynamic pressure added
mass matrix conditions. When calculating the time-consuming ratio of different working
conditions, the accurate solution using the unsimplified additional mass matrix is used as
the benchmark, of which the time-consuming ratio is 100%.
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Table 5. Consumption time and the corresponding time-consuming ratio.

Added Mass
Matrix

Unsimplified
(Accurate)

α = 1.0 α = 0.9 α = 0.8 α = 0.7 α = 0.6 α = 0.5 α = 0.4 α = 0.3

consumption time (hours) 117.799 5.804 5.810 5.861 5.897 5.835 5.801 5.822 5.856
time-consuming ratio 100.0% 4.9% 4.9% 5.0% 4.9% 5.0% 4.9% 4.9% 5.0%

It can be seen from Table 5 that the consumption time of calculation is the most
(117.799 h) when the unsimplified hydrodynamic pressure added mass matrix is used,
which means there are accurate results of the dam dynamic response. When different
reduction coefficients α are used to simplify the additional mass matrix, the consumption
time of the dynamic coupling calculation is basically the same, which accounts for about
5% of that under the accurate solution condition. Table 5 shows that for the proposed
efficient dynamic coupling calculation method of dam–reservoir systems, the elapsed time
is sharply reduced, and the calculation efficiency has made a great jump. It can be seen
that the additional mass matrix has a great influence on the computational efficiency of
dynamic coupling analysis. Combining Table 2, Table 4, and Table 5, it can be seen that
the dynamic coupling calculation efficiency of dam–reservoir systems has been greatly
improved after the additional mass matrix is simplified, and the reasonable selection of
reduction coefficient α can effectively ensure high calculation accuracy.

4.3.4. Suggested Value of Reduction Coefficient α

According to the analysis of the dam acceleration response results, when the reduction
coefficient is 0.6, the calculation accuracy of the maximum acceleration of the dam is the
highest (Table 2), and the distribution law of the maximum acceleration of the dam at this
time is most similar to the accurate solution (Figure 7). In addition, by comprehensively an-
alyzing the results of the maximum dynamic stress of the dam (Table 4) and its distribution
law (Figure 8), it can be known that the reduction coefficient α of 0.6 cannot only ensure
the accuracy of the distribution law of the maximum dynamic stress of the dam but also
the high calculation accuracy of the maximum dynamic stress. At the same time, from the
perspective of computational efficiency, different reduction coefficients almost do not affect
the running time of the coupling calculation, and the calculation time can be reduced to
about one-twentieth of the unsimplified condition of the additional mass matrix.

In summary, the suggested value of the reduction coefficient is 0.6, which can control
the error of coupling calculation results of the dynamic response of the dam within 5% and
reduce the elapsed calculation time by more than one order of magnitude. By simplifying
the added mass matrix of hydrodynamic pressure, the proposed efficient analysis method
can greatly reduce the calculation consumption time and improve the calculation efficiency
under the premise of ensuring good accuracy. The efficient method proposed in this study
can realize the simplified and efficient calculation and analysis of dynamic fluid–solid
coupling between the dam and reservoir under earthquake conditions and is more suitable
for engineering calculations with large degrees of freedom than traditional methods.

5. Conclusions

In this study, the hydrodynamic pressure of a reservoir with semi-infinite 3D shapes is
directly solved using the SBFEM in 2D, which acting on the dam upstream face is expressed
in the form of an additional mass matrix. Further, the dynamic coupling analysis method
of dam–reservoir systems, in which the dam is simulated using the FEM, under earthquake
conditions, is improved by processing the additional mass matrix of hydrodynamic pres-
sure. Furthermore, the computational efficiency and accuracy of the improved analysis
method are studied and verified with the seismic calculation of arch dam–reservoir systems.
The following major conclusions are drawn:

1. An efficient 3D dynamic fluid–solid coupling calculation method for dam–reservoir
systems based on the FEM-SBFEM is proposed by simplifying the hydrodynamic
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pressure additional mass matrix according to the physical meaning and distribution
characteristics of the additional matrix. The proposed method not only ensures
the high accuracy of the numerical calculation results but also greatly reduces the
consumption time of the dynamic coupling calculation.

2. The hydrodynamic pressure added mass matrix has a great influence on the computa-
tional efficiency of dynamic coupling analysis. The proposed method, which is simple
and easy to implement, only needs to determine a reduction coefficient α (0 < α ≤ 1.0)
to simplify the hydrodynamic pressure added mass matrix to a great extent and save
a lot of memory occupied by the added mass matrix.

3. The suggested value of the reduction coefficient α for the added mass matrix of the
hydrodynamic pressure is selected to be 0.6 so as to ensure that the distribution law
of the dynamic response of the dam is consistent with the accurate solution, which
means the unsimplified additional mass matrix condition. The error of the maximum
value of the dynamic response of the dam is limited to within 5%, which is acceptable,
and the elapsed time of calculation can be reduced to one twentieth of the accurate
solution, which is a great jump in calculation efficiency.

4. The proposed method provides an accurate and efficient approach for dynamic fluid–
solid coupling analysis and seismic safety evaluation of dam and reservoir systems
and makes the application of dam–reservoir systems and a fluid–solid coupling
analysis method in fine analysis with large-scale DOFs technically feasible.

5. The proposed dynamic coupling calculation method can also be further applied to the
nonlinear numerical analysis of CFRD and the fine damage analysis of concrete dams
under earthquake conditions. Furthermore, the additional mass matrix simplification
method in the dynamic coupling analysis of dam and reservoir systems provided
in this study is also applicable to the additional mass of hydrodynamic pressure
calculated by other numerical methods (FEM, BEM, PSBFEM, etc.).
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