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Abstract: In this article, we introduce a new mixed-type iterative algorithm for approximation
of common fixed points of two multivalued almost contractive mappings and two multivalued
mappings satisfying condition (E) in hyperbolic spaces. We consider new concepts of weak w2-
stability and data dependence results involving two multivalued almost contractive mappings. We
provide examples of multivalued almost contractive mappings to show the advantage of our new
iterative algorithm over some exiting iterative algorithms. Moreover, we prove several strong �-
convergence theorems of our new algorithm in hyperbolic spaces. Furthermore, with another novel
example, we carry out a numerical experiment to compare the efficiency and applicability of a new
iterative algorithm with several leading iterative algorithms. The results in this article extend and
improve several existing results from the setting of linear and CAT(0) spaces to hyperbolic spaces.
Our main results also extend several existing results from the setting of single-valued mappings to
the setting of multivalued mappings.

Keywords: weak w2-stability; multivalued almost contractive mappings; multivalued mappings
satisfying condition (E); data dependence; strong and �-convergence

MSC: 05A30; 30C45; 11B65; 47B38

1. Introduction

In fixed point theory, the role played by ambient spaces is paramount. Several prob-
lems in diverse fields of science are naturally nonlinear. Therefore, transforming the linear
version of a given problem into its equivalent nonlinear version is very pertinent. Moreover,
studying various problems in spaces without a linear structure is significant in applied and
pure sciences. Several efforts have been made to introduce a convex-like structure on a
metric space. Hyperbolic space is one of the spaces that posses this structure.

In this paper, our studies will be carried out in the setting of hyperbolic space studied
by Kohlenbach [1]. This notion of hyperbolic space is more restrictive than the notion of
hyperbolic space considered in [2] and more general than the notion of hyperbolic space
studied in [3]. Banach and CAT(0) spaces are well known to be special cases of hyperbolic
spaces. Moreover, the class of hyperbolic spaces properly contains a Hilbert ball endowed
with hyperbolic metric [4], Hadamard manifolds, R-trees, and the Cartesian product of
Hilbert spaces.

Mathematics 2022, 10, 3720. https://doi.org/10.3390/math10203720 https://www.mdpi.com/journal/mathematics1
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Definition 1. A hyperbolic space (Q, d,K) in the sense used by Kohlenbach [1] is a metric space
(Q, d) with a convexity mapping K : Q2 × [0, 1] → Q that satisfies

(C1) d(η,K(m, w, ξ)) ≤ ξd(η, m) + (1− ξ)d(η, w);
(C2) d(K(m, w, ξ),K(m, w, υ)) ≤ |ξ − υ|d(m, w);
(C3) K(m, w, ξ) = K(w, m, (1− ξ));
(C4) d(K(m, u, ξ),K(w, v, ξ)) ≤ (1− ξ)d(m, w) + ξd(u, v),

for all m, w, u, v ∈ Q and ξ, υ ∈ [0, 1]. A nonempty subset J of a hyperbolic space Q is termed
convex, if K(m, w, ξ) ∈ J , for all m, w ∈ J and ξ ∈ [0, 1].

Suppose m, w ∈ Q and ξ ∈ [0, 1], the notation (1− ξ)m ⊕ ξw is used for K(m, w, ξ).
The following also holds for the more general setting of convex metric space [5]: for any
m, w ∈ Q and ξ ∈ [0, 1], d(m, (1 − ξ)m ⊕ ξw) = ξd(m, w) and d(w, (1 − ξ)m ⊕ ξw) =
(1− ξ)d(m, w). Consequently, 1m ⊕ 0w = m, 0m ⊕ 1w = w and (1− ξ)m ⊕ ξm = ξm ⊕
(1− ξ)m = m.

The notion of multivalued contraction mappings and nonexpasive mappings using
the Hausdorff metric was initiated by Nadler [6] and Markin [7]. The theory of multivalued
mappings has several applications in convex optimization, game theory, control theory,
economics, and differential equations.

Let Q be a metric space and J a nonempty subset of Q. The subset J is called
proximal if for all m ∈ Q, there exists a member w in J such that

d(m, w) = dist(m,J ) = inf{d(m, s) : s ∈ J }.

Let P(J ) denote the collection of all nonempty proximal bounded and closed subsets
of J , and BC(J ) the collection of all nonempty closed bounded subsets. The Hausdorff
distance on BC(J ) is defined by

H (W , V ) = max

{
sup
m∈W

d(m, V ), sup
w∈V

d(w, W )

}
, ∀W , V ∈ BC(J ).

A point m ∈ J is called a fixed point of the multivalued mapping G : J → 2J

if m ∈ Gm. Let F (G) denote the set of all fixed points of G. A multivalued mapping
G : J → BC(J ) is called nonexpansive if H (Gm,Gw) ≤ ρ(m, w), for all m, w ∈ J and it
is called quasi-nonexpansive if F (G) �= ∅ such that H (Gm,Gq�) ≤ ρ(m, q�), for all m ∈ J
and q� ∈ F (G) �= ∅. In 2007, the notion of single-valued almost contractive mappings of
Berinde [8] was extended to multivalued almost contractive mappings by M. Berinde and
V. Berinde [9], as follows.

Definition 2. A multivalued mapping G : J → BC(J ) is said to be almost contractive if there
exist � ∈ [0, 1) and L ≥ 0 such that the following inequality holds:

H (Gm,Gw) ≤ �d(m, w) + Ldist(m,Gm), ∀m, w ∈ J . (1)

In 2008, Suzuki [10] introduced a generalized class of nonexpansive mappings, which
is also known as condition (C), and further showed that the class of mapping satisfying
condition (C) is more general than the class of nonexpansive mappings. In 2011, Eslami
and Abkar [11] defined the multivalued version of condition (C) as follows.

Definition 3. A multivalued mapping G : J → BC(J ) is said to satisfy condition (C) if the
following inequalities hold:

1
2

dist(m,Gm) ≤ d(m, w) ⇒ H (Gm,Gw) ≤ d(m, w), ∀m, w ∈ J . (2)

2
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Very recently, García–Falset et al. [12] defined a new single-valued mapping called
condition (E). This class of mappings is weaker than the class of nonexpansive mappings
and stronger than the class of quasi-nonexpansive mappings. Recently, Kim et al. [13]
defined the multivalued and hyperbolic space version of the class of mappings satisfying
condition (E). The authors also established some existence and convergence results for
such mappings.

Definition 4. A multivalued mapping G : J → BC(J ) is said to satisfy condition (Eμ) if the
following inequality holds:

dist(m,Gw) ≤ μdist(m,Gm) + d(m, w), ∀m, w ∈ J . (3)

The mapping G is said to satisfy condition (E) whenever G satisfies condition (Eμ) for some
μ ≥ 1.

The studies involving multivalued nonexpansive mappings are known to be more
difficult than the concepts involving single-valued nonexpansive mappings. For the ap-
proximation of fixed points of various mappings, iterative methods are well known to be
essential. In recent years, several authors have introduced and studied different iterative
algorithms for approximating fixed points of multivalued nonexpansive mappings as well
as multivalued mappings satisfying condition (E) (see [13–18] and the references in them).

In 2007, Argawal et al. [19] introduced the S-iterative algorithm for single-valued
contraction mappings. In 2014, Chang et al. [15] considered the mixed-type S-iterative
algorithm in hyperbolic spaces for multivalued nonexpansive mappings as follows:

⎧⎨
⎩

m1 ∈ J ,
wk = K(mk, uk, ηk),
mk+1 = K(uk, vk, ξk),

k ∈ N, (4)

where vk ∈ G1wk, uk ∈ G2m, {ξk} and {ηk} are real sequences in (0,1).
In addition, in [13] Kim et al. considered the multivalued and hyperbolic space version

of S-iterative algorithm for fixed points multivalued mappings satisfying condition (E) as
follows: ⎧⎨

⎩
m1 ∈ J ,
wk = K(mk, uk, ηk),
mk+1 = K(uk, vk, ξk),

k ∈ N, (5)

where vk ∈ Gwk, uk ∈ Gmk, {ξk} and {ηk} are real sequences in (0,1).
It is worth noting that the iterative algorithm (4) involves two multivalued mappings

and the iterative algorithm (5) involves one multivalued mapping and the class of mappings
considered by Kim et al. [13] is more general than the class of mappings considered by
Chang et al. [15].

In 2019, Chuadchawnay et al. [20] studied the iterative algorithm (4) for common fixed
points of two multivalued mappings satisfying condition (E) in hyperbolic spaces.

Very recently, Ahmad et al. [21] developed the hyperbolic space version of the F
iterative algorithm [22]. The authors obtained some fixed point convergence results for
single-valued mappings satisfying condition (E) and single-valued almost contractive
mappings. Furthermore, they obtained data dependence and weak w2-stability results
for single-valued almost contractive mappings. At the same time, they also raised the
following interesting open questions:

Open Question 1. Is it possible to establish all the results of Ahmad et al. [21] in the setting of
multivalued mappings?

3
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Open Question 2. Is it possible to establish all the results of Ahmad et al. [21] in the setting of
common fixed points?

Remark 1. It is worth mentioning that, as far as we know, there are no works in the literature
concerning stability and data dependence results of mixed-type iterative algorithms for single-valued
and multivalued mappings in hyperbolic spaces. Therefore, one of our aims in this article is to fill
such gaps and hence give affirmative answers to the above Open Questions 1–2.

It is well known that common fixed point problems have direct application with
minimization problems [23].

Motivated and inspired by the above results, in this paper, we introduce the following
mixed-type hyperbolic space version of the novel iterative algorithm considered in [24]:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

m1 ∈ J ,
sk = K(mk, uk, ηk),
wk = K(uk, tk, ξk),
pk = hk,
mk+1 = �k,

k ∈ N, (6)

where {ξk}, {ηk} are real sequences in (0,1) and �k ∈ G1 pk, hk,∈ G2wk, tk ∈ G1sk, uk ∈ G2mk.
We prove strong convergence theorems of the iterative method (6) for common fixed points
of two multivalued almost contractive mappings. Next, we present some novel numerical
examples to compare the efficiency and applicability of our new iterative algorithm (6)
with many leading iterative algorithms in the current literature. Moreover, we study new
concepts of weak w2-stability and data-dependence results of (6) for two multivalued
almost contractive mappings. Furthermore, we prove strong and � convergence results
of (6) for common fixed points of two multivalued mappings satisfying the condition (E).
We provide another example and with the aid of the example, we show the advantage of our
iterative method (6) over some existing iterative methods in terms of rate of convergence.
Our results give affirmative answers to the two above Open Questions 1 and 2 raised by
Ahmad [21].

2. Preliminaries

A hyperbolic space (Q, d,K) is termed uniformly convex [5], if, given s > 0 and
ε ∈ (0, 2], there exists σ ∈ (0, 1], such that for any m, w, p ∈ Q,

d(
1
2

m⊕ 1
2

w, p) ≤ (1− σ)s,

provided d(m, p) ≤ s, d(m, p) ≤ s and d(m, w) ≥ εs. A mapping Θ : (0, ∞)× (0, 2] → (0, 1]
which ensures that σ = Θ(s, ε) for any s > 0 and ε ∈ (0, 2], is said to be a modulus of
uniform convexity. The mapping Θ is termed monotone if for fixed ε, it decreases with s;
that is, Θ(s2, ε) ≤ Θ(s1, ε), for all s2 ≥ s1 > 0.

In 2007, with a modulus of uniform convexity σ(s, ε) = ε2

8 quadratic in ε, Leustean [25]
showed that CAT(0) space are uniformly convex hyperbolic spaces. This implies that the
class of uniformly convex hyperbolic spaces are a natural generalization of both CAT(0)
space and uniformly convex Banach spaces [5].

Next, we give the definition of �-convergence. In view of this, we consider the
following concept which will be useful in the definition. Let J denote a nonempty subset
of the metric space (Q, d) and {mk} be any bounded sequence in Q. For all m ∈ Q,
we define

• asymptotic radius of {mk} at m as

ra({mk}, m) = lim sup
k→∞

d(mk, m);

4
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• asymptotic radius of {mk} relative to J as

ra({mk},J ) = inf{ra({mk}, m); m ∈ J }; and

• asymptotic center of {mk} relative to J as

AC({mk},J ) = {m ∈ J ; ra({mk}, m) = ra({mk},J )}. (7)

It is known that every sequence that is bounded has a unique asymptotic center with
respect to each closed convex subset in Banach spaces and CAT(0) spaces. If the asymptotic
center is taken with rest to Q, then we simply denote it by AC({mk}).

The following lemma by Leustean [25] shows that the above property holds in a
complete uniformly convex hyperbolic space.

Lemma 1 ([25]). Let (Q, d,K) be a complete, uniformly convex hyperbolic space with a monotone
modulus of uniform convexity Θ. Then, for any sequence {mk} that is bounded in Q, it has a
unique asymptotic center with respect to any nonempty closed convex subset J of Q.

Now, we further consider some definitions and lemmas that will be useful in proving
our main results as follows.

Definition 5. A sequence {mk} in Q is said to be �-convergent to an element m in Q, if m is the
unique asymptotic center of every subsequence {mkl

} of {mk}. For this, we write � − lim
k→∞

mk = m

and say m is the �-limit of {mk}.

Lemma 2 ([23]). Assume that Q is a uniformly convex hyperbolic space with the monotone
modulus of uniform convexity Θ. Let m ∈ Q and {ϑk} be a sequence in [d, e] for some d, e ∈ (0, 1).
Suppose {mk} and {wk} are sequences in Q such that lim sup

k→∞
d(mk, m) ≤ c, lim sup

k→∞
d(wk, m) ≤

c and lim
k→∞

d(K(mk, wk, ϑk), m) = c for some c ≥ 0, and then we get lim
k→∞

d(mk, wk) = 0.

Lemma 3 ([26]). Let {ρk} and {φk} be non-negative sequences for which one assumes that there
exists a z0 ∈ N such that, for all z ≥ z0, and

ρk+1 = (1− ϕk)ρk + ϕkφk

is satisfied, where ϕk ∈ (0, 1) for all k ∈ N, ∑∞
k=0 φk = ∞ and φk ≥ 0 ∀k ∈ N. Then the following

holds:
0 ≤ lim sup

k→∞
ρk ≤ lim sup

k→∞
φk.

Definition 6 ([26]). Let G, G̃ be two self-mappings on Q. We say that G̃ is an approximate operator
of G if for all ε > 0, we have that d(Gm, G̃m) ≤ ε holds for any m ∈ Q.

Definition 7 ([27]). Two sequences {mk} and {wk} are said to be equivalent if

d(mk, wk) → 0, as k → ∞.

Definition 8 ([28]). Let (Q, d) be a metric space, G : Q → Q be a self-map and for arbitrary
m1 ∈ Q, {mk} is the iterative algorithm defined by

mk+1 = f (G, mk), k ≥ 0. (8)

5
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Assume that mk → q� as k → ∞, for all q� ∈ F (G) and for any sequence {yk} ⊂ Q which
is equivalent to {mk}, and we have

lim
k→∞

d(yk+1, f (G, yk)) = 0 =⇒ lim
k→∞

yk = q�,

and then we say that the iterative algorithm (8) is weak w2-stable with respect to G.

Proposition 1 ([13]). Suppose G : J → BC(J ) is a multivalued mapping satisfying condition
(E), such that F (G) �= ∅, and then G is a multivalued quasi-nonexpansive mapping.

Lemma 4 ([13]). Let (Q, d,K) be a complete uniformly convex hyperbolic space with a monotone
modulus of uniform convexity Θ, and let J be a nonempty closed convex subset of Q. Let
G : J → P(J ) be a multivalued mapping which satisfies condition (E) with convex values.
Suppose {mk} is a sequence in J with �− lim

k→∞
mk = m and lim

k→∞
dist(mk,Gmk) = 0, then

m ∈ F (G).

Lemma 5 ([15]). Let (Q, d,K) be a complete uniformly convex hyperbolic space with a monotone
modulus of uniform convexity Θ and {mk} be a sequence which is bounded in Q such that
AC({mk}) = {m}. Suppose that {uk} is a subsequence of {mk} such that AC({uk}) = {u},
and the sequence {d(mk, u)} is convergent, and then we have m = u.

3. Convergence Results for Two Multivalued, Almost Contraction Mappings

Theorem 3. Let J be a nonempty closed convex subset of a hyperbolic space Q and Gi : J →
P(J ) (i=1,2) be two multivalued almost contraction mappings. Let F =

⋂2
i=1 F (Gi) �= ∅ and

Giq� = {q�} for each q� ∈ F (i = 1, 2). Let {mk} be the sequence defined by (6). Then, {mk}
converges to a point in F .

Proof. Let q� ∈ F . From (1) and (6), we have

d(sk, q�) = d(K(mk, uk, ηk), q�)

≤ (1− ηk)d(mk, q�) + ηkd(uk, q�)

≤ (1− ηk)d(mk, q�) + ηkdist(uk,G2q�)

≤ (1− ηk)d(mk, q�) + ηkH (G2mk,G2q�)

= (1− ηk)d(mk, q�) + ηkH (G2q�,G2mk)

≤ (1− ηk)d(mk, q�) + ηk[�d(q�, mk) + Ldist(q�,G2q�)]

≤ (1− ηk)d(mk, q�) + ηk�d(mk, q�)

= (1− (1− �)ηk)d(mk, q�). (9)

Because 0 ≤ � < 1 and 0 < ηk < 1, it follows that (1 − (1 − �)ηk) < 1. Thus, (9)
becomes

d(sk, q�) ≤ d(mk, q�). (10)

By using (6) and (10), we have

d(wk, q�) = d(K(uk, tk, ξk), q�)

≤ (1− ξk)d(uk, q�) + ξkd(tk, q�)

≤ (1− ξk)dist(uk,G2q�) + ξkdist(tk,G1q�)

≤ (1− ξk)H (G2mk,G2q�) + ξkH (G1sk,G1q�)

≤ (1− ξk)�d(mk, q�) + ξk�d(sk, q�)

≤ (1− ξk)�d(mk, q�) + ξk�d(mk, q�)

≤ (1− (1− �)ξk)�d(mk, q�). (11)
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Because 0 ≤ � < 1 and 0 < ξk < 1, it follows that (1 − (1 − �)ξk) < 1. Thus, (9)
becomes

d(wk, q�) ≤ �d(mk, q�). (12)

Moreover, from (6) and (12), we have

d(pk, q�) = d(hk, q�)

≤ dist(hk,G2q�)

≤ H (G2wk,G2q�)

≤ �d(wk, q�)

≤ �2d(mk, q�). (13)

Finally, by (6) and (13), we have

d(mk+1, q�) = d(�k, q�)

≤ dist(�k,G1q�)

≤ H (G1 pk,G1q�)

≤ �d(pk, q�)

≤ �3d(mk, q�). (14)

Inductively, we obtain

d(mk+1, q�) ≤ �3(k+1)d(m0, q�).

Because 0 ≤ � < 1, it follows that lim
k→∞

mk = q�.

Next, we give examples of two multivalued almost contractive mappings that are
neither contraction nor nonexpansive mappings. With the provided example, we also
compare the efficiency of our iterative algorithm (6) with some existing methods.

Example 1. Let Q = R with the distance metric and J = [−1, 1]. Let G1,G2 : J → P(J ) be
defined by

G1m =

⎧⎨
⎩

[0, m
4 ], if m ∈ [−1, 0],

{0}, if m ∈ (0, 1];

and

G2m =

⎧⎨
⎩

[0, m
8 ], if m ∈ [−1, 0]

{0}, if m ∈ (0, 1].

Because every nonexpansive mapping is continuous, we know that G1 and G2 are not multi-
valued nonexpansive mappings because of their discontinuity at 0 ∈ [−1, 1] and hence, they are
not multivalued contraction mappings. Next, we show that G1 is a multivalued almost contractive
mapping. In view of this, we consider the following cases.

Case I: When m, w ∈ [−1, 0], we have

7
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H (G1m,G1w) =
1
4
|m− w|

≤ 1
4
|m− w|+ 4

5

∣∣∣∣3m
4

∣∣∣∣
=

1
4
|m− w|+ 4

5

∣∣∣m− m
4

∣∣∣
=

1
4

d(m, w) +
4
5

dist
(

m, [0,
m
4
]
)

=
1
4

d(m, w) +
4
5

dist(m,G1m).

Case II: When m, w ∈ (0, 1], we have

H (G1m,G1w) = 0 ≤ 1
4

d(m, w) +
4
5

dist(m,G1m).

Case III: When m ∈ [−1, 0] and w ∈ (0, 1], we have

H (G1m,G1w) =
∣∣∣m

4

∣∣∣
<

1
4
|m− w|+ 4

5

∣∣∣∣3m
4

∣∣∣∣
= |m− w|+ 4

5

∣∣∣m− m
4

∣∣∣
=

1
4

d(m, w) +
4
5

dist
(

m, [0,
m
4
]
)

=
1
4

d(m, w) +
4
5

dist(m,G1m).

Case IV: When m ∈ (0, 1] and w ∈ [−1, 0], we have

H (G1m,G1w) =
∣∣∣w

4

∣∣∣
<

1
4
|m− w|+ 4

5
|m|

= |m− w|+ 4
5
|m− 0|

=
1
4

d(m, w) +
4
5

dist(m, {0})

=
1
4

d(m, w) +
4
5

dist(m,G1m).

From all the above cases, we have seen that G1 satisfies (1) for � = 1
4 and L = 4

5 .
Similarly, we can show that G2 satisfies (1) for � = 1

4 and L = 4
5 . Clearly, F = F (G1) ∩

F (G2) = {0}.

Now, for control parameters ξk = ηk = ζk = 0.65, for all k ∈ N and starting point
m1 = 1, then by using MATLAB R2015a, we obtain the following Tables 1 and 2 and
Figures 1 and 2.

8
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Table 1. Convergence behavior of various iterative algorithms.

mk Mann Ishikawa Abbas S M New

m1 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
m2 0.512500 0.433281 0.348068 0.170781 0.032031 0.003557
m3 0.262656 0.187733 0.121152 0.029166 0.001026 0.000000
m4 0.134611 0.081341 0.042169 0.004981 0.000033 0.000000
m5 0.068988 0.035244 0.014678 0.000851 0.000001 0.000000
m6 0.035357 0.015270 0.005109 0.000145 0.000000 0.000000
m7 0.018120 0.006616 0.001778 0.000025 0.000000 0.000000
m8 0.009287 0.002867 0.000619 0.000004 0.000000 0.000000
m9 0.004759 0.001242 0.000215 0.000001 0.000000 0.000000
m10 0.002439 0.000538 0.000075 0.000000 0.000000 0.000000
m11 0.001250 0.000233 0.000026 0.000000 0.000000 0.000000
m12 0.000641 0.000101 0.000009 0.000000 0.000000 0.000000
m13 0.000328 0.000044 0.000003 0.000000 0.000000 0.000000
m14 0.000168 0.000019 0.000001 0.000000 0.000000 0.000000
m15 0.000086 0.000008 0.000000 0.000000 0.000000 0.000000

The reds show the point of convergence of various iterative methods.

Table 2. Convergence behavior of various iterative algorithms.

mk Noor SP Picard-Man Picard-S F New

m1 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
m2 0.458320 0.134611 0.128125 0.042695 0.008008 0.003557
m3 0.210058 0.018120 0.016416 0.001823 0.000064 0.000000
m4 0.096274 0.002439 0.002103 0.000078 0.000001 0.000000
m5 0.044124 0.000328 0.000269 0.000003 0.000000 0.000000
m6 0.020223 0.000044 0.000035 0.000000 0.000000 0.000000
m7 0.009269 0.000006 0.000004 0.000000 0.000000 0.000000
m8 0.004248 0.000001 0.000001 0.000000 0.000000 0.000000
m9 0.001947 0.000000 0.000000 0.000000 0.000000 0.000000

The reds show the point of convergence of various iterative methods.
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Figure 1. Graph corresponding to Table 1.
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Figure 2. Graph corresponding to Table 2.

As seen in Tables 1 and 2 and Figures 1 and 2 above, it is very clear that our new
iterative algorithm (6) converges faster to 0 than Mann [29], Ishikawa [30], Abbas [31], S [19],
M [32], Noor [33], SP [34], Picard-Man [35], Picard-S [36], and F [22] iteration processes.

4. Weak w2-Stability Results for Two Multivalued Almost Contractive Mappings

In this section, we first give the definition of w2-stability involving two mappings in
hyperbolic space. After this, we prove that our new iterative algorithm (6) is weak w2-stable
with respect to two multivalued almost contractive mappings.

Definition 9. Let (Q, d,K) be a hyperbolic space, Gi : Q → Q (i = 1, 2) be two self-maps, and
arbitrary m1 ∈ Q, {mk} be the iterative algorithm defined by

mk+1 = f (Gi, mk) (i = 1, 2), k ≥ 0. (15)

Assume that mk → q� as k → ∞, for all q� ∈ F =
⋂2

i=1 F (Gi) and for any sequence
{xk} ⊂ Q which is equivalent to {mk}, we have

lim
k→∞

εk = lim
k→∞

d(xk+1, f (Gi, xk)) = 0 =⇒ lim
k→∞

xk = q�.

Then we say that the iterative algorithm (15) is weak w2-stable with respect to Gi (i = 1, 2).

Theorem 4. Suppose that all the assumptions in Theorem 3 are satisfied. Then, the sequence {mk}
defined by (6) is weak w2-stable with respect to G1 and G2.

Proof. Suppose {mk} is the sequence defined by (6) and {xk} ⊂ J an equivalent sequence
of {mk}. We define {εk} ∈ R+ by

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x1 ∈ W,
ck = K(xk, gk, ηk),
bk = K(gk, ik, ξk),
ak = fk,
εk = d(xk+1, ek),

k ∈ N, (16)

where {ξk}, {ηk} are real sequences in (0,1) and ak ∈ G1ak, fk,∈ G2bk, ik ∈ G1ck, gk ∈ G2xk.

10
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Suppose lim
k→∞

εk = 0 and q� ∈ F . From (6) and (16), we have

d(sk, ck) = d(K(mk, uk, ηk),K(xk, gk, ηk))

≤ (1− ηk)d(mk, xk) + ηkH (G2mk,G2xk)

≤ (1− ηk)d(mk, xk) + ηk�d(mk, xk) + ηkLdist(mk,G2mk)

≤ (1− (1− �)ηk)d(mk, xk) + ηkLd(mk, q�) + ηkLdist(G2mk, q�)

≤ (1− (1− �)ηk)d(mk, xk) + ηkLd(mk, q�) + ηkLH (G2mk,G2q�)

≤ (1− (1− �)ηk)d(mk, xk) + ηkLd(mk, q�) + ηkL�d(mk, q�)

≤ (1− (1− �)ηk)d(mk, xk) + ηkL(1 + �)d(mk, q�). (17)

Because 0 ≤ � < 1 and 0 < ηk < 1, it follows that (1 − (1 − �)ηk) < 1. Thus, (17)
becomes

d(sk, ck) ≤ d(mk, xk) + ηkL(1 + �)d(mk, q�). (18)

By (6), (16), and (18), we obtain

d(wk, bk) = d(K(uk, tk, ξk),K(gk, ik, ξk))

≤ (1− ξk)H (G2mk,G2xk) + ξkH (G1sk,G1ck)

≤ (1− ξk)[�d(mk, xk) + Ldist(mk,G2mk)] + ξk[�d(sk, ck) + Ldist(sk,G1sk)]

≤ (1− ξk)[�d(mk, xk) + Ld(mk, q�) + Ldist(G2mk, q�)]

+ξk[�d(sk, ck) + Ld(sk, q�) + Ldist(G1sk, q�)]

≤ (1− ξk)[�d(mk, xk) + Ld(mk, q�) + LH (G2mk,G2q�)]

+ξk[�d(sk, ck) + Ld(sk, q�) + LH (G1sk,G1q�)]

≤ (1− ξk)[�d(mk, xk) + Ld(mk, q�) + L�d(mk, q�)]

+ξk[�d(sk, ck) + Ld(sk, q�) + L�d(sk, q�)]

≤ (1− ξk)[�d(mk, xk) + L(1 + �)d(mk, q�)]

+ξk[�d(sk, ck) + L(1 + �)d(sk, q�)]

≤ �d(mk, xk) + L(1 + �)d(mk, q�)

+ξk�d(sk, ck) + ξkL(1 + �)d(sk, q�)

≤ �d(mk, xk) + L(1 + �)d(mk, q�)

+ξk�[d(mk, xk) + ηkL(1 + �)d(mk, q�)] + ξkL(1 + �)d(sk, q�). (19)

By (6), (16), and (19), we obtain

d(pk, ak) = d(hk, fk)

= H (G2wk,G2bk)

≤ �d(wk, bk) + Ldist(wk,G2wk)

≤ �d(wk, bk) + Ld(wk, q�) + Ldist(G2wk, q�)

≤ �d(wk, bk) + Ld(wk, q�) + LH (G2wk,G2q�)

≤ �d(wk, bk) + Ld(wk, q�) + L�d(wk, q�)

≤ �d(wk, bk) + L(1 + �)d(wk, q�)

≤ �2d(mk, xk) + �L(1 + �)d(mk, q�)

+�2ξk[d(mk, xk) + �ηkL(1 + �)d(mk, q�)]

+�ξkL(1 + �)d(sk, q�) + L(1 + �)d(wk, q�). (20)

11
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By using (6), (16), and (20), we obtain

d(xk+1, q�) ≤ d(xk+1, mk+1) + d(mk+1, q�)

≤ d(xk+1, ek) + d(ek, mk+1) + d(mk+1, q�)

≤ εk + d(ek, �k) + d(mk+1, q�)

≤ εk +H (G1 pk,G1ak) + d(mk+1, q�)

≤ εk + �d(pk, ak) + Ldist(pk,G1 pk) + d(mk+1, q�)

≤ εk + �d(pk, ak) + Ld(pk, q�) + Ldist(G1 pk, q�) + d(mk+1, q�)

≤ εk + �d(pk, ak) + Ld(pk, q�) + LH (G1 pk,G1q�) + d(mk+1, q�)

≤ εk + �d(pk, ak) + Ld(pk, q�) + L�d(pk, q�) + d(mk+1, q�)

≤ εk + �3d(mk, xk) + �2L(1 + �)d(mk, q�)

+�3ξk[d(mk, xk) + �2ηkL(1 + �)d(mk, q�)]

+�2ξkL(1 + �)d(sk, q�) + �L(1 + �)d(wk, q�)

+L(1 + �)d(pk, q�) + d(mk+1, q�). (21)

By Theorem 3, lim
k→∞

d(mk, q�) = 0. Consequently, we have lim
m→∞

d(mk+1, q�) = 0.

Moreover, by the equivalence of {mk} and {xk}, we have lim
m→∞

d(mk, xk) = 0.

Thus, using (10), (12), (13), and by taking the limit of both sides of (21), we have

lim
k→∞

d(xk, q�) = 0.

Hence, our new iterative sequence (6) is weak w2-stable with respect to G1 and G2.

5. Data Dependence Results for Two Multivalued Almost Contractive Mappings

In this section, we show that our new iterative method (6) is data dependent with
respect to two multivalued almost contractive mappings.

Theorem 5. Let J be a nonempty closed convex subset of a hyperbolic space Q and Gi : J →
P(J ) (i=1,2) be two multivalued almost contractive mappings. Let G̃i : J → P(J ) (i=1,2) be
two multivalued approximate operators of G1 and G2, respectively, such that H (Gim,Gim) ≤ ε
(i=1,2) for all m ∈ J . If {mk} is the sequence defined by (6) for two multivalued almost contractive
mappings G1 and G2. Then, we define an iterative sequence {m̃k} as follows:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

m̃1 ∈ J ,
s̃k = K(m̃k, ũk, ηk),
w̃k = K(ũk, t̃k, ξk),
p̃k = h̃k,
m̃k+1 = �̃k,

k ∈ N, (22)

where {ξk}, {ηk} are real sequences in (0,1) such that 1
2 ≤ ξkηk and �̃k ∈ G̃1 p̃k, h̃k ∈ G̃2w̃k,

t̃k ∈ G̃1 s̃k, ũk ∈ G̃2m̃k. If F =
⋂2

i=1 F (Gi) �= ∅, Giq� = {q�} for each q� ∈ F (i = 1, 2),
F̃ =

⋂2
i=1 F (G̃i) �= ∅ and G̃i q̃� = {q̃�} for each q̃� ∈ F̃ (i = 1, 2) such that m̃k → q̃� as

m → ∞, and we have

d(q�, q̃�) ≤ 11ε
1− �

,

where ε is a fixed number.

12
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Proof. From (6) and (22), we have

d(sk, s̃k) = d(K(mk, uk, ηk),K(m̃k, ũk, ηk))

≤ (1− ηk)d(mk, m̃k) + ηkd(uk, ũk)

≤ (1− ηk)d(mk, m̃k) + ηkd(uk,G2m̃k) + ηkd(G2m̃k, ũk)

≤ (1− ηk)d(mk, m̃k) + ηkH (G2mk,G2m̃k) + ηkH (G2m̃k, G̃2m̃k)

≤ (1− ηk)d(mk, m̃k) + ηk�d(mk, m̃k) + ηkLdist(mk,G2mk) + ηkε

≤ (1− (1− �)ηk)d(mk, m̃k) + ηkLd(mk, q�) + ηkLdist(G2mk, q�) + ηkε

≤ (1− (1− �)ηk)d(mk, m̃k) + ηkLd(mk, q�) + ηkLH (G2mk,G2q�) + ηkε

≤ (1− (1− �)ηk)d(mk, m̃k) + ηkLd(mk, q�) + ηkL�d(mk, q�) + ηkε

= (1− (1− �)ηk)d(mk, m̃k) + ηkL(1 + �)d(mk, q�) + ηkε. (23)

From (6), (22) and (23), we have

d(wk, w̃k) = d(K(uk, tk, ξk),K(m̃k, ũk, ξk))

≤ (1− ξk)d(uk, ũk) + ξkd(tk, t̃k)

≤ (1− ξk)[d(uk,G2m̃k) + d(G2m̃k, ũk)]

+ξk[d(tk,G1 s̃k) + ηkd(G1 s̃k, t̃k)]

≤ (1− ξk)[H (G2mk,G2m̃k) +H (G2m̃k, G̃2m̃k)]

+ξk[H (G1sk,G1 s̃k) +H (G1 s̃k, G̃1 s̃k)]

≤ (1− ξk)[�d(mk, m̃k) + Ldist(mk,G2mk) + ε]

+ξk[�d(sk, s̃k) + Ldist(sk,G1sk) + ε]

≤ (1− ξk)[�d(mk, m̃k) + Ld(mk, q�) + Ldist(G2mk, q�) + ε]

+ξk[�d(sk, s̃k) + Ld(mk, q�) + Ldist(G1sk, q�) + ε]

≤ (1− ξk)[�d(mk, m̃k) + Ld(mk, q�) + LH (G2mk,G2q�) + ε]

+ξk[�d(sk, s̃k) + Ld(sk, q�) + LH (G1sk,G1q�) + ε]

≤ (1− ξk)[�d(mk, m̃k) + Ld(mk, q�) + L�d(mk, q�) + ε]

+ξk[�d(sk, s̃k) + Ld(sk, q�) + L�d(sk, q�) + ε]

= (1− ξk)�d(mk, m̃k) + (1− ξk)[L(1 + �)d(mk, q�) + ε]

+ξk�d(sk, s̃k) + ξk[L(1 + �)d(sk, q�) + ε]

= (1− ξk)�d(mk, m̃k) + (1− ξk)[L(1 + �)d(mk, q�) + ε]

+ξk�[(1− (1− �)ηk)d(mk, m̃k) + ηkL(1 + �)d(mk, q�) + ηkε]

+ξk[L(1 + �)d(sk, q�) + ε]

≤ �[1− (1− �)ξkηk]d(mk, m̃k) + L(1 + �)d(mk, q�) + ε

+�ξkηkL(1 + �)d(mk, q�) + �ξkηkε

+ξkL(1 + �)d(sk, q�) + ξkε. (24)

13
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From (6), (22), and (24), we have

d(pk, p̃k) ≤ d(hk, h̃k)

≤ d(hk,G2w̃k) + d(G2w̃k, h̃k)

≤ H (G2wk,G2w̃k) +H (G2w̃k, G̃2w̃k)

≤ �d(wk, w̃k) + Ldist(wk,G2wk) + ε

≤ �d(wk, w̃k) + Ld(wk, q�) + Ldist(G2wk, q�) + ε

≤ �d(wk, w̃k) + Ld(wk, q�) + LH (G2wk,G2q�) + ε

≤ �d(wk, w̃k) + Ld(wk, q�) + L�(wk, q�) + ε

= �d(wk, w̃k) + L(1 + �)d(wk, q�) + ε

≤ �2[1− (1− �)ξkηk]d(mk, m̃k) + �L(1 + �)d(mk, q�) + �ε

+�2ξkηkL(1 + �)d(mk, q�) + �2ξkηkε

+�ξkL(1 + �)d(sk, q�) + �ξkε+ L(1 + �)d(wk, q�) + ε. (25)

From (6), (22), and (25), we obtain

d(mk+1, m̃k+1) ≤ d(�k, �̃k)

≤ d(�k,G1 p̃k) + d(G1 p̃k, �̃k)

≤ H (G1 pk,G1 p̃k) +H (G1 p̃k, G̃1 p̃k)

≤ �d(pk, p̃k) + Ldist(pk,G1 pk) + ε

≤ �d(pk, p̃k) + Ld(pk, q�) + Ldist(G1 pk, q�) + ε

≤ �d(pk, p̃k) + Ld(pk, q�) + LH (G1 pk,G1q�) + ε

≤ �d(pk, p̃k) + Ld(pk, q�) + L�(�k, q�) + ε

= �3[1− (1− �)ξkηk]d(mk, m̃k) + �2L(1 + �)d(mk, q�) + �2ε

+�3ξkηkL(1 + �)d(mk, q�) + �3ξkηkε

+�2ξkL(1 + �)d(sk, q�) + �2ξkε+ �L(1 + �)d(wk, q�)

+�ε+ L(1 + �)d(pk, q�) + ε. (26)

Because 0 ≤ � < 1 and 0 < ξk, ηk < 1, then (26) yields

d(mk+1, m̃k+1) ≤ [1− (1− �)ξkηk]d(mk, m̃k) + L(1 + �)d(mk, q�)

+ξkηkL(1 + �)d(mk, q�) + ξkηkε

+L(1 + �)d(sk, q�) + L(1 + �)d(wk, q�)

+L(1 + �)d(pk, q�) + 4ε. (27)

Because 1
2 ≤ ξkηk, ∀k ≥ 1, it implies that 1 ≤ 2ξkηk, ∀k ≥ 1. Thus, (27) becomes

d(mk+1, m̃k+1) ≤ [1− (1− �)ξkηk]d(mk, m̃k) + 2ξkηkL(1 + �)d(mk, q�)

+ξkηkL(1 + �)d(mk, q�) + ξkηkε

+2ξkηkL(1 + �)d(sk, q�) + 2ξkηkL(1 + �)d(wk, q�)

+2ξkηkL(1 + �)d(pk, q�) + 9ξkηkε.

≤ [1− (1− �)ξkηk]d(mk, m̃k) + (1− �)ξmηk ×⎧⎨
⎩

2L(1 + �)d(mk, q�) + L(1 + �)d(mk, q�) + ε
+2L(1 + �)d(sk, q�) + 2L(1 + �)d(wk, q�)

+2L(1 + �)d(pk, q�) + 9ε

⎫⎬
⎭

1− �
. (28)
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Therefore, (28) can be written as

ρk+1 = (1− ϕk)ρk + ϕkφk,

where
ρk+1 = d(mk+1, m̃k+1),

ϕk = (1− �)ξkηk ∈ (0, 1),

and

φk =

⎧⎨
⎩

2L(1 + �)d(mk, q�) + L(1 + �)d(mk, q�) + ε
+2L(1 + �)d(sk, q�) + 2L(1 + �)d(wk, q�)

+2L(1 + �)d(pk, q�) + 9ε

⎫⎬
⎭

1− �
≥ 0.

From Theorem 3, we know that mk → q� as k → ∞ and by the hypothesis m̃k → q̃� as
k → ∞, then applying Lemma 3, we obtain

d(q�, q̃�) ≤ 11ε
1− �

.

6. �-Convergence and Strong Converges Results for Two Multivalued Mappings

In this section, we establish �-convergence and strong convergence theorems of
our new iterative algorithm (6) for common fixed points of two multivalued mappings
satisfying condition (E). Throughout the remaining part of this article, let (Q, d,K) denote
a complete uniformly convex hyperbolic space with a monotone modulus of convexity Θ
and let J be a nonempty closed convex subset of Q.

Theorem 6. Let J be a nonempty closed convex subset of Q and Gi : J → P(J ) (i = 1, 2) be
two multivalued mappings satisfying condition (E) with convex values. Let F =

⋂2
i=1 F (Gi) �= ∅

and Giq� = {q�} for each q� ∈ F (i = 1, 2). Let {mk} be the sequence defined by (6). Then,
{mk} �-converges to a common fixed point of G1 and G2.

Proof. The proof will be divided into the following three steps:

Step 1: First, we show that lim
k→∞

d(mk, q�) exists for each q� ∈ F . By Proposition 1, we

know that Gi (i = 1, 2) are multivalued quasi-nonexpansive mappings. Therefore, for all
q� ∈ F and by (6), we obtain

d(sk, q�) = d(K(mk, uk, ηk), q�)

≤ (1− ηk)d(mk, q�) + ηkd(uk, q�)

≤ (1− ηk)d(mk, q�) + ηkdist(uk,G2q�)

≤ (1− ηk)d(mk, q�) + ηkH (G2mk,G2q�)

≤ (1− ηk)d(mk, q�) + ηkd(mk, q�)

= d(mk, q�). (29)

15
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Again, from (6) and (29), we have

d(wk, q�) = d(K(uk, tk, ξk), q�)

≤ (1− ξk)d(uk, q�) + ξkd(tk, q�)

≤ (1− ξk)dist(uk,G2q�) + ξkdist(tk,G1q�)

≤ (1− ξk)H (G2mk,G2q�) + ξkH (G1sk,G1q�)

≤ (1− ξk)d(mk, q�) + ξkd(sk, q�)

≤ (1− ξk)d(mk, q�) + ξk�d(mk, q�)

= d(mk, q�). (30)

From (6) and (30), we have

d(pk, q�) = d(hk, q�)

≤ dist(hk,G2q�)

≤ H (G2wk,G2q�)

≤ d(wk, q�)

≤ d(mk, q�). (31)

Finally, by (6) and (31), we have

d(mk+1, q�) = d(�k, q�)

≤ dist(�k,G1q�)

≤ H (G1 pk,G1q�)

≤ d(pk, q�)

≤ d(mk, q�). (32)

This implies that the sequence {d(mk, q�)} is non-increasing and bounded below. Thus,
lim

m→∞
d(mk, q�) exists for each q� ∈ F .

Step 2: Next, we show that

lim
k→∞

dist(mk,Gimk) = 0, for all i = 1, 2. (33)

From Step 1, it is established that for all q� ∈ F , lim
k→∞

d(mk, q�) exists. Let

lim
k→∞

d(mk, q�) = γ ≥ 0. (34)

If γ = 0, then we get

dist(mk,Gimk) ≤ d(mk, q�) + dist(Gimk, q�)

≤ d(mk, q�) +H (Gimk,Giq�)

≤ d(mk, q�) + d(mk, q�)

= 2d(mk, q�) → 0 as k → ∞.
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Hence, lim
k→∞

dist(mk,Gimk) = 0, for all i = 1, 2. If γ > 0, Now from (29), (30), (31)

and (32), we have

lim sup
k→∞

d(sk, q�) ≤ γ; (35)

lim sup
k→∞

d(wk, q�) ≤ γ; (36)

lim sup
k→∞

d(pk, q�) ≤ γ; (37)

and

lim sup
k→∞

d(�m, q�) ≤ γ. (38)

Consequently, we obtain the following inequalities

lim sup
k→∞

d(uk, q�) ≤ lim sup
k→∞

H (G2mk,G2q�)

≤ lim sup
k→∞

d(mk, q�) = γ; (39)

lim sup
k→∞

d(tk, q�) ≤ lim sup
k→∞

H (G1sk,G1q�)

≤ lim sup
k→∞

d(sk, q�) ≤ γ (40)

and

lim sup
k→∞

d(�k, q�) ≤ lim sup
k→∞

H (G2 pk,G2 pk)

≤ lim sup
k→∞

d(pk, q�) ≤ γ. (41)

By using (6) and (34), we have

γ = lim
k→∞

d(mk+1, q�) = lim
k→∞

d(�k, q�)

≤ lim
k→∞

H (G1 pk,G1 pk)

≤ lim
k→∞

d(pk, q�)

= lim
k→∞

d(hk, q�)

≤ lim
k→∞

H (G2wk,G2q�)

≤ lim
k→∞

d(wk, q�)

= lim
k→∞

d(K(uk, tk, ξk), q�).

From Lemma 2, we obtain

lim
k→∞

d(uk, tk) = 0. (42)

Again, from (6) we get

d(mk+1, q�) = d(�k, q�)

≤ H (G1 pk,G1q�)

≤ d(pk, q�),

17
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this yields

γ ≤ lim inf
k→∞

d(pk, q�). (43)

By (22) and (43), we have

lim
k→∞

d(pk, q�) = γ. (44)

Now, by using (6), we obtain

d(pk, q�) = d(hk, q�)

≤ H (G2wk,G2q�)

≤ d(wk, q�), (45)

which yields

γ ≤ lim inf
k→∞

d(wk, q�). (46)

From (36) and (46), we have

lim
k→∞

d(wk, q�) = γ. (47)

From (6) and (42), we have

d(wk, q�) = (K(uk, tk, ξk), q�)

≤ d(uk, q�) + ξkd(tk, uk),

which gives

γ ≤ lim inf
k→∞

d(uk, q�). (48)

By using (39) and (48), we have

lim
k→∞

d(uk, q�) = γ. (49)

In addition,

d(uk, q�) ≤ d(uk, tk) + d(tk, q�)

≤ d(uk, tk) +H (G2sk,G2q�)

≤ d(uk, tk) + d(sk, q�),

implies that

γ ≤ lim inf
k→∞

d(sk, q�). (50)

From (35) and (50), we obtain

lim
k→∞

d(sk, q�) = γ. (51)

Finally, by (6), we obtain

lim
k→∞

d(sk, q�) = lim
k→∞

d(K(mk, uk, ηk), q�) = γ. (52)

18



Mathematics 2022, 10, 3720

Now, due to (34), (39), (52), and Lemma 2, we have

lim
k→∞

d(mk, uk) = 0. (53)

Because dist(mk,G2mk) ≤ d(mk, uk), we get

lim
k→∞

d(mk,G2mk) = 0. (54)

On the other hand, by (6) and (53), we have

d(sk, mk) = d(K(mk, uk, ηk), mk) ≤ ηkd(mk, uk), (55)

and

dist(sk,G1sk) ≤ d(sk, tk)

= d(K(mk, uk, ηk), tk)

≤ (1− ηk)d(mk, tk) + ηkd(uk, tk)

≤ (1− ηk)[d(mk, uk) + d(uk, tk)] + ηkd(uk, tk). (56)

Now, by using (42) and (53), we have

lim
k→∞

distd(sk,G1sk) = 0. (57)

Because G1 satisfies condition (E), we obtain

dist(mk,G1mk) ≤ d(mk, sk) + dist(sk,G1mk)

≤ d(mk, sk) + μdistd(sk,G1sk) + d(sk, mk)

≤ 2d(uγ, wγ) + μρ(wγ, M1wk).

By (53), (55), and (57), we have

lim
k→∞

dist(mk,G1mk) = 0. (58)

Hence, lim
k→∞

dist(mk,G1mk) = 0, i = 1, 2.

Step 3: Finally, we show that the sequence {mk} is �-convergent to a point in F . In view
of this, it suffices to show that

K�({mk}) =
⋃

{uk}⊂{mk}
⊂ F (59)

and K�({mk}) has only one point. Set u ∈ K�({mk}). Then a subsequence {uk} of {mk}
exists such that AC({uk}) = {u}. From Lemma 1, a subsequence {vk} of {uk} exists
such that �− lim

k→∞
vk = v ∈ J . Because lim

k→∞
dist(vk,Givk) = 0 (i = 1, 2), by Lemma 4,

we know that v ∈ F . By the convergence of {d(uk, v)}, then from Lemma 5, we obtain
u = v. This implies that K�({mk}) ⊂ F . Now, we show that the set K�({mk}) contains
exactly one element. For this, let {uk} be a subsequence of {mk} with AC({uk}) = {u}
and AC({mk}) = {m}. We have already seen that u = v and v ∈ F . Conclusively, by the
convergence of {d(mk, q�)}, then by Lemma 5, we obtain m = v ∈ F . It follows that
K�({mk}) = {m}. This completes the proof.

Next, we establish some strong convergence theorems.
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Theorem 7. Let J be a nonempty closed compact subset of Q and Gi : J → BC(J ) (i = 1, 2) be
two multivalued mappings satisfying condition (E) with convex values. Let F =

⋂2
i=1 F (Gi) �= ∅

and Giq� = {q�} for each q� ∈ F (i = 1, 2). Let {mk} be the sequence defined by (6). Then,
{mk} converges strongly to a point in F .

Proof. For all m ∈ J and i = 1, 2, we can assume that Gi is a bounded closed and convex
subset of J . By the compactness of J , we know that Gi is a nonempty compact convex
subset and bounded proximal subset in J . It follows that Gi : J → P(J ). Thus, all
the assumptions in Theorem 6 are performed. Hence, from Theorem 6, we have that
lim
k→∞

(mk, q�) exists and lim
k→∞

distd(mk,Gimk) = 0, for each q� ∈ F and i = 1, 2 . By the

compactness of J , we are sure of the existence of a subsequence {mki
} of {mk} with

lim
k→∞

mki
= χ ∈ J . By using condition (E) for some μ ≥ 1 and for each i = 1, 2, we have

dist(χ,Giχ) ≤ dist(χ, mki
) + dist(mki

,Giχ)

≤ μdist(mki
,Gimki

) + 2d(χ, mki
) → 0 as k → ∞.

This shows that χ ∈ F . By the strong convergence of {mki
} to χ and the existence of

lim
k→∞

d(mk,χ) from Theorem 6, it is implied that the sequence {mk} converges strongly to

χ.

Theorem 8. Let J be a nonempty closed compact subset of Q and Gi : J → BC(J ) (i = 1, 2) be
two multivalued mappings satisfying condition (E) with convex values. Let F =

⋂2
i=1 F (Gi) �= ∅

and Giq� = {q�} for each q� ∈ F (i = 1, 2). Let {mk} be the sequence defined by (6). Then,
{mk} converges strongly to a point in F if and only if lim inf

k→∞
dist(mk, F ) = 0.

Proof. Suppose that lim inf
k→∞

dist(mk, F ) = 0. From (32), we have d(mk+1, q�) ≤ d(mk, q�),

for all q� ∈ F . It follows that dist(mk+1, F ) ≤ dist(mk, F ). Therefore, lim
k→∞

dist(mk+1, F )

exists and lim
k→∞

dist(mk+1, F ) = 0. Thus, there exists a subsequence {mkr} of the sequence

{mk} such that d(mkr , tr) ≤ 1
2r for all r ≥ 1, where {tr} is a sequence in F . In view of (32),

we obtain
d(mkr+1 , tr) ≤ d(mkr , tr) ≤

1
2r . (60)

By using (60) and the concept of triangle inequality, then we get

d(tr+1, tr) ≤ d(tr+1, wkr+1) + d(wkr+1 , tr)

≤ 1
2r+1 +

1
2r <

1
2r−1 .

It follows clearly that {tr} is a Cauchy sequence in J and moreover, it is convergent
to some p ∈ J . Because for all i = 1, 2,

dist(tr,Gi p) ≤ H (Gitr,Gi p) ≤ d(p, tr)

and tr → p as k → ∞, it is implied that dist(p,Gi p) = 0, and hence, p ∈ F and {mkr}
strongly converges to p. Because lim

k→∞
d(mk, p) exists, it is implied that {mk} converges

strongly to p.

Theorem 9. Let J be a nonempty closed compact subset of Q and Gi : J → BC(J ) (i = 1, 2) be
two multivalued mappings satisfying condition (E) with convex values. Let F =

⋂2
i=1 F (Gi) �= ∅

and Giq� = {q�} for each q� ∈ F (i = 1, 2). Let {mk} be the sequence defined by (6). Assume

20



Mathematics 2022, 10, 3720

that there exists an increasing self-function f defined on [0, ∞) such that f (0) = 0 with f (l) > 0
for all l > 0 and i = 1, 2, and we have

dist(mk,Gimk) ≥ f (dist(mk, F )).

Then, the sequence {mk} converges strongly to a point in F .

Proof. It is established in Theorem 6 that dist(mk,Gimk) = 0. Hence, one can assume that

lim
k→∞

f (dist(mk, F )) ≤ lim
k→∞

dist(mk,Gimk) = 0.

Thus, it is implied that lim
k→∞

f (dist(mk, F )) = 0. Because f is an increasing self-

function defined on [0, ∞) with f (0) = 0, we know that lim
k→∞

dist(mk, F ) = 0. The conclu-

sion of the proof follows from Theorem 8.

7. Numerical Example

In this section, we provide examples of mappings which satisfy condition (E) but do
not satisfy condition (C). We carry out numerical experiment to show the efficiency and
applicability of new method (6) with some existing iterative methods.

Example 2. Let Q = R with the distance metric d(m, w) = |m − w| and J = [0, ∞). Let
G1,G2 : J → P(J ) be defined by

G1m =

⎧⎨
⎩

[0, 3m
4 ], if m ∈ [ 1

5 , ∞),

{0}, if m ∈ [0, 1
5 );

and

G2m =

⎧⎨
⎩

[0, m
2 ], if m ∈ (2, ∞],

{0}, if m ∈ [0, 2],

for all m ∈ J .
Clearly, F = F (G1) ∩ F (G2) = {0}. Because G1 and G2 are not continuous at 1

5 and 2,
respectively, so G1 and G2 are not nonexpansive mappings. Next, we show that G1 and G2 do not
satisfy condition (C). For G1, let m = 1

15 and w = 1
5 . Then,

1
2

dist(m,G1m) =
1
2

dist
(

1
15

,G1
1
15

)
=

1
30

<
2
15

= d(m, w).

However,

H (G1m,G1w) = H (G1
1
15

,G1
1
5
) = H ({0}, [0,

3
20

]) =
3
20

>
2

15
= d(m, w). (61)

Thus, G1 does not satisfy condition (C).
Similarly, for m = 3

2 and w = 5
2 , we can show that G2 does not satisfy condition (C).

Finally, we show that G1 and G2 are multivalued mappings satisfying condition (E). First, we
consider G1 and the following possible cases:

Case 1: If m, w ∈ [ 1
5 , ∞), then

dist(m,G1m) = dist
(

m,
[

0,
3m
4

])
=

∣∣∣∣m− 3m
4

∣∣∣∣ = ∣∣∣m
4

∣∣∣.
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Therefore,

dist(m,G1w) = dist
(

m,
[

0,
3w
4

])

=

∣∣∣∣m− 3w
4

∣∣∣∣
=

∣∣∣∣m− 3m
4

+
3m
4
− 3w

4

∣∣∣∣
≤

∣∣∣∣m− 3m
4

∣∣∣∣+
∣∣∣∣3m

4
− 3w

4

∣∣∣∣
≤ 4

∣∣∣m
4

∣∣∣+ 3
4
|m− w|

≤ 4
∣∣∣m

4

∣∣∣+ |m− w|
= 4dist(m,G1m) + d(m, w).

Case 2: If m, w ∈ [0, 1
5 ), then

dist(m,G1m) = dist(m, {0}) = |m− 0| = |m|.

Therefore,

dist(m,G1w) = dist(m, {0})
= |m|
≤ 4|m|+ |m− w|
= 4dist(m,G1m) + d(m, w).

Case 3: If m ∈ [ 1
5 , ∞) and w ∈ [0, 1

5 ), then

dist(m,G1m) = dist
(

m,
[

0,
3m
4

])
=

∣∣∣∣m− 3m
4

∣∣∣∣ = ∣∣∣m
4

∣∣∣.
Therefore,

dist(m,G1w) = dist(m, {0})
= |m|
= 4

∣∣∣m
4

∣∣∣
≤ 4

∣∣∣m
4

∣∣∣+ |m− w|
= 4dist(m,G1m) + d(m, w).

Case 4: If m ∈ [0, 1
5 ) and w ∈ [ 1

5 , ∞), then

dist(m,G1m) = dist(m, {0}) = |m− 0| = |m|.
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Therefore,

dist(m,G1w) = dist
(

m,
[

0,
3w
4

])

=

∣∣∣∣m− 3w
4

∣∣∣∣
=

∣∣∣∣m− 3m
4

+
3m
4
− 3w

4

∣∣∣∣
≤

∣∣∣∣m− 3m
4

∣∣∣∣+
∣∣∣∣3m

4
− 3w

4

∣∣∣∣
=

∣∣∣m
4

∣∣∣+ 3
4
|m− w|

≤ |m|+ |m− w|
≤ 4|m|+ |m− w|
= 4dist(m,G1m) + d(m, w).

For all m, w ∈ J , we seen that G1 satisfies (1) for some μ = 4. Hence, G1 is a multivalued
mapping satisfying condition (E).

Following the same approach above, we can show that G2 is a multivalued mapping satisfying
condition (E) for some μ = 2.

Now, for control parameters ξk = ηk = ζk =
1
2 , for all k ∈ N and starting point m1 = 5.

Then by using MATLAB R2015a, we obtain the following Tables 3 and 4 and Figures 3 and 4.

Number of Iteration
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Figure 3. Graph corresponding to Table 3.
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Number of Iteration
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Figure 4. Graph corresponding to Table 4.

Table 3. Convergence behavior of various iterative algorithms.

mk Mann Ishikawa S Picard-Mann F New

m1 5.00000000 5.00000000 5.00000000 5.00000000 5.00000000 5.00000000
m2 4.37500000 4.14062500 3.51562500 3.28125000 1.84570313 0.99609375
m3 3.82812500 3.42895508 2.47192383 2.15332031 0.68132401 0.19844055
m4 3.34960938 2.83960342 1.73807144 1.41311646 0.25150437 0.03953308
m5 2.93090820 2.35154659 1.22208148 0.92735767 0.09284048 0.00787573
m6 2.56454468 1.94737452 0.85927604 0.60857847 0.03427119 0.00156899
m7 2.24397659 1.61266952 0.60417847 0.39937962 0.01265089 0.00031257
m8 1.96347952 1.33549195 0.42481298 0.26209288 0.00466996 0.00006227
m9 1.71804458 1.10595427 0.29869663 0.17199845 0.00172387 0.00001241
m10 1.50328901 0.91586838 0.21002107 0.11287398 0.00063635 0.00000247
m11 1.31537788 0.75845350 0.14767106 0.07407355 0.00023490 0.00000049
m12 1.15095565 0.62809431 0.10383122 0.04861077 0.00008671 0.00000010
m13 1.00708619 0.52014060 0.07300632 0.03190082 0.00003201 0.00000002
m14 0.88120042 0.43074143 0.05133257 0.02093491 0.00001182 0.00000000

The reds show the point of convergence of various iterative methods.

Table 4. Convergence behavior of various iterative algorithms.

mk Noor CR Thakur Picard-S M New

m1 5.00000000 5.00000000 5.00000000 5.00000000 5.00000000 5.00000000
m2 4.05273438 2.11914063 2.63671875 1.81640625 2.46093750 0.99609375
m3 3.28493118 0.89815140 1.39045715 0.65986633 1.21124268 0.19844055
m4 2.66259070 0.38066182 0.73324889 0.23971707 0.59615850 0.03953308
m5 2.15815458 0.16133519 0.38667422 0.08708472 0.29342176 0.00787573
m6 1.74928545 0.06837839 0.20391023 0.03163624 0.14441852 0.00156899
m7 1.41787785 0.02898068 0.10753079 0.01149285 0.07108099 0.00031257
m8 1.14925646 0.01228283 0.05670569 0.00417514 0.03498518 0.00006227
m9 0.93152623 0.00520581 0.02990339 0.00151675 0.01721927 0.00001241
m10 0.75504568 0.00220637 0.01576937 0.00055101 0.00847511 0.00000247
m11 0.61199991 0.00093512 0.00831588 0.00020017 0.00417134 0.00000049
m12 0.49605462 0.00039633 0.00438533 0.00007272 0.00205308 0.00000010
m13 0.40207552 0.00016798 0.00231257 0.00002642 0.00101050 0.00000002
m14 0.32590106 0.00007119 0.00121952 0.00000960 0.00049736 0.00000000

The reds show the point of convergence of various iterative methods.
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From Tables 3 and 4 and Figures 3 and 4 above, it is very clear that our new iterative
algorithm (6) converges faster to 0 than Mann [29], Ishikawa [30], Thakur [37], S [19], M [32],
Noor [33], CR [38], Picard–Man [35], Picard-S [36], and F [22] iteration processes.

8. Conclusions

(i) In this work, we have introduced a new iterative algorithm (6) in hyperbolic spaces.
(ii) We have proven the strong convergence of the newly defined iterative algorithm (6)

to the common fixed point of two multivalued almost contractive mappings.
(ii) We have also provided some examples of multivalued, almost contractive mappings.

We show with the aid of the examples that our iterative algorithm (6) converges faster
than many existing iterative algorithms.

(iii) We have introduced the concepts of weak w2-stability and data dependence results
involving two multivalued almost contractive mappings. These concepts are relatively
new in the literature.

(iv) We have proved several strong and �-convergence results of (6) for the common fixed
point of multivalued mappings satisfying condition (E).

(v) We presented interesting examples of mappings which satisfy condition (E) but do
not satisfy condition (C). We further performed numerical experiments to compare
the efficiency and applicability of our iterative method with some leading iterative
algorithms.

(vi) The results in this article extend and generalize the results in [24,39] and several others
from the setting of Banach spaces to the setting hyperbolic spaces. Moreover, our
results improve and generalize the results in [22,24,39] and several others from the
setting of single-valued mappings to the setting of multivalued mappings. In addition,
we improve and extend the results in [22,24,39] from the setting of fixed points of
single mapping to the setting common fixed points of two mappings.

(vii) Our results give affirmative answers to the two interesting open questions raised by
Ahmad et al. [21].

(viii) The main results derived in this article continue to be true in linear and CAT(0) spaces,
because the hyperbolic space properly includes these spaces.
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Abstract: In this paper, we have provided some fixed point results for self-mappings fulfilling
generalized contractive conditions on altered metric spaces. In addition, some applications of the
main results to continuous data dependence of the fixed points of operators defined on these spaces
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1. Introduction

The fixed point theorems for an operator T : X → X related to altering distances
between points in complete metric space were originally achieved by Delbosco [1], Skof [2],
M.S. Khan, M. Swaleh and S. Sessa [3] by using some suitable distance control function
μ : R+ → R+, where R+ is the real interval [0, ∞), and contractive conditions of type

μ(d(T(x), T(y))) ≤ a · μ(d(x, y)) + b · μ(d(x, T(x))) + c · μ(d(y, T(y))), 0 ≤ a + b + c < 1,

or more general
μ(d(T(x), T(y))) ≤

a(d(x, y)) · μ((d(x, y)) + b(d(x, y)) · {μ(d(x, T(x))) + μ(d(y, T(y)))}+
c(d(x, y)) ·min{μ(x, T(y)), μ(y, T(x))},

for all x, y ∈ X, x �= y and a, b, c : R+
∗ → [0, 1) being decreasing functions in order that

a(t) + 2 · b(t) + c(t) < 1 for every t > 0. Also in [4], the authors considered a contractive
condition of type

μ(d(T(x), T(y))) ≤ α(d(x, y)) · μ(d(x, y)), ∀x, y ∈ X,

where α : R+ → [0, 1) is the order that lim sups→t α(s) < 1. Further Akkouchi et al. [5],
Pant et al. [6–8] and Sastry et al. [9] have obtained common fixed point results by altering
the distance between the points of a metric space. Moreover, the fixed point results by
altering distance between the points was extended to the setup of generalized metric
spaces (fuzzy metrics spaces Masmali et al. [10], orthogonal complete metric Gungor [11],
partially ordered metric spaces Gupta et al. [12]) or to cyclic operators, see Khaleel et al. [13].
Recently, Branga and Olaru [14] extended the above results by altering the distance between
two points and considering a contractive condition of type

μ(d(T(x), T(y))) ≤ η(μ(d(x, y))), (1)
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for all x, y ∈ X, x �= y and η : [0, ∞) → [0, ∞) is a monotone increasing, right continuous
and satisfies η(t) < t for each t > 0. A survey work on some fixed point theorems by alter-
ing distances between points on a metric space can be found on Jha et al. [15]. Some recent
applications of fixed point theory may be found on Rezapour et al. [16], Zareen et al. [17]
and Turab et al. [18]. Next, our aim is to extend the results from [14] by considering a
contractive condition of type (1), η being a right upper semi-continuous function.

2. Preliminaries

Next, we recall the definitions of the upper semi-continuous and right upper semi-
continuous functions.

Definition 1 ([19]). Let us consider A a subset of R, a ∈ A a point and f : A → R a function.
The following can be affirmed:

(1) f is upper semicontinuous at a if for every ε > 0 there is δ(ε) > 0 in order that

f (x) < f (a) + ε for all x ∈ (a− δ(ε), a + δ(ε)) ∩ A;

(2) f is upper semicontinuous if it is upper semicontinuous at every point a ∈ A;
(3) f is right upper semicontinuous at a if for each ε > 0 there is δ(ε) > 0 in order that

f (x) < f (a) + ε for all x ∈ (a, a + δ(ε)) ∩ A;

(4) f is right upper semicontinuous if it is right upper semicontinuous at every point a ∈ A.

Remark 1. Let us consider A a subset of R, a ∈ A a point and f : A → R a function. The
following can be remarked:

(1) if f is right-continuous at a, then f is right upper semi-continuous at a;
(2) if f is right upper semi-continuous at a and f is monotonically increasing, then f is right-

continuous at a;
(3) if f is upper semi-continuous at a, then f is right upper semi-continuous at a.

The following results will be used in order to proof Lemma 2:

Theorem 1 ([19]). Let A be a subset of R, a ∈ A′, (the set of accumulation points of A) and
f : A → R a function. Then:

(1) f is upper semi-continuous at a if and only if

lim sup
x→a

f (x) ≤ f (a);

(2) f is right upper semi-continuous at a if and only if

lim sup
x↘a

f (x) ≤ f (a).

Theorem 2 ([19]). Let us consider A a subset of R, a ∈ A a point and f : A → R a function.
Then:

(1) f is upper semi-continuous at a if and only if, for each sequence (an)n∈N ⊆ A satisfying
an → a as n → ∞, we have

lim sup
n→∞

f (an) ≤ f (a);

(2) f is right upper semicontinuous at a if and only if, for every sequence (an)n∈N ⊆ A satisfying
an → a as n → ∞, an ≥ a for all n ∈ N, we have

lim sup
n→∞

f (an) ≤ f (a).
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Theorem 3 ([19]). If A is a subset of R and f : A → R a function, then f is upper semi-continuous
if and only if the superlevel set Uy( f ) := {x ∈ A | f (x) ≥ y} is closed in A for every y ∈ R.

Theorem 4 ([19]). Let (an)n∈N ⊆ R be a sequence and a ∈ R. Then,

lim sup
n→∞

an ≤ a,

if and only if there is a number n0 ∈ N in order that

an ≤ a for all n ≥ n0.

Boyd and Wong [20] extend the contraction principle (the Picard–Banach theorem) in
complete metric spaces.

Theorem 5 ([20]). Let η : R+ → R+ be a function fulfilling the statements: η is right upper
semicontinuous and η(t) < t for all t > 0. If (X, d) is a complete metric space and T : X → X is
an operator in order that

d(T(x), T(y)) ≤ η(d(x, y)), ∀x, y ∈ X,

then T has a unique fixed point x∗ ∈ X and the sequence Tm(x0) → x∗ as m → ∞, for any
arbitrary point x0 ∈ X.

The following result will represent a generalization of the above Boyd’s result and it
will be used in order to prove Lemma 3 and Theorem 8.

Definition 2 ([21]). A function η : Rk
+ → R+, k ≥ 1 is a comparison function if:

(i) η is increasing with respect to each variable, i.e., the mapping ti → η(t1, · · · , ti, · · · , tk) is
increasing for every i ∈ {1, . . . , k};

(ii) the iterates sequence μn(t) → 0 as n → ∞, for every t > 0, where μ : R+ → R+ is defined
by μ(t) := η(t, t, · · · , t).

Theorem 6 ([21]). Let us consider (X, d) a complete metric space, η : R5
+ → R+ a comparison

function and T : X → X be an operator in order that

d(T(x), T(y)) ≤ η(d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)), ∀x, y ∈ X,

T has a unique fixed point x∗ ∈ X and the sequence Tm(x0) → x∗ as m → ∞, for any arbitrary
point x0 ∈ X.

3. Results

Definition 3 ([3]). A function γ : R+ → R+ belongs to the class Γ, if:

(i) γ is continuous;
(ii) γ is monotonically increasing;
(iii) γ(t) = 0 if and only if t = 0.

Let us consider (X, d) a metric space. When the metric d is changed by a function
γ ∈ Γ, it can be seen that, in the majority of cases, the application γ ◦ d does not keep the
metric properties.

Example 1. Let us consider d : R×R → R+, d(x, y) = |x − y| and γ : R+ → R+, γ(t) = t4.
The following can be affirmed:

(1) γ ∈ Γ;
(2) γ ◦ d is not a metric on X.

29



Mathematics 2022, 10, 4083

Proof.

(1) It is obvious that γ verifies the conditions from Definition 3.
(2) By taking x = 2, y = 3 and z = 2.1, we observe that the triangle inequality is not

verified for γ ◦ d, and consequently it is not a metric on R.

Lemma 1. Let η : R+ → R+ be a function, under the following hypothesis:

(1) is right upper semicontinuous;
(2) η(t) < t for all t > 0.

Then:
lim inf

s↘t
(s− η(s)) > 0 for every t > 0.

Proof. By using the hypothesis (2), it follows that lim inf
s↘t

(s − η(s)) ≥ 0 for every t > 0.

Suppose that there exists t0 > 0 such that lim inf
s↘t0

(s− η(s)) = 0. Taking into consideration

the properties of the limit inferior and limit superior of a function, the fact that η is right
upper semi-continuous, applying Theorem 1 (2) and the hypothesis (2), we obtain

t0 = lim inf
s↘t0

η(s) ≤ lim sup
s↘t0

η(s) ≤ η(t0) < t0,

which is a contradiction. Consequently, lim inf
s↘t

(s− η(s)) > 0 for every t > 0.

Lemma 2. Let be γ ∈ Γ, μ : R+ → R+ defined by:

μ(t) = sup{s ∈ R+ | γ(s) ≤ η(γ(t))}, (2)

and η : R+ → R+ a function, under the following hypothesis:

(1) η(0) = 0;
(2) η is right upper semicontinuous;
(3) η(t) < t for all t > 0.

Then:

(i) μ is well defined;
(ii) μ(0) = 0;
(iii) μ(t) ≤ t for all t ∈ R+;
(iv) γ(μ(t)) ≤ η(γ(t)) for all t ∈ R+;
(v) μ(t) < t for all t > 0;
(vi) η ◦ γ is right upper semi-continuous;
(vii) μ is right upper semi-continuous.

Proof. (i) Let us consider t ∈ R+ an arbitrary chosen number. We construct the set

At := {s ∈ R+ | γ(s) ≤ η(γ(t))}. (3)

As γ(0) = 0 (in accordance with Definition 3 (iii)) and η(γ(t)) ≥ 0 (η,γ : R+ → R+),
we obtain γ(0) ≤ η(γ(t)), therefore 0 ∈ At, so At is a non-empty set. The next cases can
be differentiated:

1. t = 0:
As γ(0) = 0 (in accordance with Definition 3 (iii)) and η(0) = 0 (by the hypothesis (1))
we obtain η(γ(0)) = 0, therefore A0 = {s ∈ R+ | γ(s) ≤ 0}. Taking into account
Definition 3 (iii), it is obtained that A0 = {0}. It results in μ(0) = sup A0 = sup{0} = 0.

2. t > 0:
Select s ∈ At is an arbitrary chosen element. One has s ∈ R+ and γ(s) ≤ η(γ(t)). On
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the opposite side, as t > 0, considering Definition 3 (iii), we obtain γ(t) > 0. Applying
hypothesis (3), we obtain η(γ(t)) < γ(t). It results that γ(s) < γ(t). Taking into
account that γ is monotonically increasing (using Definition 3 (ii)), it is found that
s < t. Hence, s ∈ [0, t). Considering that we have arbitrary selected s ∈ At, it follows
that At ⊆ [0, t). As a result, the set At is bounded from above by t. We conclude that,
there is sup At ≤ t. Therefore, μ(t) := sup At ≤ t is well defined and we get μ(t) ≤ t.

(ii), (iii) follows from (i).
(iv) Let us consider t ∈ R+ an arbitrary selected element. In accordance with (i), the

set At is bounded from above by t and μ(t) := sup At. It results that, there is a sequence
(sn)n∈N ⊆ At in order that sn → μ(t) as n → ∞ and sn ≤ μ(t) for all n ∈ N. Considering
that sn ∈ At for all n ∈ N, it is concluded that

γ(sn) ≤ η(γ(t)) for all n ∈ N.

On the opposite side, as γ is continuous (using Definition 3 (i)), we obtain γ(sn) →
γ(μ(t)) as n → ∞. Hence, from the previous inequality, we conclude that γ(μ(t)) ≤
η(γ(t)).

Specifically, μ(t) ∈ At and At ⊆ [0, μ(t)]. Select s ∈ [0, μ(t)]. We obtain s ≤ μ(t), and
taking into account that γ is monotonically increasing (in accordance with Definition 3 (ii)),
it follows that γ(s) ≤ γ(μ(t)). Hence, γ(s) ≤ η(γ(t)), i.e., s ∈ At. As a result, At = [0, μ(t)].

(v) From (iii), we obtain μ(t) ≤ t for all t ∈ R+. Assume that there is t > 0 in
order that μ(t) = t. Applying (iv) we obtain γ(t) ≤ η(γ(t)). On the other side, t > 0
implies γ(t) > 0 (in accordance with to Definition 3 (iii)) and applying hypothesis (3) we
obtain η(γ(t)) < γ(t). It results that γ(t) < γ(t), which contradicts the initial assumption.
Therefore, μ(t) < t for all t > 0.

(vi) As η,γ : R+ → R+ we deduce η ◦ γ : R+ → R+. Let t ∈ R+ be an arbitrary
point. We consider an arbitrary sequence (tn)n∈N ⊆ R+ satisfying tn → t as n → ∞,
tn ≥ t for all n ∈ N. Since γ is continuous (in accordance with Definition 3 (i)), we obtain
γ(tn) → γ(t) as n → ∞. Because γ is monotonically increasing (by Definition 3 (ii)),
we find that γ(tn) ≥ γ(t) for all n ∈ N. Therefore, the sequence (γ(tn))n∈N ⊆ R+ has
the following properties: γ(tn) → γ(t) as n → ∞, γ(tn) ≥ γ(t) for all n ∈ N. On the
other hand, η is right upper semi-continuous, hence it is right upper semi-continuous at
γ(t) ∈ R+. Applying Theorem 2 (2), it follows that lim sup

n→∞
η(γ(tn)) ≤ η(γ(t)), i.e.,

lim sup
n→∞

(η ◦ γ)(tn) ≤ (η ◦ γ)(t). (4)

Since the sequence (tn)n∈N ⊆ R+ satisfying tn → t as n → ∞, tn ≥ t for all n ∈ N, was
chosen arbitrarily, from the inequality (4), by using Theorem 2 (2), it results that η ◦ γ is
right upper semi-continuous at t ∈ R+. Because the point t ∈ R+ was arbitrarily selected,
we deduce that η ◦ γ is right upper semi-continuous.

(vii) Let t ∈ R+ be an arbitrary point. We consider an arbitrary sequence (tn)n∈N ⊆ R+

satisfying tn → t as n → ∞, tn ≥ t for all n ∈ N. Since γ is continuous (in accordance with
Definition 3 (i)), we obtain γ(tn) → γ(t) as n → ∞. Because γ is monotonically increasing
(by Definition 3 (ii)), we find that γ(tn) ≥ γ(t) for all n ∈ N. Therefore, the sequence
(γ(tn))n∈N ⊆ R+ has the following properties: γ(tn) → γ(t) as n → ∞, γ(tn) ≥ γ(t) for
all n ∈ N. On the other hand, η is right upper semi-continuous, hence it is right upper
semi-continuous at γ(t) ∈ R+. Applying Theorem 2 (2), it follows that

lim sup
n→∞

η(γ(tn)) ≤ η(γ(t)). (5)

Taking into account Theorem 4, from the relation (5) we deduce that there exists a
number n0 ∈ N such that

η(γ(tn)) ≤ η(γ(t)) for all n ≥ n0. (6)
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From the relation (6) we obtain

{s ∈ R+ | γ(s) ≤ η(γ(tn))} ⊆ {s ∈ R+ | γ(s) ≤ η(γ(t))} for all n ≥ n0,

hence

sup{s ∈ R+ | γ(s) ≤ η(γ(tn))} ≤ sup{s ∈ R+ | γ(s) ≤ η(γ(t))} for all n ≥ n0,

and considering the definition of the function μ (the relation (2)) we find

μ(tn) ≤ μ(t) for all n ≥ n0. (7)

Using Theorem 4, the inequality (7) implies

lim sup
n→∞

μ(tn) ≤ μ(t). (8)

Since the sequence (tn)n∈N ⊆ R+ satisfying tn → t as n → ∞, tn ≥ t for all n ∈ N, was
chosen arbitrarily, from the inequality (8), by using Theorem 2 (2), it results that μ is right
upper semi-continuous at t ∈ R+. Because the point t ∈ R+ was arbitrarily selected, we
deduce that μ is right upper semi-continuous.

Lemma 3. Let η : R5
+ → R+ be a function under the following hypothesis:

(1) t → η(t, t, t, t, t) ∈ R+ is increasing and right upper semi-continuous;
(2) η(t1, t2, t3, t4, t5) < max{t1, t2, t3, t4, t5}, for all (t1, t2, t3, t4, t5) ∈ R5

+ \ {(0, 0, 0, 0, 0)};
(3) η is increasing with respect to each variable

and a function γ ∈ γ. We define the functions μ : R5
+ → R+ and α : R+ → R+ by

μ(t1, t2, t3, t4, t5) = sup{s ∈ R+ | γ(s) ≤ η(γ(t1),γ(t2),γ(t3),γ(t4),γ(t5))} (9)

and
α(t) := μ(t, t, t, t, t). (10)

Then, the following statements are true:

(i) μ is well defined and increasing with respect to each variable;
(ii) α is well defined and increasing;
(iii) α(t) < t for all t > 0;
(iv) α is right upper semicontinuous;
(v) for every t > 0, the iterates sequence {αn(t)}n∈N converges to zero as n → ∞;
(vi) μ is a comparison function.

Proof.

(i) For every (t1, t2, t3, t4, t5) ∈ R5
+ we define the set

A(t1,t2,t3,t4,t5)
:= {s ∈ R+ | γ(s) ≤ η(γ(t1),γ(t2),γ(t3),γ(t4),γ(t5))}. (11)

Since γ(0) = 0 and η(γ(t1),γ(t2),γ(t3),γ(t4),γ(t5)) ∈ R+, we obtain that

γ(0) ≤ η(γ(t1),γ(t2),γ(t3),γ(t4),γ(t5)),

hence 0 ∈ A(t1,t2,t3,t4,t5)
and thus A(t1,t2,t3,t4,t5)

is a non-empty set. On the other hand
the hypothesis (1) leads us to the fact that α is increasing on R+ and taking into
account that α(R+) ⊆ R+ one has α(0) = μ(0, 0, 0, 0, 0) = 0. Further, let us consider
(t1, t2, t3, t4, t5) ∈ R5

+. Then, for every s ∈ A(t1,t2,t3,t4,t5)
, we have

γ(s) ≤ η(γ(t1),γ(t2),γ(t3),γ(t4),γ(t5)) ≤ max{γ(t1),γ(t2),γ(t3),γ(t4),γ(t5)}.
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Therefore, there exists i0 ∈ {1, 2, 3, 4, 5} such that s ≤ ti0 ≤ max{t1, t2, t3, t4, t5}. Thus,

A(t1,t2,t3,t4,t5)
⊆ [0, max{t1, t2, t3, t4, t5})

and consequently
μ(t1, t2, t3, t4, t5) ≤ max{t1, t2, t3, t4, t5}.

From here, we find that α(t) ≤ t for each t ≥ 0. Finally, by using the hypothesis (3) and
definition of A(t1,t2,t3,t4,t5)

, we find that μ is increasing with respect to each variable.
(ii) It follows from (i).
(iii) Let us assume that there is t0 > 0 in order that

t0 = α(t0) = μ(t0, t0, t0, t0, t0) = sup A(t0,t0,t0,t0,t0)
.

Then, there exists a sequence {sn}n∈N ⊆ A(t0,t0,t0,t0,t0)
such that sn ↗ α(t0) as n → ∞.

Therefore, for all n ∈ N, we have that γ(sn) ≤ η(γ(t0),γ(t0),γ(t0),γ(t0),γ(t0)) and
taking into consideration that γ is continuous, we find that

γ(t0) = γ(α(t0)) ≤ η(γ(t0),γ(t0),γ(t0),γ(t0),γ(t0)) < γ(t0),

which is a contradiction.
(iv) Let us consider t ∈ R+ and {tn}n∈N ⊆ R+ such that tn ↘ t as n → ∞. Then

γ(tn) ↘ γ(t) as n → ∞ and by considering the hypothesis (1) we find that

lim sup
n→∞

η(γ(tn),γ(tn),γ(tn),γ(tn),γ(tn)) ≤ η(γ(t),γ(t),γ(t),γ(t),γ(t)).

From here, by using Theorem 4, we deduce that there exists a number n0 ∈ N such that

η(γ(tn),γ(tn),γ(tn),γ(tn),γ(tn)) ≤ η(γ(t),γ(t),γ(t),γ(t),γ(t))

for all n ≥ n0. Hence,
A(tn ,tn ,tn ,tn ,tn) ⊆ A(t,t,t,t,t),

which implies that

α(tn) = μ(tn, tn, tn, tn, tn) ≤ μ(t, t, t, t, t) = α(t),

for all n ≥ n0. By passing to the limit as n → ∞ one has that

lim sup
n→∞

α(tn) ≤ α(t),

i.e., that α is right upper semi-continuous on R+.
(v) From (ii) and (iii), we obtain

0 ≤ αn+1(t) ≤ αn(t) ≤ α(t),

for all t > 0. Then, there is l ≥ 0 in order that αn(t) ↘ l as n → ∞. If l > 0, then from
(iii) and (iv), we find that l = α(l) < l, which is a contradiction. Thus, l = 0.

(vi) By taking into consideration (i) and (v), we find that the function μ fulfills the Defini-
tion 2 i.e., it is a comparison function.

Example 2. Let us consider η : R+ → R+ defined:

η(t) =
{ t

t+1 , t ∈ [0, 1]
t

2·t+1 , t ∈ (1, ∞).

Then,
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(i) η verifies the condition of Lemma 2;
(ii) η is not right continuous at t = 1;
(iii) for every α ∈ (0, 1) there exists t0 > 0 such that α · t0 < η(t0).

Proof.

(i) It is obvious that η(0) = 0 and η(t) < t for each t > 0. On the other hand, we observe
that for every ε > 0 we have η(t) ≤ η(1) + ε for each t ∈ (1, ∞). Thus, η is right
upper semicontinuous.

(ii) Since lim
t↘1

η(t) = 1
3 �= 1

2 = η(1), it follows that η is not right continuous at t = 1.

(iii) Let us consider α ∈ (0, 1). We distinguish the following cases:
Case 1: α ≥ 1

2 . Then, there exists 0 < t0 < 1−α
α ≤ 1 such that α · t0 < η(t0).

Case 2: α < 1
3 . Then, there exists 1 < t0 < 1−α

2·α such that α · t0 < η(t0).
Case 3: 1

3 ≤ α < 1
2 . Then, there exists 1 < t0 such that α · t0 < η(t0).

We aim to analyze the existence and uniqueness of fixed points for operators described
on spaces endowed with such altering metrics. In the following part, we set up some fixed
point results on spaces with altering metrics.

Theorem 7. Let γ ∈ Γ and η : R+ → R+ be such that:

(1) η(0) = 0;
(2) η is right upper semi-continuous;
(3) η(t) < t for all t > 0.

If (X, d) is a complete metric space and T : X → X is an operator such that:

γ(d(T(x), T(y))) ≤ η(γ(d(x, y))), ∀x, y ∈ X, (12)

then the following statements are true:

(i) μ(0) = 0, μ is right upper semi-continuous and μ(t) < t for all t > 0, where the function
μ : R+ → R+ is defined by the relation (2);

(ii) T verifies the inequality

d(T(x), T(y)) ≤ μ(d(x, y)), ∀x, y ∈ X. (13)

(iii) T has a unique fixed point x∗ ∈ X and the sequence Tm(x0) → x∗ as m → ∞, for any
arbitrary point x0 ∈ X.

Proof.

(i) We notice that the functions η,γ satisfy the hypotheses of Lemma 2. It results that,
we can take into consideration the function μ : R+ → R+ defined by the relation (2),
which has the properties: μ(0) = 0 (by Lemma 2 (ii)), μ is right upper semicontinuous
(in accordance with Lemma 2 (vii)) and μ(t) < t for all t > 0 (by Lemma 2 (v)).

(ii) Let x, y ∈ X be arbitrary elements. Considering that the operator T : X → X fulfills
the inequality (12), we obtain

d(T(x), T(y)) ∈ {s ∈ R+ | γ(s) ≤ η(γ(d(x, y)))},

hence,

d(T(x), T(y)) ≤ sup{s ∈ R+ | γ(s) ≤ η(γ(d(x, y)))} = μ(d(x, y)).

As the elements x, y ∈ X are chosen arbitrarily, from the previous relation we deduce
that T verifies the inequality (13).

(iii) μ : R+ → R+ is right upper semi-continuous (by (i)), μ(t) < t for all t > 0 (from (i)),
(X, d) is a complete metric space (in accordance with the hypothesis) and T : X → X

34



Mathematics 2022, 10, 4083

is an operator verifying the inequality (13) (by (ii)). Applying Theorem 5, we find that
T has a unique fixed point x∗ ∈ X and the sequence Tm(x0) → x∗ as m → ∞, for any
arbitrary point x0 ∈ X.

Theorem 8. Let us consider η : R5
+ → R+, γ ∈ Γ under hypothesis of Lemma 3, (X, d) a complete

metric space and T : X → X an operator such that:

γ(d(T(x), T(y))) ≤ η(γ(d(x, y)),γ(d(x, T(x))),γ(d(y, T(y))),γ(d(x, T(y))),γ(d(y, T(x)))),

∀x, y ∈ X. Then:

(i) T verifies the inequality

d(T(x), T(y)) ≤ μ(d(x, y), d(x, T(x)), d(y, T(y)), d(x, T(y)), d(y, T(x))), ∀x, y ∈ X,

where the function μ : R+ → R+ is defined by the relation (9) from Lemma 3.
(ii) T has a unique fixed point x∗ ∈ X and the sequence Tm(x0) → x∗ as m → ∞, for any

arbitrary point x0 ∈ X.

Proof.

(i) Let x, y ∈ X be arbitrary elements. Then, for all x, y ∈ X we have that

d(T(x), T(y)) ∈
{s ∈ R+ | γ(s) ≤ η(γ(d(x, y)),γ(d(x, T(x))),γ(d(y, T(y))),γ(d(x, T(y))),γ(d(y, T(x))))},

hence,
d(T(x), T(y)) ≤

sup{s ∈ R+ | γ(s) ≤ η(γ(d(x, y)),γ(d(x, T(x))),γ(d(y, T(y))),γ(d(x, T(y))),γ(d(y, T(x))))}
= μ(d(x, y), d(x, T(x)), d(y, T(y)), d(x, T(y)), d(y, T(x))).

(ii) From Lemma 3 (vi), we have that μ defined by Equation (9) is a comparison function.
Now, the conclusion follows by taking into account (i) and by applying Theorem 6 to
operator T.

Corollary 1. Let (X, d) be a complete metric space γ ∈ Γ, a, b, c ∈ R+, a + b + c < 1 and
T : X → X be an operator such that:

γ(d(T(x), T(y))) ≤ a · γ(d(x, y)) + b · γ(d(x, T(x))) + c · γ(d(y, T(y))),

for all x, y ∈ X. Then, T has a unique fixed point x∗ ∈ X and the sequence Tm(x0) → x∗ as
m → ∞, for any arbitrary point x0 ∈ X.

Proof. Let us consider η : R+
5 → R+ defined by

η(t1, t2, t3, t4, t5) = a · t1 + b · t2 + c · t3.

We remark that η fulfills the conditions from Theorem 8 and the conclusion follows
from it.

Corollary 2. Let (X, d) be a complete metric space, γ ∈ Γ, a, b, c : R+ \ {0} → R+ and
T : X → X be an operator such that:

(1) a, b, c are increasing;
(2) a(t) + 2 · b(t) + c(t) < 1 for every t > 0;
(3) the function t → a(t) + 2 · b(t) + c(t) ∈ R+ is right upper semi-continuous;
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(4) for all x, y ∈ X, x �= y we have:

γ(d(T(x), T(y))) ≤

a(d(x, y)) · γ((d(x, y)) + b(d(x, y)) · {γ(d(x, T(x))) + γ(d(y, T(y)))}+
c(d(x, y)) ·min{γ(d(x, T(y))),γ(d(y, T(x)))}.

Then, T has a unique fixed point x∗ ∈ X and the sequence Tm(x0) → x∗ as m → ∞, for any
arbitrary point x0 ∈ X.

Proof. Let us consider η : R+
5 → R+ described by:

η(t1, t2, t3, t4, t5) = a(t1) · t1 + b(t1) · (t2 + t3) + c(t1) ·min{t4, t5}.

We remark that η fulfills the conditions from Theorem 8 and the conclusion follows
from it.

Further, Theorem 7 will be applied to continuous data dependence of the fixed points
of Picard operators defined on spaces with altering metrics.

Let us consider a function μ : R+ → R+ satisfying the conditions: μ(0) = 0, μ is right
upper semi-continuous and μ(t) < t for all t > 0. According with [21], if

s− μ(s) → ∞ as s → ∞, (14)

we can define the function

θμ : R+ → R+, θμ(t) = sup{s ∈ R+ | s− μ(s) ≤ t}. (15)

We notice that θμ is monotonically increasing and θμ(t) → 0 as t → 0. The function θμ
appears when we analyze the data dependence of the fixed points.

Theorem 9. Let γ ∈ Γ and η : R+ → R+ under the following hypothesis:

(1) η(0) = 0;
(2) η is right upper semi-continuous;
(3) η(t) < t for all t > 0.

If (X, d) is a complete metric space and T : X → X is an operator such that:

γ(d(T(x), T(y))) ≤ η(γ(d(x, y))), ∀x, y ∈ X, (16)

then the statements are true:

(i) T has a unique fixed point x∗ ∈ X;
(ii) d(x, x∗) ≤ θμ(d(x, T(x))), ∀x ∈ X;
(iii) if {yn}n∈N is a sequence in X such that d(yn, T(yn)) → 0 as n → ∞ then yn → x∗ as

n → ∞, i.e., T has the Ostrowski property;
(iv) if the function μ : R+ → R+ described by the relation (2) satisfies the hypothesis (14) and

U : X → X is an operator verifying the conditions:

(a) FU, the fixed point set of operator U is not empty,
(b) there is η > 0 in order that d(U(x), T(x)) ≤ η, ∀x ∈ X,

then d(y∗, x∗) ≤ θμ(η), ∀y∗ ∈ FU.

Proof. We notice that the hypotheses of Theorem 7 are satisfied.

(i) Applying Theorem 7 (iii), we obtain that T has a unique fixed point x∗ ∈ X.
(ii) By using Theorem 7 (ii), we obtain that T verifies the inequality

d(T(x), T(y)) ≤ μ(d(x, y)), ∀x, y ∈ X.
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Let us consider x ∈ X an arbitrary selected element. Taking into account the properties
of the metric d and the previous inequality we obtain

d(x, x∗) ≤ d(x, T(x)) + d(T(x), x∗)

= d(x, T(x)) + d(T(x), T(x∗)) ≤ d(x, T(x)) + μ(d(x, x∗)),

hence,
d(x, x∗)− μ(d(x, x∗)) ≤ d(x, T(x)),

thus,
d(x, x∗) ∈ {s ∈ R+ | s− μ(s) ≤ d(x, T(x))}.

Considering the definition of the function θμ (by relation (15)), from the previous
relation we deduce

d(x, x∗) ≤ sup{s ∈ R+ | s− μ(s) ≤ d(x, T(x))} = θμ(d(x, T(x))).

(iii) Let us consider {yn}n∈N a sequence in X such that d(yn, f (yn)) → 0 as n → ∞. Taking
into account (ii) one has d(yn, x∗) ≤ θμ(d(yn, f (yn))) → 0 as n → ∞ and thus yn → x∗

as n → ∞.
(iv) Let us consider y∗ ∈ FU an arbitrary-selected fixed point of the operator U. From (ii),

using the condition (b) and the fact that θμ is monotonically increasing, it results that

d(y∗, x∗) ≤ θμ(d(y∗, T(y∗))) = θμ(d(U(y∗), T(y∗))) ≤ θμ(η).

The following examples represent applications of our main results (Theorems 7 and 8)
to the existence and uniqueness of fixed point for certain operators.

Example 3. Let us consider γ, η : R+ → R+ defined as in Example 1, respectively, Example 2
and the integral equation

x(t) =
t∫

0

K(t, s, x(s))ds + g(t), t ∈ [0, 1], (17)

under the following conditions:

(H0)K ∈ C([0, 1]× [0, 1]×R,R), g ∈ C([0, 1],R);
(H1) |K(t, s, u)− K(t, s, v)|4 ≤ η(|u− v|4) for all t, s ∈ [0, 1] and u, v ∈ R.

Then, the Equation (17) has a unique solution in C([0, 1],R) (the class of continuous functions
x : [0, 1] → R).

Proof. Let us consider C([0, 1],R) endowed with ‖x‖∞ = sup
t∈[0,1]

|x(t)|, and let

T : C([0, 1],R) → C([0, 1],R),

defined by

Tx(t) =
t∫

0

K(t, s, x(s))ds + g(t).

Then, for each x, y ∈ C([0, 1],R) and t ∈ [0, 1], we have

γ(|Tx(t)− Ty(t)|) = |Tx(t)− Ty(t)|4 ≤
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( t∫
0

|K(t, s.x(s))− K(t, s, y(s))|ds
)4

≤
t∫

0

|K(t, s.x(s))− K(t, s, y(s))|4ds ≤

t∫
0

η(|x(s)− y(s)|4)ds ≤ η(‖x − y‖4
∞) = η(γ(‖x − y‖∞)).

Since γ is increasing, we find that γ(‖Tx − Ty‖∞) ≤ η(γ(‖x − y‖∞)) for each x, y ∈
C([0, 1],R) The conclusion now follows from Theorem 7 applied to operator T.

Example 4. Let us consider

(a) X = {1, 2, 3, 4} and d : X × X → R+ described by:

d(1, 1) = d(2, 2) = d(3, 3) = d(4, 4) = 0,

d(1, 2) = d(2, 1) =
2
6

, d(1, 3) = d(3, 1) =
1
6

, d(1, 4) = d(4, 1) =
4
6

,

d(2, 3) = d(3, 2) =
2
6

, d(2, 4) = d(4, 2) = 1, d(3, 4) = d(4, 3) =

√
2

2
;

(b) T : X → X described by:

T(1) = T(3) = T(4) = 1, T(2) = 4.

Then, T has a unique fixed point.

Proof. It results from Corollary 1 applied for γ : R+ → R+, γ(t) = t2 and η : R+
5 → R+,

η(t1, t2, t3, t4, t5) =
1
36 · t1 +

1
2 · t2 +

4
9 · t3.

4. Conclusions

In this paper, we have extended the results from [14] by considering for an operator
T : X → X a general contractive condition. First, we proved that for a given control
function γ : R+ → R+ and a contractive condition of type

γ(d(T(x), T(y))) ≤ η(γ(d(x, y))), ∀x, y ∈ X,

we can build a function μ : R+ → R+ such that

d(T(x), T(y)) ≤ μ(d(x, y)), ∀x, y ∈ X.

Further, we built Example 2, where we gave an example of function η : R+ → R+,
which satisfies Lemma 2, but does not satisfy the setup from [14]. Next, we provided an
existence and uniqueness result and a data dependence result for fixed point of operator T
and we showed additionally that it has the Ostrowski property. The paper is completed by
Example 3 as an application of Theorem 7 to an integral equation. Next, we considered a
more general contractive condition of type

γ(d(T(x), T(y))) ≤ η(γ(d(x, y)),γ(d(x, T(x))),γ(d(y, T(y))),γ(d(x, T(y))),γ(d(y, T(x)))),

∀x, y ∈ X. Corollary 1 showed us that Theorem 1 from [3] is obtained as a particular
case of Theorem 8, and additionally we obtained in Corollary 2 a similar result as in
Theorem 2 from [3], but imposing different condition to the functions a, b, c. Moreover, for
γ(t) = t in Theorem 7 we get Theorem 5. As future research direction we would like to
point the following ones:

• To extend the main results to common fixed point theory;
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• To generalize the above results to the setup of general metric spaces, e.g., fuzzy,
orthogonal or partially ordered metric spaces.
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Abstract: The study of the interconnections between chemical systems is known as chemical graph
theory. Through the use of star graphs, a limited group of researchers has examined the space of
possible solutions for boundary-value problems. They recognized that for their strategy to function,
they needed a core node related to other nodes but not to itself; as a result, they opted to use
star graphs. In this sense, the graphs of neopentane will be helpful in extending the scope of our
technique. It has the CAS number 463-82-1 and the chemical formula C5H12, and it is a component
of a petrochemical precursor. In order to determine whether or not the suggested boundary-value
problems on these graphs have any known solutions, we use the theorems developed by Schaefer
and Krasnoselskii on fixed points. In addition, we illustrate our preliminary results with the help of
an example that we present.
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1. Introduction

Mathematical applications have proliferated in the twenty-first century. When quan-
tum chemistry emerged in the 1920s, it left a trail of several mathematical specialties
chemists felt compelled to understand. These included calculus and various branches of
linear algebra, including matrix and group theories. Group theory is often used in fields
such as crystallography and molecular structure analysis since it has gained widespread
acceptance among chemists. However, graph theory is being used in a number of fields,
including categorizing, systematization, enumeration, and construction of chemical inter-
est systems.

We have reached a stage where we believe that it is appropriate to say that, due to the
applications of mathematics that have been developed in the chemical world, mathematics
plays an essential role in contemporary chemistry. We believe that the era of the 1990s
represents a precious time to present excessive applications of the varied directions of
mathematics to chemistry. In order to distinguish the subject that is concerned with the
unique and challenging application of mathematics to chemistry, the phrase “mathematical
chemistry” was first used in the early 1980s. As is customary in this field, we can broadly
define chemistry to cover the classic areas of inorganic, organic, and physical chemistry
and its hybrid descendants, including chemical physics and biochemistry.

The contemporary landscape of chemical theory is primarily built around fundamen-
tally graph-theoretical premises. Today, all of the main fields of chemistry employ chemical
graphs for various reasons. The history of the first implicit use of the graph theory is of
significant relevance given the current extensive use of the chemical graph. The second
part of the eighteenth century saw the invention of chemical diagrams. It will be essential
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to discuss the dominant viewpoints in nineteenth-century chemistry to comprehend their
necessity at the time and the conditions of their entrance into the chemical literature.

The Scottish scientist William Cullen designed the first chemical graphs that were
easily identifiable as such. To illustrate the alleged forces that exist between pairs of
molecules undergoing different chemical reactions, Cullen began using so-called “affinity
diagrams” in his lectures in 1758. Sadly, none of these diagrams were ever published
and they were instead just used to illustrate his chemistry lecture notes (see [1]). Similar
images to Cullen’s were subsequently posted by Black, who claimed erroneously to have
originated them (see [2]); by the end of the eighteenth century, similar diagrams were
prevalent in British chemistry textbooks. Figure 1 displays copies of two Cullen-attributed
surviving schematics.

Figure 1. Examples of the earliest chemical graphs Cullen and Black developed to depict chemical
interactions in 1758.

The goal of using graph theory in chemical graph theory is to characterize molecules
in order to investigate their many different physical properties. A set Θ of vertices (or
nodes) and a set Ξ of unordered pairings of various components of Θ that create the edges
make up the components of a graph denoted by the equation G = (Θ, Ξ). In chemistry, the
atoms that make up a molecule are represented by the vertices of the structure, while the
edges show the chemical bonds.

On the other hand, recently, there has been significant theoretical and practical progress
in the area of differential equations (see, [3–9]). In the context of special functions, publica-
tions on fractional calculus focus mainly on the solution of differential equations (for detail,
see [10–17]). Recently, many new articles on nonlinear fractional differential equations
and their solutions employing approaches such as the Leray–Schauder theorem, stability
analysis, variational iteration methods, and fixed-point theory methods have been publicly
released (see [18–24] and references therein).

Lumer was the first to apply the principles of differential equation theory to graphs (for
details, see [25]). He studied extended evolution equations by altering stated operators on
implications spaces. In 1989, Zavgorodnij explored differential equations using a geometric
net (see [26]), with the recommended solutions to boundary value problems placed at
the inner vertices of the system. However, in [27], the authors used the double-sweep
technique, which they discovered to be more effective on graphs, to obtain numerical
solutions for differential equations.

Although only a tiny amount of work has been dedicated to the topic, using fixed point
theory approaches (see [28,29]), it has been proven that solutions exist for boundary value
issues involving star graphs (see Figure 2). One can see the most up-to-date research in this
area in which the authors use different types of graphs (i.e., ethane [30,31], glucose [32],
methylpropane [33], hexasilinane [34], cyclohexane [35], octane [36], etc.) and defined the
differential equations on their edges.
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Figure 2. An illustration of the star graph.

Neopentane graphs, which are more pliable than star graphs, were used here to
broaden this problem by utilizing the notion of neopentane graphs (see Figure 3).

Figure 3. An illustration of a neopentane molecule C5H12 framework.

Furthermore, the methods used in [28,29] are insufficient since, as compared to the
star graph, neopentane graphs have several junction points. As a robust approach, we use
an alternative method in which we assign integer values (0 or 1) to the vertices and edge
lengths |b̃τ | = 1 of the last graph (see Figure 4).
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Figure 4. Neopentane compound graph with vertices 0 or 1.

By utilizing the above idea, here, we consider the following system, which is stated
for each τ = 1, 2, . . . , 25 by

⎧⎨
⎩
Drzτ(s) = Wτ(s, zτ(s),Dqzτ(s), z′τ(s)) (s ∈ [0, 1]),

zτ(0) = Dr−1zτ(1), �1z′τ(0) + �2z′τ(1) = �3

∫ a

0
Dr−1zτ(θ)dθ,

(1)

where zτ : [0, 1] → ∞ is an unknown function, �k(k = 1, 2, 3) ∈ R with �k �= 0, a ∈ (0, 1), Dr

and Dq are the Caputo fractional derivative of orders 1 < r ≤ 2 and q ∈ (0, 1), respectively.
Moreover, Wτ : [0, 1]×R×R×R → R is a given continuously differentiable function,
where τ = 16 is the neopentane graph’s vertex count with |b̃τ | = 1.

We want to apply relevant fixed point theorems to establish the existence of workable
solutions to the Problem (1) at hand. Finally, we show how our findings fit into the larger
body of literature by providing a concrete example.

2. Preliminaries

We shall need the following results in the next sections.

Definition 1 ([37]). Let � > 0. The fractional derivative of Caputo for W ∈ Cχ[0,+∞) can be
defined as

D�W(s) =
1

Γ(χ− �)

∫ s

0
(s− θ)χ−�−1W (χ)(θ)dθ (χ− 1 < � < χ),

where χ = [�] + 1 and Γ(·) is a gamma function.

For � > 0, the general solution of D�W(ν) = 0 is given as

W(ν) = �0 + �1ν+ �2ν
2 + . . . + �n−1ν

n−1.

Additionally,

I�D�W(ν) = z(ν) + �0 + �1ν+ �2ν
2 + . . . + �n−1ν

n−1,

where �k ∈ R, k = 0, 1, . . . , n− 1 (n− 1 < � < n).
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Now, we will show the proof of the following lemma, which will be used in the latter
portion of the study.

Lemma 1. Suppose that φ ∈ C([0, 1],R). Then, z� : [0, 1] → R is a solution of the subsequent
system

⎧⎨
⎩
Drz(s) = φ(s) (s ∈ [0, 1]),

z(0) = Dr−1z(1), �1z′(0) + �2z′(1) = �3

∫ a

0
Dr−1z(θ)dθ,

(2)

iff z� is a solution for the equation stated below

z(s) =
∫ s

0

(s− θ)r−1

Γ(r)
φ(θ)dθ +

∫ 1

0
φ(θ)dθ

+

(
1

Γ(3− r)
+ s

)[
�3

A0

∫ a

0

∫ θ

0
φ(ζ)dζdθ − �2

A0

∫ 1

0

(1− θ)r−2

Γ(r − 1)
φ(θ)dθ

]
, (3)

where

A0 =

[
�1 + �2 −

a3−r

Γ(4− r)

]
.

Proof. Assume that z� : [0, 1] → R is a solution of (2). Thus, there are constants d0, d1 ∈ R
such that

z�(s) =
∫ s

0

(s− θ)r−1

Γ(r)
φ(θ)dθ + d0 + d1s. (4)

We use the boundary conditions from (2) to achieve this goal. Therefore,

d1 =
1

A0

[
�3

∫ a

0

∫ θ

0
φ(ζ)dζdθ − �2

∫ 1

0

(1− θ)r−2

Γ(r − 1)
φ(θ)dθ

]
,

d0 =
∫ 1

0
φ(θ)dθ +

1
A0Γ(3− r)

[
�3

∫ a

0

∫ θ

0
φ(ζ)dζdθ − �2

∫ 1

0

(1− θ)r−2

Γ(r − 1)
φ(θ)dθ

]
.

A solution (3) is obtained by substituting the values of d0, d1 into (4). If z� is a solution
of (3), then it follows that it is also a solution of (2).

The Schaefer and Krasnoselskii fixed point theorems are now provided.

Theorem 1 ([38]). Let Y be a Banach space. If A is completely continuous, then either A has at
least one fixed point or {z ∈ Y : z = bAz for some 0 < b < 1} is unbounded.

Theorem 2 ([38]). Let V be a nonempty, bounded, closed, and convex subset of Banach space Y and
the operators A1,A2 : V → Y with A1k +A2k′ ∈ V , ∀k, k′ ∈ V , A1 is compact and continuous
and A2 is a contraction map. Then, A1 +A2 has a fixed point.

3. Main Results

Define Ỹ = {z : [0, 1] → R : z,Dqz, z′ ∈ C([0, 1],R)} as a Banach space with

‖z‖Ỹ = sup
s∈[0,1]

|z(s)|+ sup
s∈[0,1]

|Dqz(s)|+ sup
s∈[0,1]

∣∣z′(s)∣∣.
Hence, it can be clearly seen that Y = Ỹ16 is a Banach space with

‖z = (z1, z2, . . . , z16)‖Y =
16

∑
τ=1

‖zτ‖Ỹ .
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As addressing Lemma 1, for each (z1, z2, . . . , z16) ∈ Y , we introduce A : Y → Y by

A(z1, z2, . . . , z16) := (A1(z1, z2, . . . , z16),A2(z1, z2, . . . , z16), . . . ,A16(z1, z2, . . . , z16)), (5)

for each τ = 1, 2, . . . , 16 and (z1, z2, . . . , z16) ∈ Y , we define Aτ : Y → Ỹ by

Aτ(z1, z2, . . . , z16)(s) =
∫ s

0

(s− θ)r−1

Γ(r)
Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))dθ

+
∫ 1

0
Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))dθ +

(
1

Γ(3− r)
+ s

)
×[

�3

A0

∫ a

0

∫ θ

0
Wτ(ζ, zτ(ζ),Dqzτ(ζ), z′τ(ζ))dζdθ

− �2

A0

∫ 1

0

(1− θ)r−2

Γ(r − 1)
Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))dθ

]
, (6)

for all s ∈ [0, 1].
For the purpose of clarity, we will be performing all computations using the following

notation:

A0 =

[
�1 + �2 −

a3−r

Γ(4− r)

]
�= 0 (7)

A1 =

[
|�1|+ |�2|+

1
Γ(4− r)

]
�= 0 (8)

Y∗
0 =

1
Γ(r + 1)

+ 1 +
1

A1

(
1

Γ(3− r)
+ 1

)( |�3|
2

+
|�2|
Γ(r)

)
(9)

Y∗
1 =

1
Γ(r − q + 1)

+

(
1

A1Γ(2− q)

)( |�3|
2

+
|�2|
Γ(r)

)
(10)

Y∗
2 =

1
Γ(r)

+
1

A1

( |�3|
2

+
|�2|
Γ(r)

)
(11)

V∗0 = 1 +
1

A1

(
1

Γ(3− r)
+ 1

)( |�3|
2

+
|�2|
Γ(r)

)
(12)

V∗1 =
1

A1Γ(2− q)

( |�3|
2

+
|�2|
Γ(r)

)
(13)

V∗2 =
1

A1

( |�3|
2

+
|�2|
Γ(r)

)
. (14)

Now, we will discuss the most important findings from this section.

Theorem 3. Consider the proposed Problem (1). Assume that W1,W2, . . . ,W16 : [0, 1] ×
R × R × R → R are continuous functions and there is Υτ > 0, ∀τ = 1, 2, . . . , 16 with
|Wτ(s, z, z̃, ˜̃z)| ≤ Υτ , ∀z, z̃, ˜̃z ∈ R and s ∈ [0, 1]. Then, there exists a solution to Problem (1).

Proof. The existence of the fixed points of A specified by (5) is a foregone conclusion if
and only if (1) has a solution, as implied by (6). Here, the complete continuity of operator
A′ is established first.
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As W1,W2, . . . ,W16 are continuous, so A : Y → Y is also continuous. Consider a
bounded set O ∈ Y and z = (z1, z2, . . . , z16) ∈ Y , so, for each s ∈ [0, 1], we have

|(Aτz)(s)| ≤
∫ s

0

(s− θ)r−1

Γ(r)
∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))

∣∣dθ
+
∫ 1

0

∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))
∣∣dθ

+
1

|A0|

(
1

Γ(3− r)
+ s

)
×
[
|�3|

∫ a

0

∫ θ

0
|Wτ(ζ, zτ(ζ),Dqzτ(ζ), z′τ(ζ))|dζdθ

+|�2|
∫ 1

0

(1− θ)r−2

Γ(r − 1)
|Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))|dθ

]
≤ ΥτY∗

0 ,

where Y∗
0 is given in (9). Additionally,

|(DqAτz)(s)| ≤
∫ s

0

(s− θ)r−q−1

Γ(r − q)
|Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))|dθ

+

(
s1−q

|A0|Γ(2− q)

)
×
[
|�3|

∫ a

0

∫ θ

0

∣∣Wτ(ζ, zτ(ζ),Dqzτ(ζ), z′τ(ζ))
∣∣dζdθ

+ |�2|
∫ 1

0

(1− θ)r−2

Γ(r − 1)

∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))
∣∣dθ]

≤ ΥτY∗
1

and

∣∣(A′
τz)(s)

∣∣ ≤
∫ s

0

(s− θ)r−2

Γ(r − 1)
|Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))|dθ

+

(
1

|A0|

)
×
[
|�3|

∫ a

0

∫ θ

0

∣∣Wτ(ζ, zτ(ζ),Dqzτ(ζ), z′τ(ζ))
∣∣dζdθ

+|�2|
∫ 1

0

(1− θ)r−2

Γ(r − 1)

∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))
∣∣dθ]

≤ ΥτY∗
2 ,

for all s ∈ [0, 1], where Y∗
1 ,Y∗

2 are given in (10) and (11), respectively. Therefore,

‖(Aτz)(s)‖Ỹ ≤ Υτ(Y∗
0 + Y∗

1 + Y∗
2 ).

Hence,

‖(Az)(s)‖Y =
16

∑
τ=1

‖(Aτz)(s)‖Ỹ

≤
16

∑
τ=1

Υτ(Y∗
0 + Y∗

1 + Y∗
2 )

< ∞.

This proves that there exists a uniform bound on A.
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The next step is to demonstrate the equicontinuity of A. For this purpose, let z =
(z1, z2, . . . , z16) ∈ O and s1, s2 ∈ [0, 1] with s1 < s2. Then, we have

|(Aτz)(s2)− (Aτz)(s1)| ≤
∫ s1

0

(s2 − θ)r−1 − (s1 − θ)r−1

Γ(r)
×

|Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))|dθ

+
∫ s2

s1

(s2 − θ)r−1

Γ(r)
|Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))|dθ

+

(
s2 − s1

|A0|

)
×
[
|�3|

∫ a

0

∫ θ

0

∣∣Wτ(ζ, zτ(ζ),Dqzτ(ζ), z′τ(ζ))
∣∣dζdθ

+|�2|
∫ 1

0

(1− θ)r−2

Γ(r − 1)

∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))
∣∣dθ].

It is clear that if s1 → s2 then, independently, the RHS of the above expression
converges to zero. Moreover,

lim
s1→s2

|(DqAτz)(s2)− (DqAτz)(s1)| = 0, lim
s1→s2

∣∣(A′
τz)(s2)− (A′

τz)(s1)
∣∣ = 0.

For this reason, ‖(Az)(s2)− (Az)(s1)‖Y → 0 as s1 → s2. This shows that A is an
equicontinuous on Y = Y1 ×Y2 × . . .×Y16. For this reason, we know that the operator is
completely continuous because of the Arzela–Ascoli theorem.

Further, we define

Θ := {(z1, z2, . . . , z16) ∈ Y : (z1, z2, . . . , z16) = bA(z1, z2, . . . , z16), b ∈ (0, 1)}

ofY . We will demonstrate the boundedness property of Θ here. To this end, let (z1, z2, . . . , z16)
∈ Θ. Then, we can write

(z1, z2, . . . , z16) = bA(z1, z2, . . . , z16),

and so
zτ(s) = bAτ(z1, z2, . . . , z16), ∀s ∈ [0, 1], and τ = 1, 2, . . . , 16.

Thus,

|zτ(s)| ≤ b
[∫ s

0

(s− θ)r−1

Γ(r)
∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))

∣∣dθ
+
∫ 1

0

∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))
∣∣dθ

+
1

|A0|

(
1

Γ(3− r)
+ s

)
×
{
|�3|

∫ a

0

∫ θ

0

∣∣Wτ(ζ, zτ(ζ),Dqzτ(ζ), z′τ(ζ))
∣∣dζdθ

+|�2|
∫ 1

0

(1− θ)r−2

Γ(r − 1)

∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))
∣∣dθ}]

≤ bΥτY∗
0 ,

and by similar computations, we obtain

|Dqzτ(s)| ≤ bΥτY∗
1 ,∣∣z′τ(s)∣∣ ≤ bΥτY∗
2 ,
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where Y∗
0 −Y∗

2 are given in (9)–(11). Hence,

‖z‖Y =
16

∑
τ=1

‖zτ‖Ỹ

≤ b
16

∑
τ=1

Υτ(Y∗
0 + Y∗

1 + Y∗
2 )

< ∞.

It demonstrates that Θ is bounded. We now know that the operator A has a fixed point
in Y by applying Theorem 1 and Lemma 1. This demonstrates that the problem described
in (1) has a solution.

We will now consider the solution to the Problem (1) under a variety of assumptions.

Theorem 4. Consider the proposed Problem (1). Suppose that W1,W2, . . . ,W16 : [0, 1]×R×
R×R → R are continuous functions and there are bounded continuous functions G1,G2, . . . ,G16 :
[0, 1] → R, F1,F2, . . . ,F16 : [0, 1] → [0, ∞) and nondecreasing continuous functions M1,M2,
. . . ,M16 : [0, 1] → [0, ∞) with the properties

|Wτ(s, z, z̃, ˜̃z)| ≤ Fτ(s)Mτ(|z|+ |z̃|+ | ˜̃z|)

and

|Wτ(s, z1, z2, z3)−Wτ(s, z̃1, z̃2, z̃3)| ≤ Gτ(s)(|z1 − z̃1|+ |z2 − z̃2|+ |z3 − z̃3|)

∀s ∈ [0, 1], z1, z2, z3, z̃1, z̃2, z̃3 ∈ R and τ = 1, 2, . . . , 16. If

Λ := (V∗0 + V∗1 + V∗2 )
16

∑
τ=1

‖Gτ‖ < 1,

then (1) has a solution, where ‖Gτ‖ = sups∈[0,1]|Gτ(s)| and the constants V∗0 –V∗2 are defined
in (12)–(14), respectively.

Proof. Let ‖Fτ‖ = sups∈[0,1]|Fτ(s)| and for appropriate constants ετ , we have

ετ ≥
16

∑
τ=1

Mτ

(
‖zτ‖Yτ

)
‖Fτ‖{Y∗

0 + Y∗
1 + Y∗

2 }, (15)

where Y∗
0 −Y∗

2 are defined in (9)–(11). Here, we introduce a set

Oετ :=
{

z = (z1, z2, . . . , z16) ∈ Y : ‖z‖Y ≤ ετ
}

,

where ετ can be seen in (15). Here, Oετ is obviously a closed, bounded, nonempty, and
convex subset of Y = Y1 ×Y2 × . . .×Y16. Now, we define A1 and A2 on Oετ by

A1(z1, z2, . . . , z16)(s) :=
(
A(1)

1 (z1, z2, . . . , z16)(s), . . . ,A(16)
1 (z1, z2, . . . , z16)(s)

)
,

A2(z1, z2, . . . , z16)(s) :=
(
A(1)

2 (z1, z2, . . . , z16)(s), . . . ,A(16)
2 (z1, z2, . . . , z16)(s)

)
,

where (
A(τ)

1 z
)
(s) =

∫ s

0

(s− θ)r−1

Γ(r)
Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))dθ (16)

and
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(
A(τ)

2 z
)
(s) =

∫ 1

0
Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))dθ

+
1

A0

(
1

Γ(3− r)
+ s

)[
�3

∫ a

0

∫ θ

0
Wτ(ζ, zτ(ζ),Dqzτ(ζ), z′τ(ζ))dζdθ

−�2

∫ 1

0

(1− θ)r−2

Γ(r − 1)
Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))dθ

]
(17)

for all s ∈ [0, 1] and z = (z1, z2, . . . , z16) ∈ Oετ .
Let M̃τ = supzτ∈Yτ

Mτ

(
‖zτ‖Yτ

)
. Now, for every z̃ = (z̃1, z̃2, . . . , z̃16), z = (z1, z2,

. . . , z16) ∈ Oετ , we have

∣∣∣(A(τ)
1 z̃ +A(τ)

2 z
)
(s)
∣∣∣ ≤

∫ s

0

(s− θ)r−1

Γ(r)
|Wτ(θ, z̃τ(θ),Dqz̃τ(θ), z̃′τ(θ))|dθ

+
∫ 1

0

∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))
∣∣dθ

+
1

|A0|

(
1

Γ(3− r)
+ s

)
× [|�3|

∫ a

0

∫ θ

0

∣∣Wτ(ζ, zτ(ζ),Dqzτ(ζ), z′τ(ζ))
∣∣dζdθ

+|�2|
∫ 1

0

(1− θ)r−2

Γ(r − 1)

∣∣Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))
∣∣dθ]

≤
∫ s

0

(s− θ)r−1

Γ(r)
Fτ(θ)Mτ

(
|z̃τ(θ)|+ |Dqz̃τ(θ)|+

∣∣z̃′τ(θ)∣∣)dθ

+
∫ 1

0
Fτ(θ)Mτ

(
|zτ(θ)|+ |Dqzτ(θ)|+

∣∣z′τ(θ)∣∣)dθ

+
1

|A0|

(
1

Γ(3− r)
+ s

)
×[

|�3|
∫ a

0

∫ θ

0
Fτ(ζ)Mτ

(
|zτ(ζ)|+ |Dqzτ(ζ)|+

∣∣z′τ(ζ)∣∣)dζdθ

+|�2|
∫ 1

0

(1− θ)r−2

Γ(r − 1)
×

Fτ(θ)Mτ

(
|zτ(θ)|+ |Dqzτ(θ)|+

∣∣z′τ(θ)∣∣)dθ
]

≤ ‖Fτ‖M̃τY∗
0 .

By using similar computations, we obtain∣∣∣(DqA(τ)
1 z̃

)
(s) +

(
DqA(τ)

2 z
)
(s)
∣∣∣ ≤ ‖Fτ‖M̃τY∗

1 ,

and ∣∣∣∣(A(τ)
1 z̃

)′
(s) +

(
A(τ)

2 z
)′
(s)
∣∣∣∣ ≤ ‖Fτ‖M̃τY∗

2 .
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This yields that

‖A1z̃ +A2z‖Y =
16

∑
τ=1

∥∥∥A(τ)
1 z̃ +A(k)

2 z
∥∥∥
Ỹ

≤ ‖Fτ‖M̃τ(Y∗
0 + Y∗

1 + Y∗
2 )

≤ ετ ,

and so A1z̃ +A2z ∈ Oετ . Furthermore, the continuity of Wτ refers A1’s continuity.
We will now prove that there exists a uniform bound on the expression A1. To this

end, we have

∣∣∣(A(τ)
1 z

)
(s)
∣∣∣ ≤

∫ s

0

(s− θ)r−1

Γ(r)
|Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))|dθ

≤ 1
Γ(r + 1)

‖Fτ‖Mτ

(
|zτ(θ)|+ |Dqzτ(θ)|+

∣∣z′τ(θ)∣∣).
for all z ∈ Oετ . Additionally,

∣∣∣(DqA(τ)
1 z

)
(s)
∣∣∣ ≤

∫ s

0

(s− θ)r−q−1

Γ(r − q)
|Wτ(θ, zτ(θ),Dqzτ(θ), z′τ(θ))|dθ

≤ 1
Γ(r − q + 1)

‖Fτ‖Mτ

(
|zτ(θ)|+ |Dqzτ(θ)|+

∣∣z′τ(θ)∣∣),
and ∣∣∣∣(A(τ)

1 z
)′
(s)
∣∣∣∣ ≤ 1

Γ(r)
‖Fτ‖Mτ

(
|zτ(θ)|+ |Dqzτ(θ)|+

∣∣z′τ(θ)∣∣),
for all z ∈ Oετ . Thus,

‖A1z‖Y =
16

∑
τ=1

∥∥∥A(τ)
1 z

∥∥∥
Ỹ

≤
{

r + 1
Γ(r + 1)

+
1

Γ(r − q + 1)

} 16

∑
τ=1

‖Fτ‖Mτ

(
‖zτ‖Yτ

)
,

which demonstrates the uniformly boundedness property of the operator A1 on Oετ .
Here, it remains for us to show the compactness of the operator A1 on Oετ . To this

end, let s1, s2 ∈ [0, 1] with s1 < s2. Then, we have

∣∣∣(A(τ)
1 z

)
(s2)−

(
A(τ)

1 z
)
(s1)

∣∣∣ ≤
∣∣∣∣
∫ s2

0

(s2 − θ)r−1

Γ(r)
Wτ

(
θ, zτ(θ),Dqzτ(θ), z′τ(θ)

)
dθ

−
∫ s1

0

(s1 − θ)r−1

Γ(r)
Wτ

(
θ, zτ(θ),Dqzτ(θ), z′τ(θ)

)
dθ
∣∣∣∣
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≤
∣∣∣∣
∫ s1

0

(s2 − θ)r−1 − (s1 − θ)r−1

Γ(r)
×

Wτ

(
θ, zτ(θ),Dqzτ(θ), z′τ(θ)

)
dθ
∣∣

+

∣∣∣∣
∫ s2

s1

(s2 − θ)r−1

Γ(r)
Wτ

(
θ, zτ(θ),Dqzτ(θ), z′τ(θ)

)
dθ
∣∣∣∣

≤
∫ s1

0

(s2 − θ)r−1 − (s1 − θ)r−1

Γ(r)
×∣∣Wτ

(
θ, zτ(θ),Dqzτ(θ), z′τ(θ)

)∣∣dθ
+
∫ s2

s1

(s2 − θ)r−1

Γ(r)
∣∣Wτ

(
θ, zτ(θ),Dqzτ(θ), z′τ(θ)

)∣∣dθ
≤

{
sr

2 − sr
1 − (s2 − s1)

r

Γ(r + 1)
+

(s2 − s1)
r

Γ(r + 1)

}
×

‖Fτ‖Mτ

(
‖zτ‖Yτ

)
.

Hence,
∣∣∣(A(τ)

1 z
)
(s2)−

(
A(τ)

1 z
)
(s1)

∣∣∣→ 0 as s1 → s2. Additionally, we have

lim
s1→s2

∣∣∣(DqA(τ)
1 z

)
(s2)−

(
DqA(τ)

1 z
)
(s1)

∣∣∣ = 0,

lim
s1→s2

∣∣∣∣(A(τ)
1 z

)′
(s2)−

(
A(τ)

1 z
)′
(s1)

∣∣∣∣ = 0.

Hence, ‖(A1z)(s2)− (A1z)(s1)‖Y tends to zero as s1 → s2. As a result, the operator
A1 defined on Oετ is relatively compact since it is equicontinuous. By utilizing the results
proven by Arzela–Ascoli, we claim that the operator A1 is compact on Oετ .

In end, it still needs to be shown that A2 is a contraction mapping. As evidence, we let
z̃, z ∈ Oετ ,

∣∣∣(A(τ)
2 z̃

)
(s)−

(
A(τ)

2 z
)
(s)
∣∣∣ ≤

∫ 1

0
Gτ(θ)(|z̃τ(θ)− zτ(θ)|+ |Dqz̃τ(θ)−Dqzτ(θ)|

+
∣∣z̃′τ(θ)− z′τ(θ)

∣∣)dθ

+
1

|A0|

(
1

Γ(3− r)
+ s

)
[|�3|×

∫ a

0

∫ θ

0
Gτ(ζ)(|z̃τ(ζ)− zτ(ζ)|

+|Dqz̃τ(ζ)−Dqzτ(ζ)|+
∣∣z̃′τ(ζ)− z′τ(ζ)

∣∣)dζdθ

+|�2|
∫ 1

0

(1− θ)r−2

Γ(r − 1)
Gτ(θ)(|z̃τ(θ)− zτ(θ)|

+|Dqz̃τ(θ)−Dqzτ(θ)|+
∣∣z̃′τ(θ)− z′τ(θ)

∣∣)dθ
]

≤ ‖Gτ‖V∗0 ‖z̃τ − zτ‖Yτ

for each τ = 1, 2, . . . , 16, where V∗0 is given in (12). According to the same kind of calcula-
tions, we also have

sup
s∈[0,1]

∣∣∣(DqA(τ)
2 z̃

)
(s)−

(
DqA(τ)

2 z
)
(s)
∣∣∣ ≤ ‖Gτ‖V∗1 ‖z̃τ − zτ‖Yτ

.

sup
s∈[0,1]

∣∣∣∣(A(τ)
2 z̃

)′
(s)−

(
A(τ)

2 z
)′
(s)
∣∣∣∣ ≤ ‖Gτ‖V∗2 ‖z̃τ − zτ‖Yτ

,
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where V∗1 and V∗2 are given in (13) and (14), respectively. Thus, we have

‖A2z̃−A2z‖Y =
16

∑
τ=1

∥∥∥A(τ)
2 z̃−A(τ)

2 z
∥∥∥
Ỹ

≤ (V∗0 + V∗1 + V∗2 )
16

∑
τ=1

‖Gτ‖‖z̃τ − zτ‖Yτ
,

and so
‖A2z̃−A2z‖Y ≤ Λ‖z̃− z‖Y .

As Λ < 1, which means that A2 is a contraction on Oετ . In this demonstration, we
use Theorem 2, to show that there exists a fixed point of A such that the problem has a
solution (1).

4. An Example

The following illustration demonstrates the relevance of our findings.

Example 1. Consider the problem stated below:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

D1.5z1(s) =
36es[z1(s)]2

40, 000(1 + [z1(s)]2)
+ 0.0009es sin

(
D0.08z1(s)

)
+

180es arctan z′1(s)
200, 000

,

D1.5z2(s) =
s(arctan z2(s))

25, 000
+ 0.00004s

(
sin
(
D0.08z2(s)

))
+

4s[z′2(s)]
2

100, 000
(

1 +
[
z′2(s)

]2
) ,

D1.5z3(s) = 0.0001s
(

sinh−1 z3(s)
)
+

60s
[
D0.08z3(s)

]2

600, 000 + 600, 000[D0.08z3(s)]
2 +

3s(arctan z′3(s))
30, 000

,

(18)

associated with the following boundary conditions:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z1(0) = D0.5z1(1)

13
17

z′1(0) +
6

29
z′1(1) =

15
43

∫ 1

0
D0.5z1(θ)dθ

z2(0) = D0.5z2(1)

13
17

z′2(0) +
6

29
z′2(1) =

15
43

∫ 1

0
D0.5z2(θ)dθ

z3(0) = D0.5z3(1)

13
17

z′3(0) +
6

29
z′3(1) =

15
43

∫ 1

0
D0.5z3(θ)dθ

(19)

where r = 1.5, q = 0.08, �1 = 13
17 , �2 = 6

29 , �3 = 15
43 and Dr, Dq serve as the Caputo derivative of

order r and q, respectively. Let W1,W2,W3 : [0, 1]×R×R×R → R be continuous functions
given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

W1(s, z, z̃, ˜̃z) =
36es[z]2

40, 000(1 + [z]2)
+ 0.0009es

(
sin(D0.08z̃)

)
+

180es(arctan ˜̃z)
200, 000

,

W2(s, z, z̃, ˜̃z) =
s(arctan z)

25, 000
+ 0.00004s

(
sin
(
D0.08z̃

))
+

4s[ ˜̃z]2

100, 000
(

1 + [ ˜̃z]2
) ,

W3(s, z, z̃, ˜̃z) = 0.0001s
(

sinh−1 z
)
+

60s
[
D0.08z̃

]2

600, 000 + 600, 000[D0.08z̃]2
+

3s(arctan ˜̃z)
30, 000

,
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for all z, z̃, ˜̃z ∈ R, s ∈ [0, 1], and W4,W5, . . . ,W16 : [0, 1]×R×R×R → R are zero functions.
Let z1, z2, z̃1, z̃2, ˜̃z1, ˜̃z2 ∈ R and s ∈ [0, 1]. Then, we have

|W1(s, z1, z̃1, ˜̃z1)−W1(s, z2, z̃2, ˜̃z2)| ≤
9es

10, 000

(
|z1 − z2|+ |z̃1 − z̃2|+ | ˜̃z1 − ˜̃z2|

)
,

|W2(s, z1, z̃1, ˜̃z1)−W2(s, z2, z̃2, ˜̃z2)| ≤
s

25, 000

(
|z1 − z2|+ |z̃1 − z̃2|+ | ˜̃z1 − ˜̃z2|

)
,

|W3(s, z1, z̃1, ˜̃z1)−W3(s, z2, z̃2, ˜̃z2)| ≤
s

10, 000

(
|z1 − z2|+ |z̃1 − z̃2|+ | ˜̃z1 − ˜̃z2|

)
.

Here, G1(s) = 9es

10,000 ,G2(s) = s
25,000 ,G3(s) = s

10,000 , and G4(s) = G5(s) = . . . =

G16(s) = 0, where ‖G1‖ = 9
10,000 , ‖G2‖ = 1

25,000 , ‖G3‖ = 1
10,000 , and ‖G4‖ = ‖G5‖ = . . . =

‖G16‖ = 0. Let M1,M2, . . . ,M16 : [0, ∞) → R be identity functions. Thus, we obtain

|W1(s, z, z̃, ˜̃z)| ≤ 9es

10, 000
(|z|+ |z̃|+ | ˜̃z|),

|W2(s, z, z̃, ˜̃z)| ≤ s
25, 000

(|z|+ |z̃|+ | ˜̃z|),

|W3(s, z, z̃, ˜̃z)| ≤ s
10, 000

(|z|+ |z̃|+ | ˜̃z|),

for all z, z̃, ˜̃z and s ∈ [0, 1], where the continuous function F1,F2, . . . ,F16 : [0, 1] → R are
defined by

F1(s) =
9es

10, 000
, F2(s) =

s
25, 000

, F3(s) =
s

10, 000
, F4(s) = F5(s) = . . . = F16(s) = 0.

Additionally,
V∗0 � 1.3773, V∗1 � 0.1779 and V∗2 � 0.1773,

and so
V∗0 + V∗1 + V∗2 � 1.7325.

Furthermore,

Λ := (V∗0 + V∗1 + V∗2 )(‖G1‖+ ‖G2‖+ ‖G3‖+ ‖G4‖) � 0.0018 < 1.

According to Theorem 4, there exists a solution to Problems (18) and (19).

5. Discussion and Conclusions

The scope of the study on chemical graph theory encompasses all aspects of the appli-
cations of graph theory to the field of chemistry. The word “chemical” is used to distinguish
chemical graph theory from traditional graph theory, where rigorous mathematical proofs
are often preferred to the intuitive grasp of key ideas and theorems. However, graph theory
is used to represent the structural features of chemical substances. The tremendous growth
of this discipline over the last several decades has resulted in the development of a plethora
of cutting-edge concepts and methods for conducting this kind of study.

Using the idea of star graphs, several scholars have studied the solutions of fractional
differential equations. They chose to utilize star graphs since their method required a
central node connected to nearby vertices through interconnections, but there are no edges
between the nodes.

The purpose of this study was to extend the technique’s applicability by introducing
the concept of a neopentane graph, a fundamental molecule in chemistry with the formula
C5H12. In this manner, we explored a network in which the vertices were either labeled
with 0 or 1, and the structure of the chemical molecule neopentane was shown to have an
effect on this network. To study whether or not there were solutions to the offered boundary
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value problems within the context of the Caputo fractional derivative, we used the fixed
point theorems developed by Schaefer and Krasnoselskii. In conclusion, an example was
given to illustrate the significance of the findings obtained from this research line.

Our method can be used for various graphs, such as digraphs, which are necessary for
protein networks in biomedical engineering. The following open problems are presented
for the consideration of readers interested in this topic:

• Is there another approach that leads to the same conclusion as we proposed?
• Can this concept be applied to graphs with a circular ring structure?
• We also present the suggested fractional differential Equation (1)’s stability as an

unsolved problem.
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Abstract: Recently, the split inverse problem has received great research attention due to its several
applications in diverse fields. In this paper, we study a new class of split inverse problems called the
split variational inequality problem with multiple output sets. We propose a new Tseng extragradient
method, which uses self-adaptive step sizes for approximating the solution to the problem when
the cost operators are pseudomonotone and non-Lipschitz in the framework of Hilbert spaces. We
point out that while the cost operators are non-Lipschitz, our proposed method does not involve
any linesearch procedure for its implementation. Instead, we employ a more efficient self-adaptive
step size technique with known parameters. In addition, we employ the relaxation method and the
inertial technique to improve the convergence properties of the algorithm. Moreover, under some
mild conditions on the control parameters and without the knowledge of the operators’ norm, we
prove that the sequence generated by our proposed method converges strongly to a minimum-norm
solution to the problem. Finally, we apply our result to study certain classes of optimization problems,
and we present several numerical experiments to demonstrate the applicability of our proposed
method. Several of the existing results in the literature in this direction could be viewed as special
cases of our results in this study.

Keywords: split inverse problems; non-Lipschitz operators; pseudomonotone operators; Tseng’s
extragradient method; relaxation and inertial techniques

MSC: 65K15; 47J25; 65J15; 90C33

1. Introduction

Let H be a real Hilbert space endowed with inner product 〈·, ·〉 and induced norm
|| · ||. Let C be a nonempty, closed and convex subset of H, and let A : H → H be an
operator. Recall that the variational inequality problem (VIP) is formulated as finding an
element p ∈ C such that

〈x − p, Ap〉 ≥ 0, ∀ x ∈ C. (1)

The solution set of the VIP (1) is denoted by VI(C, A). Fichera [1] and Stampacchia [2]
were the first to introduce and initiate a study independently on variational inequality the-
ory. The variational inequality model is known to provide a general and useful framework
for solving several problems in engineering, optimal control, data sciences, mathemati-
cal programming, economics, etc. (see [3–8] and the references therein). In recent times,
the VIP has received great research attention owing to its several applications in diverse
fields, such as economics, operations research, optimization theory, structural analysis,
sciences and engineering (see [9–14] and the references therein). Several methods have
been proposed and analyzed by authors for solving the VIP (see [15–19] and references
therein).

One of the well-known and highly efficient methods is the Tseng extragradient
method [20] (which is also known as the forward–backward–forward algorithm). The
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method is a two-step projection iterative method, which only requires single computation
of the projection onto the feasible set per iteration. Several authors have modified and
improved on the Tseng extragradient method to approximate the solution of the VIP (1)
(for instance, see [19,21–23] and the references therein).

Another active area of research interest in recent years is the split inverse problem
(SIP). The SIP finds applications in various fields, such as in medical image reconstruction,
intensity-modulated radiation therapy, signal processing, phase retrieval, data compression,
etc. (for instance, see [24–27]). The SIP model is presented as follows:

Find x̂ ∈ H1 that solves IP1 (2)

such that
ŷ := Tx̂ ∈ H2 solves IP2, (3)

where H1 and H2 are real Hilbert spaces, IP1 denotes an inverse problem formulated in
H1, and IP2 denotes an inverse problem formulated in H2, and T : H1 → H2 is a bounded
linear operator.

The first instance of the SIP, called the split feasibility problem (SFP), was introduced in
1994 by Censor and Elfving [26] for modeling inverse problems that arise from medical
image reconstruction. The SFP has numerous areas of applications, for instance, in signal
processing, biomedical engineering, control theory, approximation theory, geophysics,
communications, etc. [25,27,28]. The SFP is formulated as follows:

Find x̂ ∈ C such that ŷ = Tx̂ ∈ Q, (4)

where C and Q are nonempty, closed and convex subsets of Hilbert spaces H1 and H2,
respectively, and T : H1 → H2 is a bounded linear operator.

A well-known method for solving the SFP is the CQ method proposed by Byrne [29].
The CQ method has been improved and extended by several researchers. Moreover, many
authors have proposed and analyzed several other iterative methods for approximating
the solution of SFP (4) both in the framework of Hilbert and Banach spaces (for instance,
see [25,27,28,30,31]).

Censor et al. [32] introduced an important generalization of the SFP called the split
variational inequality problem (SVIP). The SVIP is defined as follows:

Find x̂ ∈ C that solves 〈A1 x̂, x − x̂〉 ≥ 0, ∀x ∈ C (5)

such that
ŷ = Tx̂ ∈ H2 solves 〈A2ŷ, y− ŷ〉 ≥ 0, ∀y ∈ Q, (6)

where A1 : H1 → H1, A2 : H2 → H2 are single-valued operators. Many authors have
proposed and analyzed several iterative techniques for solving the SVIP (e.g., see [33–36]).

Very recently, Reich and Tuyen [37] introduced and studied a new split inverse problem
called the split feasibility problem with multiple output sets (SFPMOS) in the framework of
Hilbert spaces. Let C and Qi be nonempty, closed and convex subsets of Hilbert spaces
H and Hi, i = 1, 2, . . . , N, respectively. Let Ti : H → Hi, i = 1, 2, . . . , N be bounded linear
operators. The SFPMOS is formulated as follows: find an element u† ∈ H such that

u† ∈ Γ := C ∩ (∩N
i=1T−1

i (Qi)) �= ∅. (7)

Reich and Tuyen [38] proposed and analyzed two iterative methods for solving the
SFPMOS (7) in the framework of Hilbert spaces. The proposed algorithms are presented
as follows:

xn+1 = PC

[
xn − γn

N

∑
i=1

T∗i (I − PQi )Tixn

]
, (8)

57



Mathematics 2023, 11, 386

and

xn+1 = αn f (xn) + (1− αn)PC

[
xn − γn

N

∑
i=1

T∗i (I − PQi )Tixn)
]
, (9)

where f : C → C is a strict contraction, {γn} ⊂ (0,+∞) and {αn} ⊂ (0, 1). The au-
thors obtained weak and strong convergence results for Algorithm (8) and Algorithm (9),
respectively.

Motivated by the importance and several applications of the split inverse problems,
in this paper, we examine a new class of split inverse problems called the split variational
inequality problem with multiple output sets. Let H, Hi, i = 1, 2, . . . , N, be real Hilbert
spaces and let C, Ci be nonempty, closed and convex subsets of real Hilbert spaces H
and Hi, i = 1, 2, . . . , N, respectively. Let Ti : H → Hi, i = 1, 2, . . . , N, be bounded linear
operators and let A : H → H, Ai : Hi → Hi, i = 1, 2, . . . , N, be mappings. The split
variational inequality problem with multiple output sets (SVIPMOS) is formulated as finding a
point x∗ ∈ C such that

x∗ ∈ Ω := VI(C, A) ∩ (∩N
i=1T−1

i VI(Ci, Ai)) �= ∅. (10)

Observe that the SVIPMOS (10) is a more general problem than the SFPMOS (7).
In recent times, developing algorithms with high rates of convergence for solving

optimization problems has become of great interest to researchers. There are two important
techniques that are generally employed by researchers to improve the rate of convergence
of iterative methods. These techniques include the inertial technique and the relaxation
technique. The inertial technique first introduced by Polyak [39] originates from an implicit
time discretization method (the heavy ball method) of second-order dynamical systems.
The main feature of the inertial-algorithm is that the method uses the previous two iterates
to generate the next iterate. We note that this small change can significantly improve the
speed of convergence of an iterative method (for instance, see [21,23,40–45]). The relaxation
method is another well-known technique employed by authors to improve the rate of
convergence of iterative methods (see, e.g., [46–48]). The influence of these two techniques
on the convergence properties of iterative methods was investigated in [46].

In this study, we introduce and analyze the convergence of a relaxed inertial Tseng
extragradient method for solving the SVIPMOS (10) in the framework of Hilbert spaces
when the cost operators are pseudomonotone and non-Lipschitz. Our proposed algorithm
has the following key features:

• The proposed method does not require the Lipschitz continuity condition often im-
posed by the cost operator in the literature when solving variational inequality prob-
lems. In addition, while the cost operators are non-Lipschitz, the design of our
algorithm does not involve any linesearch procedure, which could be time-consuming
and too expensive to implement.

• Our proposed method does not require knowledge of the operators’ norm for its
implementation. Rather, we employ a very efficient self-adaptive step size technique
with known parameters. Moreover, some of the control parameters are relaxed to
enlarge the range of values of the step sizes of the algorithm.

• Our algorithm combines the relaxation method and the inertial techniques to improve
its convergence properties.

• The sequence generated by our proposed method converges strongly to a minimum-
norm solution to the SVIPMOS (10). Finding the minimum-norm solution to a problem
is very important and useful in several practical problems.

Finally, we apply our result to study certain classes of optimization problems, and
we carry out several numerical experiments to illustrate the applicability of our pro-
posed method.

This paper is organized as follows: In Section 2, we present some definitions and
lemmas needed to analyze the convergence of the proposed algorithm, while in Section 3,
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we present the proposed method. In Section 4, we discuss the convergence of the proposed
method, and in Section 5, we apply our result to study certain classes of optimization prob-
lems. In Section 6, we present several numerical experiments with graphical illustrations.
Finally, in Section 7, we give a concluding remark.

2. Preliminaries

Definition 1 ([21,22]). An operator A : H → H is said to be

(i) α-strongly monotone, if there exists α > 0 such that

〈x − y, Ax − Ay〉 ≥ α‖x − y‖2, ∀ x, y ∈ H;

(ii) monotone, if
〈x − y, Ax − Ay〉 ≥ 0, ∀ x, y ∈ H;

(iii) pseudomonotone, if

〈Ay, x − y〉 ≥ 0 =⇒ 〈Ax, x − y〉 ≥ 0, ∀x, y ∈ H,

(iv) L-Lipschitz continuous, if there exists a constant L > 0 such that

||Ax − Ay|| ≤ L||x − y||, ∀ x, y ∈ H;

(v) uniformly continuous, if for every ε > 0, there exists δ = δ(ε) > 0, such that

‖Ax − Ay‖ < ε whenever ‖x − y‖ < δ, ∀x, y ∈ H;

(vi) sequentially weakly continuous, if for each sequence {xn}, we have xn ⇀ x ∈ H implies that
Axn ⇀ Ax ∈ H.

Remark 1. It is known that the following implications hold: (i) =⇒ (ii) =⇒ (iii) but the
converses are not generally true. We also note that uniform continuity is a weaker notion than
Lipschitz continuity.

It is well-known that if D is a convex subset of H, then A : D → H is uniformly
continuous if and only if, for every ε > 0, there exists a constant K < +∞ such that

‖Ax − Ay‖ ≤ K‖x − y‖+ ε ∀x, y ∈ D. (11)

Lemma 1 ([49]). Suppose {an} is a sequence of nonnegative real numbers, {αn} is a sequence in
(0, 1) with ∑∞

n=1 αn = +∞ and {bn} is a sequence of real numbers. Assume that

an+1 ≤ (1− αn)an + αnbn for all n ≥ 1.

If lim sup
k→∞

bnk ≤ 0 for every subsequence {ank} of {an} satisfying lim inf
k→∞

(ank+1 − ank ) ≥ 0, then

lim
n→∞

an = 0.

Lemma 2 ([50]). Suppose {λn} and {θn} are two nonnegative real sequences such that

λn+1 ≤ λn + φn, ∀n ≥ 1.

If ∑∞
n=1 φn < +∞, then lim

n→∞
λn exists.

Lemma 3 ([51]). Let H be a real Hilbert space. Then, the following results hold for all x, y ∈ H
and δ ∈ (0, 1) :

(i) ||x + y||2 ≤ ||x||2 + 2〈y, x + y〉;
(ii) ||x + y||2 = ||x||2 + 2〈x, y〉+ ||y||2;
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(iii) ||δx + (1− δ)y||2 = δ||x||2 + (1− δ)||y||2 − δ(1− δ)||x − y||2.

Lemma 4 ([52]). Consider the VIP (1) with C being a nonempty, closed, convex subset of a real
Hilbert space H and A : C → H being pseudomonotone and continuous. Then p is a solution of
VIP (1) if and only if

〈Ax, x − p〉 ≥ 0, ∀x ∈ C

3. Main Results

In this section, we present our proposed iterative method for solving the SVIPMOS (10).
We establish our convergence result for the proposed method under the following conditions:

Let C, Ci be nonempty, closed and convex subsets of real Hilbert spaces H, Hi, i =
1, 2, . . . , N, respectively, and let Ti : H → Hi, i = 1, 2, . . . , N be bounded linear operators
with adjoints T∗i . Let A : H → H, Ai : Hi → Hi, i = 1, 2, . . . , N, be uniformly continuous
pseudomonotone operators satisfying the following property:

whenever {Tixn} ⊂ Ci, Tixn ⇀ Tiz, then ‖AiTiz‖ ≤ lim inf
n→∞

‖AiTixn‖, i = 0, 1, 2 . . . , N, C0 = C, A0 = A, T0 = IH . (12)

Moreover, we assume that the solution set Ω �= ∅ and the control parameters satisfy
the following conditions:

Assumption B:

(A1) {αn} ⊂ (0, 1), lim
n→∞

αn = 0, ∑∞
n=1 αn = +∞, lim

n→∞
εn
αn

= 0, {ξn} ⊂ [a, b] ⊂ (0, 1), θ > 0;

(A2) 0 < ci < c′i < 1, 0 < φi < φ′i < 1, lim
n→∞

cn,i = lim
n→∞

φn,i = 0,λ1,i > 0, ∀ i = 0, 1, 2, . . . , N;

(A3) {ρn,i} ⊂ R+, ∑∞
n=1 ρn,i < +∞, 0 < ai ≤ δn,i ≤ bi < 1, ∑N

i=0 δn,i = 1 for each n ≥ 1.

Now, the Algorithm 1 is presented as follows:

Algorithm 1. A Relaxed Inertial Tseng’s Extragradient Method for Solving SVIPMOS (10).

Step 0. Select initial points x0, x1 ∈ H. Let C0 = C, T0 = IH , A0 = A and set n = 1.
Step 1. Given the (n− 1)th and nth iterates, choose θn such that 0 ≤ θn ≤ θ̂n with θ̂n defined by

θ̂n =

⎧⎨
⎩min

{
θ, εn

‖xn−xn−1‖
}

, if xn �= xn−1,

θ, otherwise.
(13)

Step 2. Compute
wn = (1− αn)(xn + θn(xn − xn−1)).

Step 3. Compute
yn,i = PCi (Tiwn − λn,i AiTiwn).

Step 4. Compute
un,i = yn,i − λn,i(Aiyn,i − AiTiwn),

λn+1,i =

{
min{ (cn,i+ci)‖Tiwn−yn,i‖

‖Ai Tiwn−Aiyn,i‖ , λn,i + ρn,i}, if AiTiwn − Aiyn,i �= 0,

λn,i + ρn,i, otherwise.

Step 5. Compute

vn =
N

∑
i=0

δn,i
(
wn + ηn,iT∗i (un,i − Tiwn)

)
,

where

ηn,i =

{
(φn,i+φi)‖Tiwn−un,i‖2

‖T∗
i (Tiwn−un,i)‖2 , if ‖T∗i (Tiwn − un,i)‖ �= 0,

0, otherwise.
(14)

Step 6. Compute
xn+1 = ξnwn + (1− ξn)vn.

Set n := n + 1 and return to Step 1.
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Remark 2. Observe that by conditions (C1) and (C2) together with (13), we have that

lim
n→∞

θn||xn − xn−1|| = 0 and lim
n→∞

θn

αn
||xn − xn−1|| = 0.

Remark 3. We also note that while the cost operators Ai, i = 0, 1, 2, . . . , N are non-Lipschitz,
our method does not require any linesearch procedure, which could be computationally very expen-
sive to implement. Rather, we employ self-adaptive step size techniques that only require simple
computations of known parameters per iteration. Moreover, some of the parameters are relaxed to
accommodate larger intervals for the step sizes.

Remark 4. We remark that condition (12) is a weaker assumption than the sequentially weakly con-
tinuity condition. We present the following example satisfying condition (12), which also illustrates
that the condition is a weaker assumption than the sequentially weakly continuity condition.

Let A : �2(R) → �2(R) be an operator defined by

Ax = x‖x‖, ∀x ∈ �2(R).

Suppose {zn} ⊂ �2(R) such that zn ⇀ z. Then, by the weakly lower semi-continuity of the norm
we obtain

‖z‖ ≤ lim inf
n→+∞

‖zn‖.

Thus, we have

‖Az‖ = ‖z‖2 ≤ (lim inf
n→+∞

‖zn‖)2 ≤ lim inf
n→+∞

‖zn‖2 = lim inf
n→+∞

‖Azn‖.

Therefore, A satisfies condition (12).
On the other hand, to establish that A is not sequentially weakly continuous, choose zn =

en + e1, where {en} is a standard basis of �2(R), that is, en = (0, 0, . . . , 1, . . .) with 1 at the
n-th position. It is clear that zn ⇀ e1 and Azn = A(en + e1) = (en + e1)‖en + e1‖ ⇀

√
2e1,

but Ae1 = e1‖e1‖ = e1. Consequently, A is not sequentially weakly continuous. Therefore,
condition (12) is strictly weaker than the sequentially weakly continuity condition.

4. Convergence Analysis

First, we prove some lemmas needed for our strong convergence theorem.

Lemma 5. Let {λn,i} be the sequence generated by Algorithm 1 such that Assumption B holds.
Then {λn,i} is well-defined for each i = 0, 1, 2, . . . , N and lim

n→∞
λn,i = λ1,i ∈ [min{ ci

Mi
,λ1,i},λ1,i +

Φi], where Φi = ∑∞
n=1 ρn,i.

Proof. Observe that since Ai is uniformly continuous for each i = 0, 1, 2, . . . , N, it follows
from (11) that for any given εi > 0, there exists Ki < +∞ such that ‖AiTiwn − Aiyn,i‖ ≤
Ki‖Tiwn − yn,i‖+ εi. Thus, for the case AiTiwn − Aiyn,i �= 0 for all n ≥ 1, we obtain

(cn,i + ci)‖Tiwn − yn,i‖
‖AiTiwn − Aiyn,i‖

≥ (cn,i + ci)‖Tiwn − yn,i‖
Ki‖Tiwn − yn,i‖+ εi

=
(cn,i + ci)‖Tiwn − yn,i‖
(Ki + ζi)‖Tiwn − yn,i‖

=
(cn,i + ci)

Mi
≥ ci

Mi
,

where εi = ζi‖Tiwn − yn,i‖ for some ζi ∈ (0, 1) and Mi = Ki + ζi. Therefore, by the
definition of λn+1,i, the sequence {λn,i} has lower bound min{ ci

Mi
,λ1,i} and has upper

bound λ1,i + Φi. By Lemma 2, the limit lim
n→∞

λn,i exists and is denoted by λi = lim
n→∞

λn,i.

Clearly, λi ∈
[

min{ ci
Mi

,λ1,i},λ1,i + Φi
]

for each i = 0, 1, 2 . . . , N.

Lemma 6. If ‖T∗i (Tiwn − un,i)‖ �= 0, then the sequence {ηn,i} defined by (14) has a positive lower
bounded for each i = 0, 1, 2, . . . , N.
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Proof. If ‖T∗i (Tiwn − un,i)‖ �= 0, it follows that for each i = 0, 1, 2, . . . , N

ηn,i =
(φn,i + φi)‖Tiwn − un,i‖2

‖T∗i (Tiwn − un,i)‖2 .

Since Ti is a bounded linear operator and lim
n→∞

φn,i = 0 for each i = 0, 1, 2, . . . , N,

we have

(φn,i + φi)‖Tiwn − un,i‖2

‖T∗i (Tiwn − un,i)‖2 ≥ (φn,i + φi)‖Tiwn − un,i‖2

‖Ti‖2‖Tiwn − un,i‖‖2 ≥ φi
‖Ti‖2 ,

which implies that φi
‖Ti‖2 is a lower bound of {ηn,i} for each i = 0, 1, 2, . . . , N.

Lemma 7. Suppose Assumption B of Algorithm 1 holds. Then, there exists a positive integer N
such that

φi + φn,i ∈ (0, 1), and
λn,i(cn,i + ci)

λn+1,i
∈ (0, 1), ∀n ≥ N.

Proof. Since 0 < φi < φ′i < 1 and lim
n→∞

φn,i = 0 for each i = 0, 1, 2, . . . , N, there exists a

positive integer N1,i such that

0 < φi + φn,i ≤ φ′i < 1, ∀n ≥ N1,i.

Similarly, since 0 < ci < c′i < 1, lim
n→∞

cn,i = 0 and lim
n→∞

λn,i = λi for each i =

0, 1, 2, . . . , N, we have

lim
n→∞

(
1− λn,i(cn,i + ci)

λn+1,i

)
= 1− ci > 1− c′i > 0.

Thus, for each i = 0, 1, 2, . . . , N, there exists a positive integer N2,i such that

1− λn,i(cn,i + ci)

λn+1,i
> 0, ∀n ≥ N2,i.

Now, setting N = max{N1,i, N2,i : i = 0, 1, 2, . . . , N}, we have the required result.

Lemma 8. Let {xn} be a sequence generated by Algorithm 1 under Assumption B. Then the
following inequality holds for all p ∈ Ω :

‖un,i − Ti p‖2 ≤ ‖Tiwn − Ti p‖2 −
(

1−
λ2

n,i

λ2
n+1,i

(cn,i + ci)
2
)
‖Tiwn − yn,i‖2.

Proof. From the definition of λn+1,i, we have

‖AiTiwn − Aiyn,i‖ ≤
(cn,i + ci)

λn+1,i
‖Tiwn − yn,i‖, ∀n ∈ N, i = 0, 1, . . . , N. (15)

Observe that (15) holds both for AiTiwn − Aiyn,i = 0 and AiTiwn − Aiyn,i �= 0. Let
p ∈ Ω. Then, it follows that Ti p ∈ VI(Ci, Ai), i = 0, 1, 2, . . . , N. Using the definition of un,i
and applying Lemma 3, we have
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‖un,i − Ti p‖2 = ‖yn,i − λn,i(Aiyn,i − AiTiwn)− Ti p‖2

= ‖yn,i − Ti p‖2 + λ2
n,i‖Aiyn,i − AiTiwn‖2 − 2λn,i〈yn,i − Ti p, Aiyn,i − AiTiwn〉

= ‖Tiwn − Ti p‖2 + ‖yn,i − Tiwn‖2 + 2〈yn,i − Tiwn, Tiwn − Ti p〉+ λ2
n,i‖Aiyn,i − AiTiwn‖2

− 2λn,i〈yn,i − Ti p, Aiyn,i − AiTiwn〉
= ‖Tiwn − Ti p‖2 + ‖yn,i − Tiwn‖2 − 2〈yn,i − Tiwn, yn,i − Tiwn〉+ 2〈yn,i − Tiwn, yn,i − Ti p〉
+ λ2

n,i‖Aiyn,i − AiTiwn‖2 − 2λn,i〈yn,i − Ti p, Aiyn,i − AiTiwn〉
= ‖Tiwn − Ti p‖2 − ‖yn,i − Tiwn‖2 + 2〈yn,i − Tiwn, yn,i − Ti p〉+ λ2

n,i‖Aiyn,i − AiTiwn‖2

− 2λn,i〈yn,i − Ti p, Aiyn,i − AiTiwn〉. (16)

Since yn,i = PCi (Tiwn − λn,i AiTiwn) and Ti p ∈ VI(Ci, Ai), i = 0, 1, 2, . . . , N, by the
property of the projection map we have

〈yn,i − Tiwn + λn,i AiTiwn, yn,i − Ti p〉 ≤ 0,

which is equivalent to

〈yn,i − Tiwn, yn,i − Ti p〉 ≤ −λn,i〈AiTiwn, yn,i − Ti p〉. (17)

Furthermore, since yn,i ∈ Ci, i = 0, 1, 2, . . . , N, we have

〈AiTi p, yn,i − Ti p〉 ≥ 0,

By the pseudomonotonicity of Ai, it follows that 〈Aiyn,i, yn,i − Ti p〉 ≥ 0. Since λn,i >
0, i = 0, 1, 2, . . . , N, we obtain

λn,i〈Aiyn,i, yn,i − Ti p〉 ≥ 0. (18)

Next, by applying (15), (17) and (18) in (16), we obtain

‖un,i − Ti p‖2 ≤ ‖Tiwn − Ti p‖2 − ‖yn,i − Tiwn‖2 − 2λn,i〈AiTiwn, yn,i − Ti p〉+ (cn,i + ci)
2 λ2

n,i

λ2
n+1,i

‖Tiwn − yn,i‖2

− 2λn,i〈yn,i − Ti p, Aiyn,i − AiTiwn〉

= ‖Tiwn − Ti p‖2 −
(

1−
λ2

n,i

λ2
n+1,i

(cn,i + ci)
2
)
‖Tiwn − yn,i‖2 − 2λn,i〈yn,i − Ti p, Aiyn,i〉

≤ ‖Tiwn − Ti p‖2 −
(

1−
λ2

n,i

λ2
n+1,i

(cn,i + ci)
2
)
‖Tiwn − yn,i‖2, (19)

which is the required inequality.

Lemma 9. Suppose {xn} is a sequence generated by Algorithm 1 such that Assumption B holds.
Then {xn} is bounded.

Proof. Let p ∈ Ω. By the definition of wn and applying the triangular inequality, we have

‖wn − p‖ = ‖(1− αn)(xn + θn(xn − xn−1))− p‖
= ‖(1− αn)(xn − p) + (1− αn)θn(xn − xn−1)− αn p‖
≤ (1− αn)‖xn − p‖+ (1− αn)θn‖xn − xn−1‖+ αn‖p‖

= (1− αn)‖xn − p‖+ αn

[
(1− αn)

θn

αn
‖xn − xn−1‖+ ‖p‖

]
.

63



Mathematics 2023, 11, 386

By Remark (2), we obtain

lim
n→∞

[
(1− αn)

θn

αn
‖xn − xn−1‖+ ‖p‖

]
= ‖p‖.

Thus, there exists M1 > 0 such that (1− αn)
θn
αn
‖xn − xn−1‖+ ‖p‖ ≤ M1 for all n ∈ N.

It follows that

‖wn − p‖ ≤ (1− αn)‖xn − p‖+ αn M1. (20)

By Lemma 7, there exists a positive integer N such that 1 − λnk ,i
λnk+1,i

(cnk ,i + ci) >

0, ∀n ≥ N, i = 0, 1, 2, . . . , N. Consequently, it follows from (19) that for all n ≥ N
and i = 0, 1, 2, . . . , N

≤ ‖un,i − Ti p‖2 ≤ ‖Tiwn − Ti p‖2. (21)

Next, since the function ‖ · ‖2 is convex, we have

‖vn − p‖2 = ‖
N

∑
i=0

δn,i
(
wn + ηn,iT∗i (un,i − Tiwn)

)
− p‖2

≤
N

∑
i=0

δn,i‖wn + ηn,iT∗i (un,i − Tiwn)− p‖2. (22)

By Lemma 7, there exists a positive integer N such that 0 < φn,i + φi < 1, i =
0, 1, 2, . . . , N for all n ≥ N. From (22) and by applying Lemma 3 and (21), we obtain

‖wn + ηn,iT∗i (un,i − Tiwn)− p‖2 = ‖wn − p‖2 + η2
n,i‖T∗i (un,i − Tiwn)‖2 + 2ηn,i〈wn − p, T∗i (un,i − Tiwn)〉

= ‖wn − p‖2 + η2
n,i‖T∗i (un,i − Tiwn)‖2 + 2ηn,i〈Tiwn − Ti p, un,i − Tiwn〉

= ‖wn − p‖2 + η2
n,i‖T∗i (un,i − Tiwn)‖2 + ηn,i[‖un,i − Ti p‖2 − ‖Tiwn − Ti p‖2

− ‖un,i − Tiwn‖2]

≤ ‖wn − p‖2 + η2
n,i‖T∗i (un,i − Tiwn)‖2 − ηn,i‖un,i − Tiwn‖2

= ‖wn − p‖2 − ηn,i[‖un,i − Tiwn‖2 − ηn,i‖T∗i (un,i − Tiwn)‖2]. (23)

If ‖T∗i (un,i − Tiwn)‖ �= 0, then by the definition of ηn,i, we have

‖un,i − Tiwn‖2 − ηn,i‖T∗i (un,i − Tiwn)‖2 = [1− (φn,i + φi)]‖Tiwn − un,i‖2 ≥ 0. (24)

Now, applying (24) in (23) and substituting in (22), we have

‖vn − p‖2 ≤ ‖wn − p‖2 −
N

∑
i=0

δn,iηn,i[1− (φn,i + φi)]‖Tiwn − un,i‖2

≤ ‖wn − p‖2. (25)

Observe that if ‖T∗i (un,i − Tiwn)‖ = 0, (25) still holds from (23).
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Next, using the definition of xn+1, and applying (20) and (25), we have

‖xn+1 − p‖ = ‖ξnwn + (1− ξn)vn − p‖
≤ ξn‖wn − p‖+ (1− ξn)‖vn − p‖
≤ ξn‖wn − p‖+ (1− ξn)‖wn − p‖
= ‖wn − p‖
≤ (1− αn)‖xn − p‖+ αn M1

≤ max{‖xn − p‖, M1}
...

≤ max{‖xN − p‖, M1},

which implies that {xn} is bounded. Hence, {wn}, {yn,i}, {un,i} and {vn} are all bounded.

Lemma 10. Let {wn} and {vn} be two sequences generated by Algorithm 1 with subsequences
{wnk} and {vnk}, respectively, such that lim

k→∞
‖wnk − vnk‖ = 0. Suppose wnk ⇀ z ∈ H, then

z ∈ Ω.

Proof. From (25), we have

‖vnk − p‖2 ≤ ‖wnk − p‖2 −
N

∑
i=0

δnk ,iηnk ,i[1− (φnk ,i + φi)]‖Tiwnk − unk ,i‖2. (26)

From the last inequality, we obtain

N

∑
i=0

δnk ,iηnk ,i[1− (φnk ,i + φi)]‖Tiwnk − unk ,i‖2 ≤ ‖wnk − p‖2 − ‖vnk − p‖2

≤ ‖wnk − vnk‖2 + 2‖wnk − vnk‖‖vnk − p‖ (27)

Since by the hypothesis of the lemma lim
k→∞

‖wnk − vnk‖ = 0, it follows from (27) that

N

∑
i=0

δnk ,iηnk ,i[1− (φnk ,i + φi)]‖Tiwnk − unk ,i‖2 → 0, k → ∞,

which implies that

δnk ,iηnk ,i[1− (φnk ,i + φi)]‖Tiwnk − unk ,i‖2 → 0, k → ∞, ∀i = 0, 1, 2, . . . , N.

By the definition of ηn,i, we have

δnk ,i(φnk ,i + φi)[1− (φnk ,i + φi)]
‖Tiwnk − unk ,i‖4

‖T∗i (Tiwnk − unk ,i)‖2 → 0, k → ∞, ∀i = 0, 1, 2, . . . , N.

From this, we obtain

‖Tiwnk − unk ,i‖2

‖T∗i (Tiwnk − unk ,i)‖
→ 0, k → ∞, ∀i = 0, 1, 2, . . . , N,

Since {‖T∗i (Tiwnk − unk ,i)‖} is bounded, it follows that

‖Tiwnk − unk ,i‖ → 0, k → ∞, ∀i = 0, 1, 2, . . . , N. (28)

Hence, we have
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‖T∗i (Tiwnk − unk ,i)‖ ≤ ‖T∗i ‖‖(Tiwnk − unk ,i)‖ = ‖Ti‖‖(Tiwnk − unk ,i)‖ → 0, k → ∞, ∀i = 0, 1, 2, . . . , N. (29)

From (19), we obtain

(
1−

λ2
nk ,i

λ2
nk+1,i

(cnk ,i + ci)
2
)
‖Tiwnk − ynk ,i‖2 ≤ ‖Tiwnk − Ti p‖2 − ‖unk ,i − Ti p‖2

≤ ‖Tiwnk − unk ,i‖
(
‖Tiwnk − Ti p‖+ ‖unk ,i − Ti p‖

)
. (30)

By applying (28), it follows from (30) that

(
1−

λ2
nk ,i

λ2
nk+1,i

(cnk ,i + ci)
2
)
‖Tiwnk − ynk ,i‖2 → 0, k → ∞, i = 0, 1, . . . , N.

Consequently, we have

‖Tiwnk − ynk ,i‖ → 0, k → ∞, i = 0, 1, . . . , N. (31)

Since yn,i = PCi (Tiwn − λn,i AiTiwn), by the property of the projection map, we obtain

〈Tiwnk − λnk ,i AiTiwnk − ynk ,i, Tix − ynk ,i〉 ≤ 0, ∀ Tix ∈ Ci, i = 0, 1, 2, . . . , N,

which implies that

1
λnk ,i

〈Tiwnk − ynk ,i, Tix − ynk ,i〉 ≤ 〈AiTiwnk , Tix − ynk ,i〉, ∀ Tix ∈ Ci, i = 0, 1, 2, . . . , N.

From the last inequality, it follows that

1
λnk ,i

〈Tiwnk − ynk ,i, Tix − ynk ,i〉+ 〈AiTiwnk , ynk ,i − Tiwnk 〉 ≤ 〈AiTiwnk , Tix − Tiwnk 〉, ∀ Tix ∈ Ci, i = 0, 1, 2, . . . , N. (32)

By applying (31) and the fact that lim
k→∞

λnk ,i = λi > 0, from (32) we obtain

lim inf
k→∞

〈AiTiwnk , Tix − Tiwnk 〉 ≥ 0, ∀ Tix ∈ Ci, i = 0, 1, 2, . . . , N. (33)

Observe that

〈Aiynk ,i, Tix − ynk ,i〉 = 〈Aiynk ,i − AiTiwnk , Tix − Tiwnk 〉+ 〈AiTiwnk , Tix − Tiwnk 〉+ 〈Aiynk ,i, Tiwnk − ynk ,i〉. (34)

By the continuity of Ai, from (31) we obtain

‖AiTiwnk − Aiynk ,i‖ → 0, k → ∞, ∀i = 0, 1, 2, . . . , N. (35)

Using (31) and (35), it follows from (33) and (34) that

lim inf
k→∞

〈Aiynk ,i, Tix − ynk ,i〉 ≥ 0, ∀ Tix ∈ Ci, i = 0, 1, 2, . . . , N. (36)

Next, let {ϑk,i} be a decreasing sequence of positive numbers such that ϑk,i → 0 as
k → ∞, i = 0, 1, 2, . . . , N. For each k, let Nk denote the smallest positive integer such that

〈Aiynj ,i, Tix − ynj ,i〉+ ϑk,i ≥ 0, ∀ j ≥ Nk, Tix ∈ Ci, i = 0, 1, 2, . . . , N, (37)

where the existence of Nk follows from (36). Since {ϑk,i} is decreasing, then {Nk} is
increasing. Moreover, since {yNk ,i} ⊂ Ci for each k, we can suppose AiyNk ,i �= 0 (otherwise,
yNk ,i ∈ VI(Ci, Ai), i = 0, 1, 2 . . . , N) and let
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zNk ,i =
AiyNk ,i

‖AiyNk ,i‖2

Then, 〈AiyNk ,i, zNk ,i〉 = 1 for each k, i = 0, 1, 2, . . . , N. From (37), we have

〈AiyNk ,i, Tix + ϑk,izNk ,i − yNk ,i〉 ≥ 0, ∀ Tix ∈ Ci, i = 0, 1, 2, . . . , N.

It follows from the pseudomonotonicity of Ai that

〈Ai(Tix + ϑk,izNk ,i), Tix + ϑk,izNk ,i − yNk ,i〉 ≥ 0, ∀ Tix ∈ Ci, i = 0, 1, 2, . . . , N,

which is equivalent to

〈AiTix, Tix − yNk ,i〉 ≥ 〈AiTix − Ai(Tix + ϑk,izNk ,i), Tix + ϑk,izNk ,i − yNk ,i〉 − ϑk,i〈AiTix, zNk ,i〉, ∀Tix ∈ Ci, i = 0, 1, . . . , N. (38)

In order to complete the proof, we need to establish that lim
k→∞

ϑk,izNk ,i = 0. Since

wnk ⇀ z and Ti is a bounded linear operator for each i = 0, 1, 2, . . . , N, we have Tiwnk ⇀
Tiz, ∀i = 0, 1, 2, . . . , N. Thus, from (31), we obtain ynk ,i ⇀ Tiz, ∀ i = 0, 1, 2, . . . , N. Since
{ynk ,i} ⊂ Ci, i = 0, 1, 2, . . . , N, we have Tiz ∈ Ci. If AiTiz = 0, ∀ i = 0, 1, 2, . . . , N, then
Tiz ∈ VI(Ci, Ai) ∀ i = 0, 1, 2, . . . , N, which implies that z ∈ Ω. On the contrary, we
suppose AiTiz �= 0, ∀ i = 0, 1, 2, . . . , N. Since Ai satisfies condition (12), we have for all
i = 0, 1, 2, . . . , N

0 < ‖AiTiz‖ ≤ lim inf
k→∞

‖Aiynk ,i‖.

Applying the facts that {yNk ,i} ⊂ {ynk ,i} and ϑk,i → 0 as k → ∞, i = 0, 1, 2 . . . , N,
we have

0 ≤ lim sup
k→∞

‖ϑk,izNk ,i‖ = lim sup
k→∞

( ϑk,i

‖Aiynk ,i‖
)
≤

lim sup
k→∞

ϑk,i

lim inf
k→∞

‖Aiynk ,i‖
= 0,

which implies that lim sup
k→∞

ϑk,izNk ,i = 0. Applying the facts that Ai is continuous, {yNk ,i}

and {zNk ,i} are bounded and lim
k→∞

ϑk,izNk ,i = 0, from (38) we get

lim inf
k→∞

〈AiTix, Tix − yNk ,i〉 ≥ 0, ∀ Tix ∈ Ci, i = 0, 1, 2, . . . , N.

From the last inequality, we have

〈AiTix, Tix − Tiz〉 = lim
k→∞

〈AiTix, Tix − yNk ,i〉 = lim inf
k→∞

〈AiTix, Tix − yNk ,i〉 ≥ 0, ∀ Tix ∈ Ci, i = 0, 1, 2, . . . , N.

By Lemma 4, we obtain

Tiz ∈ VI(Ci, Ai), i = 0, 1, 2, . . . , N,

which implies that

z ∈ T−1
i
(
VI(Ci, Ai)

)
, i = 0, 1, 2, . . . , N,

Consequently, we have z ∈ ⋂N
i=0 T−1

i
(
VI(Ci, Ai)

)
, which implies that z ∈ Ω as de-

sired.

Lemma 11. Suppose {xn} is a sequence generated by Algorithm 1 under Assumption B. Then,
the following inequality holds for all p ∈ Ω :

‖xn+1 − p‖2 ≤ (1− αn)‖xn − p‖2 + αndn − (1− ξn)
N

∑
i=0

δn,iηn,i[1− (φn,i + φi)]‖Tiwn − un,i‖2 − ξn(1− ξn)‖wn − vn‖2.
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Proof. Let p ∈ Ω. By applying Lemma 3 together with the definition of wn, we obtain

‖wn − p‖2 = ‖(1− αn)(xn − p) + (1− αn)θn(xn − xn−1)− αn p‖2

≤ ‖(1− αn)(xn − p) + (1− αn)θn(xn − xn−1)‖2 + 2αn〈−p, wn − p〉
≤ (1− αn)

2‖xn − p‖2 + 2(1− αn)θn‖xn − p‖‖xn − xn−1‖+ (1− αn)
2θ2

n‖xn − xn−1‖2

+ 2αn〈−p, wn − xn+1〉+ 2αn〈−p, xn+1 − p〉
≤ (1− αn)‖xn − p‖2 + 2θn‖xn − p‖‖xn − xn−1‖+ θ2

n‖xn − xn−1‖2 + 2αn‖p‖‖wn − xn+1‖
+ 2αn〈p, p− xn+1〉. (39)

Now, using the definition of xn+1, (25), (39) and applying Lemma 3, we obtain

‖xn+1 − p‖2 = ‖ξnwn + (1− ξn)vn − p‖2

= ξn‖wn − p‖2 + (1− ξn)‖vn − p‖2 − ξn(1− ξn)‖wn − vn‖2

≤ ξn‖wn − p‖2 + (1− ξn)
[
‖wn − p‖2 −

N

∑
i=0

δn,iηn,i[1− (φn,i + φi)]‖Tiwn − un,i‖2
]

− ξn(1− ξn)‖wn − vn‖2

= ‖wn − p‖2 − (1− ξn)
N

∑
i=0

δn,iηn,i[1− (φn,i + φi)]‖Tiwn − un,i‖2 − ξn(1− ξn)‖wn − vn‖2

≤ (1− αn)‖xn − p‖2 + 2θn‖xn − p‖‖xn − xn−1‖+ θ2
n‖xn − xn−1‖2 + 2αn‖p‖‖wn − xn+1‖

+ 2αn〈p, p− xn+1〉 − (1− ξn)
N

∑
i=0

δn,iηn,i[1− (φn,i + φi)]‖Tiwn − un,i‖2 − ξn(1− ξn)‖wn − vn‖2

= (1− αn)‖xn − p‖2 + αn

[
2‖xn − p‖ θn

αn
‖xn − xn−1‖+ θn‖xn − xn−1‖

θn

αn
‖xn − xn−1‖

+ 2‖p‖‖wn − xn+1‖+ 2〈p, p− xn+1〉
]
− (1− ξn)

N

∑
i=0

δn,iηn,i[1− (φn,i + φi)]‖Tiwn − un,i‖2

− ξn(1− ξn)‖wn − vn‖2

= (1− αn)‖xn − p‖2 + αndn − (1− ξn)
N

∑
i=0

δn,iηn,i[1− (φn,i + φi)]‖Tiwn − un,i‖2 − ξn(1− ξn)‖wn − vn‖2,

where dn = 2‖xn − p‖ θn
αn
‖xn − xn−1‖+ θn‖xn − xn−1‖ θn

αn
‖xn − xn−1‖+ 2‖p‖‖wn − xn+1‖+

2〈p, p− xn+1〉, which is the required inequality.

Theorem 1. Let {xn} be a sequence generated by Algorithm 1 under Assumption B. Then, {xn}
converges strongly to x̂ ∈ Ω, where ‖x̂‖ = min{‖p‖ : p ∈ Ω}.

Proof. Let ‖x̂‖ = min{‖p‖ : p ∈ Ω}, that is, x̂ = PΩ(0). Then, from Lemma 11, we obtain

‖xn+1 − x̂‖2 ≤ (1− αn)‖xn − x̂‖2 + αnd̂n, (40)

where d̂n = 2‖xn − x̂‖ θn
αn
‖xn − xn−1‖+ θn‖xn − xn−1‖ θn

αn
‖xn − xn−1‖+ 2‖x̂‖‖wn − xn+1‖+

2〈x̂, x̂ − xn+1〉.
Next, we claim that the sequence {‖xn − x̂‖} converges to zero. To do this, in view

of Lemma 1 it suffices to show that lim sup
k→∞

d̂nk ≤ 0 for every subsequence {‖xnk − x̂‖} of

{‖xn − x̂‖} satisfying

lim inf
k→∞

(
‖xnk+1 − x̂‖ − ‖xnk − x̂‖

)
≥ 0. (41)
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Suppose that {‖xnk − x̂‖} is a subsequence of {‖xn − x̂‖} such that (41) holds. Again,
from Lemma 11, we obtain

(1− ξnk )
N

∑
i=0

δnk ,iηnk ,i[1− (φnk ,i + φi)]‖Tiwnk − unk ,i‖2 + ξnk (1− ξnk )‖wnk − vnk‖2

≤ (1− αnk )‖xnk − x̂‖2 − ‖xnk+1 − x̂‖2 + αnk d̂nk .

By (41), Remark 2 and the fact that lim
k→∞

αnk = 0, we obtain

(1− ξnk )
N

∑
i=0

δnk ,iηnk ,i[1− (φnk ,i + φi)]‖Tiwnk − unk ,i‖2 + ξnk (1− ξnk )‖wnk − vnk‖2 → 0, k → ∞.

Consequently, we obtain

lim
k→∞

‖wnk − vnk‖ = 0; lim
k→∞

‖Tiwnk − unk ,i‖ = 0, ∀i = 0, 1, 2, . . . , N. (42)

From the definition of wn and by Remark 2, we have

‖wnk − xnk‖ = ‖(1− αnk )(xnk + θnk (xnk − xnk−1))− xnk‖
= ‖(1− αnk )(xnk − xnk ) + (1− αnk )θnk (xnk − xnk−1)− αnk xnk‖
≤ (1− αnk )‖xnk − xnk‖+ (1− αnk )θnk‖xnk − xnk−1‖+ αnk‖xnk‖ → 0, k → ∞. (43)

Using (42) and (43), we obtain

‖vnk − xnk‖ → 0, k → ∞. (44)

From the definition of xn+1 and by applying (43) and (44), we obtain

‖xnk+1 − xnk‖ = ‖ξnk wnk + (1− ξnk )vnk − xnk‖
≤ ξnk‖wnk − xnk‖+ (1− ξnk )‖vnk − xnk‖ → 0, k → ∞. (45)

Next, by combining (43) and (45), we obtain

‖wnk − xnk+1‖ → 0, k → ∞. (46)

Since {xn} is bounded, wω(xn) �= ∅. We choose an element x∗ ∈ wω(xn) arbitrarily.
Then, there exists a subsequence {xnk} of {xn} such that xnk ⇀ x∗. From (42), it follows
that wnk ⇀ x∗. Now, by invoking Lemma 10 and applying (42), we obtain x∗ ∈ Ω. Since
x∗ ∈ wω(xn) was selected arbitrarily, it follows that wω(xn) ⊂ Ω.

Next, by the boundedness of {xnk}, there exists a subsequence {xnkj
} of {xnk} such

that xnkj
⇀ q and

lim sup
k→∞

〈x̂, x̂ − xnk 〉 = lim
j→∞

〈x̂, x̂ − xnkj
〉.

Since x̂ = PΩ(0), it follows from the property of the metric projection map that

lim sup
k→∞

〈x̂, x̂ − xnk 〉 = lim
j→∞

〈x̂, x̂ − xnkj
〉 = 〈x̂, x̂ − q〉 ≤ 0, (47)

Thus, from (45) and (47), we obtain

lim sup
k→∞

〈x̂, x̂ − xnk+1〉 ≤ 0. (48)
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Next, by Remark 2, (46) and (48) we have lim sup
k→∞

d̂nk ≤ 0. Therefore, by invoking

Lemma 1, it follows from (40) that {‖xn − x̂‖} converges to zero as required.

5. Applications

In this section, we apply our result to study related optimization problems.

5.1. Generalized Split Variational Inequality Problem

First, we apply our result to study and approximate the solution of the generalized
split variational inequality problem (see [37]). Let Di be nonempty, closed and convex
subsets of real Hilbert spaces Hi, i = 1, 2, . . . , N, and let Si : Hi → Hi+1, i = 1, 2, . . . , N − 1,
be bounded linear operators, such that Si �= 0. Let Bi : Hi → Hi, i = 1, 2, . . . , N, be single-
valued operators. The generalized split variational inequality problem (GSVIP) is formulated as
finding a point x∗ ∈ D1 such that

x∗ ∈ Γ := VI(D1, B1) ∩ S−1
1 (VI(D2, B2)) ∩ . . . S−1

1 (S−1
2 . . . (S−1

N−1(VI(DN , BN)))) �= ∅; (49)

that is, x∗ ∈ D1 such that

x∗ ∈ VI(D1, B1), S1x∗ ∈ VI(D2, B2), . . . , SN−1(SN−2 . . . S1x∗) ∈ VI(DN , BN).

We note that by setting C = D1, Ci = Di+1, A = B1, Ai = Bi+1, 1 ≤ i ≤ N − 1, T1 =
S1, T2 = S2S1, . . . , and TN−1 = SN−1SN−2 . . . S1, then the SVIPMOS (10) becomes the
GSVIP (49). Consequently, we obtain the following strong convergence theorem for finding
the solution of GSVIP (49) in Hilbert spaces when the cost operators are pseudomonotone
and uniformly continuous.

Theorem 2. Let Di be nonempty, closed and convex subsets of real Hilbert spaces Hi, i =
1, 2, . . . , N, and suppose Si : Hi → Hi+1, i = 1, 2, . . . , N − 1, are bounded linear operators
with adjoints S∗i such that Si �= 0. Let Bi : Hi → Hi, 1, 2, . . . , N be uniformly continuous
pseudomonotone operators that satisfy condition (12), and suppose Assumption B of Theorem 1
holds and the solution set Γ �= ∅. Then, the sequence {xn} generated by the following Algorithm 2
converges in norm to x̂ ∈ Γ, where ‖x̂‖ = min{‖p‖ : p ∈ Γ}.
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Algorithm 2. A Relaxed Inertial Tseng’s Extragradient Method for Solving GSVIP (49).

Step 0. Select initial points x0, x1 ∈ H1. Let S0 = IH1 , Ŝi−1 = S1−1Si−2 . . . S0, Ŝ∗i−1 =
S∗0 S∗1 . . . S∗i−1, i = 1, 2, . . . , N and set n = 1.

Step 1. Given the (n− 1)th and nth iterates, choose θn such that 0 ≤ θn ≤ θ̂n with θ̂n defined by

θ̂n =

⎧⎨
⎩min

{
θ, εn

‖xn−xn−1‖
}

, if xn �= xn−1,

θ, otherwise.

Step 2. Compute
wn = (1− αn)(xn + θn(xn − xn−1)).

Step 3. Compute
yn,i = PDi (Ŝi−1wn − λn,iBiŜi−1wn).

Step 4. Compute
un,i = yn,i − λn,i(Biyn,i − BiŜi−1wn),

λn+1,i =

⎧⎨
⎩min{ (cn,i+ci)‖Ŝi−1wn−yn,i‖

‖BiŜi−1wn−Biyn,i‖
, λn,i + ρn,i}, if BiŜi−1wn − Biyn,i �= 0,

λn,i + ρn,i, otherwise.

Step 5. Compute

vn =
N

∑
i=1

δn,i
(
wn + ηn,i Ŝ∗i−1(un,i − Ŝi−1wn)

)
,

where

ηn,i =

⎧⎨
⎩

(φn,i+φi)‖Ŝi−1wn−un,i‖2

‖Ŝ∗i−1(Ŝi−1wn−un,i)‖2 , if ‖Ŝ∗i−1(Ŝi−1wn − un,i)‖ �= 0,

0, otherwise.

Step 6. Compute
xn+1 = ξnwn + (1− ξn)vn.

Set n := n + 1 and return to Step 1.

5.2. Split Convex Minimization Problem with Multiple Output Sets

Let C be a nonempty, closed and convex subset of a real Hilbert space H. The convex
minimization problem is defined as finding a point x∗ ∈ C, such that

g(x∗) = min
x∈C

g(x), (50)

where g is a real-valued convex function. The solution set of Problem (50) is denoted by
arg min g.

Let C, Ci be nonempty, closed and convex subsets of real Hilbert spaces H, Hi, i =
1, 2, . . . , N, respectively, and let Ti : H → Hi, i = 1, 2, . . . , N, be bounded linear operators
with adjoints T∗i . Let g : H → R, gi : Hi → R be convex and differentiable functions. In this
subsection, we apply our result to find the solution of the following split convex minimization
problem with multiple output sets (SCMPMOS): Find x∗ ∈ C such that

x∗ ∈ Ψ := arg min g ∩
(
∩N

i=1 T−1
i
(

arg min gi
))
�= ∅. (51)

The following lemma is required to establish our next result.

Lemma 12 ([53]). Suppose C is a nonempty, closed and convex subset of a real Banach space E,
and let g be a convex function of E into R. If g is Fréchet differentiable, then x is a solution of
Problem (50) if and only if x ∈ VI(C,�g), where �g is the gradient of g.
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Applying Theorem 1 and Lemma 12, we obtain the following strong convergence
theorem for finding the solution of the SCMPMOS (51) in the framework of Hilbert spaces.

Theorem 3. Let C, Ci be nonempty, closed and convex subsets of real Hilbert spaces H, Hi, i =
1, 2, . . . , N, respectively, and suppose Ti : H → Hi, i = 1, 2, . . . , N, are bounded linear operators
with adjoints T∗i . Let g : H → R, gi : Hi → R be fréchet differentiable convex functions such that
�g,�gi are uniformly continuous. Suppose that Assumption B of Theorem 1 holds and the solution
set Ψ �= ∅. Then, the sequence {xn} generated by the following Algorithm 3 converges strongly to
x̂ ∈ Ψ, where ‖x̂‖ = min{‖p‖ : p ∈ Ψ}.

Algorithm 3. A Relaxed Inertial Tseng’s Extragradient Method for Solving SCMPMOS (51).

Step 0. Select initial points x0, x1 ∈ H. Let C0 = C, T0 = IH , �g0 = �g and set n = 1.
Step 1. Given the (n− 1)th and nth iterates, choose θn such that 0 ≤ θn ≤ θ̂n with θ̂n defined by

θ̂n =

⎧⎨
⎩min

{
θ, εn

‖xn−xn−1‖
}

, if xn �= xn−1,

θ, otherwise.

Step 2. Compute
wn = (1− αn)(xn + θn(xn − xn−1)).

Step 3. Compute
yn,i = PCi (Tiwn − λn,i�giTiwn).

Step 4. Compute
un,i = yn,i − λn,i(�giyn,i −�giTiwn),

λn+1,i =

{
min{ (cn,i+ci)‖Tiwn−yn,i‖

‖�gi Tiwn−�giyn,i‖ , λn,i + ρn,i}, if �giTiwn −�giyn,i �= 0,

λn,i + ρn,i, otherwise.

Step 5. Compute

vn =
N

∑
i=0

δn,i
(
wn + ηn,iT∗i (un,i − Tiwn)

)
,

where

ηn,i =

{
(φn,i+φi)‖Tiwn−un,i‖2

‖T∗
i (Tiwn−un,i)‖2 , if ‖T∗i (Tiwn − un,i)‖ �= 0,

0, otherwise.

Step 6. Compute
xn+1 = ξnwn + (1− ξn)vn.

Set n := n + 1 and return to Step 1.

Proof. We know that since gi , i = 0, 1, 2, . . . , N are convex, then �gi are monotone [53] and,
hence, pseudomonotone. Therefore, the required result follows by applying Lemma 12 and
taking Ai = �gi in Theorem 1.

6. Numerical Experiments

Here, we carry out some numerical experiments to demonstrate the applicability of
our proposed method (Proposed Algorithm 1). For simplicity, in all the experiments, we
consider the case when N = 5. All numerical computations were carried out using Matlab
version R2021(b).

In all the computations, we choose αn = 1
3n+2 , εn = 5

(3n+2)3 , ξn = n+1
2n+1 , θ = 1.50,λ1,i =

i + 1.25, ci = 0.10, φi = 0.20, ρn,i =
50
n2 , δn,i =

1
6 .

Now, we consider the following numerical examples both in finite and infinite dimen-
sional Hilbert spaces for the proposed algorithm.
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Example 1. For each i = 0, 1, . . . , 5, we define the feasible set Ci = Rm, Tix = 3x
i+3 and Ai(x) =

Mx, where M is a square m×m matrix given by

aj,k =

⎧⎪⎨
⎪⎩
−1, if k = m + 1− j and k > j,
1 if k = m + 1− j and k ≤ j,
0, otherwise.

We note that M is a Hankel-type matrix with a nonzero reverse diagonal.

Example 2. Let Hi = R2 and Ci = [−2− i, 2 + i]2, i = 0, 1, . . . , 5. We define Tix = 2x
i+2 , and

the cost operator Ai : R2 → R2 is defined by

Ai(x, y) = (i + 1)(−xey, y), (i = 0, 1, . . . , 5).

Finally, we consider the last example in infinite dimensional Hilbert spaces.

Example 3. Let Hi = �2 := {x = (x1, x2, . . . , xi, . . . ) :
∞
∑

j=1
|xj|2 < +∞}, i = 0, 1, . . . , 5. Let

ri, Ri ∈ R+ be such that Ri
ki+1 < ri

ki
< ri < Ri for some ki > 1. The feasible sets are defined as

follows for each i = 0, 1, . . . , 5 :

Ci = {x ∈ Hi : ‖x‖ ≤ ri}.

The cost operators Ai : Hi → Hi are defined by

Ai(x) = (Ri − ‖x‖)x.

Then Ai are pseudomonotone and uniformly continuous. We choose Ri = 1.4 + i, ri =
0.8 + i, ki = 1.2 + i, and we define Tix = 4x

i+4 .

We test Examples 1–3 under the following experiments:

Experiment 1. In this experiment, we check the behavior of our method by fixing the other pa-
rameters and varying cn,i in Example 1. We do this to check the effects of this parameter and the
sensitivity of our method on it.

We consider cn,i ∈ {0, 20
n0.1 , 40

n0.01 , 60
n0.001 , 80

n0.0001 } with m = 20, m = 40, m = 60 and m = 80.
Using ‖xn+1 − xn‖ < 10−3 as the stopping criterion, we plot the graphs of ‖xn+1 − xn‖

against the number of iterations for each m. The numerical results are reported in Figures 1–4 and
Table 1.

Table 1. Numerical results for Experiment 1.

m = 20 m = 40 m = 60 m = 80

Proposed Algorithm 1 Iter. CPU Time Iter. CPU Time Iter. CPU Time Iter. CPU Time

cn,i = 0 128 0.0889 156 0.1235 174 0.2028 189 0.2412

cn,i =
20

n0.1 128 0.0652 156 0.1241 174 0.2664 189 0.2930

cn,i =
40

n0.01 128 0.0719 156 0.1495 174 0.3013 189 0.3220

cn,i =
60

n0.001 128 0.0695 156 0.1549 174 0.2959 189 0.3342

cn,i =
80

n0.0001 128 0.0701 156 0.1678 174 0.2877 189 0.3129
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Figure 1. Experiment 1 : m = 20.

Figure 2. Experiment 1: m = 40.
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Figure 3. Experiment 1: m = 60.

Figure 4. Experiment 1: m = 80.

Experiment 2. In this experiment, we check the behavior of our method by fixing the other pa-
rameters and varying cn,i in Example 2. We do this to check the effects of this parameter and the
sensitivity of our method to it.

We consider cn,i ∈ {0, 20
n0.1 , 40

n0.01 , 60
n0.001 , 80

n0.0001 } with the following two cases of initial values
x0 and x1 :
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Case I: x0 = (2, 1); x1 = (0, 3);
Case II: x0 = (3, 2); x1 = (1, 1).

Using ‖xn+1 − xn‖ < 10−3 as the stopping criterion, we plot the graphs of ‖xn+1 − xn‖
against the number of iterations in each case. The numerical results are reported in Figures 5 and 6
and Table 2.

Table 2. Numerical results for Experiment 2.

Case I Case II

Proposed Algorithm 1 Iter. CPU Time Iter. CPU Time

cn,i = 0 248 0.0916 248 4.0980

cn,i =
20

n0.1 248 0.0778 248 0.0816

cn,i =
40

n0.01 248 0.0852 248 0.0818

cn,i =
60

n0.001 248 0.0875 248 0.0753

cn,i =
80

n0.0001 248 0.0817 248 0.0811

Figure 5. Experiment 2: Case 1.

Finally, we test Example 3 under the following experiment:

Experiment 3. In this experiment, we check the behavior of our method by fixing the other param-
eters and varying cn,i in Example 3. We do this to check the effects of these parameters and the
sensitivity of our method to it.

We consider cn,i ∈ {0, 20
n0.1 , 40

n0.01 , 60
n0.001 , 80

n0.0001 } with the following two cases of initial values
x0 and x1 :

Case I: x0 = ( 1
10 , 1

100 , 1
1000 , · · · ); x1 = ( 1

2 , 1
4 , 1

8 , · · · );
Case II: x0 = ( 3

10 , 3
100 , 3

100 , · · · ); x1 = ( 1
3 , 1

9 , 1
27 , · · · ).

Using ‖xn+1 − xn‖ < 10−4 as the stopping criterion, we plot the graphs of ‖xn+1 − xn‖
against the number of iterations in each case. The numerical results are reported in Figures 7 and 8
and Table 3.
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Figure 6. Experiment 2: Case 2.

Figure 7. Experiment 3: Case 1.

Table 3. Numerical results for Experiment 3.

Case I Case II

Proposed Algorithm 1 Iter. CPU Time Iter. CPU Time

cn,i = 0 128 0.0682 128 0.0620

cn,i =
20

n0.1 128 0.0434 128 0.0422

cn,i =
40

n0.01 128 0.0446 128 0.0474

cn,i =
60

n0.001 128 0.0423 128 0.0414

cn,i =
80

n0.0001 128 0.0416 128 0.0424
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Figure 8. Experiment 3: Case 2.

Remark 5. By using different initial values, cases of m and varying the key parameter in Ex-
periments 1–3, we obtained the numerical results displayed in Tables 1–3 and Figures 1–8. In
Figures 1–4, we considered different initial values and cases of m with varying values of the key
parameter cn,i for Experiment 1 in Rm. As observed from the figures, these varying choices do not
have a significant effect on the behavior of the algorithm. Similarly, Figures 5 and 6 show that the
behavior of our algorithm is consistent under varying initial starting points and different values of
the key parameter cn,i for Experiment 2 in R2. Likewise, Figures 7 and 8 reveal that the behavior
of the algorithm is not affected by varying starting points and values of cn,i for Experiment 3 in
�2. From these results, we can conclude that our method is well-behaved since the choice of the key
parameter and initial starting points do not affect the number of iterations or the CPU time in all
the experiments.

7. Conclusions

In this article, we studied a new class of split inverse problems called the split vari-
ational inequality problem with multiple output sets. We introduced a relaxed inertial
Tseng extragradient method with self-adaptive step sizes for finding the solution to the
problem when the cost operators are pseudomonotone and non-Lipschitz in the framework
of Hilbert spaces. Moreover, we proved a strong convergence theorem for the proposed
method under some mild conditions. Finally, we applied our result to study and approxi-
mate the solutions of certain classes of optimization problems, and we presented several
numerical experiments to demonstrate the applicability of our proposed algorithm. The
results of this study open up several opportunities for future research. As part of our
future research, we would like to extend the results in this paper to a more general space,
such as the reflexive Banach space. Furthermore, we would consider extending the results
to a larger class of operators, such as the classes of quasimonotone and non-monotone
operators. Moreover, in our future research, we would be interested in investigating the
stochastic variant of our results in this study.
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Abstract: In this article, we present the concept of orthogonal α-almost Istrătescu contraction of types
D and D∗ and prove some fixed point theorems on orthogonal b-metric spaces. We also provide
an illustrative example to support our theorems. As an application, we establish the existence and
uniqueness of the solution of the fractional differential equation and the solution of the integral
equation using Elzaki transform.
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1. Introduction

Around a century ago, the first fixed-point result was introduced. Banach [1] initially
abstracted the successive approximation method for resolving differential equations, and
he later defined it as a concept of contraction mapping. This Banach principle was not only
succinctly stated, but it was also demonstrated by showing how to obtain the desired fixed
point. The fixed point theory is extremely applicable to many qualitative sciences and is
also particularly fascinating to researchers because of the simplicity with which equations
in many research areas can be converted into fixed point problems. Banach’s fixed point
result has been improved, expanded, and generalized by numerous authors in numerous
ways [2–6]. Istrătescu [7,8] provided one of the most significant ideas of convex contraction
and proved some fixed point results. Another interesting extension of the fixed point theory
called “almost contraction map” was introduced by Berinde [9]. In contrast, the concept
of metric was developed in a number of ways, and these contraction principles have been
extended to these new contexts. The idea of the b-metric was initiated by Bakhtin [10]
in 1989. Czerwik [11] gave an axiom that was weaker than the triangular inequality and
formally defined a b-metric space with a view of generalizing “the Banach contraction
mapping theorem”. Furthermore, Hussain et al. [12] improved the b-metric due to the
modified triangle condition without a continuous function. Latif et al. [13] established
some new results on the existence of fixed points for generalized multi-valued contractive
mappings with respect to the wb-distance in metric space. In 2022, Haghi and Bakhshi [14]
proved some coupled fixed point results by using a without mixed monotone property.
Yao et al. [15] presented a Tseng-type self-adaptive algorithm for solving a variational
inequality and a fixed point problem involving pseudo-monotone and pseudo-contractive
operators in Hilbert spaces.
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Mathematics 2023, 11, 677

Recently, the idea of orthogonality was introduced by Gordji et al. [16] and proved
fixed point theorems in the setting of orthogonal complete metric spaces. In 2022, Aiman
et al. [17] introduced the concept of an orthogonal L contraction map and proved some fixed
point theorems. Furthermore, many researchers improved and generalized the concept
of orthogonal metric spaces (see [18–24]). By motivating all the above the literature work,
here we present the new notion of orthogonal α-almost Istrătescu contraction of type D and
D∗ and prove some fixed point theorems in the setting of orthogonal complete b-metric
spaces. As an application, we apply our main result to the Reiman–Liouville fractional
differential equation and the solution of the second kind Volterra integral equation using
Elzaki transform to strengthen and validate our main results.

2. Preliminaries

The concept of an “almost contraction map” was introduced by Berinde [9], as follows:

Definition 1. [9] Let (W ,X ) be a metric space. A mapping χ : W → W is called an almost
contraction if there exist a constant σ ∈ (0, 1) and some 𝒫 ≥ 0 s.t

X (χ�,χι) ≤ σX (�, ι) +𝒫X (ι,χ�), ∀ �, ι ∈ W .

Bakhtin [10] introduced the notion of b-metric space as below:

Definition 2. [10] Let W be a nonempty set and g ≥ 1. Suppose that the map X : W ×W →
[0, ∞) satisfies the following axioms:

(i) X (�, ι) = 0 iff � = ι, ∀ �, ι ∈ W ;
(ii) X (�, ι) = X (ι, �), ∀ �, ι ∈ W ;
(iii) X (�, ι) ≤ g[X (�, c) +X (c, ι)], ∀ �, ι, c ∈ W .

Then, X is called b-metric and (W ,X ) is said to be a b-metric space.

In 2017, Miculescu et al. [25] explained the Cauchy criterion in the context of b-metric
spaces.

Lemma 1. [25] Every sequence {�j} of elements from a b-metric space (W ,X ) of constant g
having property that there ∃ p ∈ [0, 1) s.t

X (�j, �j+1) ≤ pX (�j, �j−1), (1)

for every j ∈ N is Cauchy.

Popescu [26] demonstrated the concept of an α-orbital admissible as below:

Definition 3. [26] Let χ : W →W be a map and α : W ×W → [0, ∞) be a function. Then, χ is
said to be α-orbital admissible if

α(�,χ�) ≥ 1 =⇒ α(χ�,χ2�) ≥ 1, ∀ � ∈ W .

Now, we recall some concepts of orthogonality, which will be needed in the sequel.

Definition 4. [16] Let W be a non-void set and ⊥⊆ W ×W be a binary relation. If ⊥ fulfilled
the following axiom:

∃�0 : ∀ ι, ι ⊥ �0 (or) ∀ ι, �0 ⊥ ι,

then (W ,⊥) is called an orthogonal set.

Gordji et al. [16] presented the definition of an orthogonal sequence in 2017 as follows:
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Definition 5. [16] Let (W ,⊥) be a orthogonal set. A sequence {�j}j∈N is called an orthogonal
sequence if

(∀j, �j ⊥ �j+1) or (∀j, �j+1 ⊥ �j).

Now, we initiated the new concepts of orthogonal b-metric space, convergent and
Cauchy sequence as follows:

Definition 6. A triplet (W ,⊥,X ) is called an orthogonal b-metric space if (W ,⊥) is an orthogo-
nal set and (W ,X ) is a b-metric space and g ≥ 1.

Definition 7. Let (W ,⊥,X ) be an orthogonal b-metric space and a map χ : W →W
1. {ιj} is an orthogonal sequence in W that converges at a point ι if

lim
j→∞

(χ(ιj, ι)) = 0.

2. {ιj}, {ιm} are two orthogonal sequences in W that are said to be an orthogonal Cauchy
sequence if

lim
j,m→∞

(χ(ιj, ιm)) < ∞.

Gordji et al. [27] introduced the concept of orthogonal continuous as below:

Definition 8. [27] Let (W ,⊥,X ) be a orthogonal b-metric space. Then, χ : W →W is said to be
orthogonal continuous at ι ∈ W if, for each orthogonal sequence {ιj}j∈N in W with ιj → ι. We
have χ(ιj) → χ(ι). Additionally, χ is said to be orthogonal continuous on W if χ is orthogonal
continuous in each ι ∈ W .

Definition 9. Let (W ,⊥,X ) be an orthogonal b-metric space. Then, χ2 : W →W is said to be
orthogonal continuous at ι ∈ W if, for each orthogonal sequence {ιj}j∈N in W with ιj → ι. We
have χ2(ιj) → χ2(ι). Additionally, χ2 is said to be orthogonal continuous on W if χ2 is orthogonal
continuous in each ι ∈ W .

The concept of orthogonal complete in metric spaces is defined by Gordji et al. [16]
as follows.

Definition 10. [16] Let (W ,⊥,X ) be an orthogonal metric space. Then, W is said to be
orthogonal-complete if every orthogonal Cauchy sequence is convergent.

Definition 11. [16] Let (W ,⊥) be an orthogonal set. A function χ : W →W is called orthogonal-
preserving if χ� ⊥ χι whenever � ⊥ ι.

Ramezani [28] introduced the notion of orthogonal α-admissible as follows:

Definition 12. [28] Let χ : W →W be a map and α : W ×W → [0, ∞) be a function. Then, χ
is said to be orthogonal-α-admissible if ∀ �, ι ∈ W with � ⊥ ι

α(�, ι) ≥ 1 =⇒ α(χ�,χι) ≥ 1.

Inspired by the α-almost Istrătescu contraction of types defined by Karapinar et al. [29],
we implement a new orthogonally α-almost Istrătescu contraction type mapping and
present some fixed point results in an orthogonal CbMS (complete b-metric space) for this
contraction map.
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3. Main Results

First, we introduce the concept of an orthogonally α-almost Istrătescu contraction of
type D.

Definition 13. Let (W ,⊥,X ) be an orthogonal CbMS and α : W ×W → [0, ∞) be a function.
A map χ : W → W is called an orthogonally α-almost Istrătescu contraction of type D if there
exist r ∈ [0, 1), β ≥ 0 s.t for any �, ι ∈ W with � ⊥ ι

α(�, ι)X (χ2�,χ2ι) ≤ rD(�, ι) + βN(�, ι), (2)

where

D(�, ι) = X (χ�,χι) + |X (χ�,χ2�)−X (χι,χ2ι)|, (3)

and

N(�, ι) = min{X (�,χ�),X (ι,χι),X (�,χι),X (ι,χ�)X (χ�,χ2ι),X (χι,χ2�)}. (4)

Definition 14. Let (W ,⊥,X ) be an orthogonal CbMS. A map χ : W → W is called an
orthogonally α-almost Istrătescu contraction of type D if there exist r ∈ [0, 1), β ≥ 0 s.t for any
�, ι ∈ W with � ⊥ ι

X (χ2�,χ2ι) ≤ rD(�, ι) + β.N(�, ι), (5)

where D(�, ι) and N(�, ι) are defined by inequality (3) and (4), respectively.

Definition 15. Let (W ,⊥,X ) be an orthogonal CbMS and α : W ×W → [0, ∞) be a function.
A map χ : W → W is called an orthogonally α-almost Istrătescu contraction of type D∗ if there
exist r ∈ [0, 1), β ≥ 0 s.t for any �, ι ∈ W with � ⊥ ι

α(�, ι)X (χ2�,χ2ι) ≤ rD∗(�, ι) + β.N(�, ι), (6)

where

D∗(�, ι) = |X (�,χ�)−X (χι,χ2ι)|+X (�, ι) + |X (ι,χι)−X (χ�,χ2�)|, (7)

and

N(�, ι) = min{X (�,χ�),X (ι,χι),X (�,χι),X (ι,χ�)X (χ�,χ2ι),X (χι,χ2�)}. (8)

Theorem 1. Let (W ,⊥,X ) be an orthogonal CbMS, χ : W → W be an orthogonally α-almost
Istrătescu contraction of type D and α : W ×W → [0, ∞), s.t the following conditions hold:

(i) χ is orthogonal preserving;
(ii) for any π ∈ W , α(κ,π) ≥ 1 with κ ⊥ π, where κ ∈ Fixχ(W);
(iii) χ is orthogonal continuous;
(iv) χ2 is orthogonal continuous with χκ ⊥ κ and α(χκ, κ) ≥ 1, for any κ ∈ W .

If χ is orthogonal α−OA and there exists �0 ∈ W s.t �0 ⊥ χ�0 and α(�0,χ�0) ≥ 1, then χ has a
unique fixed point.

Proof. By the definition of orthogonality, we find that �0 ⊥ χ�0 or χ�0 ⊥ �0. Let

�j = �j−1 = ... = χj�0,

for all j ∈ N. If �j = �j+1 for some j∗ ∈ N ∪ {0}, then jj∗ is a fixed point of χ and so the
proof is completed. Thus, we assume that �j �= �j+1 for all j ∈ N∪ {0}.
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So, we have X (χ�j,χ�j+1) > 0. Since χ is orthogonal-preserving, we obtain

�j ⊥ �j+1 or �j+1 ⊥ �j, ∀ j ∈ N,

which implies that {�j} is an orthogonal sequence. Since χ is an orthogonally α-almost
Istrătescu contraction of type D, we have α(χ�0,χ2�0) ≥ 1, and continuing this process,
we obtain

α(χj�0,χj+1�0) ≥ 1, for j ∈ N. (9)

Replacing � by �0 and ι by χ�0 in (2), we have

X (χ2�0,χ3�0) ≤ α(�0,χ�0)X (χ2�0,χ2(χ�0))

≤ rD(�0,χ�0) + βN(�0,χ�0)

= r(X (χ�0,χ(χ�0)) + |X (χ�0,χ2�0)−X (χ(χ�0),χ2(χ�0))|)
+ βmin{X (�0,χ�0),X (χ�0,χ(χ�0)),X (�0,χ(χ�0)),X (χ�0,χ�0)

X (χ�0,χ2(χ�0)),X (χ(χ�0),χ2�0)}
≤ r(X (χ�0,χ2(�0)) + |X (χ�0,χ2�0)−X (χ2�0,χ3�0)|) (10)

+ βmin{X (�0,χ�0),X (χ�0,χ2�0),X (�0,χ2�0),X (χ�0,χ�0)

X (χ�0,χ3�0),X (χ2�0,χ2�0)}
= r(X (χ�0,χ2(�0)) + |X (χ�0,χ2�0)−X (χ2�0,χ3�0)|).

If X (χ�0,χ2�0) ≤ X (χ2�0,χ3�0), then we have

X (χ2�0,χ3�0) ≤ r(X (χ�0,χ2(�0)) +X (χ2�0,χ3�0)−X (χ�0,χ2�0))

= rX (χ�0,χ2(�0)) < X (χ2�0,χ3�0),

this is a contradiction. Thus,X (χ�0,χ2�0) > X (χ2�0,χ3�0) and the inequality (10) becomes

X (χ2�0,χ3�0) ≤ r(X (χ�0,χ2(�0)) +X (χ2�0,χ2�0)−X (χ2�0,χ3�0))

= r(2X (χ�0,χ2(�0))−X (χ2�0,χ3�0)) ⇐⇒

X (χ2�0,χ3�0) ≤
2r

1 + r
X (χ�0,χ2(�0)). (11)

For � = �0, ι = χ�0, taking Equation (9) into account,

X (χ3�0,χ4�0) ≤ α(χ�0,χ2�0)X (χ2(χ�0),χ2(χ2�0)) ≤ rD(χ�0,χ2�0) + βN(χ�0,χ2�0)

= r(X (χ(χ�0),χ(χ2�0)) + |X (χ(χ�0),χ2(χ�0))−X (χ(χ2�0),χ2(χ2�0))|)
+𝒫 min{X (χ�0,χ(χ�0)),X (χ2�0,χ3�0),X (χ�0,χ3�0),X (χ�0,χ�0)

X (χ2�0,χ4�0),X (χ3�0,χ3�0)}
= r(X (χ2�0,χ3�0) + |X (χ2�0,χ3�0)−X (χ3�0,χ4�0)|)
+ βmin{X (�0,χ2�0),X (χ2�0,χ3�0),X (χ�0,χ3�0),X (χ�0,χ�0)

X (χ2�0,χ4�0),X (χ3�0,χ3�0)}
= r(X (χ2�0,χ3(�0)) + |X (χ2�0,χ3�0)−X (χ3�0,χ4�0)|).

Since for the case X (χ2�0,χ3�0) ≤ X (χ3�0,χ4�0), we get

X (χ3�0,χ4�0) ≤ r(X (χ2�0,χ3(�0)) +X (χ3�0,χ4�0)−X (χ2�0,χ3�0))

≤ rX (χ3�0,χ4(�0)),
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which is a contradiction. Thus, X (χ2�0,χ3�0) > X (χ3�0,χ4�0) and

X (χ3�0,χ4�0) ≤ r(X (χ2�0,χ3(�0)) +X (χ2�0,χ3�0)−X (χ3�0,χ4�0))

= r(2X (χ2�0,χ3(�0))−X (χ3�0,χ4�0)), ⇐⇒

X (χ3�0,χ4�0) ≤
2r

1 + r
X (χ2�0,χ3(�0)). (12)

By proceeding in this way,

X (χj�0,χj+1�0) ≤
( 2r

1 + r

)
X (χj−1�0,χj(�0))

≤
( 2r

1 + r

)j−1
X (χ�0,χ2(�0)) → 0, (13)

as j → ∞, because j = 2r
1+r < 1.

Instead, considering the orthogonal sequence {�j}j∈N defined as

�1 = χ�0, �2 = χ2�0, . . . �j = χj�0,

where �0 ∈ W , from Equation (13), we have

X (�j, �j+1) ≤ j.X (�j−1, �j),

for j ∈ N. Therefore, from Lemma 1, we obtain {�j}j∈N from an orthogonal Cauchy
sequence on orthogonal CbMS. Therefore, the orthogonal sequence is convergent. Then,
∃ κ ∈ W s.t

lim
j→∞

X (�j, κ) = 0. (14)

When the map χ is orthogonal continuous, it follows that

lim
j→∞

X (�j,χκ) = lim
j→∞

X (�j−1,χκ) = 0,

and thus, we decide χκ = κ, that is κ forms a fixed point of χ.
Keeping the continuity of χ2, we obtain

lim
j→∞

X (�j,χ2κ) = lim
j→∞

X (χ2�j−2,χ2κ) = 0.

Since each orthogonal sequence in (W ,⊥,X ) has a unique limit, we obtain χ2κ = κ, that is,
κ forms a fixed point of χ2. In order to illustrate that κ also forms a fixed point of χ, we
apply the method of reductio ad absurdum. We diminish the consequence and presume
that χκ �= κ. Therefore, from Equation (2), we obtain

0 < X (χκ, κ) = X (χ2(χκ),χ2κ) ≤ α(qκ, κ),X (χ2(qκ),χ2κ) ≤ rD(χκ, κ) + βN(χκ, κ)

= r(X (χκ,χ2κ) + |X (χκ,χ2κ)−X (χ2κ,χ3κ)|)
+ βmin{X (κ,χκ),X (χκ,χ2κ),X (κ,χ2κ),X (χκ,χκ),X (χκ,χ3κ),X (χ2κ,χ2κ)}

= r(X (χκ, κ) + |X (χκ, κ)−X (κ,χκ)|)
= r(X (χκ, κ)) < X (χκ, κ).

Hence, χκ = κ.
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To prove the uniqueness of the fixed point, let π ∈ W be another fixed point of χ.
Then, we have χjπ = π, ∀ j ∈ N. Given our choice of κ in the first part of the proof,
we obtain

κ ⊥ π or π ⊥ κ.

Since χ is orthogonal-preserving, we obtain

χjκ ⊥ χjπ

or

χjπ ⊥ χjκ, ∀ j ∈ N.

On the other hand, χ is an orthogonal α-almost Istrătescu contraction. Then, we obtain

X (κ,π) = X (χ2κ,χ2π) ≤ α(κ, ι),X (χ2κ,χ2π) ≤ r.D(κ,π) + β.N(κ,π)

≤ r(X (χκ,χπ) + |X (χκ,χ2κ)−X (χπ,χ2π)|)
+ β min{X (κ,χκ),X (π,χπ),X (κ,χπ),X (π,χκ),X (χκ,χ2π),X (χπ,χ2κ)}

= r(X (κ,π) + |X (κ, κ)−X (π,π)|) + β min{X (κ, κ),X (π,π),X (κ,π),X (π, κ)}
= r(X (κ,π)) < X (κ,π),

which is a contradiction. Therefore, χ has a unique fixed point.

Example 1. Let W = [0, ∞) and the function X : W ×W → [0, ∞) with X (�, ι) = (�− ι)2,
for all �, ι ∈ W . W be the Euclidean metric. Define � ⊥ ι if �ι ≤ (� ∨ ι) where � ∨ ι = � or
� ∨ ι = ι. Define a map χ : W →W by

χ� =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
�2, if � ∈ [0, 1)
1, if � ∈ [1, 2)
6�2 + 3�+ 1
4�2 + 4�+ 6

, if � ∈ [2, ∞).

We can see that χ is discontinuous at � = 2, but χ2 is orthogonal continuous and χ2 is orthogonal
preserving on W , since

χ2� =

{
�4, if � ∈ [0, 1)
1, if � ∈ [1, ∞).

Let the map α : W ×W → [0, ∞) with � ⊥ ι be given by

α(�, ι) =

{
3, if �, ι ∈ [1, ∞)

0, if otherwise.

It is clear that χ is an orthogonally α-almost Istrătescu contraction of type D. In fact, based on the
definition of the function α, the only case we find interesting is �, ι ∈ [1, ∞); we obtain for r ∈ [0, 1)

0 = 3X (1, 1) = α(�, ι)X (χ2�,χ2ι) ≤ rD(�, ι) + βN(�, ι).

We can conclude that for any �, ι ∈ W , all the conditions of Theorem 1 are satisfied, and
FixχW = {0, 1}.

Corollary 1. Suppose that a self-map χ, on orthogonal CbMS (W ,⊥,X ) fulfills

X (χ2�,χ2ι) ≤ rD(�, ι), (15)
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for all �, ι ∈ W . If either χ or χ2 is orthogonal continuous. Then, χ has a unique fixed point.

Proof. It is sufficient to set α(�, ι) = 1 and put β = 0 in Theorem 1.

Theorem 2. Let (W ,⊥,X ) be an orthogonal CbMS and χ : W → W be an orthogonally α-
almost Istrătescu contraction of type D∗ with β ≥ 0, α : W ×W → [0, ∞) s.t the following
conditions hold:

(i) χ is orthogonal preserving;
(ii) for any π ∈ W , α(κ,π) ≥ 1 with κ ⊥ π, where κ ∈ Fixχ(W);
(iii) χ is orthogonal continuous;
(iv) χ2 is orthogonal continuous with qκ ⊥ κ and α(qκ, κ) ≥ 1 for any κ ∈ Fixχ2(W).

If χ is orthogonal α−OA and ∃ �0 ∈ W s.t �0 ⊥ χ�0 and α(�0,χ�0) ≥ 1, then it has a unique
fixed point in χ.

Proof. Let �0 ∈ W and we assume the orthogonal sequence {�j} follows from Theorem 1.
Then, for each j ∈ N, we obtain

D∗(�j−1, �j) = |X (�j−1,χ�j−1)−X (χ�j,χ2�j)|+X (�j−1, �j) + |X (�j,χ�j)

−X (χ�j−1,χ2�j−1)|
= |X (�j−1, �j)−X (�j+1, �j+2)|+X (�j−1, �j) + |X (�j, �j+1)−X (�j, �j+1)|
= |X (�j−1, �j)−X (�j+1, �j+2)|+X (�j−1, �j),

and

N(�j−1, �j) = min{X (�j−1,χ�j−1),X (�j,χ�j),X (�j−1,χ�j),X (�j,χ�j−1)

X (χ�j−1,χ2�j),X (χ�j,χ2�j−1)}
= min{X (�j−1, �j),X (�j, �j+1),X (�j−1, �j+1),X (�j, �j)

X (�j, �j+2),X (�j+1, �j+1)} = 0.

Taking Equation (9), by Equation (6), we obtain

X (�j+1, �j+2) = X (χ2�j−1,χ2�j) ≤ α(�j−1, �j)X (χ2�j−1,χ2�j)

≤ rD∗(�j−1, �j) + β.N(�j−1, �j)

= r.(X (�j−1, �j) + |X (�j−1, �j)−X (�j+1, �j+2)|). (16)

If we suppose that X (�j−1, �j) ≤ X (�j+1, �j+2), by Equation (16), we obtain

X (�j+1, �j+2) ≤ r(X (�j+1, �j+2)) < X (�j+1, �j+2),

this is a contradiction. If X (�j−1, �j) > X (�j+1, �j+2), then

X (�j+1, �j+2) ≤ r(2X (�j−1, �j))−X (�j+1, �j+2),

which turns into

X (�j+1, �j+2) ≤
2r

r+ 1
(2X (�j−1, �j)), for j ∈ N. (17)
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Denoting by p =
2r

r+ 1
< 1, ξ = max{X (�0, �1),X (�1, �2)}, respectively, and continuing

in the process, we have

X (�j+1, �j+2) ≤ pX (�j−1, �j)

≤ pX (�j−3, �j−2)

.

.

≤ p[
j
2 ] max{X (�0, �1),X (�1, �2)}

= p[
j
2 ]ξ.

Therefore,

X (�j+1, �j+2) ≤ p[
j
2 ]ξ for j ∈ N (18)

and

lim
j→∞

X (�j, �j+1) = 0. (19)

From Lemma 1, the orthogonal sequence {�j} is an orthogonal Cauchy sequence in orthog-
onal CbMS, so there exists κ s.t

lim
j→∞

X (�j, κ) = 0.

If we consider that (i) holds, we obtain χκ = κ.
Instead, if we use hypotheses (ii), we have χ2κ = κ and α(χκ, κ) ≥ 1. We apply the method
of reductio ad absurdum and suppose that χκ �= κ, so by Equation (6), we have

X (χκ, κ) = X (χ2(χκ),χ2κ) ≤ α(χκ, κ)X (χ2(χκ),χ2κ) ≤ rD∗(χκ, κ) + βN(χκ, κ)

= r(X (χκ, κ) + |X (χκ,χ2κ)−X (χκ,χ2κ)|+ |X (κ,χκ)−X (χ2κ,χ3κ)|)
= rX (χκ, κ) < X (χκ, κ),

which is a contradiction. Therefore, χκ = κ.

Now, we prove the unique fixed point, let π ∈ W be another fixed point of χ. Then,
we have χjπ = π, ∀ j ∈ N. Given our choice of κ in the proof of the first part, we obtain

κ ⊥ π or π ⊥ κ.

Since χ is orthogonal-preserving, we obtain

χjκ ⊥ χjπ

or

χjπ ⊥ χjκ, ∀ j ∈ N.

On the other hand, χ is an orthogonal α-almost Istrătescu contraction. Then, we obtain

X (κ,π) = X (χ2κ,χ2π)

≤ α(κ,π)X (χ2κ,χ2π)

≤ rD∗(κ,π) + βN(κ,π)

= rX (κ,π) < X (κ,π).

This is a contradiction, so that X (κ,π) = 0 then χ has a unique fixed point.
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Example 2. Let (W ,⊥,X ) be an orthogonal CbMS, where W = [0, ∞) and the mapping
X : W ×W → [0, ∞) is defined as X (�, ι) = (�− ι)2, for every �, ι ∈ W .
Consider the binary relation ⊥ on W by � ⊥ ι if �ι ≤ (� ∨ ι) where � ∨ ι = � or � ∨ ι = ι.

Let χ : W →W be an orthogonal continuous map, defined by

χ� =

⎧⎨
⎩−

�

2
, if � ∈ [−1, 0)

2�, if � ≥ 0.

Then,

χ2� =

{
−�, if � ∈ [−1, 0)
4�, if � ≥ 0.

In addition, let the map α : W ×W → [0, ∞),

α(�, ι) =

{
1, if �, ι ∈ [−1, 0)
0, otherwise.

Of course, χ is orthogonal α−OA and α(0,χ0) = α(χ0, 0) = α(0, 0) = 1.
If �, ι ∈ [−1, 0], then we obtain X (χ2�,χ2ι) = (�− ι)2 and

D∗(�, ι) = X (�, ι) + |X (�,χ�)−X (χι,χ2ι)|+ |X (ι,χι−X (χ�,χ2�))|
= (�− ι)2 + |(�+ �

2
)2 − (ι− ι

2
)2|+ |(ι+ ι

2
)2 − (�− �

2
)2|

= (�− ι)2 + |(3�
2
)2 − (

ι

2
)2|+ |(3ι

2
)2 − (

�

2
)2|

= (�− ι)2 +
∣∣∣9�2 − ι2

4

∣∣∣+ ∣∣∣9ι2 − �2

4

∣∣∣.
Thus, we can find r ∈ [0, 1) s.t

α(�, ι)X (χ2�,χ2ι) = (�− ι)2

≤ r

(
(�− ι)2 +

∣∣∣9�2 − ι2

4

∣∣∣+ ∣∣∣9ι2 − �2

4

∣∣∣
)

= rD∗(�, ι).

Otherwise, we obtain α(�, ι) = 0.
Clearly, χ is orthogonal continuous. Consequently, from Theorem 2, the map χ has a

fixed point.

4. Applications

4.1. Fractional Differential Equations

For a function s ∈ C[0, 1], the Riemann–Liouville fractional derivative of order δ >
0, j− 1 ≤ δ ≤ j ∈ N is given by

1
Γ(j− δ)

dj

dξ j

∫ ξ

0

s(π)dπ
(ξ − π)δ−j+1 = Dδs(ξ),
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Γ is the Euler gamma function, given that the right-hand side is defined point-wise on [0, 1],
where [δ] is the integer component of δ, Γ. Consider the fractional differential equation
as follows:

πDσs(ξ) +X (ξ, s(ξ)) = 0, 0 ≤ ξ ≤ 1, 0 ≤ σ ≤ 1;

s(0) = s(1) = 0, (20)

where X : [0, 1]×R → R is a continuous function and πDσ represents the Caputo fractional
derivative of order σ and is defined by

πDσ =
1

Γ(j− σ)

∫ ζ

0

sj(π)dπ
(ξ − π)σ−j+1 ,

where j− 1 ≤ σ ≤ j ∈ N, σ ∈ R. Let P ,S = (C[0, 1], [0, ∞)) be the set of all the continuous
functions defined on [0, 1] with [0, ∞). Consider ϕ : P × S → R+ to be defined by

ϕ(s, s′) = sup
ξ∈[0,1]

|s(ξ)− s′(ξ)|2

and Ω(s, s′) = 3 for all (s, s′) ∈ P × S . Then, (P ,S , ϕ) is a complete bipolar controlled
metric space.

Theorem 3. Assume the nonlinear fractional differential equation (20). Suppose that the following
conditions are satisfied:

1. ∃ ξ ∈ [0, 1],χ ∈ (0, 1) and (s, s′) ∈ P × S s.t

|X (ξ, s)−X (ξ, s′)| ≤ √
χ|s(ξ)− s′(ξ)|;

2.

sup
ξ∈[0,1]

∫ 1

0
|G(ξ,π)|2dπ ≤ 1.

Then, the Equation (20) has a unique solution in P ∪ S .

Proof. The given fractional differential equation (20) is equivalent to the succeeding inte-
gral equation with the orthogonal set (W ,⊥),

s(ξ) =
∫ 1

0
G(ξ,π)X (q, s(π))dπ, ∀ ξ,π ∈ W .

Take the orthogonal function G(ξ,π) with ξ ⊥ π,

G(ξ,π) =

⎧⎨
⎩

[ξ(1−π)]σ−1−(ξ−π)σ−1

Γ(σ) , 0 ≤ π ≤ ξ ≤ 1,
[ξ(1−π)]σ−1

Γ(σ) , 0 ≤ ξ ≤ π ≤ 1.

Define the covariant mapping 𝒯 : P ∪ S → P ∪ S and 𝒯 is orthogonal preserving. For
each ξ,π ∈ W with ξ ⊥ π as defined by

𝒯s(ξ) =
∫ 1

0
G(ξ,π)X (q, s(π))dπ.
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It is easy to note that if s∗ ∈ 𝒯 is a fixed point then s∗ is a solution of the problem (20).
Let s, s′ ∈ P × S with s ⊥ s′. Now,

|𝒯s(ξ)−𝒯s′(ξ)|2 =

∣∣∣∣
∫ 1

0
G(ξ,π)X (q, s(π))dπ −

∫ 1

o
G(ξ,π)X (q, s′(π))dπ

∣∣∣∣
2

≤
∫ 1

0
|G(ξ,π)|2dπ ·

∫ 1

0

∣∣∣∣X (q, s(π))−X (q, s′(π))
∣∣∣∣
2

dπ

≤ χ
∣∣s(ξ)− s′(ξ)

∣∣2.

Taking the supremum on both sides, we obtain

ϕ(𝒯s,𝒯s′) ≤ χϕ(s, s′).

Hence, all the hypotheses of Theorem 1 are verified, and consequently, the fractional
differential Equation (20) has a unique solution.

Example 3. The linear fractional differential equation is as follows:

πDσs(ξ) + s(ξ) =
2

Γ(3− σ)
ξ2−σ + ξ3, (21)

where πDσ represents the Caputo fractional derivative of order σ with the initial condition:
s(0) = 0, s′(0) = 0.

The exact solution of Equation (21) with σ = 1.9:

s(ξ) = ξ2.

Clearly, s(ξ) is an orthogonal continuous function on [0, 1]. In virtue of Equation (20), we can
write Equation (21) in the homotopy form;

Dσs(ξ) + ps(ξ)− 2
Γ(3− σ)

ξ2−σ − ξ3 = 0, (22)

the solution of Equation (21) is:

s(ξ) = s0(ξ) + ps1(ξ) + p2s2(ξ) + · · · . (23)

Substituting Equation (23) into (22) and collecting terms with the power of p, we obtain
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

p0 : Dσs0(ξ) = 0
p1 : Dσs1(ξ) = −s0(ξ) +X(ξ)

p2 : Dσs2(ξ) = −s1(ξ)

p3 : Dσs3(ξ) = −s2(ξ)
... .

(24)

Applying Ωσ and the inverse operation of Dσ, on both sides of Equation (24) and fractional integral
operation (Ωσ) of order σ > 0, we have
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s0(ξ) =
1

∑
i=0

si(0)
ξi

i!

= s(0)
ξ0

0!
+ s′(0)

ξ1

1!

s1(ξ) = −Ωσ
[
s0(ξ) + Ωσ[X(ξ)]

]
= ξ2 +

Γ(4)
Γ(4 + σ)

ξ3+σ,

s2(ξ) = −Ωσ
[
s1(ξ)

]
=

2
Γ(3 + σ)

ξ2+σ − 6
Γ(3 + 2σ)

ξ3+2σ,

s3(ξ) = −Ωσ
[
s2(ξ)

]
=

2
Γ(3 + 2σ)

ξ2+2σ − 6
Γ(3 + 3σ)

ξ3+3σ .

Hence, the solution of Equation (21) is

s(ξ) = s0(ξ) + s1(ξ) + s2(ξ) + · · · (25)

s(ξ) = ξ2 +
Γ(4)

Γ(4 + σ)
ξ(3+σ) − 2

Γ(3 + σ)
ξ(2+σ) − 6

Γ(4 + 2σ)
ξ(3+2σ) + · · · , (26)

when σ = 1.9

s(ξ) = ξ2 +
6

Γ(5.9)
ξ(4.9) − 2

Γ(4.9)
ξ(3.9) − 6

Γ(7.8)
ξ(6.8) + · · ·

= ξ2 − small terms

≈ ξ2.

Table 1 displays the numerical and exact results using the matrix approach method with σ = 1.9
and N = 51.

Table 1. The numerical and exact solution using the matrix approach method.

ξ s(ξ) sj(ξ) |s(ξ)− sj(ξ)|
0.00000 0.00000 0.00000 0.00000
0.10000 0.01000 0.00862 0.00138
0.20000 0.04000 0.03769 0.00231
0.30000 0.09000 0.08654 0.00346
0.40000 0.16000 0.15474 0.00526
0.50000 0.25000 0.24193 0.00807
0.60000 0.36000 0.34786 0.01214
0.70000 0.49000 0.47244 0.01756
0.80000 0.64000 0.61581 0.02419
0.90000 0.81000 0.77841 0.03159
1.00000 1.00000 0.96098 0.03902

Figure 1 compares both the numerical and exact solutions for the fractional differential
Equation (21). Moreover, Figure 2 shows the absolute error between the numerical and
exact solutions.
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Figure 1. The convergence between an approximate and exact solution with an interval difference of
0.1 for Example 3.

Figure 2. The absolute error with an interval difference of 0.1 for Example 3.

The exact and absolute solution is an equal value of 0 in this case. Therefore, the unique
solution to this problem is 0. Hence the unique fixed point at 0.

4.2. Application of Elzaki transformation

We prove the convolution of the Elzaki transform by a different method with Elzaki.

E(X � g) =
1
a

E(X)E(g)

for E(X) is the Elzaki transform of X. In general, we can find the solution by using the
Elzaki transform as follows:

Theorem 4. Let us consider the Volterra integral equation of the second kind as follows:

ι(�) = �(�) +
∫ �

a
K(�− t)ι(t)dt. (27)

It can be expressed as

ι(�) = E−1(𝒯(a)) = E−1( aX
a− K

)
,

where K is the kernel and E[ι(�)] = 𝒯(a).
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Proof. Let E[ι(�)] = 𝒯(a), E(r) = L and E(q) = T . If X(ι(�)) = r(�) is given, define the
orthogonal relation ⊥ on W by

r ⊥ q or q ⊥ r.

let us take both sides on the Elzaki transform; we have

𝒯(a) =
1
a

E(r)E(q) =
1
a
LT ,

for T is the transfer function. If we take the inverse Elzaki transform, we obtain

ι = 𝒯−1(a) = r � q = 𝒯−1(1
a
LT

)
, ∀ r ⊥ q,

for � is the standard notation of convolution.
Let us take the Elzaki transform on Equation (27). Then we obtain

𝒯(a) = X = E(ι � r) = X +
1
a
𝒯(a)K, ∀ ι ⊥ r,

forX = E(�) and for K = E(r) is orthogonal continuous. Organizing the equality, we obtain

𝒯(a) =
aX
a− K

,

for the kernel. Therefore, we obtain

ι(�) = E−1(𝒯(a)) = E−1( aX
a− K

)
.

Example 4. Let us consider the Volterra integral equation

ι(�)−
∫ �

0
tι(�− t)dt = 1. (28)

Solution. Writing

ι− � � ι = 1,

for ι ⊥ �, we obtain

𝒯(a)− 1
a

E(�)𝒯(a) = E(1),

for E[ι(�)] = 𝒯(a). From the table of the Elzaki transform Table A1 in Appendix A, we obtain

𝒯(a)− 1
a
a3𝒯(a) = a2.

Arranging the inequality, we obtain

𝒯(a) =
a2

1− a2 .

Taking the inverse Elzaki transform, we obtain

ι(�) = cos(h�),

for h is a hyperbolic function.
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It is a well-known fact that the first order ODE

dι
d�

= X(�, ι), ∀ � ⊥ ι,

with the condition ι(a) = ι0 is rewritten to

φ(�) = ι0 +
∫ �

a
X(�, φ(�))d�,

where X is orthogonal continuous and contains the point (a, ι0). Similarly, an initial value problem

ι′′ + A(�)ι′ + B(�)ι = 0

with the condition ι(a) = ι0, ι′(a) = ι1 is rewritten to the Volterra integral equation of the
second kind

ι(�) = X(�) +
∫ �

a
K(�, t)ι(t)dt, (29)

where K(�, t) = −A(t) + (t − �)(B(t) − A′(t)). Additionally, the above X(�) is orthogonal
continuous on [a, b] and the kernel K is orthogonal continuous on the triangular region R in the
�t-plane given by a ≤ t ≤ �, a ≤ � ≤ b. Then we know that (29) has a unique solution ι on [a, b].

Example 5. Solve the Volterra integral equation

ι(�) =
∫ �

0
ι(t) sin(�− t)dt = �.

Solution. The given equation can be written by

ι− ι � sin � = �,

for � ⊥ t, � ∈ [0, 1]. Let us write E[ι(�)] = 𝒯(a) and apply the convolution theorem. Then,
we obtain

𝒯(a)− 1
a
𝒯(a)

a3

1 + a2 = a3.

We obtain

𝒯(a) = a3(1 + a2)

= a3 + a5

As we scan a table of Elzaki transformations Table A1, we obtain

ι(�) = �+
�3

6
.

It is clear that ι(�) is orthogonal continuous on [0, 1]. Its shown in Figure 3 as follow:
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Figure 3. Graph of ι(�) with an interval difference of 0.1 for Example 5.

5. Conclusions

In this paper, we proved some fixed point theorems for an orthogonal Istrătescu
type contraction of maps in an orthogonal CbMS. Furthermore, we presented examples
that elaborated on the usability of our results. Meanwhile, we provided applications to
the existence of a solution for a fractional differential equation and second kind Volterra
integral equation through an Elzaki transform by using our main results.
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Appendix A

Table A1. Elzaki transform of some functions.

t χ(a)

1 a2

t a3

t3

6
a5

tj j!aj+2

ebt a2

1− ba
sin(bt) ba3

1 + b2a2
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Point Theorems on Orthogonal Branciari Metric Spaces with an Application. Symmetry 2022, 14, 2420. [CrossRef]

25. Miculescu, R.; Mihail, A. New fixed point theorems for set-valued contractions in b-metric spaces. J. Fixed Point Theory Appl. 2017,
19, 2153–2163. [CrossRef]

26. Popescu, O. Some new fixed point theorems for a α Geraghty-contraction type maps in metric spaces. Fixed Point Theory Appl.
2014, 2014, 190. [CrossRef]

27. Gordji, M.E.; Ramezani, M.; De La Sen, M.; Cho, Y.J. On orthogonal sets and Banach fixed point theorem. Fixed Point Theory 2017,
18, 569–578. [CrossRef]

28. Ramezani, M. Orthogonal metric space and convex contractions. Int. J. Nonlinear Anal. Appl. 2015, 6, 127–132.
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Abstract: Novel cyclic contractions of the Kannan and Chatterjea type are presented in this study.
With the aid of these brand-new contractions, new results for the existence and uniqueness of fixed
points in the setting of complete generalized metric space have been established. Importantly, the
results are generalizations and extensions of fixed point theorems by Chatterjea and Kannan and
their cyclical expansions that are found in the literature. Additionally, several of the existing results
on fixed points in generalized metric space will be generalized by the results presented in this work.
Interestingly, the findings have a variety of applications in engineering and sciences. Examples have
been given at the end to show the reliability of the demonstrated results.
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mapping
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1. Introduction

Over the years, a large number of researchers have attempted to generalize the usual
metric space concept, e.g., the studies in [1–3]. However, many of these generalizations
were refuted by other studies, e.g., [4–7], due to the fundamental flaws they contained. A
solid generalization known as G-metric space was introduced in 2006 [8], in an appropriate
structure, which corrected all of the shortcomings of earlier generalizations. The so-called
G-metric space, as introduced in [8], is given below.

Definition 1 ([8]). Let A be a nonempty set and let the mapping G : A×A×A → R+ satisfy

• G(ζ1, ζ2, ζ3) = 0 if ζ1 = ζ2 = ζ3,
• 0 < G(ζ1, ζ1, ζ2) whenever ζ1 �= ζ2, for all ζ1, ζ2 ∈ A,
• G(ζ1, ζ1, ζ2) ≤ G(ζ1, ζ2, ζ3) whenever ζ2 �= ζ3, for all ζ1, ζ2, ζ3 ∈ A,
• G(ζ1, ζ2, ζ3) = G(ζ1, ζ3, ζ2) = G(ζ2, ζ1, ζ3) = . . . ,
• G(ζ1, ζ2, ζ3) ≤ G(ζ1, ζ, ζ) + G(ζ, ζ2, ζ3), for all ζ1, ζ2, ζ3, ζ ∈ A.

Then, the mapping G is called a generalized metric and is denoted by the G-metric on A. In addition,
(A,G) is called a generalized metric space and is denoted by G-metric space.

In what follows, examples of the presented G-metric space are given.

Example 1 ([8]). Let (A, h) be any metric space and let the mappings Gr : A×A×A → R+

and Gt : A×A×A → R+ be defined as

Gr(ζ1, ζ2, ζ3) = h(ζ1, ζ2) + h(ζ2, ζ3) + h(ζ1, ζ3),
Gt(ζ1, ζ2, ζ3) = max{h(ζ1, ζ2), h(ζ2, ζ3), h(ζ1, ζ3)}, ∀ζ1, ζ2, ζ3 ∈ A.

Mathematics 2023, 11, 890. https://doi.org/10.3390/math11040890 https://www.mdpi.com/journal/mathematics100
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Then, (A,Gr) and (A,Gt) are generalized metric spaces.

Definition 2 ([8]). Let (A,G) be a generalized metric space and let {an} be a sequence of points
in A. Then,

• If lim
n,m→∞

G(a, an, am) = 0, i.e., for any ε > 0, ∃ an integer N ∈ N such that G(a, an, am) < ε,

for all n, m ≥ N, then the point a ∈ A is called the limit of the sequence {an}, and {an} is
said to be G-convergent to a;

• If lim
n,m,k→∞

G(an, am, ak) = 0, i.e., for any given ε > 0, ∃ an integer N ∈ N such that

G(an, am, ak) < ε, for all n, m, k ≥ N, then the sequence {an} is called G-Cauchy;
• The space (A,G) is said to be a complete G-metric space if every G-Cauchy sequence {an} in

A is G-convergent in A.

Proposition 1 ( [8]). Let (A,G) be a generalized metric, G-metric, space. Then, the sequence
{am} is G-convergent to a if and only if lim

m→∞
G(am, am, a) = 0 if and only if lim

m→∞
G(am, a, a) = 0

if and only if lim
m,n→∞

G(am, an, a) = 0.

Proposition 2 ( [8]). Let (A,G) be a generalized metric, G-metric, space. Then, the sequence
{am} is G-Cauchy in A if and only if lim

m,n→∞
G(am, an, an) = 0.

Recalling that a point a∗ is called a fixed point for a function f whenever f (a∗) = a∗,
impressively, several theorems on the existence and uniqueness of fixed points and other
conclusions were obtained in the aforementioned generalization of the usual metric space;
for instance, one can refer to the studies in [9–12] and references therein.

Interestingly, throughout the past years, there have also been various attempts to
expand and generalize Banach’s contraction mapping principle [13], which is a fundamental
concept that is applied to many problems in science and engineering. It needs to be affirmed
that one of the key findings in analysis is the fixed point theorem of Banach, which is
very well-known and has been applied in numerous mathematical areas. Kannan [14]
successfully extended the Banach contraction principle as described below.

Definition 3 ([14]). A mapping K : A → A, where (A, h) is a usual metric space, is called
Kannan contraction if ∃ υ ∈

[
0, 1

2

)
such that ∀ ζ1, ζ2 ∈ A, the inequality

h(Kζ1,Kζ2) ≤ υ[h(ζ1,Kζ1) + h(ζ2,Kζ2)],

holds.

Kannan was able to prove that if K is a Kannan contraction mapping, then it has a
unique fixed point provided A is complete. Another extension of Banach contraction was
introduced by Chatterjea [15] and is given below.

Definition 4 ([15]). A mapping K : A → A, where (A, h) is a usual metric space, is called a
Chatterjea contraction if ∃ υ ∈

[
0, 1

2

)
such that ∀ ζ1, ζ2 ∈ A, the inequality

h(Kζ1,Kζ2) ≤ υ[h(ζ1,Kζ2) + h(ζ2,Kζ1)],

holds.

Similar to Kannan, Chatterjea [15], using his new definition, managed to prove that
Chatterjea contraction mapping has a unique fixed point provided A is complete. Interest-
ingly, Zamfirescu [16] in 1972 presented a fixed point result that combines the contractions
of Chatterjea, Kannan, and Banach, which is stated below.
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Theorem 1 ([16]). Let (A, h) be a complete metric space and let K : A → A be a mapping
for which ∃ scalars υ1, υ2, and υ3 that satisfy 0 ≤ υ1 < 1, 0 ≤ υ2, υ3 < 1

2 , such that for any
ζ1, ζ2 ∈ A at least one of the following is satisfied.

• h(Kζ1,Kζ2) ≤ υ1h(ζ1, ζ2);
• h(Kζ1,Kζ2) ≤ υ2[h(ζ1,Kζ1) + h(ζ2,Kζ2)];
• h(Kζ1,Kζ2) ≤ υ3[h(ζ1,Kζ2) + h(ζ2,Kζ1)].

Then, K has a unique fixed point a∗. Moreover, the Picard iteration, {an}∞
n=0, which is given by

an+1 = Kan, n = 0, 1, 2, . . . converges to a∗ for any a0 ∈ A.

By taking into consideration non-empty closed subsets
{

Bj
}q

j=1 of a complete met-

ric space and a cyclical operator K :
q⋃

j=1
Bj →

q⋃
j=1

Bj, i.e., satisfies K
(

Bj
)
⊆ Bj+1∀j ∈

{1, 2, . . . , q}, the cyclical extensions for the above fixed point results were discovered later
by researchers. With the use of fixed point structure arguments, Rus gave a cyclical ex-
tension for Kannan’s result in his work [17], while Petric gave cyclical extensions for
Zamfirescu and Chatterjea results in [18].

Khan et al. [19] addressed the idea of a control function in light of altering distances
that led to a new class of fixed point problems. Numerous publications on metric fixed
point theory have employed altering distances, for instance, see [20–24] and references
therein.

Here, in this work, we consider the generalization of the usual metric space that was
introduced in [8] and present new extensions and generalizations of Banach, Kannan, and
Chatterjea contractions and their cyclical expansions. In addition, some of the fixed point
theorems that are found in the literature in the setting of G-metric spaces are generalized
here in this study. The presented results are obtained with the help of the continuous
function Θ : [0, ∞)3 → [0, ∞) that satisfies Θ(ζ1, ζ2, ζ3) = 0 if and only if ζ1 = ζ2 = ζ3 = 0,
and the altering distance function Π that is defined in the sequel. In the end, examples
have been given to show the reliability of the demonstrated results, and we conclude with
a section of conclusions.

Definition 5. Let Π : [0, ∞) → [0, ∞) be a function that is continuous, non-decreasing, and
satisfies Π(s) = 0 if and only if s = 0. Then, Π shall be called an altering distance function.

2. Main New Results in G-Metric Spaces

We start this section by presenting what shall be called a G-(Π−Θ)-cyclic Kannan
contraction and a G-(Π−Θ)-cyclic Chatterjea contraction. Then, we give our main work
and results.

Definition 6. Let K :
q⋃

j=1
Bj →

q⋃
j=1

Bj be a cyclical operator, where {Bi}q
j=1 are non-empty closed

subsets of a G-metric space (A,G). Then K is called a G-(Π−Θ)-cyclic Kannan contraction if
∃ scalars α,γ with 0 ≤ β < 1 and 0 < α+ β < 1, such that for any ζ1 ∈ Bj, ζ2, ζ3 ∈ Bj+1, j =
1, 2, . . . , q, we have

Π(G(Kζ1,Kζ2,Kζ3)) ≤ Π(αG(ζ1,Kζ1,Kζ1) + β(G(ζ2,Kζ2,Kζ2) + G(ζ3,Kζ3,Kζ3)))

−Θ(G(ζ1,Kζ1,Kζ1),G(ζ2,Kζ2,Kζ2),G(ζ3,Kζ3,Kζ3)),

where Π and Θ are the two functions given earlier.
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Definition 7. Consider the same assumptions given in Definition 6. Then, K is called a G-
(Π−Θ)-cyclic Chatterjea contraction if ∃ scalars α, β with 0 ≤ α ≤ 1

2 and 0 < α+ β < 1, such
that for any a ∈ Bj, b, c ∈ Bj+1, j = 1, 2, . . . , q, we have

Π(G(Ka,Kb,Kc)) ≤ Π(αG(a,Kb,Kc) + βG(b, c,Ka))
−Θ(G(a,Kb,Kc),G(b, c,Ka),G(c, b,Ka)),

where again, Π and Θ are the two functions given earlier.

Theorem 2. Let {Bi}q
j=1 be non-empty closed subsets of a complete G-metric space (A,G) and

K :
q⋃

j=1
Bj →

q⋃
j=1

Bj be a cyclical operator. Assume K satisfies at least one of the following

statements:

S1. ∃ real numbers α,γ with 0 ≤ γ < 1 and 0 < α+ γ < 1, such that for any a ∈ Bj, b ∈
Bj+1, j = 1, 2, . . . , q, we have

Π(G(Ka,Kb,Kb)) ≤ Π(αG(a,Ka,Ka) + γG(b,Kb,Kb))
−Θ(G(a,Ka,Ka),G(b,Kb,Kb),G(b,Kb,Kb)).

S2. ∃ real numbers α, δ with 0 ≤ α ≤ 1
2 and 0 < α+ δ < 1, such that for any a ∈ Bj, b ∈

Bj+1, j = 1, 2, . . . , q, we have

Π(G(Ka,Kb,Kb)) ≤ Π(αG(a,Kb,Kb) + δG(b, b,Ka))
−Θ(G(a,Kb,Kb),G(b, b,Ka),G(b, b,Kb)).

Then, K has a unique fixed point a∗ ∈
q⋂

j=1
Bj.

Proof. Consider the recursive sequence an+1 = Kan, n ≥ 0 with an arbitrary initial starting

value a0 ∈
q⋃

j=1
Bj. If ∃ a value n0 ∈ N such that an0+1 = an0 , then the existence of the fixed

point is achieved. Hence, we assume an+1 �= an, for all the values n = 0, 1, . . .. Due to this
assumption, one shall be sure that ∃ jn ∈ {1, . . . , q} such that an−1 ∈ Bjn and an ∈ Bjn+1 .
Now, let first K satisfy the first statement, i.e., S1. Then, we have

Π(G(an, an+1, an+1)) = Π(G(Kan−1,Kan,Kan))

≤ Π(αG(an−1,Kan−1,Kan−1) + γG(an,Kan,Kan))

− Θ(G(an−1,Kan−1,Kan−1),G(an,Kan,Kan),G(an,Kan,Kan))

= Π(αG(an−1, an, an) + γG(an, an+1, an+1))

− Θ(G(an−1, an, an),G(an, an+1, an+1),G(an, an+1, an+1))

≤ Π(αG(an−1, an, an) + γG(an, an+1, an+1)).

Due to the fact that Π is non-decreasing, one gets

G(an, an+1, an+1) ≤ αG(an−1, an, an) + γG(an, an+1, an+1),

which leads to

G(an, an+1, an+1) ≤ α

1− γ
G(an−1, an, an), ∀n. (1)

Since 0 < α+γ < 1, one gets G(an, an+1, an+1) is a non-increasing sequence of non-negative
real numbers. Therefore, ∃ l ≥ 0 such that

lim
n→∞

G(an, an+1, an+1) = l.
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Exploiting the continuity of the functions Π and Θ, one gets

Π(l) ≤ Π((α+ γ)l)−Θ(l, l, l)
≤ Π(r)−Θ(l, l, l),

which leads to Θ(l, l, l) = 0, and as a result, l = 0.
In the same way, if K satisfies the second statement, i.e., S2, then we get

Π(G(an, an+1, an+1)) = Π(G(Kan−1,Kan,Kan))

≤ Π(αG(an−1,Kan,Kan) + γG(an, an,Kan−1))

−Θ(G(an−1,Kan,Kan),G(an, an,Kan−1),G(an, an,Kan−1))

= Π(αG(an−1, an+1, an+1) + γG(an, an, an))

−Θ(G(an−1, an+1, an+1),G(an, an, an),G(an, an, an))

≤ Π(αG(an−1, an+1, an+1)).

Now, as Π is non-decreasing, one gets

G(an, an+1, an+1) ≤ αG(an−1, an+1, an+1). (2)

Using the rectangular inequality implies

G(an, an+1, an+1) ≤ αG(an−1, an+1, an+1)

≤ α[G(an−1, an, an) + G(an, an+1, an+1)],

which leads to

G(an, an+1, an+1) ≤ α

1− α
G(an−1, an, an). (3)

Due to the fact that 0 ≤ α ≤ 1
2 , we have {G(an, an+1, an+1)} is a non-increasing sequence of

non-negative real numbers. Therefore, ∃ l ≥ 0 such that

lim
n→∞

G(an, an+1, an+1) = l.

For the case α = 0, one clearly gets, l = 0, and, for 0 < α < 1
2 , one gets α

1−α < 1, and hence
by induction, one gets

G(an, an+1, an+1) ≤
(

α

1− α

)n
G(a0, a1, a1),

and therefore, l = 0.
Lastly, for α = 1

2 , from (2), one gets

G(an−1, an+1, an+1) ≥ 2G(an, an+1, an+1),

and therefore,
lim

n→∞
G(an−1, an+1, an+1) ≥ 2l;

however,
G(an−1, an+1, an+1) ≤ G(an−1, an, an) + G(an, an+1, an+1),

which leads, as n → ∞, to

lim
n→∞

G(an−1, an+1, an+1) ≤ 2l.
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Hence, lim
n→∞

G(an−1, an+1, an+1) = 2l.

Now, with the use of the continuity of the functions Π and Θ, and as α = 1
2 , one gets

Π(l) ≤ Π
(

1
2
· 2l

)
−Θ(2l, 0, 0)

= Π(l)−Θ(2l, 0, 0),

which leads to Θ(2l, 0, 0) = 0, and therefore, l = 0.
Next, we show that for every ε > 0, ∃ n ∈ N such that if r, s ≥ n with r − s ≡ 1(m), then
G(ar, as, as) < ε which is needed in order to prove that {an} is indeed a G-Cauchy sequence
in A.
We use the proof by contradiction, and hence we assume that ∃ ε > 0 such that for any
n ∈ N, we can find rn > sn ≥ n with rn − sn ≡ 1(m) that satisfy G(arn , asn , asn) ≥ ε.
Taking n > 2m, one then can choose rn corresponding to sn ≥ n in such a way that it is
the smallest integer with rn > sn satisfying rn − sn ≡ 1(m) and G(arn , asn , asn) ≥ ε. Hence,
G(asn , asn , arn−m) < ε.
Applying the rectangular inequality, one gets

ε ≤ G(arn , asn , asn) ≤ G
(
arn−1 , asn , asn

)
+ G

(
arn−1 , arn−1 , arn

)
≤ G

(
arn−2 , asn , asn

)
+ G

(
arn−2 , arn−2 , arn−1

)
+ G(arn−1 , arn−1 , arn)

...

≤ G(asn , asn , arn−m) +
m

∑
j=1

G
(

arn−j , arn−j , arn−j+1

)

< ε+
m

∑
j=1

G
(

arn−j , arn−j , arn−j+1

)
.

Taking the limit as n goes to infinity, and considering

lim
n→∞

G(an, an+1, an+1) = 0,

lead to
ε ≤ lim

n→∞
G(arn , asn , asn) < ε+ 0 = ε,

and hence, lim
n→∞

G(arn , asn , asn) = ε.

Using the rectangle inequality implies

G(asn , asn , arn) ≤ G(arn , arn+1 , arn+1) + G(arn+1 , asn , asn)

≤ G(arn , arn+1 , arn+1) + G(arn+1 , asn+1 , asn+1) + G(asn+1 , asn , asn)

≤ G(arn , arn+1 , arn+1) + G(arn+1 , asn+1 , asn+1) + G(asn , asn+1 , asn+1)

+G(asn+1 , asn+1 , asn).

Additionally,

G(arn+1 , asn+1 , asn+1) ≤ G(arn+1 , asn , asn) + G(asn , asn+1 , asn+1)

≤ G(arn+1 , arn , arn) + G(arn , asn , arn) + G(asn , asn+1 , asn+1)

≤ G(arn , arn+1 , arn+1) + G(arn+1 , arn+1 , arn) + G(arn , asn , asn)

+G(asn , asn+1 , asn+1).

Letting n go to infinity and considering lim
n→∞

G(an, an+1, an+1) = 0 implies

ε ≤ lim
n→∞

G
(
arn+1 , asn+1 , asn+1

)
≤ ε, which leads to lim

n→∞
G
(
arn+1 , asn+1 , asn+1

)
= ε.

105



Mathematics 2023, 11, 890

Now, let K satisfy the first statement. Then, since arn and asn are in distinct consecutively
labeled sets Bj and Bj+1, for a particular 1 ≤ j ≤ m, one gets

Π
(
G
(
asn+1 , asn+1 , arn+1

))
= Π(G(Kasn ,Kasn ,Karn))

≤ Π(αG(asn ,Kasn ,Kasn) + γG(arn ,Karn ,Karn))

− Θ(G(arn ,Karn ,Karn),G(asn ,Kasn ,Kasn),G(asn ,Kasn ,Kasn)).

Taking the limit as n goes to infinity in the last inequality, one obtains

Π(ε) ≤ Π(0)−Θ(0, 0, 0) = 0.

Hence, ε = 0 which leads to a contradiction.
Similarly, if K satisfies the second statement, then one gets

Π
(
G
(
asn+1 , asn+1 , arn+1

))
= Π(G(Kasn ,Kasn ,Karn))

≤ Π(αG(arn ,Kasn ,Kasn) + γG(asn , asn ,Karn))

−Θ(G(arn ,Kasn ,Kasn),G(asn , asn ,Karn),G(asn , asn ,Karn)).

Again, taking the limit as n goes to infinity in the last inequality, one gets

Π(ε) ≤ Π((α+ γ)ε)−Θ(ε, ε, ε).

Since 0 < α + γ < 1, we get Θ(ε, ε, ε) = 0, and therefore, ε = 0, which is again a
contradiction.
As a consequence, one can find for ε > 0, an integer n0 ∈ N such that if r, s > n0 with
r − s = 1(m), then G(ar, as, as) < ε.
Using the fact that lim

n→∞
G(an, an+1, an+1) = 0, one can find an integer n1 ∈ N such that

G(an, an+1, an+1) ≤
ε

m
, for n > n1.

In addition, for some integers p, q > max{n0, n1} and q > p, ∃ � ∈ {1, 2, . . . , m} such that
q− p = �(m). Hence, q− p + i = 1(m) for i = m− �+ 1. Therefore, one gets

G(ap, ap, aq) ≤ G(ap, ap, aq+i) + G(aq+i, aq+i, aq+i−1) + . . . + G(aq+1, aq+1, aq),

which leads to

G(ap, ap, aq) ≤ ε+
ε

m

m

∑
i=1

1 = 2ε.

Hence, {an} is a G-Cauchy sequence in
q⋃

j=1
Bj, and consequently converges to some a∗ ∈

q⋃
j=1

Bj. However, in view of the cyclical condition, the sequence {an} has an infinite number

of terms in each Bj, for j = 1, 2, . . . , q. Therefore, a∗ ∈
q⋂

j=1
Bj.

In order to show that a∗ is a fixed point of K, we assume a∗ ∈ Bj, and Ka∗ ∈ Bj+1, and
we consider a sub-sequence an�

of {an} where an�
∈ Bj−1. Now, if K satisfies the first

statement, then

Π
(
G
(
an�+1 ,Ka∗,Ka∗

))
= Π(G(Kan�

,Ka∗,Ka∗))
≤ Π(αG(an�

,Kan�
,Kan�

) + γG(a∗,Ka∗,Ka∗))
−Θ(G(an�

,Kan�
,Kan�

),G(a∗,Ka∗,Ka∗),G(a∗,Ka∗,Ka∗))
≤ Π(αG(an�

,Kan�
,Kan�

) + γG(a∗,Ka∗,Ka∗)).
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Taking the limit as � goes to infinity, one gets

Π(G(a∗,Ka∗,Ka∗)) ≤ Π(αG(a∗, a∗, a∗) + γG(a∗,Ka∗,Ka∗)).

Knowing that the function Π is non-decreasing, one gets

G(a∗,Ka∗,Ka∗) ≤ γG(a∗,Ka∗,Ka∗).

Now, using 0 ≤ γ < 1, one gets G(a∗,Ka∗,Ka∗) = 0, and therefore, a∗ = Ka∗.
In a similar way, if K satisfies the second statement, then

Π
(
G
(
an�+1 ,Ka∗,Ka∗

))
= Π(G(Kan�

,Ka∗,Ka∗))
≤ Π(αG(an�

,Ka∗,Ka∗) + γG(a∗, a∗,Kan�
))

−Θ(G(an�
,Ka∗,Ka∗),G(a∗, a∗,Kan�

),G(a∗, a∗,Kan�
))

≤ Π(αG(an�
,Ka∗,Ka∗) + γG(a∗, a∗,Kan�

)).

Taking again the limit as � goes to infinity, one gets

Π(G(a∗,Ka∗,Ka∗)) ≤ Π(αG(a∗,Ka∗,Ka∗) + γG(a∗, a∗, a∗)).

Again, exploiting that the function Π is non-decreasing, one obtains

G(a∗,Ka∗,Ka∗) ≤ αG(a∗,Ka∗,Ka∗).

Now, since 0 ≤ α ≤ 1
2 , one gets G(a∗,Ka∗,Ka∗) = 0, and therefore, a∗ = Ka∗.

Theorem 3. Let
{

Bj
}q

j=1 be non-empty closed subsets of a complete G-metric space (A,G) and

K :
q⋃

j=1
Bj →

q⋃
j=1

Bj be a cyclical operator. Further, assume K is either a G-(Π−Θ)-cyclic Kannan

contraction, Definition 6, or a G-(Π−Θ)-cyclic Chatterjea contraction, Definition 7. Then, K has

a unique fixed point a∗ ∈
q⋂

j=1
Bj.

Proof. Taking ζ3 = ζ2 in Definition 6 and c = b in Definition 7, the proof follows directly
from the proof of Theorem 2 with γ = 2β for the first statement and δ = β for the second
statement.

3. Applications and Examples

In this section, applications of the results are given in order to show the reliability of
the demonstrated results.

Example 2. Consider the complete G-metric space, (A,G) and the mapping K : A → A that is

a cyclical operator, where A =
n⋃

j=1
Bj and {Bj}n

j=1 are non-empty closed subsets of (A,G). If, for

any ζ1 ∈ Bj, ζ2 ∈ Bj+1, j = 1, 2, . . . , n, with Bn+1 = B1, at least one of the following holds:

∫ G(Kζ1,Kζ2,Kζ2)

0
ω(u) du ≤

∫ αG(ζ1,Kζ1,Kζ1)+γG(ζ2,Kζ2,Kζ2)

0
ω(u) du,

or ∫ G(Kζ1,Kζ2,Kζ2)

0
ω(u) du ≤

∫ αG(ζ1,Kζ2,Kζ2)+γG(Kζ1,ζ2,ζ2)

0
ω(u) du,

where ω : [0, ∞) → [0, ∞) is a Lebesgue integrable mapping that satisfies
∫ u

0 ω(τ) dτ > 0, for

u > 0, then K has a unique fixed point a∗ ∈
n⋂

j=1
Bj.
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This is a straightforward conclusion that one can easily obtain. To that end, let Π : [0, ∞) → [0, ∞)
be defined as Π(u) =

∫ u
0 ω(τ) dτ > 0. Then, Π is an altering distance function, and by choosing

Θ(ζ1, ζ2, ζ3) = 0, one gets the result.

Example 3. Let G(ζ1, ζ2, ζ3) = |ζ1 − ζ2| + |ζ2 − ζ3| + |ζ1 − ζ3| and A = [−1, 1] ⊆ R.
Moreover, consider the mapping K : [−1, 0] ∪ [0, 1] → [−1, 0] ∪ [0, 1] which is defined by

K(t) =

⎧⎪⎨
⎪⎩

− 1
3 te−

1
|t| , t ∈ [−1, 0),

0, t = 0,

− 1
2 te−

1
|t| , t ∈ (0, 1].

By taking Θ(s, t, u) = 0, Π(s) = s, and a ∈ [0, 1], b ∈ [−1, 0], one obtains

G(Kζ1,Kζ2,Kζ2) = |Kζ1 −Kζ2|+ |Kζ1 −Kζ2|+ |Kζ2 −Kζ2|
= |Kζ1 −Kζ2|+ |Kζ1 −Kζ2|

=

∣∣∣∣−1
2
ζ1e

− 1
|ζ1 | +

1
3
ζ2e

− 1
|ζ2 |
∣∣∣∣+

∣∣∣∣−1
2
ζ1e

− 1
|ζ1 | +

1
3
ζ2e

− 1
|ζ2 |
∣∣∣∣

≤ 1
2
|ζ1|+

1
3
|ζ2|+

1
2
|ζ1|+

1
3
|ζ2|

≤ 1
2

∣∣∣∣ζ1 +
1
2
ζ1e

− 1
|ζ1 |
∣∣∣∣+ 1

3

∣∣∣∣ζ2 +
1
3
ζ2e

− 1
|ζ2 |
∣∣∣∣+ 1

2

∣∣∣∣ζ1 +
1
2
ζ1e

− 1
|ζ1 |
∣∣∣∣

+
1
3

∣∣∣∣ζ2 +
1
3
ζ2e

− 1
|ζζ2

|
∣∣∣∣

=
1
2
|Kζ1 − ζ1|+

1
3
|Kζ2 − ζ2|+

1
2
|Kζ1 − ζ1|+

1
3
|Kζ2 − ζ2|

=
1
2
(|Kζ1 − ζ1|+ |Kζ1 − ζ1|) +

1
3
(|Kζ2 − ζ2|+ |Kζ2 − ζ2|)

=
1
2
G(ζ1,Kζ1,Kζ1) +

1
3
G(ζ2,Kζ2,Kζ2),

and hence, K has a unique fixed point in the intersection of [−1, 0] and [0, 1] which is a∗ equals zero.

4. Conclusions

New results on the existence and uniqueness of fixed points in the context of complete
generalized metric space have been proved using the novel cyclic contractions of Kannan
and Chatterjea type that have been introduced in this study. Importantly, the findings are
expansions and generalizations of existing fixed point theorems by Kannan and Chatterjea
and their cyclical extensions. Moreover, the results given in this paper will also extend
number of previous results on fixed points in generalized metric spaces.
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Abstract: The main and the most important objective of this paper is to nominate some new versions
of several well-known results about fixed-point theorems such as Caristi’s theorem, Pant et al.’s theorem
and Karapınar et al.’s theorem in the case of b-metric spaces. We use a new technique provided by
Miculescu and Mihail in order to prove our theorems. Some illustrative applications and examples
are given to strengthen our new findings and the main results.
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1. Introduction and Preliminaries

Banach’s theorem for fixed point theory is known to be a very useful tool in nonlinear
analysis. The Banach result has been generalized in various ways and many applications
have been presented. In the past thirty years, a lot of results have been obtained on fixed
points of different classes of mappings defined on generalized metric spaces, for example,
see [1–27] and references therein. Note that iterative methods and contraction mapping
plays a key role in metric fixed-point theory. In addition, fractals can be generated via
contraction mappings (Hutchinson’s iterated function system) [28]. Some of the topics
include b-metric space and the corresponding results about fixed point. Bakhtin [3] and
Czerwik [6] introduced the notion about b-metric space and proved the number of fixed-
point theorems in both single-valued and multi-valued mappings upon b-metric spaces.

Throughout this manuscript, we use the terms fixed point (FP), metric space (MS),
b-metric space (bMS), and complete b-metric space (CbMS).

First, we look back on some background definitions, notations, and results in the bMS
setting.

Definition 1. Suppose s ≥ 1 and Υ is a nonempty set. A function D : Υ × Υ −→ [0,+∞)
denotes a b-metric if x, y, z ∈ Υ are valid:

(1) D(x, y) = 0 if and only if x = y;
(2) D(x, y) = D(y, x);
(3) D(x, z) ≤ s[D(x, y) +D(y, z)].

A triplet (Υ,D, s) is a bMS.

For bMS, the examples are the spaces lp(R) and Lp[0, 1], p ∈ (0, 1).
Recall that the convergence in bMS is defined as in metric spaces as follows.

Mathematics 2023, 11, 1118. https://doi.org/10.3390/math11051118 https://www.mdpi.com/journal/mathematics110
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Definition 2. Suppose (Υ,D, s) is a bMS, x ∈ Υ and {xn} is a sequence in Υ.
(a) {xn} is convergent in (Υ,D, s) and converges to x, if for each ε > 0 there exists nε ∈ N where
D(xn, x) < ε for all n > nε, we denote this as lim

n→∞
xn = x or xn → x where n → ∞.

(b) {xn} is the Cauchy sequence in (Υ,D, s), if for each ε > 0 there exists nε ∈ N such that
D(xn, xm) < ε for all n, m > nε.
(c) (Υ,D, s) is a CbMS if every Cauchy sequence in Υ converges to some x ∈ Υ.

Next, the lemma for Miculescu and Mihail is a crucial result for achieving our aims.

Lemma 1 (([19], Lemma 2.6)). Suppose (Υ,D, s) is a bMS and {xn} is a sequence in Υ. If there

exists α > log2 s where the series
+∞
∑

n=1
nαD(xn, xn+1) converges, then the sequence {xn} is Cauchy.

Remark 1. If α ≥ log2 s, then Lemma 1 is not valid. Let Υ = R,D(x, y) = (x − y)2, xn =
n
∑

k=2

1
k ln k , n = 2, 3, · · · . Then, s = 2 and

+∞

∑
n=2

nD(xn, xn+1) =
+∞

∑
n=2

n
(n + 1)2 ln2(n + 1)

≤
+∞

∑
n=2

1
(n + 1) ln2(n + 1)

.

Therefore,
+∞
∑

n=2
nD(xn, xn+1) converges but this sequence {xn} is not Cauchy (using the integral

criterion for series convergence, we see that
+∞
∑

k=2

1
k lnp k converges for p > 1 and diverges for p ≤ 1).

The next two results are the consequences of Lemma 1.

Lemma 2 (([18], Lemma 2.2)). Suppose (Υ,D, s) is a bMS and {xn} is a sequence in Υ. If there
exists k ∈ (0, 1) such that

D(xn+1, xn+2) ≤ kD(xn, xn+1), (1)

for all n ∈ N, this leads to the sequence {xn} being Cauchy.

Lemma 3 (([19], Corollary 2.8)). Suppose (Υ,D, s) is a bMS and {xn} is a sequence in Υ. If
there exists h > 1 where the series

+∞

∑
n=1

hnD(xn, xn+1) (2)

converges, then the sequence {xn} is Cauchy.

Remark 2. Note that if condition (2) is replaced by

+∞

∑
n=1

h(s−1)nD(xn, xn+1), (3)

then in this case, we get the appropriate condition for MS as well.

In [4], Caristi presented the next theorem.
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Theorem 1 ([4]). Suppose (Υ,D) is a CMS, T : Υ −→ Υ is a mapping such that

D(x, T x) ≤ ϕ(x)− ϕ(T x), (4)

for all x ∈ Υ, where ϕ : Υ −→ [0,+∞) is a lower semicontinuous mapping. This leads to T
having FP.

Dung and Hang [8] showed that Caristi’s theorem does not fully extend to bMS. It is
a negative answer to the latter Kirk-Shahzad’s question ([17], Remark 12.6). One year later,
Miculescu and Mihail [19] obtained the version of Caristi’s theorem in bMS. One of the
aims of the current work is to improve the mentioned result ([19], Theorem 3.1). Khojasteh
et al. [16] gave a light version of Caristi’s theorem as follows.

Theorem 2. ([16], Corollary 2.1) Let (Υ,D) be a CMS. Assume that T : Υ −→ Υ and
ψ : Υ × Υ → [0,+∞) are mappings such that x �→ ψ(x, y) is lower semicontinuous for each
y ∈ Υ. If

D(x, y) ≤ ψ(x, y)− ψ(T x, T y), (5)

for all x, y ∈ Υ, then T has a unique FP.

The second objective of this paper is to present an alternative of the above theorem in
bMS (Theorem 5).

Remark 3. Note that in [16], The partial answers were given by Khojasteh et al. to Reich, Mi-
zoguchi and Takahashi’s and Amini-Harandi’s conjectures by using a light version of Caristi’s FP
theorem. In addition, they have shown that some known FP theorems can be obtained from the
previously mentioned theorem.

Definition 3. Let (Υ,D) be an MS and T : Υ −→ Υ be a mapping.

(i) (See [7]) The set O(x, T ) = {T nx : n = 0, 1, 2, . . .} is called the orbit of T at x. A map T is
said to be orbitally continuous if u ∈ Υ and such that u = lim

i→+∞
T ni x for some x ∈ Υ, then

T u = lim
i→+∞

T T ni x, where {ni} is a subsequence of the sequence {n};

(ii) (See [27]) A mapping T is called weakly orbitally continuous if the set {y ∈ Υ : lim
i→+∞

T niy =

u implies lim
i→+∞

T T niy = T u} is nonempty, whenever the set {x ∈ Υ : lim
i→+∞

T ni x = u}
is nonempty;

(iii) (See [26]) A mapping T is called k-continuous, k = 1, 2, 3, . . . if lim
n→+∞

T kx = T u whenever

{xn} is a sequence in Υ such that lim
n→+∞

T k−1xn = u.

Here, we recall the next theorem of Pant et al. [25].

Theorem 3. ([25], Theorem 2.1) Let (Υ,D) be the CMS and the mappings T : Υ −→ Υ,
ϕ : Υ → [0,+∞). If

D(T x, T y) ≤ ϕ(x)− ϕ(T x) + ϕ(y)− ϕ(T y). (6)

for all x, y ∈ Υ, then T has a unique fixed point, under one of the following conditions:

(i) T is weakly orbitally continuous;
(ii) T is orbitally continuous;
(iii) T is k-continuous.

Remark 4. Note that from condition (6), we obtain

ϕ(T x) ≤ ϕ(x). (7)
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for all x ∈ Υ.

The third goal of this paper is to bring a new version of Theorem 3 in bMS.

Remark 5. Pant et al. [25] have shown that Theorem 3 contains results of Banach, Kannan, Chat-
terjea, Ćirić and Suzuki on fixed points as particular cases. In addition, Theorem 3 is independent of
the result of Caristi on fixed point. Note that, Theorem 3 is a new solution to the Rhoades problem
about discontinuity at the FP.

The main and the most important objective of this paper is to nominate some new
versions of several well-known results about FP such as Caristi’s theorem, Pant et al.’s
theorem and Karapınar et al.’s theorem in the case of bMS. We use a new technique given by
Miculescu and Mihail in [19] in order to prove our theorems. Some illustrative applications
and examples are given to strengthen our new findings and the main results.

2. Main Results

In this part, we indicate the various known fixed-point theorems in b-metric space
settings.

2.1. A New Version of the Theorem by Caristi

In this subsection, we afford a new version of Caristi’s theorem in bMS. The terms
orbit, orbitally continuous, weakly orbitally continuous and k-continuous in bMS are
introduced analogously to metric space, see Definition 3.

Lemma 4. Let (Υ,D, s) be a bCMS and T : Υ −→ Υ be weakly orbitally continuous mapping. If
there exist u ∈ Υ and x0 ∈ Υ such that u = lim

n→+∞
T nx0, then u = T u.

Proof. Let u = lim
n→+∞

T nx0. Then, u = lim
n→+∞

T T nx0. The weak orbital continuity of T
leads to lim

n→+∞
T nx0 = u = lim

n→+∞
T T nx0 = Tu. So, u = T u.

Theorem 4. Let (Υ,D, s) be a bCMS and T : Υ −→ Υ be weakly orbitally continuous mapping
such that

D(x, T x) ≤ ϕ(x)− hs−1ϕ(T rx), (8)

for all x ∈ Υ, where r ∈ N and h > 1 and ϕ : Υ → [0,+∞). Then, T has at least an FP.

Proof. Let x0 ∈ and xn = T nx0, n ∈ N. Put λ = h
s−1

r . From (8), we have

D(x0, x1) ≤ ϕ(x0)− λrϕ(xr)

λD(x1, x2) ≤ λϕ(x1)− λr+1ϕ(xr+1)

...

λrD(xr, xr+1) ≤ λrϕ(xr)− λ2rϕ(x2r)

...

λnD(xn, xn+1) ≤ λnϕ(xn)− λn+rϕ(xn+r).

The previous inequalities necessitate that

n

∑
k=0

λkD(xk, xk+1) ≤ ϕ(x0) + λϕ(x1) + · · ·+ λr−1ϕ(xr−1)

− (λr+1ϕ(xr+1) + λr+2ϕ(xr+2) + · · ·+ λr+nϕ(xr+n)

≤ ϕ(x0) + λϕ(x1) + · · ·+ λr−1ϕ(xr−1).

113



Mathematics 2023, 11, 1118

We now conclude from Lemma 3 that {T nx0} is Cauchy. Since Υ is complete, this means
there is u ∈ Υ where u = lim

n→+∞
T nx0. Therefore, we find that u is an FP of the mapping T

by Lemma 4.

Remark 6. One should remember that by putting r = 1 in Theorem 4, we obtain Theorem 3.1.
from [19]. Moreover, by setting r = 1 and s = 1, we reach the classical Caristi theorem in MS
(refer also to [27], Theorem 2.10).

Example 1. Let Υ = [0, 1] and the functions T : Υ −→ Υ, ϕ : Υ −→ [0,+∞) and D :
Υ × Υ −→ [0,+∞) defined by T x = x2, ϕ(x) =

√
x, D(x, y) = |x − y|. Then, (Υ,D) is a

metric space and we have

D(x, T x) = |x− x2| = (
√

x− x)(
√

x + x) ≥ 2x(
√

x− x) >
√

x− x = ϕ(x)− ϕ(T x),

for all x ∈ ( 1
2 , 1]. Therefore, condition (4) is not fulfilled and we cannot apply Theorem 1. On the

other hand, by putting r = 2, s = 1 in Theorem 4, we arrive at

ϕ(x)− ϕ(T 2x) =
√

x− x2 ≥ x− x2 = D(x, T x).

2.2. Light Version of Caristi’s Theorem

Another version from Caristi’s theorem in bMS, namely, the light version of Caristi’s
theorem, is the goal of this subsection.

Theorem 5. Let (Υ,D, s) be a CbMS and T : Υ −→ Υ, ψ : Υ× Υ → [0,+∞) be mappings and
T weakly orbitally continuous mapping. If

D(x, y) ≤ ψ(x, y)− hs−1ψ(T rx, T ry), (9)

for every x, y ∈ Υ, where r ∈ N and h > 1, then T has a unique FP.

Proof. Suppose y = Tx and ϕ(x) = ψ(x, T x), for all x ∈ Υ. It follows from Theorem 4 that
T has a FP u ∈ Υ. If T v = v where v ∈ Υ, then from (9), we attain

D(u, v) ≤ ψ(u, v)− hs−1ψ(u, v) ≤ 0,

which shows that u = v.

Example 2. Let Υ = R, D : Υ × Υ −→ [0,+∞) be a b-metric on Υ, defined by D(x, y) =
|x − y|2. T : Υ −→ Υ is a weakly orbitally continuous contraction defined by T x = x

2 and
ψ : Υ × Υ −→ [0,+∞) defined by ψ(x, y) = 2|x − y|2. Then (Υ,D) is a CbMS when s = 2.
Next, let us consider h = 2 and r ∈ N. Then, we have

ψ(x, y)− hs−1ψ(T rx, T ry) = |x− y|2(2− 1
22(r−1)

) ≥ D(x, y).

Therefore, the conditions of Theorem 5 are fulfilled.

Remark 7. Note that for the case s = 1 and r = 1 from Theorem 5, we obtain the results from
Khojasteh et al. [16].

2.3. On the Result of Pant et al. [25]

In this part, we will introduce the next theorem, as a version of Theorem 3 from [25].
We will not state the proof because it has the same proof as Theorem 4.
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Theorem 6. Let (Υ,D, s) be a CbMS. Let T : Υ −→ Υ and ψ : Υ×Υ −→ [0,+∞) be mappings.
If

D(T x, T y) ≤ ψ(x, y)− hs−1ψ(T x, T y). (10)

for all x, y ∈ Υ, where h > 1, this implies T has a unique FP, under one of the following conditions:

(i) T is weakly orbitally continuous;
(ii) T is orbitally continuous;
(iii) T is k-continuous.

Here, we present a concrete example for the above Theorem, and we show that the
conditions for Theorem 6 are satisfied.

Example 3. Let Υ = [0, 1] and D : Υ × Υ −→ [0,+∞) be a b-metric on Υ, defined by
D(x, y) = |x− y|2, T : Υ −→ Υ is a contraction, defined by T x = x

3 , ψ : Υ × Υ −→ [0,+∞)

is a function defined by ψ(x, y) = (x+y)2

2 . Obviously, (X ,D, 2) is a complete b-metric space. Let
h = 2. We obtain

(T x, T y) = |T x− T y|2 =
|x− y|2

9
.

On the other side,

ψ(x, y)− hs−1ψ(T x, T y) =
7(x + y)2

18
.

When

|x− y|2
9

≤ 7(x + y)2

18
,

for all x, y ∈ [0, 1], we deduce that the conditions for Theorem 6 are met.

From Theorem 6, we realize following corollary.

Corollary 1. Let (Υ,D, s) be a complete b-metric space and T : Υ −→ Υ, and let ϕi : Υ →
[0,+∞), i = 1, 2 be mappings such that T is weakly orbitally continuous. If

D(T x, T y) ≤ ϕ1(x)− hs−1ϕ1(T x) + ϕ2(y)− hs−1ϕ2(T y). (11)

for each x, y ∈ Υ, such that h > 1, then T has a unique FP.

Proof. Putting ψ(x, y) = ϕ1(x) + ϕ2(y), x, y ∈ Υ in Theorem 6, we obtain the proof.

Remark 8. If ϕ1 = ϕ2 and s = 1 from Corollary 1, we obtain Theorem 3.

2.4. On the Result of Karapınar et al. [15]

We first modify Theorem 1 given by Karapınar et al. [15] in the bMS setting as follows.

Theorem 7. Let (Υ,D, s) be a complete bMS, T , I : Υ −→ Υ, and let ψ : Υ × Υ −→ R be
mappings such that:

(a) inf
x,y∈X

ψ(x, y) > −∞;

(b) T (Ix) = I(T x), for all x ∈ Υ;
(c) the range of I contains the range of T ;
(d) I is continuous;
(e)

D(Ix, T x) > 0 implies d(T x, T y) ≤ (ψ(Ix, Iy)− ψ(T x, T y))D(Ix, Iy), (12)

for all x, y ∈ Υ.
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Then, T and I have a coincidence point, which means there exists u ∈ Υ where T u = Iu.

Proof. Let x0 ∈ Υ. Since T x0 ∈ I(Υ), there is an x1 ∈ Υ such that Ix1 = T x0. Similarly,
for any given xn ∈ Υ, there is xn+1 ∈ Υ such that Ixn+1 = T xn. If D(Ixn, T xn) = 0 for
some n ∈ N, then xn is a coincidence point. Suppose that

D(Ixn, T xn) > 0, (13)

for each n ∈ N. From (12), we obtain

D(T xn+1, T xn) ≤ (ψ(Ixn+1, Ixn)− ψ(T xn+1, T xn))D(Ixn+1, Ixn)

= (ψ(Ixn+1, Ixn)− ψ(Ixn+2, Ixn+1))D(Ixn+1, Ixn).

Hence,

D(Ixn+2, Ixn+1) ≤ (ψ(Ixn+1, Ixn)− ψ(Ixn+2, Ixn+1))D(Ixn+1, Ixn), (14)

for all n ∈ N. Recalling condition (13), from (14) we have

D(Ixn+2, Ixn+1)

D(Ixn+1, Ixn)
≤ ψ(Ixn+1, Ixn)− ψ(Ixn+2, Ixn+1), (15)

for each n ∈ N. From inequality (15) and condition (a), we obtain

n

∑
j=1

D(Ixj+2, Ixj+1)

D(Ixj+1, Ixj)
< +∞. (16)

Therefore, the series
+∞
∑

j=1

D(Ixj+2,Ixj+1)

D(Ixj+1,Ixj)
converges and

lim
j→+∞

D(Ixj+2, Ixj+1)

D(Ixj+1, Ixj)
= 0. (17)

From (17), we conclude that for k ∈ (0, 1), there exists n0 ∈ N where

D(Ixj+2, Ixj+1) ≤ kD(Ixj+1, Ixj), (18)

for all j ≥ n0. Now, by applying Lemma 2, the sequence Ixn is Cauchy. Let

u = lim
n→+∞

Ixn = lim
n→+∞

T xn−1. (19)

While I is continuous, (12) leads to both I and T being continuous. On the other hand, T
and I commute and thus

Iu = I( lim
n→+∞

T xn) = lim
n→+∞

IT xn = lim
n→+∞

T Ixn = T( lim
n→+∞

Ixn) = T u. (20)

As a result, u is a coincidence point for T and I .

Corollary 2. Suppose (Υ,D, s) is a CbMS. Let T : Υ −→ Υ and ϕ : Υ× Υ −→ R be mappings
where inf

x∈Υ
ϕ(x) > −∞. If

d(x, Tx) > 0 reveals d(Tx, Ty) ≤ (ϕ(x)− ϕ(Tx))d(x, y), (21)

this means that T has an FP.

Proof. Put Ix = x and ψ(x, y) = ϕ(x) by Theorem 7.
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Remark 9. Note that Corollary 2 improves Theorem 1 from [15] to the class of bMS.

3. Conclusions

The importance of the results obtained here is reflected in the fact that we have
improved some known results in the fixed-point theory and demonstrated this validated
by the examples presented. On the other hand, the results obtained in metric spaces were
obtained in the broad class of spaces in b-metric spaces. A natural question is whether
these results can be obtained for some wider classes of spaces such as rectangular b-metric
spaces [10], bv(s)-metric spaces [20], orthogonal b-metric-like spaces [29] and modular
spaces [30].
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Abstract: In this paper, we introduce the new notion of contravariant (α− ψ) Meir–Keeler contractive
mappings by defining α-orbital admissible mappings and covariant Meir–Keeler contraction in
bipolar metric spaces. We prove fixed point theorems for these contractions and also provide some
corollaries of main results. An example is also be given in support of our main result. In the end, we
also solve an integral equation using our result.

Keywords: fixed point; (α − ψ) Meir–Keeler contractive mappings; covariant and contravariant
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1. Introduction

Fixed point theory is the major branch of non-linear analysis. It has number of appli-
cations in other branch of sciences, economics, etc. In 1922, Banach [1] gave a contraction
principle to obtain a fixed point theorem in complete metric space. Some other researchers
tried to generalize the concept of metric space; see [2–4]. Due to the various applications of
the Banach contraction principle, the contraction mapping theorem has been generalized
by many researchers in the setting of various topological spaces using different contrac-
tive conditions; see [5–14]. In 2012, Samet et al. [15] introduced the new contraction by
defining the α-admissible mappings and established fixed point results thereon. In 2013,
Kumam et al. [16] extended and generalized the α-admissible mapping of [15], introduced
(α− ψ) Meir–Keeler contractive mappings and proved some fixed point theorems in com-
plete metric space. In 2014, Popescu [17] introduced α-orbital admissible mapping to get
fixed point theorems.

Recently, in 2016, Mutlu et al. [18] introduced the new type of metric space called
bipolar metric space. Since then, researchers have established several fixed point theorems
using various contractive conditions in the setting of bipolar metric spaces; see [19–24].

Inspired by this, in the present work, we introduce (α− ψ) Meir–Keeler contractive
mappings and establish fixed point theorems in the setting of bipolar metric spaces. The rest
of the paper is organized as follows. In Section 2, we review some preliminary definitions
and monographs that are required for our main result. In Section 3, we present our main
results and establish a fixed point result using (α− ψ) Meir–Keeler contractive mappings
in the setting of bipolar metric space. We supplement the derived results with suitable
non-trivial examples. In Section 4, we apply the derived fixed point result to find an
analytical solution to the integral equation. Finally, we conclude the paper with some open
problems for future work.
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2. Preliminaries

To prove our main results, we need some basic definitions from the literature as fol-
lows:

Definition 1 ([18]). Let X and Y be two non-empty sets and d : X × Y → [0, ∞) be a map
satisfying the following conditions:

1. d(x, y) = 0 if and only if x = y for all (x, y) ∈ X ×Y;
2. d(x, y) = d(y, x) for all x, y ∈ X ∩Y;
3. d(x1, y2) ≤ d(x1, y1) + d(x2, y1) + d(x2, y2);

for all x1, x2 ∈ X and y1, y2 ∈ Y.

Then, d is called bipolar metric and (X, Y, d) is called bipolar metric space.
If X ∩Y = φ, then the space is called disjoint; otherwise, it is called joint. The set X is called

the left pole and the set Y is called the right pole of (X, Y, d). The elements of X, Y and X ∩Y are
called left, right and central elements, respectively.

Definition 2 ([18]). Let (X, Y, d) be a bipolar metric space. Then, any sequence {xn} ⊆ X is
called a left sequence and is said to be convergent to the right element; for example, y if d(xn, y) → 0
as n → ∞. Similarly, a right sequence {yn} ⊆ Y is said to be convergent to a left element; for
example, x if d(x, yn) → 0 as n → ∞.

Definition 3 ([18]). Let (X, Y, d) be a bipolar metric space.

1. A sequence {xn, yn} on X ×Y is called a bisequence on (X, Y, d).
2. If both the sequences {xn} and {yn} converge, then the bisequence {xn, yn} is said to be

convergent. If both sequences {xn} and {yn} converge to the same point u ∈ X ∩Y, then the
bisequence {xn, yn} is called biconvergent.

3. A bisequence {xn, yn} on (X, Y, d) is said to be a Cauchy bisequence if for each ε > 0 there
exists a positive integer N ∈ N such that d(xn, ym) < ε for all n, m ≥ N.

4. A bipolar metric space is said to be complete if every Cauchy bisequence is convergent in
this space.

Definition 4 ([18]). Let (X1, Y1, d1) and (X2, Y2, d2) be two bipolar metric spaces and T : X1 ∪
Y1 → X2 ∪Y2 be a function:

1. If TX1 ⊆ X2 and TY1 ⊆ Y2, then T is called covariant mapping and is denoted by T :
(X1, Y1, d1) ⇒ (X2, Y2, d2).

2. If TX1 ⊆ Y2 and TY1 ⊆ X2, then T is called contravariant mapping and is denoted by
T : (X1, Y1, d1) � (X2, Y2, d2).

Definition 5 ([18]). Let (X1, Y1, d1) and (X2, Y2, d2) be two bipolar metric spaces.

1. A map T : (X1, Y1, d1) ⇒ (X2, Y2, d2) is called left continuous at a point x0 ∈ X if for every
ε > 0 there exists a δ > 0 such that d2(Tx0, Ty) < ε whenever d1(x0, y) < δ.

2. A map T : (X1, Y1, d1) ⇒ (X2, Y2, d2) is called right continuous at a point y0 ∈ Y if for
every ε > 0 there exists a δ > 0 such that d2(Tx, Ty0) < ε whenever d1(x, y0) < δ.

3. A map T : (X1, Y1, d1) ⇒ (X2, Y2, d2) is called continuous if it is left continuous at each
x0 ∈ X and right continuous at each y0 ∈ Y.

4. A map T : (X1, Y1, d1) � (X2, Y2, d2) is called continuous if and only if it is continuous as a
covariant map T : (X1, Y1, d1) ⇒ (X2, Y2, d2)

Definition 6 ([20]). Let T : (X, Y) ⇒ (X, Y) and α : X × Y → [0, ∞). Then, T is called
α-admissible if

α(x, y) ≥ 1 implies α(Tx, Ty) ≥ 1, (1)

for all (x, y) ∈ X ×Y.
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Definition 7 ([20]). Let T : (X, Y) � (X, Y) and α : X × Y → [0, ∞). Then, T is called
α-admissible if

α(x, y) ≥ 1 implies α(Ty, Tx) ≥ 1, (2)

for all (x, y) ∈ X ×Y.

Definition 8 ([15]). Let Ψ be the family of functions ψ : [0, ∞) → [0, ∞) satisfying the follow-
ing conditions:

1. ψ is non-decreasing.
2. ∑+∞

n=1 ψ
n < ∞ for all t > 0, where ψn is the nth iterate of ψ.

These functions are known as (c)-comparison functions. It can be easily verified that
ψ(t) < t for any t > 0.

3. Results

Here, we introduce (α− ψ) Meir–Keeler contractions and α-orbital admissible map-
pings and prove fixed point theorems for these contractions in bipolar metric spaces.

Definition 9. Let T : (X, Y) � (X, Y) and α : X × Y → R. Then, T is called an α-orbital
admissible mapping if

α(x, Tx) ≥ 1 ⇒ α(T2x, Tx) ≥ 1, (3)

and

α(Ty, y) ≥ 1 ⇒ α(Ty, T2y) ≥ 1, (4)

For all (x, y) ∈ X ×Y.

Definition 10. Let (X, Y, d) be a bipolar metric space and ψ ∈ Ψ. Suppose T : (X, Y) � (X, Y)
is an contravariant mapping and if for every ε > 0 there exists δ > 0 such that

ε ≤ ψ(d(x, y)) < ε+ δ ⇒ α(x, Tx)α(Ty, y)ψ(d(Ty, Tx)) < ε, (5)

for all (x, y) ∈ X ×Y and α : X ×Y → R.
Then, T is said to be contravariant (α− ψ) Meir–Keeler contractive mapping.

Remark 1. From (5), we get α(x, Tx)α(Ty, y)ψ(d(Ty, Tx)) < ψ(d(x, y)), when x �= y.
If x = y then α(x, Tx)α(Ty, y)ψ(d(Ty, Tx)) ≤ ψ(d(x, y)).

Now, we present our first theorem.

Theorem 1. Let (X, Y, d) be a complete bipolar metric space. Suppose that T : (X, Y) � (X, Y)
is a contravariant (α− ψ) Meir–Keeler contractive mapping. If the following conditions hold,

1. T is α-orbital admissible,
2. There exists x0 ∈ X such that α(x0, Tx0) ≥ 1,
3. T is continuous,

then T has a fixed point.

Proof. Let x0 ∈ X such that α(x0, Tx0) ≥ 1. Construct the sequences {xn} and {yn} by
taking yn = Txn and xn+1 = Tyn for all n ∈ N. Clearly, {xn, yn} is a bisequence.

Since T is α-admissible, we obtain

α(x0, y0) = α(x0, Tx0) ≥ 1 ⇒ α(T2x0, Tx0) = α(x1, y0) ≥ 1,

α(x1, y0) = α(Ty0, y0) ≥ 1 ⇒ α(Ty0, T2y0) = α(x1, y1) ≥ 1,

α(x1, y1) = α(x1, Tx1) ≥ 1 ⇒ α(T2x1, Tx1) = α(x2, y1) ≥ 1,

α(x2, y1) = α(Ty1, y1) ⇒ α(Ty1, T2y1) = α(x2, y2) ≥ 1.
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By continuing this process, we get

α(xn, yn) ≥ 1 and α(xn+1, yn) ≥ 1 f or all n ∈ N. (6)

Using Remark 1 and (6), we get

ψ(d(xn, yn)) = ψ(d(Tyn−1, Txn)) ≤ α(xn, yn)α(xn, yn−1)ψ(d(Tyn−1, Txn)),

= α(xn, Txn)α(Tyn−1, yn−1)ψ(d(Tyn−1, Txn)),

< ψ(d(xn, yn−1)). (7)

Using again Remark 1 and (6), we get

ψ(d(xn+1, yn)) = ψ(d(Tyn, Txn)) ≤ α(xn, yn)α(xn+1, yn),

= α(xn, Txn)α(d(Tyn, yn))ψ(d(xn, yn)),

< ψ(d(xn, yn)). (8)

From (7) and (8), using mathematical induction, we have

ψ(d(xn, yn)) < ψ(d(xn−1, yn−1))∀n ∈ N (9)

and

ψ(d(xn+1, yn)) < ψ(d(xn, yn−1))∀n ∈ N. (10)

From (9) and (10), it is clear that {ψ(d(xn, yn))} and {ψ(d(xn+1, yn))} are monotoni-
cally decreasing sequences of positive reals and hence convergent. Let {ψ(d(xn, yn))} → s1
and {ψ(d(xn+1, yn))} → s2 as n → ∞, where s1, s2 ≥ 0.

Now, we prove that s1 = 0 and s2 = 0.
Firstly, suppose if possible that s1 > 0.
Clearly, ψ(d(xn, yn)) ≥ s1 > 0 for all n ∈ N.
Let ε = s1. Then, by hypothesis, there exist δ > 0 and n0 ∈ N such that

ε ≤ ψ(d(xn0 , yn0)) < ε+ δ. (11)

From (5), we have

ψ(d(xn0+1, yn0+1)) ≤ α(xn0+1, yn0+1)α(xn0+1, yn0)ψ(d(xn0+1, yn0+1)),

= α(xn0+1, Txn0+1)α(Tyn0 , yn0)ψ(d(Tyn0 , Txn0+1)) < ε = s1,

a contradiction.
So, s1 = 0.
Similarly, one can prove easily that s2 = 0.
Hence, ψ(d(xn, yn)) → 0 and ψ(d(xn+1, yn)) → 0 as n → ∞. By using the definition

of continuity of ψ at t = 0, we can say that

d(xn, yn) → 0 and d(xn+1, yn) → 0 as n → ∞. (12)

For a given ε > 0, by the hypothesis, there exists δ > 0 such that (5) holds. Without
loss of generality, let us assume that δ < ε.

Since ψ(d(xn, yn)) → 0 and ψ(d(xn+1, yn)) → 0, there exist N1, N2 ∈ N such that

ψ(d(xn−1, yn−1)) <
δ

3
f or all n ≥ N1, (13)

ψ(d(xn, yn−1)) <
δ

3
f or all n ≥ N2. (14)
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Now, we shall prove that
ψ(d(xn+l , yn)) < ε (15)

and

ψ(d(xn, yn+l)) < ε, f or all n ≥ N. (16)

where N = max{N1, N2}.
Firstly, using mathematical induction, we prove (15), that is ψ(d(xn+l , yn)) < ε. From

(14), clearly the inequality holds for l = 1.
Suppose that the result is true for some l = k, that is

ψ(d(xn+k, yn)) < ε, f or all n ≥ N. (17)

Now, by using the definition of bipolar metric space, (13), (14) and (17), we get

ψ(d(xn+k, yn−1)) ≤ ψ(d(xn+k, yn) + d(xn, yn) + d(xn, yn−1))

≤ ψ(d(xn+k, yn)) + ψ(d(xn, yn)) + ψ(d(xn, yn−1))

<
δ

3
+

δ

3
+ ε =

2δ
3

+ ε < ε+ δ. (18)

If ψ(d(xn+k, yn−1)) ≥ ε, then by (5), we have

ψ(d(xn+k+1, yn)) ≤ α(xn, yn)α(xn+k+1, yn+k)ψ(d(xn+k+1, yn)),

= α(xn, Txn)α(Tyn+k, yn+k)ψ(d(Tyn+k, Txn)),

< ε.

Hence, (15) holds.
If ψ(d(xn+k, yn−1)) ≤ ε, then by Remark 1, we have

ψ(d(xn+k+1, yn)) ≤ α(xn, yn)α(xn+k+1, yn+k)ψ(d(xn+k+1, yn)),

= α(xn, Txn)α(Tyn+k, yn+k)ψ(d(Tyn+k, xn)),

< ψ(d(xn, yn+k)) < ε.

So, (15) holds for l = k + 1.
Hence,

d(xn, ym) < ε f or all n > m ≥ N. (19)

Again, using mathematical induction, we prove (16).
Using the definition of bipolar metric space, (13) and (14), we get

ψ(d(xn, yn+1)) ≤ ψ(d(xn, yn) + d(xn+1, yn) + d(xn+1, yn+1))

≤ ψ(d(xn+1, yn+1)) + ψ(d(xn+1, yn)) + ψ(d(xn, yn))

≤ δ

3
+

δ

3
+

δ

3
= δ < ε.

So, (16) holds for l = 1.
Now, let us suppose that the result is true for some l = k, that is,

ψ(d(xn, yn+k)) < ε f or all n ≥ N. (20)

Now, by using the definition of bipolar metric space, (13), (14) and (20), we get

ψ(d(xn−1, yn+k)) ≤ ψ(d(xn−1, yn−1) + d(xn, yn−1) + d(xn, yn+k)),

≤ ψ(d(xn−1, yn−1) + ψ(d(xn, yn−1) + ψ(d(xn, yn+k))

<
δ

3
+

δ

3
+ ε =

2δ
3

+ ε < ε+ δ. (21)
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If ψ(d(xn−1, yn+k)) ≥ ε, then by (5), we have

ψ(d(xn, yn+k+1)) ≤ α(xn+k, yn+k)α(xn+1, yn)ψ(d(xn, yn+k+1)),

= α(xn+k, Txn+k)α(Tyn, yn)ψ(d(Txn+k, Tyn)),

< ε.

Hence, (16) holds.
If ψ(d(xn−1, yn+k)) < ε, then by Remark 1, we have

ψ(d(xn, yn+k+1)) ≤ α(xn+k, yn+k)α(xn+1, yn)ψ(d(xn, yn+k+1)),

= α(xn+k, Txn+k)α(Tyn, yn)ψ(d(Txn+k, yn)),

< ψ(d(xn+k, yn)) < ε.

So, (16) holds for l = k + 1.
Hence,

d(xn, ym) < ε f or all m > n ≥ N. (22)

From (19) and (22), we can say that {xn, yn} is a Cauchy bisequence. Since (X, Y, d) is
a complete bipolar metric space, then {xn, yn} biconverges. That is, there exists u ∈ X ∩Y
such that {xn} → u and {yn} → u as n → ∞. As T is a continuous map, one has

(xn) → u implies that yn = Txn → Tu.

Combining yn = Txn → Tu with (yn) → u, we get Tu = u.

In the next theorem, we omit continuity and give a new condition to get the fixed point.

Theorem 2. Let (X, Y, d) be a complete bipolar metric space. Suppose that T : (X, Y) � (X, Y)
is a contravariant (α− ψ) Meir–Keeler contractive mapping. If the following conditions hold,

1. T is α-orbital admissible,
2. There exists x0 ∈ X such that α(x0, Tx0) ≥ 1,
3. If {xn, yn} is a bisequence such that α(xn, yn) ≥ 1 for all n and yn → u ∈ X ∩Y as n → ∞,

then α(Tu, u) ≥ 1,

then T has a fixed point.

Proof. From the proof of Theorem 1, we conclude that {xn, yn} is a Cauchy bisequence.
Since (X, Y, d) is a complete bipolar metric space, then {xn, yn} is biconvergent. Hence,
there exist u ∈ X ∩Y such that xn → u , yn → u.

From condition (3), we get α(Tu, u) ≥ 1.
By applying the definition of bipolar metric space, ψ, Remark 1, (6) and the above

inequality, we get

ψ(d(Tu, u)) ≤ ψ(d(Tu, Txn) + d(Tyn, Txn) + d(Tyn, u)),

≤ ψ(d(Tu, Txn)) + ψ(d(Tyn, Txn)) + ψ(d(Tyn, u)),

≤ α(xn, yn)α(Tu, u)ψ(d(Tu, Txn)),

+ α(xn, Txn)α(Tyn, yn)ψ(d(Tyn, Txn)),

+ α(xn, Txn)α(Tyn, yn)ψ(d(Tyn, Txn)) + ψ(d(Tyn, u)),

≤ ψ(d(xn, u)) + ψ(d(xn, yn)) + ψ(d(u, yn)).

Letting n → ∞ in the above inequality and using (22), we get

ψ(d(Tu, u)) ≤ 0.

That is, d(Tu, u) = 0.
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Hence, Tu = u.

Now, we introduce generalized (α− ψ) Meir–Keeler contractive mappings and prove
fixed point theorem for these mappings.

Definition 11. Let (X, Y, d) be a bipolar metric space and ψ ∈ Ψ. Suppose T : (X, Y) � (X, Y)
be an contravariant mapping and that for every ε > 0 there exists δ > 0 such that

ε ≤ ψ(M(x, y)) < ε+ δ ⇒ α(x, Tx)α(Ty, y)ψ(d(Ty, Tx)) < ε, (23)

where M(x, y) = max{d(x, y), d(x, Tx), d(Ty, y), d(x,Tx)+d(Ty,y)
2 }; for all (x, y) ∈ X ×Y.

Then, T is said to be a generalized contravariant (α− ψ) Meir–Keeler contractive mapping.

Remark 2. From (23), we get α(x, Tx)α(Ty, y)ψ(d(Ty, Tx)) < ψ(M(x, y)), when x �= y.
If x = y then α(x, y)ψ(d(Ty, Tx)) ≤ ψ(M(x, y)).

Theorem 3. Let (X, Y, d) be a complete bipolar metric space. Suppose that T : (X, Y) � (X, Y)
is a generalized contravariant (α− ψ) Meir–Keeler contractive mapping. If the following condi-
tions hold,

1. T is α-orbital admissible,
2. There exists x0 ∈ X such that α(x0, Tx0) ≥ 1,
3. T is orbital continuous,

then T has a fixed point.

Proof. Let x0 ∈ X such that α(x0, Tx0) ≥ 1. Construct sequences {xn} and {yn} by taking
yn = Txn and xn+1 = Tyn for all n ∈ N. Clearly {xn, yn} is a bisequence.

Since T is α-orbital admissible, from Theorem 1, we get

α(xn, yn) ≥ 1 and α(xn+1, yn) ≥ 1 f or all n ∈ N. (24)

Using Remark 2 and (24), we get

ψ(d(xn, yn)) = ψ(d(Tyn−1, Txn)) ≤ α(xn, Txn)α(Tyn−1, yn−1)ψ(d(Tyn−1, Txn)),

< ψ(M(xn, yn−1)),

= ψ(max{d(xn, yn−1), d(xn, Txn), d(Tyn−1, yn−1),
d(xn, Txn) + d(Tyn−1, yn−1)

2
}),

= ψ(max{d(xn, yn−1), d(xn, yn), d(xn, yn−1),
d(xn, yn) + d(xn, yn−1)

2
}),

≤ ψ(max{d(xn, yn), d(xn, yn−1)}).

Now, since ψ is a non-decreasing function, one has d(xn, yn)
≤ max{d(xn, yn), d(xn, yn−1)}.

If possible, suppose that d(xn, yn) > d(xn, yn−1), then d(xn, yn) < d(xn, yn),
a contradiction.

Hence,
d(xn, yn) ≤ d(xn, yn−1), f or all n ∈ N. (25)

Similarly, by using Remark 2 and (24), one can easily obtain

d(xn+1, yn) ≤ d(xn, yn), f or all n ∈ N. (26)

From (25) and (26), it is clear that {d(xn, yn)} and {d(xn+1, yn)} are monotonically
decreasing sequences of positive reals and hence convergent. Let {d(xn, yn)} → s1 and
{d(xn+1, yn)} → s2 as n → ∞, where s1, s2 ≥ 0. This implies that

lim{psid(xn, yn)} = lim{ψ(M(xn, yn))} = ψ(s1) as n → ∞. (27)
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and
lim{ψ(d(xn+1, yn))} = lim{ψ(M(xn+1, yn))} = ψ(s2) as n → ∞. (28)

Now, we prove that s1 = 0 and s2 = 0.
Firstly, suppose that s1 > 0.
Clearly, d(xn, yn) ≥ s1 > 0 for all n ∈ N.
Let ε = s1. Then, by hypothesis, there exists δ > 0 and n0 ∈ N such that

ψ(ε) ≤ ψ(M(xn0 , yn0)) < ψ(ε) + δ. (29)

From (23), we have

ψ(d(xn0+1, yn0+1)) ≤ α(xn0+1, yn0+1)α(xn0+1, yn0)ψ(d(xn0+1, yn0+1)),

= α(Tyn0 , yn0)α(xn0+1, Txn0+1)ψ(d(Tyn0 , Txn0+1)) < ψ(ε).

Using non-decreasing nature of ψ, we get

d(xn0+1, yn0+1) < ε = s1. (30)

a contradiction. So, s1 = 0.
Similarly, one can prove easily that s2 = 0.
Now, we prove that {xn, yn} is a Cauchy bisequence; that is, limn,m→∞ d(xn, ym) = 0
Indeed, if we suppose that {xn, yn} is not a Cauchy bisequence, then there exists ε > 0

and subsequences {n(i)} and {n(i + 1)} of natural numbers such that

d(xn(i), yn(i+1)) > 2ε, (31)

for all i ∈ N. For this ε > 0 there exists δ > 0 such that ε ≤ ψ(M(x, y)) < ε+ δ implies that
α(x, Tx)α(Ty, y)ψ(d(Ty, Tx)) < ε.

Set r = min{ε, δ}. Since d(xn, yn) and d(xn+1, yn)→ 0 as n → ∞, there exists n1, n2 ∈
N such that

d(xn, yn) <
r
8

f or all n ≥ n1, and (32)

d(xn+1, yn) <
r
8

f or all n ≥ n2. (33)

Choose N = max{n1, n2}. Then, the above inequalities still hold for all n ≥ N.
Let n(i) > N. We get n(i) ≤ n(i + 1)− 1. If d(xn(i), yn(i+1)−1) ≤ ε+ r

2 ; then, using the
definition of bipolar metric space, (32) and (33), we have

d(xn(i), yn(i+1)) ≤ d(xn(i), yn(i+1)−1) + d(xn(i+1), yn(i+1)−1) + d(xn(i+1), yn(i+1)),

< ε+
r
2
+

r
8
+

r
8

,

= ε+
3
4

r < 2ε,

a contradiction. So, there exists k such that n(i) ≤ k ≤ n(i + 1) and d(xn(i), yk) > ε+ r
2 .

Now if d(xn(i)+1, yn(i)) ≥ ε + r
2 , then by (35), d(xn(i)+1, yn(i)) ≥ ε + r

2 > r + r
2 > r

8 ,
a contradiction.

So, there exist values of k such that n(i) ≤ k ≤ n(i + 1) such that d(xn(i), yk) <
ε + r

2 . Choose the smallest integer k with k ≥ n(i) such that d(xn(i), yk) ≥ ε + r
2 .Thus,

d(xn(i), yk−1) < ε+ r
2 .

Using the definition of bipolar metric space and (33), we get

d(xn(i), yk) ≤ d(xn(i), yk−1) + d(xk, yk−1) + d(xk, yk)

≤ ε+
r
2
+

r
8
+

r
8
= ε+

3
4

r.
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Now, we can choose a natural number k satisfying n(i) ≤ l ≤ n(i + 1) such that

ε+
r
2
≤ d(xn(i), yk) < ε+

3
4

r. (34)

Therefore,

d(xn(i), yk) ≤ ε+
3
4

r < ε+ r, (35)

d(xn(i), yn(i)) ≤ r
8
< ε+ r, (36)

d(xk+1, yk) ≤ r
8
< ε+ r. (37)

Now, (35)–(37) imply that ε ≤ M(xn(i), yk) < ε + r ≤ ε + δ and so ψ(ε)
≤ ψ(M(xn(i), yk)) < ψ(ε+ r) ≤ ψ(ε+ δ) ≤ ψ(ε) + ψ(δ).

Since T is a generalized (α− ψ) Meir–Keeler contractive mapping,

ψ(d(xk+1, yn(i))) ≤ α(xn(i), Txn(i))α(Tyk, yk)ψ(d(Tyk, Txn(i))) < ψ(ε).

This implies that
d(xk+1, yn(i)) < ε. (38)

Using the definition of bipolar metric space, we get

d(xn(i), yk) ≤ d(xn(i), yn(i)) + d(xk+1, yn(i)) + d(xk+1, yk),

which implies that

d(xn(i),yk
)− d(xn(i), yn(i))− d(xk+1, yk) ≤ d(xk+1, yn(i))

ε+
r
2
− r

8
− r

8
< d(xk+1, yn(i)).

This shows that
ε < d(xk+1, yn(i)). (39)

This contradicts (38).
So, {xn, yn} is a Cauchy bisequence. Since (X, Y, d) is a complete bipolar metric space,

then {xn, yn} biconverges. That is, there exists u ∈ X∩Y such that {xn} → u and {yn} → u
as n → ∞. As T is an orbital continuous map,

{xn} → u implies that yn = Txn → Tu.

Combining yn = Txn → Tu with yn → u, we have Tu = u.

In the next theorem, we add a condition to get a unique fixed point.

Theorem 4. If in Theorems 1–3 we add the following hypothesis (H), then we get the unique fixed
point.
(H) If Tx = x then α(x, Tx) ≥ 1.

Proof. If possible, let us suppose that T has two distinct fixed points u and v. Then, from
the hypothesis (H),
α(u, Tu), α(v, Tv) ≥ 1.

Now, by Remark 1,

d(u, v) = d(Tu, Tv) ≤ α(u, Tu)α(v, Tv)d(Tu, Tv) < d(u, v)

which is a contradiction and so u = v. In a similar way, one can prove Theorems 2 and 3.
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Definition 12. Let (X, Y, d) be a bipolar metric space. Suppose T : (X, Y) ⇒ (X, Y) be a
covariant mapping and for every ε > 0 there exists δ > 0 such that

ε ≤ d(x, y) < ε+ δ ⇒ d(Tx, Ty) < ε, (40)

for all (x, y) ∈ X ×Y.
Then, T is said to be a covariant Meir–Keeler contractive mapping.

Remark 3. From (40), we get d(Tx, Ty) < d(x, y), whenever x �= y. If x = y then d(Tx, Ty) ≤
d(x, y).

Theorem 5. Let (X, Y, d) be a complete bipolar metric space. Suppose that T : (X, Y) ⇒ (X, Y)
is a covariant Meir–Keeler contractive mapping. Then, T has a unique fixed point.

Proof. Using Remark 3 and (40), we get

d(xn, yn) = d(Txn−1, Tyn−1) ≤ d(xn−1, yn−1) (41)

Again, using Remark 3 and (40), we get

d(xn, yn) = d(Txn−1, Tyn−1) ≤ d(xn−1, yn−1) (42)

From (41) and (42), it is clear that {d(xn, yn)} and {d(xn, yn+1)} are monotonically
decreasing sequences of positive reals and hence convergent. Let {d(xn, yn)} → s1 and
{d(xn, yn+1)} → s2 as n → ∞, where s1, s2 ≥ 0.

Now, we prove that s1 = 0 and s2 = 0.
Firstly, suppose, if possible that s1 > 0.
Clearly, d(xn, yn) ≥ s1 > 0 for all n ∈ N.
Let ε = s1. Then, by hypothesis, there exists δ > 0 and n0 ∈ N such that

ε ≤ d(xn0 , yn0) < ε+ δ. (43)

From (40), we have

d(xn0+1, yn0+1) ≤ d(xn0+1, yn0+1),

= d(Txn0 , Tyn0) < ε = s1.

a contradiction. So s1 = 0.
Similarly, one can prove easily that s2 = 0.
Hence,

d(xn, yn) → 0 and d(xn, yn+1) → 0 as n → ∞. (44)

For given ε > 0, by the hypothesis, there exists δ > 0 such that (40) holds. Without
loss of generality, let us assume that δ < ε.

Since d(xn, yn) → 0 and d(xn, yn+1) → 0, then there exists N1, N2 ∈ N such that

d(xn−1, yn−1) <
δ

3
f or all n ≥ N1, (45)

d(xn−1, yn) <
δ

3
f or all n ≥ N2. (46)

Now, we shall prove that
d(xn, yn+l) < ε (47)

and

d(xn+l , yn) < ε, f or all n ≥ N. (48)
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where N = max{N1, N2}.
Firstly, using mathematical induction, we prove (47), that is d(xn, yn+l) < ε.
From (44), the inequality clearly holds for l = 1.
Suppose that it is true for some l = k, that is

d(xn, yn+k) < ε, f or all n ≥ N. (49)

Now, by using the definition of bipolar metric space, (45), (46) and (49), we get

d(xn−1, yn+k) ≤ d(xn−1, yn) + d(xn, yn) + d(xn, yn+k)

≤ d(xn−1, yn) + d(xn, yn) + d(xn, yn+k)

<
δ

3
+

δ

3
+ ε =

2δ
3

+ ε < ε+ δ. (50)

If d(xn−1, yn+k) ≥ ε, then by (40), we have

d(xn, yn+k+1) < ε.

Hence, (47) holds.
If d(xn+k, yn−1) ≤ ε, then by Remark 3, we have

d(xn+k+1, yn) < d(xn+k, yn−1) < ε

So, Equation (47) holds for l = k + 1.
Hence,

d(xn, ym) < ε f or all n > m ≥ N. (51)

Similarly, one can prove Equation (48), from which we conclude that

d(xn, ym) < ε f or all m > n ≥ N. (52)

From (51) and (52), we can say that {xn, yn} is a Cauchy bisequence. Since (X, Y, d) is
a complete bipolar metric space, then {xn, yn} biconverges. That is, there exists u ∈ X ∩Y
such that {xn} → u and {yn} → u as n → ∞. Since,T is continuous,

{xn} → u implies that xn+1 = Txn → Tu,

We get Tu = u.
Uniqueness: If possible, suppose that u and v are two different fixed points of T. Then,

by Remark 3,
d(u, v) = d(Tu, Tv) < d(u, v),

which holds only when u = v.

Example 1. Let X = (−∞, 0], Y = [0, ∞) and d : (−∞, 0] × [0, ∞) → [0, ∞) as d(x, y) =
|x − y|. Then, (X, Y, d) is a complete bipolar metric space. Define T : (−∞, 0] ∪ [0, ∞) �
(−∞, 0] ∪ [0, ∞) by Tx = −x

3 , for all x ∈ (−∞, 0] ∪ [0, ∞), and ψ(t) = t
2 , α(x, y) = 1 for all

(x, y) ∈ X ×Y. T((−∞, 0]) ⊂ [0, ∞) and T([0, ∞)) ⊂ (−∞, 0]. It is clear that T is a continuous
contravariant mapping.

As x ∈ (−∞, 0], there exists a ∈ [0, ∞) such that x = −a. Now,

ψ(d(x, y)) = ψ(|x − y|) = ψ(| − a− y|) = ψ(a + y) =
a + y

2
,

ψ(d(Ty, Tx)) = ψ(d(
−y
3

,
−x
3

)) = ψ(|−y
3

+ (
−x
3

)|) = a + y
6

.

Clearly, by taking δ = 2ε, (5) is satisfied. So, all the conditions of Theorem 1 hold and T has a
fixed point. Clearly, 0 is the fixed point of T.
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4. Consequences

The following are the consequences of our main results.

Corollary 1. Let (X, Y, d) be a bipolar metric space and ψ ∈ Ψ. Suppose T : (X, Y) � (X, Y) be
a contravariant mapping and if for every ε > 0 there exists δ > 0 such that

ε ≤ ψ(d(x, y)) < ε+ δ ⇒ ψ(d(Ty, Tx)) <
ε

L
. (53)

where ψ ∈ Ψ and L ≥ 1. Then, T has a fixed point.

Proof. Taking α(x, y) =
√

L in Theorem 1, one can obtain the proof.

Corollary 2. Let (X, Y, d) be a bipolar metric space and ψ ∈ Ψ. Suppose T : (X, Y) � (X, Y) be
a contravariant mapping and if for every ε > 0 there exists δ > 0 such that

ε ≤ M(d(x, y)) < ε+ δ ⇒ ψ(d(Ty, Tx)) <
ε

L
. (54)

where ψ ∈ Ψ and L ≥ 1. Then, T has a fixed point.

Proof. Taking α(x, y) =
√

L in Theorem 3, one can obtain the proof.

5. Application

Theorem 6. Let us consider the following integral equation

w(β) = m(β) + λ1

∫
P1(β, ξ,w(ξ))dξ + λ2

∫
P2(β, ξ,w(ξ))dξ (55)

β ∈ F1 ∪ F2, F1 ∪ F2 is a Lebesgue measurable set with finite measure and λ1,λ2 are constants.
Suppose that P1 : F2

1 ∪ F2
2 × [0, ∞) → [0, ∞) and P2 : F2

1 ∪ F2
2 × [0, ∞) → [0, ∞).

There is a continuous function ζ : F2
1 ∪ F2

2 → [0, ∞) and k ∈ (0, 1) such that for all
(β, ξ) ∈ F2

1 ∪ F2
2 and m(β) ∈ L∞(F1) ∪ L∞(F2)

|λi(Pi(β, ξ,w(ξ)))− λi(Pi(β, ξ, y(ξ)))| ≤ k
4
ζ(β, ξ)|w(ξ)− y(ξ)|

for all i = 1, 2 and ||
∫
ζ(β, ξ)dξ|| ≤ 1 that is supβ∈F1∪F2

∫
|ζ(β, ξ)dξ| ≤ 1.

Then, (55) has a unique solution in L∞(F1) ∪ L∞(F2).

Proof. Let X = L∞(F1) and Y = L∞(F2) be two normed linear spaces, where F1 and F2 are
two Lebesgue measurable sets with m(F1 ∪ F2) < ∞.

Consider d : X × Y → [0, ∞) as d(x, y) = ||x − y||∞. (X, Y, d) is a complete bipolar
metric space. Define a covariant mapping as T(w(β)) = m(β) + λ1

∫
P1(β, ξ,w(ξ))dξ +

λ2
∫
P2(β, ξ,w(ξ))dξ.
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Now, for any ε > 0, there exists δ > 0 such that ε ≤ d(w(ξ), y(ξ)) < ε+ δ.

d(Tw(ξ), Ty(ξ)) = ||Tw(ξ)− Ty(ξ)||
= ||m(ξ) + λ1

∫
P1(β, ξ,w(ξ))dξ + λ2

∫
P2(β, ξ,w(ξ))dξ

− m(ξ)− λ1

∫
P1(β, ξ, y(ξ))dξ − λ2

∫
P2(β, ξ, y(ξ))dξ||

≤ 1
2
ζ(β, ξ)|w(ξ)− y(ξ)|

≤ 1
2

d(w(ξ), y(ξ))

<
1
2
(ε+ δ)

< ε.

Hence, all the conditions of Theorem 5 are satisfied. So, T has a unique fixed point,
and (55) has a unique solution.

Example 2. Consider the following integral equation:

w(β) = 0.01β+ 0.2
∫ β

0

(
ξ

4
− 0.2β

)
w(β) dξ + sin(0.1)

(∫ β

0

(
−β+

ξ

3
+ 1

)
w(β) dξ

)
.

It can be verified that the solution of the above integral equation is given by

w(β) =
0.01β

0.0982β2 − 0.0998β+ 1
.

This solution is depicted in Figure 1.

Figure 1. Solution of the integral equation in the example of Section 5.

6. Conclusions

In this paper, we have introduced a new notion of α-orbital admissible mappings, and
using this we have defined (α−ψ) Meir–Keeler Contractive mappings and established fixed
point results. Our results have generalized some proven results in the past. The derived
results have been supported with non-trivial examples. The results have been applied to
find analytical solutions of integral equation. It is an open problem to extend/generalize
our results in the setting of other topological spaces such as bipolar controlled metric space,
neutrosophic metric spaces, etc.
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1. Introduction

Fixed point theory is an important branch of non-linear analysis. After the celebrated
Banach contraction principle [1], a number of authors have been working in this area of
research. Fixed point theorems (FPTs) are important instruments for proving the existence
and uniqueness of solutions to variational inequalities. Metric FPTs expanded after the
well-known Banach contraction theorem was established. From this point forward, there
have been numerous results related to maps fulfilling various contractive conditions and
many types of metric spaces (see, for example, [2–9]).

The authors of [10,11] presented a novel extension of the b-metric space known as
controlled metric spaces (CMSs) and demonstrated the FPTs on the CMSs, providing an
example by employing a control function ℵ(x, y) in the triangle inequality.

Serge [12] made a pioneering attempt at developing special algebra. He conceptualized
commutative generalizations of complex numbers as briefly bicomplex numbers (BCN),
briefly tricomplex numbers (tcn), etc., as elements of an infinite set of algebra. Subsequently,
many researchers contributed in this area, (see, for example, [13–19]).

In 2021, the authors of [20] proved a common fixed point for a pair of contractive-type
maps in bicomplex-valued metric spaces. Later, several authors discussed their results
using this concept, see [21–24]. Guechi [25] introduced the concept of optimal control of
φ-Hilfer fractional equations and proved the fixed point results. For details, see [26–28] and
the references therein.

In this paper, we introduce the notion of bicomplex-valued CMSs (BVCMSs) and
prove FPT under Banach, Kannan and Fisher contractions on BVCMSs. Then, we give an
application to solve a fractional differential equation (FDE) and show that this extension is
different from bicomplex-valued metric spaces in terms of Beg, Kumar Datta and Pal [20].

Mathematics 2023, 11, 2742. https://doi.org/10.3390/math11122742 https://www.mdpi.com/journal/mathematics133
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2. Preliminaries

We use standard notations throughout this paper: The real, complex, and bicomplex
number sets are represented by C0, C1 and C2, respectively. The following complex
numbers were described by Segre [12].

z = ϑ1 + ϑ2i1,

where ϑ1, ϑ2 ∈ C0, i21 = −1. We represent C1 as:

C1 = {z : z = ϑ1 + ϑ2i1, ϑ1, ϑ2 ∈ C0}.

Let z ∈ C1, then |z| = (ϑ2
1 + ϑ2

2)
1
2 . Every element in C1 with a positive real-valued

norm function ‖.‖ : C1 → C+
0 is defined by

‖z‖ = (ϑ2
1 + ϑ2

2)
1
2 .

Segre [12] described the bicomplex number (BCN) as:

f = ϑ1 + ϑ2i1 + ϑ3 ı̇2 + ϑ4i1 ı̇2,

where ϑ1, ϑ2, ϑ3, ϑ4 ∈ C0, and the independent units i1, ı̇2 satisfy i21 = ı̇22 = −1 and
i1 ı̇2 = ı̇2i1. We represent the BCN set C2 as:

C2 = {f : f = ϑ1 + ϑ2i1 + ϑ3 ı̇2 + ϑ4i1 ı̇2, ϑ1, ϑ2, ϑ3, ϑ4 ∈ C0},

that is,
C2 = {f : f = z1 + ı̇2z2, z1, z2 ∈ C1},

where z1 = ϑ1 + ϑ2i1 ∈ C1 and z2 = ϑ3 + ϑ4i1 ∈ C1. If f = z1 + ı̇2z2 and ν = ω1 + ı̇2ω2 are
any two BCNs, then their sum is

f ± ν = (z1 + ı̇2z2)± (ω1 + ı̇2ω2)

= z1 ±ω1 + ı̇2(z2 ±ω2), and the product is

f .ν = (z1 + ı̇2z2)(ω1 + ı̇2ω2)

= (z1ω1 − z2ω2) + ı̇2(z1ω2 + z2ω1).

There are four idempotent elements in C2. They are 0, 1, e1 = 1+i1 ı̇2
2 , e2 = 1−i1 ı̇2

2 of
which e1 and e2 are non-trivial, such that e1 + e2 = 1 and e1e2 = 0. Every BCN z1 + ı̇2z2 can
be uniquely expressed as a combination of e1 and e2, namely,

f = z1 + ı̇2z2 = (z1 − i1z2)e1 + (z1 + i1z2)e2.

This representation of f is known as the idempotent representation of a BCN, and
the complex coefficients f1 = (z1 − i1z2) and f2 = (z1 + i1z2) are known as the idempotent
components of the BCN f .

Each element in C2 with a positive real-valued norm function ‖.‖ : C2 → C+
0 is

defined by

‖f‖ = ‖z1 + ı̇2z2‖ = {‖z1‖2 + ‖z2‖2} 1
2

=

[ |z1 − i1z2|2 + |z1 + i1z2|2
2

] 1
2

= (ϑ2
1 + ϑ2

2 + ϑ2
3 + ϑ2

4)
1
2 ,

where f = ϑ1 + ϑ2i1 + ϑ3 ı̇2 + ϑ4i1 ı̇2 = z1 + ı̇2z2 ∈ C2.
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The linear space C2 with respect to a defined norm is a normed linear space, and C2
is complete. Therefore, C2 is a Banach space. If f , ν ∈ C2, then ‖fν‖ ≤

√
2‖f‖‖ν‖ holds

instead of ‖fν‖ ≤ ‖f‖‖ν‖, and therefore C2 is not a Banach algebra. For any two BCN
f , ν ∈ C2, then

1. f !i2 ν ⇐⇒ ‖f‖ ≤ ‖ν‖;
2. ‖f + ν‖ ≤ ‖f‖+ ‖ν‖;
3. ‖ϑf‖ = |ϑ|‖f‖, where ϑ is in C0;
4. ‖fν‖ ≤

√
2‖f‖‖ν‖, and ‖fν‖ =

√
2‖f‖‖ν‖ holds when only one of f or ν is degener-

ated;
5. ‖f−1‖ = ‖f‖−1, if f is degenerated with f " 0;

6. ‖ f
ν‖ = ‖f‖

‖ν‖ , if ν is a degenerated BCN.

The relation !ı̇2 (partial order) is defined on C2 as given below. Let C2 be a set of
BCNs and f = z1 + ı̇2z2 and ν = ω1 + ı̇2ω2 ∈ C2. Then, f !ı̇2 ν if and only if z1 !ı̇2 ω1 and
z2 !ı̇2 ω2, i.e., f !ı̇2 ν, if one of the following conditions is fulfilled:

1. z1 = ω1, z2 = ω2;
2. z1 ≺ı̇2 ω1, z2 = ω2;
3. z1 = ω1, z2 ≺ı̇2 ω2;
4. z1 ≺ı̇2 ω1, z2 ≺ı̇2 ω2.

Clearly, we can write f �ı̇2 ν if f !ı̇2 ν and f �= ν, i.e., if 2, 3 or 4 are satisfied, and we
will write f ≺ı̇2 ν if only 4 is satisfied.

Definition 1 ([10]). Let ζ �= ∅ and ϕ : ζ × ζ → [1, ∞). The functional £cm : ζ × ζ → [0, ∞) is
called the briefly controlled-type metric CMT if

(CMT1) £cm(ℵ, i) = 0 ⇐⇒ ℵ = i,
(CMT2) £cm(ℵ, i) = £cm(i,ℵ),
(CMT3) £cm(ℵ, �) ≤ ϕ(ℵ, i)£cm(ℵ, i) + ϕ(i, �)£cm(i, �),

for all ℵ, i, � ∈ ζ. Then, the doublet (ζ, £cm) is called a CMT space.

Several researchers have proven FPTs using this notion (see [3,4,6,11]).

Definition 2. Let ζ �= ∅ and consider ϕ : ζ × ζ → [1, ∞). The functional £bvcms : ζ × ζ → C2 is
said to be a BVCMS if

(BCCMS1) 0 �ı̇2 £bvcms(ℵ, i) also £bvcms(ℵ, i) = 0 ⇐⇒ ℵ = i,
(BCCMS2) £bvcms(ℵ, i) = £bvcms(i,ℵ),
(BCCMS3) £bvcms(ℵ, �) �ı̇2 ϕ(ℵ, i)£bvcms(ℵ, i) + ϕ(i, �)£bvcms(i, �),

for all ℵ, i, � ∈ ζ, Then, the pair (ζ, £bvcms) is known as a BVCMS.

Example 1. Let ζ = [0, ∞) and ϕ : ζ × ζ → [1, ∞) be defined as

ϕ(ℵ, i) =

{
1, if ℵ, i ∈ [0, 1],
1 + ℵ+ i, otherwise.

and £bvcms : ζ × ζ → [0, ∞) be defined as follows

£bvcms(ℵ, i) :=

{
0, ℵ = i

ı̇2, ℵ �= i

Then (ζ, £bvcms) is a bvcms.

Remark 1. If we take ϕ(ℵ, i) = t ≥ 1, for all ℵ, i ∈ ζ, then (ζ, £bvcms) is a bicomplex-valued
b-metric space, that is, every bicomplex-valued b-metric space is a BVCMS.
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Example 2. Let ζ = V ∪W with V = {( 1
υ )|υ ∈ N},W is the set of all positive integers and

ϕ : ζ × ζ → [1, ∞) is defined for all ℵ, i ∈ ζ as

ϕ(ℵ, i) = 5p

where p > 0 and £bvcms : ζ × ζ → C2 defined as follows

£bvcms(ℵ, i) : =

⎧⎪⎨
⎪⎩

0, i f f ℵ = i

2pı̇2, if ℵ, i ∈ V
pı̇2
2 , otherwise

where p > 0.
Now, the conditions (BCCMS1) and (BCCMS2) hold. Furthermore, (BCCMS3) holds

under the following cases.

Case 1. If ℵ = i and i = �;
Case 2. If ℵ = i �= � or if ℵ �= i = � or if ℵ = � �= i or if ℵ �= i �= �;

SubCase 1. If ℵ ∈ V and i, � ∈ W ;
SubCase 2. If i ∈ V and ℵ, � ∈ W ;
SubCase 3. If � ∈ V and ℵ, i ∈ W ;
SubCase 4. If ℵ, i ∈ V and � ∈ W ;
SubCase 5. If ℵ, � ∈ V and i ∈ W ;
SubCase 6. If i, � ∈ V and ℵ ∈ W ;
SubCase 7. If ℵ, i, � ∈ V ;
SubCase 8. If ℵ, i, � ∈ W .

Then (ζ, £bvcms) is a BVCMS.

Remark 2. If ϕ(ℵ, i) = ϕ(i, �) (as in the above example) for all ℵ, i, � ∈ ζ, then (ζ, £bvcms) is a
bicomplex-valued extended b-metric space. We can conclude that every bicomplex-valued extended
b-metric space is a BVCMS. However, the converse may not true in general.

Example 3. Let ζ = {1, 2, 3} and £bvcms : ζ × ζ → C2 be defined as

£bvcms(1, 1) = £bvcms(2, 2) = £bvcms(3, 3) = 0,

£bvcms(2, 1) = £bvcms(1, 2) = 4 + 4ı̇2,

£bvcms(3, 2) = £bvcms(2, 3) = 1 + 2ı̇2,

£bvcms(3, 1) = £bvcms(1, 3) = 1− ı̇2,

and ϕ : ζ × ζ → [1, ∞) be defined as

ϕ(1, 1) = ϕ(2, 2) = ϕ(3, 3) = 3,

ϕ(1, 2) = ϕ(2, 1) = 2,

ϕ(2, 3) = ϕ(3, 2) = 4,

ϕ(1, 3) = ϕ(3, 1) = 1.

Clearly, the conditions (BCCMS1) and (BCCMS2) hold. Now,

Case 1. If ℵ = � the condition (BCCMS3) holds.
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Case 2. If ℵ = 1 and � = 3 (same as � = 1 and ℵ = 3) and i = 2

£bvcms(ℵ, �) = |£bvcms(1, 3)| = |1− ı̇2| �ı̇2 |12 + 16ı̇2|
= |2(4 + 4ı̇2) + 4(1 + 2ı̇2)|
�ı̇2 2|(4 + 4ı̇2)|+ 4|(1 + 2ı̇2)|
= ϕ(1, 2)£bvcms(1, 2) + ϕ(2, 3)£bvcms(2, 3)

= ϕ(ℵ, i)£bvcms(ℵ, i) + ϕ(i, �)£bvcms(i, �).

Case 3. If ℵ = 1 and � = 2 (same as � = 1 and ℵ = 2) and i = 3

£bvcms(ℵ, �) = |£bvcms(1, 2)| = |4 + 4ı̇2| �ı̇2 |5 + 7ı̇2|
= |1(1− ı̇2) + 4(1 + 2ı̇2)|
�ı̇2 1|(1− ı̇2)|+ 4|(1 + 2ı̇2)|
= ϕ(1, 3)£bvcms(1, 3) + ϕ(3, 2)£bvcms(3, 2)

= ϕ(ℵ, i)£bvcms(ℵ, i) + ϕ(i, �)£bvcms(i, �).

Case 4. If ℵ = 2 and � = 3 (same as � = 3 and ℵ = 2) and i = 1

£bvcms(ℵ, �) = |£bvcms(2, 3)| = |1 + 2ı̇2| �ı̇2 |9 + 7ı̇2|
= |2(4 + 4ı̇2) + 1(1− ı̇2)|
�ı̇2 2|(4 + 4ı̇2)|+ 1|(1− ı̇2)|
= ϕ(2, 1)£bvcms(2, 1) + ϕ(1, 3)£bvcms(1, 3)

= ϕ(ℵ, i)£bvcms(ℵ, i) + ϕ(i, �)£bvcms(i, �).

Then, (ζ, £bvcms) is a BVCMS.

Definition 3. Let (ζ, £bvcms) be a BVCMS with a sequence {ℵυ} in ζ and ℵ ∈ ζ. Then,

(i) A sequence {ℵυ} in ζ is convergent to ℵ ∈ ζ if ∀ 0 ≺ı̇2 α ∈ C2, ∃ a natural number N so
that £bvcms(ℵυ,ℵ) ≺ı̇2 α for each υ ≥ N. Then, limυ→∞ ℵυ = ℵ or ℵυ → ℵ as υ → ∞.

(ii) If, for each 0 ≺ı̇2 α where α ∈ C2, ∃ a natural number N so that £bvcms(ℵυ,ℵυ+ς) ≺ı̇2 α
for each ς ∈ N and υ > N. Then, {ℵυ} is called a Cauchy sequence in (ζ, £αεα).

(iii) BVCMS (ζ, £bvcms) is termed complete if every Cauchy sequence is convergent.

Lemma 1. Let (ζ, £bvcms) be a BVCMS. Then a sequence {ℵυ} in ζ is a Cauchy sequence, such
that ℵς �= ℵυ, with ς �= υ. Then, {ℵυ} converges to one point at most.

Proof. Let ℵ∗ and i∗ be two limits of the sequence {ℵυ} ∈ ζ and limυ→∞ £bvcms(ℵυ,ℵ∗) =
0 = £bvcms(ℵυ, i∗). Since {ℵυ} is a Cauchy sequence, from (BCCMS3), for ℵς �= ℵυ,
whenever ς �= υ, we can write

‖£bvcms(ℵ∗, i∗)‖ �ı̇2 [ϕ(ℵ∗,ℵυ)‖£bvcms(ℵ∗,ℵυ)‖
+ ϕ(ℵυ, i∗)‖£bvcms(ℵυ, i∗)‖] → 0 as υ → ∞.

We obtain ‖£bvcms(ℵ∗, i∗)‖ = 0, i.e., ℵ∗ = i∗. Thus, {ℵυ} converges to one point at
most.

Lemma 2. For a given BVCMS (ζ, £bvcms), the tricomplex-valued controlled metric map
£bvcms : ζ × ζ → C2 is continuous with respect to "�ı̇2".

Proof. Let s, q ∈ C2, such that s " q, then we show that the set £−1
bvcms(q, s) given by

£−1
bvcms(q, s) : = {(ℵ, i) ∈ ζ × ζ|q ≺ı̇2 £bvcms(ℵ, i) ≺ı̇2 s},
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is open in the product topology on ζ × ζ. Then, let (ℵ, i) ∈ £−1
bvcms(q, s). We choose

ε = 1
200 min(£bvcms(ℵ, i)− q, s− £bvcms(ℵ, i)). Then, for (ϕ,λ) ∈ β(ℵ, ε)× β(i, ε) we obtain

£bvcms(ϕ,λ) �ı̇2 £bvcms(λ,ℵ) + £bvcms(ℵ, i) + £bvcms(i,λ)

≺ı̇2 2ε+ £bvcms(ℵ, i) ≺ı̇2 s

and

q �ı̇2 £bvcms(ℵ, i)− 2ε ≺ı̇2 £bvcms(ϕ,λ) + £bvcms(ℵ,λ)− ε+ £bvcms(i,λ)− ε

≺ı̇2 £bvcms(ϕ,λ).

Then, (ℵ, i) ∈ β(κ, ε)× β(i, ε) ⊆ £−1
bvcms(q, s).

Defining Fix η : = {ℵ∗ ∈ ζ|ℵ∗ = η(ℵ∗)} will be the set of fixed points.

In this paper, we introduce the notion of BVCMS and FPT in the context of BVCMSs.

3. Main Results

Now, we prove the Banach-type contraction principle.

Theorem 1. Let (ζ, £bvcms) be a complete BVCMS and η : ζ → ζ a continuous map, such that

£bvcms(ηℵ, ηi) �ı̇2 a£bvcms(ℵ, i), (1)

for all ℵ, i ∈ ζ, where 0 < a < 1. For ℵ0 ∈ ζ, we denote ℵυ = ηυℵ0. Suppose that

max
ς≥1

lim
q→∞

ϕ(ℵq+1,ℵq+2)

ϕ(ℵq,ℵq+1)
ϕ(ℵq+1,ℵς) <

1
a

, (2)

Moreover, for every ℵ ∈ ζ the limits

lim
υ→∞

ϕ(ℵυ,ℵ) and lim
υ→∞

ϕ(ℵ,ℵυ) exists and are finite. (3)

Then η has a unique fixed point (UFP).

Proof. Let {ℵυ = ηυℵ0}. By (1), we obtain

£bvcms(ℵυ,ℵυ+1) �ı̇2 a£bvcms(ℵυ−1,ℵυ)

�ı̇2

· · ·
�ı̇2 aυ£bvcms(ℵ0,ℵ1), ∀ υ ≥ 0.

For all υ < ς, where υ, ς ∈ N, we have

£bvcms(ℵυ,ℵς) �ı̇2ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1) + ϕ(ℵυ+1,ℵς£bvcms(ℵυ+1,ℵς

�ı̇2ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+1,ℵυ+2)£bvcms(ℵυ+1,ℵυ+2)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+2,ℵς£bvcms(ℵυ+2,ℵς)
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£bvcms(ℵυ,ℵς) �ı̇2ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+1,ℵυ+2)£bvcms(ℵυ+1,ℵυ+2)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+2,ℵςϕ(ℵυ+2,ℵυ+3))£bvcms(ℵυ+2,ℵς)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+2,ℵςϕ(ℵυ+3,ℵς)£bvcms(ℵυ+2,ℵς)

�ı̇2 ... �ı̇2 ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)

+
ς−2

∑
ι=υ+1

ι

∏
j=υ+1

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)£bvcms(ℵι,ℵι+1)

+
ς−1

∏
p=υ+1

ϕ(ℵp,ℵς£bvcms(ℵς−1,ℵς)

�ı̇2ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−2

∑
ι=υ+1

ι

∏
j=υ+1

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)a
ι£bvcms(ℵ0,ℵ1)

+
ς−1

∏
p=υ+1

ϕ(ℵp,ℵς)a
ς−1£bvcms(ℵ0,ℵ1)

�ı̇2ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−2

∑
ι=υ+1

ι

∏
j=υ+1

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)a
ι£bvcms(ℵ0,ℵ1)

+
ς−1

∏
p=υ+1

ϕ(ℵp,ℵς)a
ς−1ϕ(ℵς−1,ℵς)£bvcms(ℵ0,ℵ1)

=ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−1

∑
ι=υ+1

ι

∏
j=υ+1

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)a
ι£bvcms(ℵ0,ℵ1)

�ı̇2ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−1

∑
ι=υ+1

ι

∏
j=υ+1

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)a
ι£bvcms(ℵ0,ℵ1)

Furthermore, using ϕ(ℵ, i) ≥ 1. Let

S� =
�

∑
ι=0

ι

∏
j=0

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1))a
ι.

Hence, we have

£bvcms(ℵυ,ℵς) �ı̇2 £bvcms(ℵ0,ℵ1)[a
υϕ(ℵυ,ℵυ+1) + (Sς−1,Sυ)]. (4)

Applying the ratio test and (2), we obtain limς,υ→∞ Sυ exists and the sequence {Sυ} is
a real Cauchy sequence. Letting ς, υ → ∞, we have

lim
ς,υ→∞

£bvcms(ℵυ,ℵς) = 0. (5)

Then, {ℵυ} is a Cauchy sequence in a BVCMSs (ζ, £bvcms); then {ℵυ} converges to
ℵ∗ ∈ ζ. By the definition of continuity, we obtain

ℵ∗ = lim
υ→∞

ℵυ+1 = lim
υ→∞

ηℵυ = η( lim
υ→∞

ℵυ) = ηℵ∗.
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Let ℵ∗, i∗ ∈ fix η. Then,

£bvcms(ℵ∗, i∗) = £bvcms(ηℵ∗, ηi∗) �ı̇2 ϕ£bvcms(ℵ∗, i∗).

Therefore, £bvcms(ℵ∗, i∗) = 0; so ℵ∗ = i∗. Hence, η has a UFP.

Theorem 2. Let (ζ, £bvcms) be a complete BVCMS and η : ζ → ζ a map, such that

£bvcms(ηℵ, ηi) �ı̇2 ϕ£bvcms(ℵ, i), (6)

for all ℵ, i ∈ ζ, where 0 < a < 1. For ℵ0 ∈ ζ we denote ℵυ = ηυℵ0. Suppose that

max
ς≥1

lim
ι→∞

ϕ(ℵι+1,ℵι+2)

ϕ(ℵι,ℵι+1)
ϕ(ℵι+1,ℵς) <

1
a

. (7)

In addition, for each ℵ ∈ ζ,

lim
υ→∞

ϕ(ℵυ,ℵ) and lim
υ→∞

ϕ(ℵ,ℵυ) exists and it is finite. (8)

Then, η has a UFP.

Proof. Using the proof of Theorem 1 and Lemma 2, we obtain a Cauchy sequence {ℵυ} in
a complete BVCMS (ζ, £bvcms). Then, the sequence {ℵυ} converges to ℵ∗ ∈ ζ. Therefore,

£bvcms(ℵ∗,ℵυ+1) �ı̇2 ϕ(ℵ∗,ℵυ)£bvcms(ℵ∗,ℵυ) + ϕ(ℵυ,ℵυ+1)£bvcms(ℵ∗,ℵυ+1).

Using (7), (8) and (18), we obtain

lim
υ→∞

£bvcms(ℵ∗,ℵυ+1) = 0. (9)

Using the triangular inequality and (6),

£bvcms(ℵ∗, ηℵ∗) �ı̇2 ϕ(ℵ∗,ℵυ+1)£bvcms(ℵ∗,ℵυ+1) + ϕ(ℵυ+1, ηℵ∗)£bvcms(ℵυ+1, ηℵ∗)
�ı̇2 ϕ(ℵ∗,ℵυ+1)£bvcms(ℵ∗,ℵυ+1) + aϕ(ℵυ+1, ηℵ∗)£bvcms(ℵυ+1, ηℵ∗)

Taking the limit υ → ∞ from (8) and (19), we find that £bvcms(ℵ∗, ηℵ∗) = 0. By
Lemma 1, the sequence {ℵυ} uniquely converges at ℵ∗ ∈ ζ.

Example 4. Let ζ = {0, 1, 2} and £bvcms : ζ × ζ → C2 be a symmetrical metric given by

£bvcms(ℵ,ℵ) = 0, for each ℵ ∈ ζ

and

£bvcms(0, 1) = 1 + ı̇2, £bvcms(1, 2) = 1 + ı̇2, £bvcms(0, 2) = 4 + 4ı̇2.

Define ϕ : ζ × ζ → [1, ∞) by

ϕ(2, 2) =
6
5

, ϕ(0, 0) = 2, ϕ(1, 1) =
4
3

,

ϕ(0, 2) =
4
3

, ϕ(0, 1) =
3
2

, ϕ(1, 2) =
5
4

.

Hence, it is a BVCMS.
Consider a map η : ζ → ζ is defined by η(0) = 0, η(1) = 0, η(2) = 0.
Letting a = 2

5 . Then,

Case 1. If ℵ = i = 0,ℵ = i = 1,ℵ = i = 2, then the results is obvious.
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Case 2. If ℵ = 0, i = 1, we obtain

£bvcms(ηℵ, ηi) = £bvcms(η0, η1) = £bvcms(2, 2) = 0

�ı̇2
2
5
(1 + ı̇2)

= a(£bvcms(0, 1)) = a(£bvcms(ℵ, i)).

Case 3. If ℵ = 0, i = 2, we have

£bvcms(ηℵ, ηi) = £bvcms(η0, η1) = £bvcms(2, 2) = 0

�ı̇2
2
5
(4 + 4ı̇2) = a(£bvcms(0, 2))

= a(£bvcms(ℵ, i)).

Case 4. If ℵ = 1, i = 2, we have

£bvcms(ηℵ, ηi) = £bvcms(η1, η2) = £bvcms(2, 2) = 0

�ı̇2
2
5
(1 + ı̇2)

= a(£bvcms(1, 2)) = a(£bvcms(ℵ, i)).

Therefore, all axioms of Theorem 2 are fulfilled. Hence, η has a UFP, which is ℵ∗ = 0.

Next, we show a Kannan-type contraction map.

Theorem 3. Let (ζ, £bvcms) be a complete BVCMS and η : ζ → ζ a continuous map, such that

£bvcms(ηℵ, ηi) �ı̇2 η(£bvcms(ℵ, ηℵ) + (£bvcms(i, ηi)), (10)

for all ℵ, i ∈ ζ, where 0 ≤ η < 1
2 . For ℵ0 ∈ ζ we denote ℵυ = ηυℵ0. Suppose that

max
ς≥1

lim
ι→∞

ϕ(ℵι+1,ℵι+2)

ϕ(ℵι,ℵι+1)
ϕ(ℵι+1,ℵς) <

1
a

, where a =
η

1− η
. (11)

Moreover, for each ℵ ∈ ζ,

lim
υ→∞

ϕ(ℵυ,ℵ) and lim
υ→∞

ϕ(ℵ,ℵυ), (12)

exists and is finite. Then, η has a UFP.

Proof. For ℵ0 ∈ ζ, consider a sequence {ℵυ = ηυℵ0}. If ∃ ℵ0 ∈ N for which ℵυ0+1 = ℵυ0 ,
then ηℵυ0 = ℵυ0 . Thus, there is nothing to prove. Now we assume that ℵυ+1 �= ℵυ for all
υ ∈ N. By using (1) we obtain

£bvcms(ℵυ,ℵυ+1) = £bvcms(ηℵυ−1, ηℵυ)

�ı̇2 η(£bvcms(ℵυ−1, ηℵυ−1) + £bvcms(ℵυ, ηℵυ))

= η(£bvcms(ℵυ−1,ℵυ) + £bvcms(ℵυ,ℵυ+1)), which implies

£bvcms(ℵυ,ℵυ+1) �ı̇2

(
η

1− η

)
£bvcms(ℵυ−1,ℵυ)

= a£bvcms(ℵυ−1,ℵυ).
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In the same way

£bvcms(ℵυ−1,ℵυ) = £bvcms(ηℵυ−2, ηℵυ−1)

�ı̇2 η(£bvcms(ℵυ−2, ηℵυ−2) + £bvcms(ℵυ−1, ηℵυ−1))

= η(£bvcms(ℵυ−2,ℵυ−1) + £bvcms(ℵυ−1,ℵυ)), which implies

£bvcms(ℵυ−1,ℵυ) �ı̇2

(
η

1− η

)
£bvcms(ℵυ−2,ℵυ−1)

= a£bvcms(ℵυ−2,ℵυ−1).

Continuing in the same way, we have

£bvcms(ℵυ,ℵυ+1) �ı̇2 a£bvcms(ℵυ−1,ℵυ) �ı̇2 a2£bvcms(ℵυ−2,ℵυ−1)

�ı̇2 .... �ı̇2 aυ£bvcms(ℵ0,ℵ1).

Thus, £bvcms(ℵυ,ℵυ+1) �ı̇2 aυ£bvcms(ℵ0,ℵ1) for all υ ≥ 0. For all υ < ς, where υ and ς
are natural numbers, we have

£bvcms(ℵυ,ℵς) �ı̇2ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1) + ϕ(ℵυ+1,ℵς)£bvcms(ℵυ+1,ℵς)

�ı̇2ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+1,ℵυ+2)£bvcms(ℵυ+1,ℵυ+2)

+ ϕ(ℵυ+1,ℵς)ϕ(ℵυ+2,ℵς)£bvcms(ℵυ+2,ℵς)

�ı̇2ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+1,ℵυ+2)£bvcms(ℵυ+1,ℵυ+2)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+2,ℵςϕ(ℵυ+2,ℵυ+3)£bvcms(ℵυ+2,ℵυ+3)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+2,ℵςϕ(ℵυ+3,ℵς)£bvcms(ℵυ+3,ℵς)

...

�ı̇2 ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)
ς−2

∑
ι=υ+1

ι

∏
j=υ+1

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)£bvcms(ℵι,ℵι+1)

+
ς−1

∏
p=υ+1

ϕ(ℵp,ℵς£bvcms(ℵς−1,ℵς

�ı̇2ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−2

∑
ι=υ+1

ι

∏
j=υ+1

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)a
ι£bvcms(ℵι,ℵι+1)

+
ς−1

∏
p=υ+1

ϕ(ℵp,ℵςa
ς−1£bvcms(ℵ0,ℵ1)

�ı̇2ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−2

∑
ι=υ+1

ι

∏
j=υ+1

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)a
ι£bvcms(ℵι,ℵι+1)

+
ς−1

∏
p=υ+1

ϕ(ℵp,ℵςϕ(ℵς−1,ℵς£bvcms(ℵ0,ℵ1)
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£bvcms(ℵυ,ℵς) =ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−1

∑
ι=υ+1

ι

∏
j=υ+1

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)a
ι£bvcms(ℵι,ℵι+1)

�ı̇2ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−1

∑
ι=υ+1

ι

∏
j=υ+1

ℵ(ℵj,ℵςϕ(ℵι,ℵι+1)a
ι£bvcms(ℵι,ℵι+1).

Furthermore, using ϕ(ℵ, i) ≥ 1. Let

S� =
�

∑
ι=0

ι

∏
j=0

ϕ(ℵj,ℵςϕ(ℵι,ℵι+1)a
ι.

Hence, we have

£bvcms(ℵυ,ℵς) �ı̇2 £bvcms(ℵ0,ℵ1)[a
υϕ(ℵυ,ℵυ+1) + (Sς−1,Sυ)]. (13)

By applying the ratio test, we obtain limς,υ→∞ Sυ exists and so the sequence {Sυ} is a
Cauchy sequence. Letting ς, υ → ∞, we have

lim
ς,υ→∞

£bvcms(ℵυ,ℵς) = 0.

Then {ℵυ} is a Cauchy sequence in a complete BVCMS (ζ, £bvcms). This means the
sequence {ℵυ} converges to some ℵ∗ ∈ ζ. By the definition of continuity, we obtain

ℵ∗ = lim
υ→∞

ℵυ+1 = lim
υ→∞

ηℵυ = η( lim
υ→∞

ℵυ) = ηℵ∗.

Let ℵ∗, i∗ ∈ fix η. Then,

£bvcms(ℵ∗, i∗) = £bvcms(ηℵ∗, ηi∗)

�ı̇2 η[£bvcms(ℵ∗, ηℵ∗) + £bvcms(i
∗, ηi∗)]

�ı̇2 η[£bvcms(ℵ∗,ℵ∗) + £bvcms(i
∗, i∗)] = 0.

Therefore, £bvcms(ℵ∗, i∗) = 0, then ℵ∗ = i∗. Hence, η has a UFP.

Theorem 4. Let (ζ, £bvcms) be a complete BVCMS and η : ζ → ζ a map, such that

£bvcms(ηℵ, ηi) �ı̇2 η(£bvcms(ℵ, ηℵ) + £bvcms(i, ηi)) (14)

for all ℵ, i ∈ ζ where 0 ≤ η < 1
2 . For ℵ0 ∈ ζ we denote ℵυ = ηυℵ0. Suppose that

max
ς≥1

lim
ι→∞

ϕ(ℵι+1,ℵι+2)

ϕ(ℵι,ℵι+1)
ϕ(ℵι+1,ℵς) <

1
a

, where a =
η

1− η
. (15)

Moreover, for each ℵ ∈ ζ,

lim
υ→∞

ϕ(ℵυ,ℵ) and lim
υ→∞

ϕ(ℵ,ℵυ), (16)

exists and is finite. Then η has a UFP.

Proof. By proving Theorem 3 and using Lemma 2, we show a Cauchy sequence {ℵυ} in a
complete BVCMS (ζ, £bvcms). Then the sequence {ℵυ} converges to a ℵ∗ ∈ ζ. Then,

£bvcms(ℵ∗,ℵυ+1) �ı̇2 ϕ(ℵ∗,ℵυ)£bvcms(ℵ∗,ℵυ) + ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)
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Using (2), (3) and (18), we deduce

lim
υ→∞

ℵbvcms(ℵ∗,ℵυ+1) = 0.

Using the triangular inequality and (1), we obtain

£bvcms(ℵ∗, ηℵ∗) �ı̇2 ϕ(ℵ∗,ℵυ+1)£bvcms(ℵ∗,ℵυ+1)

+ ϕ(ℵυ+1, ηℵ∗)£bvcms(ℵυ+1, ηℵ∗)
�ı̇2 ϕ(ℵ∗,ℵυ+1)£bvcms(ℵ∗,ℵυ+1)

+ ϕ(ℵυ+1, ηℵ∗)[η(£bvcms(ℵυ,ℵυ+1) + £bvcms(ℵ∗, ηℵ∗))].

As υ → ∞ from (3) and (19), we conclude that £bvcms(ℵ∗, ηℵ∗) = 0. From Lemma 1,
the sequence {ℵυ} uniquely converges at ℵ∗ ∈ ζ.

Example 5. Let ζ = {0, 1, 2} and £bvcms : ζ × ζ → C2 be a symmetrical metric as follows

£bvcms(ℵ,ℵ) = 0 for each ℵ ∈ ζ

and

£bvcms(0, 1) = 1 + ı̇2, £bvcms(1, 2) = 1 + ı̇2, £bvcms(0, 2) = 4 + 4ı̇2.

Define ϕ : ζ × ζ → [1, ∞) by

ϕ(2, 2) =
9
5

, ϕ(0, 0) = 5, ϕ(1, 1) =
7
3

,

ϕ(1, 2) = 2, ϕ(0, 1) = 3, ϕ(0, 2) =
7
3

.

A self-map η on ζ can be defined by η(0) = η(1) = η(2) = 2.
Taking η = 2

5 ; then,

Case 1. If ℵ = i = 0,ℵ = i = 1,ℵ = i = 2, then the result is obvious.
Case 2. If ℵ = 0, i = 1, we obtain

£bvcms(ηℵ, ηi) = £bvcms(η0, η1) = £bvcms(2, 2) = 0 �ı̇2
10
5 (1 + ı̇2)

= 2
5 (4 + 4ı̇2 + (1 + ı̇2)) = η(£bvcms(0, 2) + £bvcms(1, 2))

= η(£bvcms(ℵ, ηℵ) + £bvcms(i, ηi)).
Case 3. If ℵ = 0, i = 2, we have

£bvcms(ηℵ, ηi) = £bvcms(η0, η2) = £bvcms(2, 2) = 0 �ı̇2
8
5 (1 + ı̇2)

= 2
5 (4 + 4ı̇2 + 0) = η(£bvcms(0, 2) + £bvcms(2, 2))

= η(£bvcms(ℵ, ηℵ) + £bvcms(i, ηi)).
Case 4. If ℵ = 1, i = 2, we have

£bvcms(ηℵ, ηi) = £bvcms(η1, η2) = £bvcms(2, 2) = 0 �ı̇2
2
5 (1 + ı̇2)

= 2
5 ((1 + ı̇2) + 0) = η(£bvcms(1, 2) + £bvcms(2, 2))

= η(£bvcms(ℵ, ηℵ) + £bvcms(i, ηi)).

Then, all hypothesis of Theorem 4 are fulfilled. Hence, T has a UFP, which is ℵ∗ = 2.

Finally, we show that FPT in a Fisher-type contraction map.

Theorem 5. Let (ζ, £bvcms) be a complete BVCMS and η : ζ → ζ a continuous map, such that

£bvcms(ηℵ, ηi) �ı̇2 �£bvcms(ℵ, i) + f
£bvcms(ℵ, ηℵ)£bvcms(i, ηi)

1 + £bvcms(ℵ, i)
, (17)
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for all ℵ, i ∈ ζ, where �, f ∈ [0, 1), such that ν = �
1−f < 1. For ℵ0 ∈ ζ we denote ℵυ = ηυℵ0.

Suppose that

max
ς≥1

lim
ı̇2→∞

ϕ(ℵı̇2+1,ℵı̇2+2)

ϕ(ℵı̇2 ,ℵı̇2+1)
ϕ(ℵı̇2+1,ℵς) <

1
ν

, (18)

Moreover, suppose that for every κ ∈ ζ we have

lim
υ→∞

ϕ(ℵυ,ℵ) and lim
υ→∞

ϕ(ℵ,ℵυ), (19)

exist and are finite. Then η has a UFP.

Proof. For ℵ0 ∈ ζ. Let ℵυ = ηυℵ0. If ∃ ℵ0 ∈ N for which ℵυ0+1 = ℵυ0 , then ηℵυ0 = ℵυ0 .
Thus, there is nothing to prove. Now we assume that ℵυ+1 �= ℵυ for all υ ∈ N. By using (1),
we obtain

£bvcms(ℵυ,ℵυ+1) = £bvcms(ηℵυ−1, ηℵυ)

�ı̇2 �£bvcms(ℵυ−1,ℵυ) + f
£bvcms(ℵυ−1, ηℵυ)£bvcms(ℵυ, ηℵυ)

1 + £bvcms(ℵυ−1,ℵυ)

= �£bvcms(ℵυ−1,ℵυ) + f
£bvcms(ℵυ−1,ℵυ)£bvcms(κυ,ℵυ)

1 + £bvcms(ℵυ−1,ℵυ)

�ı̇2 £bvcms(κυ−1,ℵυ) + f£bvcms(ℵυ,ℵυ+1)

which implies

£bvcms(ℵυ,ℵυ+1) �ı̇2

(
�

1− f

)
£bvcms(ℵυ−1,ℵυ)

= ν£bvcms(ℵυ−1,ℵυ)

In the same way

£bvcms(ℵυ−1,ℵυ) = £bvcms(ηℵυ−2, ηℵυ−1)

�ı̇2 �£bvcms(ℵυ−2,ℵυ−1) + f
£bvcms(ℵυ−2, ηℵυ−2)£bvcms(ℵυ−1, ηℵυ−1)

1 + £bvcms(ℵυ−2,ℵυ−1)

= �£bvcms(ℵυ−2,ℵυ−1) + f
£bvcms(ℵυ−2,ℵυ−1)£bvcms(ℵυ−1,ℵυ)

1 + £bvcms(ℵυ−2,ℵυ−1)

�ı̇2 �£bvcms(ℵυ−2,ℵυ−1) + f£bvcms(ℵυ−1,ℵυ)

which implies

£bvcms(ℵυ−1,ℵυ) �ı̇2

(
�

1− f

)
£bvcms(ℵυ−2,ℵυ−1)

= ν(ℵυ−2,ℵυ−1)

Continuing in the same way, we have

£bvcms(ℵυ,ℵυ+1) �ı̇2 ν£bvcms(ℵυ−1,ℵυ)

�ı̇2 ν2£bvcms(ℵυ−2,ℵυ−1)

...

�ı̇2 νυ£bvcms(ℵ0,ℵ1). (20)

Thus, £bvcms(ℵυ,ℵυ+1) �ı̇2 νυ£bvcms(ℵ0,ℵ1) for all υ ≥ 0. For all υ < ς, where υ and ς
are natural numbers, giving
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£bvcms(ℵυ,ℵς) �ı̇2ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1) + ϕ(ℵυ+1,ℵς£bvcms(ℵυ+1,ℵς

�ı̇2ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+1,ℵυ+2)£bvcms(ℵυ+1,ℵυ+2)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+2,ℵς£bvcms(ℵυ+2,ℵς

�ı̇2ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+1,ℵυ+2)£bvcms(ℵυ+1,ℵυ+2)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+2,ℵςϕ(ℵυ+2,ℵυ+3)£bvcms(ℵυ+2,ℵυ+3)

+ ϕ(ℵυ+1,ℵςϕ(ℵυ+2,ℵςϕ(ℵυ+3,ℵς£bvcms(ℵυ+3,ℵς

�ı̇2 ... �ı̇2 ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1)

+
ς−2

∑
ι=υ+1

(
ι

∏
j=υ+1

ϕ(ℵj,ℵς)ϕ(ℵι,ℵι+1)£bvcms(ℵι,ℵι+1)

+
ς−1

∏
p=υ+1

ϕ(ℵp,ℵς£bvcms(ℵς−1,ℵς

�ı̇2ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−2

∑
ι=υ+1

(
ι

∏
j=υ+1

ϕ(ℵj,ℵς)ϕ(ℵι,ℵι+1)a
ι£bvcms(ℵ0,ℵ1)

+
ς−1

∏
p=υ+1

ϕ(ℵp,ℵςa
ς−1£bvcms(ℵ0,ℵ1)

�ı̇2ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−2

∑
ι=υ+1

(
ι

∏
j=υ+1

ϕ(ℵj,ℵς)ϕ(ℵι,ℵι+1)a
ι£bvcms(ℵ0,ℵ1)

+ (
ς−1

∏
p=υ+1

ϕ(ℵp,ℵς)a
ς−1ϕ(ℵς−1,ℵς£bvcms(ℵ0,ℵ1)

=ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−1

∑
ι=υ+1

(
ι

∏
j=υ+1

ϕ(ℵj,ℵς)ϕ(ℵι,ℵι+1)a
ι£bvcms(ℵ0,ℵ1)

�ı̇2ϕ(ℵυ,ℵυ+1)a
υ£bvcms(ℵ0,ℵ1)

+
ς−1

∑
ι=υ+1

(
ι

∏
j=0

ϕ(ℵj,ℵς)ϕ(ℵι,ℵι+1)a
ι£bvcms(ℵ0,ℵ1).

Furthermore, using ϕ(ℵ, i) ≥ 1. Let

S� =
�

∑
ι=0

(
ι

∏
j=0

ϕ(ℵj,ℵς)ϕ(ℵι,ℵι+1)a
ι.

Hence, we have

£bvcms(ℵυ,ℵς) �ı̇2 £bvcms(ℵ0,ℵ1)[ν
υϕ(ℵυ,ℵυ+1) + (Sς−1,Sυ)]. (21)

By using the ratio test, ensuring that limς,υ→∞ Sυ exists, the sequence {Sυ} is a real
Cauchy sequence. As ς, υ → ∞, we conclude that

lim
ς,υ→∞

£bvcms(ℵυ,ℵς) = 0,
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Then, {ℵυ} is a Cauchy sequence in the complete BVCMS (ζ, £bvcms). Therefore, the
sequence {ℵυ} converges to ℵ∗ ∈ ζ.

By the definition of continuity, we obtain

ℵ∗ = lim
υ→∞

ℵυ+1 = lim
υ→∞

ηℵυ = η( lim
υ→∞

ℵυ) = ηℵ∗.

Let ℵ∗, i∗ ∈ fix η as two fixed points of η. Then,

£bvcms(ηℵ∗, ηi∗) �ı̇2 �£bvcms(ℵ∗, i∗) + f
£bvcms(ℵ∗, ηi∗)£bvcms(ℵ∗, ηi∗)

1 + £bvcms(ℵ∗, i∗)

�ı̇2 �£bvcms(ℵ∗, i∗) + f
£bvcms(ℵ∗,ℵ∗)£bvcms(i

∗, i∗)
1 + £bvcms(ℵ∗, i∗)

�ı̇2 �£bvcms(ℵ∗, i∗).

Therefore, £bvcms(ℵ∗, i∗) = 0; then ℵ∗ = i∗. Hence, η has a UFP.

If we drop the continuous condition, we obtain

Theorem 6. Let (ζ, £bvcms) be a complete BVCMS and η : ζ → ζ a map, such that

£bvcms(ηℵ, ηi) �ı̇2 �£bvcms(ℵ, i) + f
£bvcms(ℵ, ηℵ)£bvcms(i,ηi)

1 + £bvcms(ℵ, i)
, (22)

for all ℵ, i ∈ ζ, where �, f ∈ [0, 1), such that ν = �
1−f < 1. For ℵ0 ∈ ζ we denote ℵυ = ηυℵ0.

Suppose that

max
ς≥1

lim
ı̇2→∞

ϕ(ℵı̇2+1,ℵı̇2+2)

ϕ(ℵı̇2 ,ℵı̇2+1)
ϕ(ℵı̇2+1,ℵς <

1
ν

, (23)

In addition, assume that for every ℵ ∈ ζ we have

lim
υ→∞

ϕ(ℵυ,ℵ) and lim
υ→∞

(ℵ,ℵυ) exists. (24)

Therefore, it is finite. Then η has a UFP.

Proof. By proving Theorem 5 and using Lemma 2, we obtain a Cauchy sequence {ℵυ}
which converges to ℵ∗ ∈ ζ. Then,

£bvcms(ℵ∗,ℵυ+1) �ı̇2 ϕ(ℵ∗,ℵυ)£bvcms(ℵ∗,ℵυ) + ϕ(ℵυ,ℵυ+1)£bvcms(ℵυ,ℵυ+1).

Using (2), (3) and (23), we deduce that

lim
υ→∞

£bvcms(ℵ∗,ℵυ+1) = 0.

Using the triangular inequality and (1),

£bvcms(ℵ∗, ηℵ∗) �ı̇2 ϕ(ℵ∗,ℵυ+1)£bvcms(ℵ∗,ℵυ+1) + ϕ(ℵυ+1, η∗)£bvcms(ℵυ+1, ηℵ∗)
�ı̇2 ϕ(ℵ∗,ℵυ+1)£bvcms(ℵ∗,ℵυ+1) + ϕ(ℵυ+1, η∗)[�£bvcms(ℵυ,ℵ∗)

+ f
£bvcms(ℵυ, ηℵυ)£bvcms(ℵ∗, ηℵ∗)

1 + £bvcms(ℵυ,ℵ∗) ]

= ϕ(ℵ∗,ℵυ+1)£bvcms(ℵ∗,ℵυ+1) + ϕ(ℵυ+1, η∗)[�£bvcms(ℵυ,ℵ∗)

+ f
£bvcms(ℵυ, ηℵυ)£bvcms(ℵ∗, ηℵ∗)

1 + £bvcms(ℵυ,ℵ∗) ].
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As υ → ∞ in (3) and (24), we find that £bvcms(ℵ∗, ηℵ∗) = 0. From Lemma 1, the
sequence {ℵυ} uniquely converge at ℵ∗ ∈ ζ.

Example 6. Let ζ = {0, 1, 2} and £bvcms : ζ × ζ → C be a symmetrical metric defined as

£bvcms(ℵ,ℵ) = 0 for each ℵ ∈ ζ

and

£bvcms(0, 1) = 1 + ı̇2, £bvcms(1, 2) = 1 + ı̇2, £bvcms(0, 2) = 4 + 4ı̇2.

Defining ϕ : ζ × ζ → [1, ∞) by

ϕ(2, 2) =
9
5

, ϕ(0, 0) = 5, ϕ(1, 1) =
7
3

,

ϕ(1, 2) = 2, ϕ(0, 1) = 3, ϕ(0, 2) =
7
3

.

Clearly, (ζ, £bvcms) is a BVCMS. A self-map η on ζ defined by η(0) = η(1) = η(2) = 1.
If we assume that � = f = 1

5 , we obtain

Case 1. If ℵ = i = 0,ℵ = i = 1,ℵ = i = 2 we have £bvcms(ηℵ, ηi) = 0.
Case 2. If ℵ = 0, i = 1, we obtained £bvcms(ηℵ, ηi) = 0 �ı̇2 �£bvcms(ℵ, i)

+ f £bvcms(ℵ,ηℵ)£bvcms(i,ηi)
1+£bvcms(ℵ,i)

Case 3. If ℵ = 0, i = 2, we have £bvcms(ηℵ, ηi) = 0 �ı̇2 �£bvcms(ℵ, i)

+ f £bvcms(ℵ,ηℵ)£bvcms(i,ηi)
1+£bvcms(ℵ,i)

Case 4. If ℵ = 1, i = 2, we have £bvcms(ηℵ, ηi) = 0 �ı̇2 �£bvcms(ℵ, i)

+ f £bvcms(ℵ,ηℵ)£bvcms(i,ηi)
1+£bvcms(ℵ,i)

Therefore, all axioms of Theorem 6 are fulfilled. Hence, η has a UFP, which is ℵ∗ = 1.

Application

Now, we see some basic definitions from the fractional calculus.
Let κ ∈ C[0, 1] be a function, the Rieman–Liouville fractional derivatives of order

δ > 0 are defined as:
1

Γ(n− δ)

dn

d�n

∫ �

0

κ(c)dc
(�− c)δ−n+1 = Dδκ(�),

presenting that the right-hand side is point-wise on [0, 1], where Γ is the Euler Γ function
and [δ] is the integer part of δ.

Consider the following FDE

cDξκ(�) + f (�,κ(�)) = 0, 1 ≤ � ≤ 0, 2 ≤ ξ > 1;

κ(0) = κ(1) = 0, (25)

where cDξ represents the order of ξ as the Caputo fractional derivatives and f : [0, 1]×R →
R as a continuous map defined by

cDξ =
1

Γ(n− ξ)

∫ �

0

κn(c)dc
(�− c)ξ−n+1 .

The given FDE (25) is equivalent to

κ(�) =
∫ 1

0
Ω(�, c)f (�,κ(c))dc,
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for all κ ∈ ζ and � ∈ [0, 1], where

Ω(�, c) =

⎧⎨
⎩

[�(1−c)]ξ−1−(�−c)ξ−1

Γ(ξ) , 0 ≤ c ≤ � ≤ 1,
[�(1−c)]ξ−1

Γ(ξ) , 0 ≤ � ≤ c ≤ 1.

Consider C([0, 1],R) = ζ as the space of the continuous map described by [0, 1], and
£bvcms : ζ × ζ → C2 a bicomplex-valued controlled metric, such that

£bvcms(κ,γ) = sup
�∈[0,1]

|κ(�)− γ(�)|2 + ı̇2 sup
�∈[0,1]

|κ(�)− γ(�)|2,

for all κ,γ ∈ ζ. Let ϕ� : ζ × ζ → [1, ∞) be defined by

ϕ�(κ,γ) = 2,

for all κ,γ ∈ ζ. Then, (ζ, £bvcms) is a complete BVCMS.

Theorem 7. Consider the non-linear FDE (25). Suppose that the following assertions are satisfied:

(i) There exists m ∈ [0, 1] and κ,γ ∈ C([0, 1],R), such that

|f (�,κ)− f (�,γ)| ≤
√
m|κ(�)− γ(�)|;

(ii)

sup
�∈[0,1]

∫ 1

0
Ω(�, c)dc < 1.

Then, FDE (25) has a unique solution in ζ.

Proof. Consider the map η : ζ → ζ defined by

ηκ(�) =
∫ 1

0
Ω(�, c)f (�,κ(c))dc.

Now, for all κ,γ ∈ ζ, we deduce

|ηκ(�)− ηγ(�)|2(1 + ı̇2) = |
∫ 1

0
Ω(�, c)f (�,κ(c))dc−

∫ 1

0
Ω(�, c)f (�,γ(c))dc|2(1 + ı̇2)

≤
( ∫ 1

0
Ω(�, c)|f (�,κ(c))− f (�,γ(c))|dc

)2

(1 + ı̇2)

≤
( ∫ 1

0
Ω(�, c)dc

)2 ∫ 1

0
m|κ(�)− γ(�)|2dc(1 + ı̇2).

Taking the supreme, we obtain

£bvcms(ηκ, ηγ) ≤ m£bvcms(κ,γ).

Therefore, all conditions of Theorem 1 are fulfilled and the operator η has a UFP.

4. Conclusions

In this paper we introduced the concept of BVCMS and FPTs for Banach-, Kannan- and
Fisher-type contractions concepts. Furthermore, we presented examples that elaborated
the usability of our results. Meanwhile, we provided an application for the existence of
a solution to an FDE using one of our results. This concept can be applied for further
investigations into studying BVCMSs for other structures in metric spaces.
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Abstract: In this paper, we study a nonlinear Riemann-Liouville fractional a q-difference system with
multi-strip and multi-point mixed boundary conditions under the Caputo fractional q-derivative,
where the nonlinear terms contain two coupled unknown functions and their fractional derivatives.
Using the fixed point theorem for mixed monotone operators, we constructe iteration functions for
arbitrary initial value and acquire the existence and uniqueness of extremal solutions. Moreover, a
related example is given to illustrate our research results.
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q-derivative boundary conditions; mixed monotone operator
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1. Introduction

Fractional calculus come into people’s view in 1695 [1], extending the traditional inte-
gral calculus concept to the whole field of real numbers. It is originally of great significance
in many areas [2]. As we all know, in the research process of these fields, equations need
to be established to describe the specific change process. On the other hand, fractional
calculus has the nice property of being able to accurately describe these processes with
genetic and memory traits. Therefore, the fractional differential equation has gradually
become the focus of people’s research. At the same time, the existence analysis, uniqueness
analysis, stability analysis of solutions in fractional differential equation become an impor-
tant research direction. Many scholars have studied them in recent years, and readers can
refer to the literature [3–13].

At the beginning of the twentieth century, the appearance of Quantum Mechanics
promoted the generation and development of Quantum calculus (q-calculus). F. H. Jack-
son made the first complete study of q-calculus [14,15]. Later W. A. Al-Salam [16] and
R. P. Agarwal [17] proposed the basic concepts and properties of fractional q-calculus.
Q-calculus has been an important bridge between mathematics and physics since its birth.
It plays an extremely important role in quantum physics, spectral analysis and dynamical
systems [18–21]. In recent years, q-calculus has also been increasingly used in engineer-
ing [22,23]. With the application and development of fractional differential equation and
the extensive research and application of q-calculus in mathematics, physics and other
fields, the study of fractional q-difference equation has become a topic of widespread
concern. Increased experts begin to pay attention to the theoretical research of fractional
q-difference equation [24–32].

In 2019, the authors [27] studied the boundary value problem of the following mixed
fractional q-difference by the Guo–Krasnoselskii’s fixed point theorem and the Banach
contraction mapping principle:
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{
Dα

q u(t) + f (t, u(t)) = 0, t ∈ [0, 1],

u(0) = cDβ
q u(0) = cDβ

q u(1),

where 0 < β � 1, 2 < α < 2+ β, Dα
q , cDβ

q are the Riemann–Liouville fractional q-derivative
and Caputo fractional q-derivative of order α, β.

In [30], utilizing the monotone iterative approach, the authors are considered with the
fractional q-difference system involing four-point boundary conditions:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Dα
q u(t) + f (t, v(t)) = 0, t ∈ (0, 1),

Dβ
q v(t) + f (t, u(t)) = 0, t ∈ (0, 1),

u(0) = 0, u(1) = γ1u(η1),

v(0) = 0, v(1) = γ2v(η2),

where 1 < β � α � 2, 0 < η1, η2 < 1, 0 < γ1η
α−1
1 < 1 and 0 < γ2η

β−1
2 < 1.

In [9], in view of the method of mixed monotone operators, the conclusion of the
existence and uniqueness of solutions for the following coupled system is drawn:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Dα
0+x(τ) + f1

(
τ, x(τ), Dη

0+x(τ)
)
+ g1(τ, y(τ)) = 0,

Dβ
0+y(τ) + f2

(
τ, y(τ), Dγ

0+y(τ)
)
+ g2(τ, x(τ)) = 0,

τ ∈ (0, 1), n− 1 < α, β < n,

x(i)(0) = y(i)(0) = 0, i = 0, 1, 2, . . . , n− 2,[
Dξ

0+y(τ)
]
τ=1

= k1(y(1)),
[

Dζ
0+x(τ)

]
τ=1

= k2(x(1)),

where the integer number n > 3 and 1 � γ � ξ � n − 2, 1 � η � ζ � n − 2, f1, f2:
[0, 1] × R+ × R+ → R+, g1, g2: [0, 1] × R+ → R+and k1, k2: R+ → R+are continuous
functions, Dα

0+ and Dβ
0+ represent the Riemann-Liouville derivatives.

There are many ways to deal with the boundary value problem, such as monotone
iteration techniques, the Banach contraction mapping principle and so on. In these methods,
the constraints are often stringent, one of which is that completely continuity of the operator
must be proved and the proving process is often very complicated. However, The mixed
monotone operators have relatively loose requirements and only need to prove some
properties like the upper bound. Now, there has been some literature using it to prove the
existence and uniqueness of solutions, see [9–13,31,32]. Therefore, this paper also intends
to introduce this method to prove the corresponding conclusion.

Motivated by the above mentioned papers, we investigate the following coupled
nonlinear fractional q-difference system:{

Dα1
q u(t) + f1(t, u(t), v(t), Dγ1

q u(t), Dγ2
q v(t)) = 0, t ∈ (0, 1),

Dα2
q v(t) + f2(t, u(t), v(t), Dγ1

q u(t), Dγ2
q v(t)) = 0, t ∈ (0, 1),

(1)

subject to the multi-strip and multi-point mixed boundary conditions:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

u(0) = 0, v(0) = 0,

cDα1−1
q u(1) =

m

∑
i=1

λ1i I
β1i
q v(ξi) +

n

∑
j=1

b1jv(ηj),

cDα2−1
q v(1) =

m

∑
i=1

λ2i I
β2i
q u(ξi) +

n

∑
j=1

b2ju(ηj),

(2)
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where cDα
q , Dα

q are the Caputo fractional q-derivative and Riemann-Liouville fractional

q-derivative of order α respectively, and Iβki
q is the Riemann-Liouville fractional q-integral

of order βki, for k = 1, 2 and i = 1, 2, . . . , m. α1, α2 ∈ [1, 2], γ1,γ2 ∈ [0, 1]; λ1i,λ2i ∈
[0,+∞), β1i, β2i ∈ (0,+∞), ξi ∈ [0, 1], for i = 1, 2, . . . , m; b1j, b2j ∈ [0,+∞), ηj ∈ [0, 1], for
j = 1, 2, . . . , n.

The system has the following four main characteristics: First, it is based on q-calculus,
so it is closely connected with Physics and has practical research significance. Second, there
are two types of derivatives (the Caputo and Riemann-Liouville fractional q-derivative)
in the system, which is more in line with the complex conditions of the real world. Third,
the unknown functions u(t) and v(t) in the system influence each other which can have
better practical applications. Fourth, the nonlinear part, f1and f2, contain two derivative
operators Dγ1

q , Dγ2
q . Due to the complexity of the model, it is difficult to find the Green’s

function and its upper and lower bounds. After that, we choose the mixed monotone
operator method to get the existence and uniqueness of non-negative solution to our
system. Compared with the monotone iterative method for the requirements of fixed initial
values, mixed monotone operators do not need to prove complete continuity, and there
are no restrictions for initial values, that is, the arbitrarily initial value works. Therefore,
the mixed monotone method is more widely applicable.

This article is arranged as the following aspects: In Section 2, some fundamental
definitions and lemmas are introduced. Moreover, some crucial results and their proofs
are discussed. In Section 3, we set out the main conclusion: the existence and uniqueness
results of non-negative solutions. At last, an example is given to illustrate our result.

2. Preliminaries

For the reader’s convenience, we list some important definitions of q-calculus. On the
other hand, there are also basic notion and lemmas for the proof which will be used in the
next section.

Let (E, ‖ · ‖) be a Banach space, partially ordered by a cone P ⊂ E. In other words,
x ! y if and only if y− x ∈ P. We use θ to represent the zero element of E. We consider a
cone P to be normal if there exists a constant M > 0 such that for all x, y ∈ E, θ � x � y
implies ‖x‖ � M‖y‖; on this condition M is called the normality constant of P. Giving
h > θ, we denote by Ph the set Ph = {x ∈ E| ∃ λ, μ > 0 : λh � x � μh}.

Definition 1 ([33,34]). A : P × P → P is said to be a mixed monotone operator of A(x, y) is
increasing in x and decreasing in y, i.e., for xi, yi ∈ P(i = 1, 2), x1 � x2, y1 � y2 implies that
A(x1, y1) � A(x2, y2). Element x ∈ P is called a fixed point of A if A(x, x) = x.

Lemma 1 ([35]). Let P a normal cone of a real Banach space E. Also, let A : P × P → P be a
mixed monotone operator. Assume that

(A1) there exists h ∈ P with h �= θ such that A(h, h) ∈ Ph;
(A2) for any u, v ∈ P and t ∈ (0, 1), there exists ϕ(t) ∈ (0, 1] such that A(tu, t−1v) �

ϕ(t)A(u, v).
Then operator A has a unique fixed point x∗ in Ph. Moreover, for any initial x0, y0 ∈ Ph,

constructing successively the sequences

xn = A(xn−1, yn−1), yn = A(yn−1, xn−1), n = 1, 2, · · · ,

one has ‖xn − x∗‖ → 0 and ‖yn − x∗‖ → 0 as n → ∞.

For q ∈ (0, 1) and a ∈ R, define

[a]q =
1− qa

1− q
.
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The q-analogue of the power function is

(a− b)(0)q = 1,

(a− b)(k)q =
k−1

∏
i=0

(a− bqi), k ∈ N, a, b ∈ R.

Generally, if α ∈ R, there is

(a− b)(α)q = aα
∞

∏
i=0

a− bqi

a− bqi+α
.

It is clearly that a(α) = aα for b = 0 and 0(α) = 0 for α ≥ 0.
The q-Gamma function is given by

Γq(x) =
(1− q)(x−1)

(1− q)x−1 , x ∈ R\{0,−1,−2, . . .},

then we have Γq(x + 1) = [x]qΓq(x).
For x, y > 0, we have

Bq(x, y) =
∫ 1

0
tx−1(1− qt)(y−1)dqt, (3)

especially,

Bq(x, y) =
Γq(x)Γq(y)
Γq(x + y)

.

The q-derivative of a function f is defined by

(Dq f )(x) =
f (qx)− f (x)
(q− 1)x

,

(Dq f )(0) = lim
x→0

(Dq f )(x),

and the q-derivative of higher order by

(D0
q f )(x) = f (x),

(Dn
q f )(x) = Dq(Dn−1

q f )(x), n ∈ N.

The q-integral of a function f defined on the interval [0, b] is given by

(Iq f )(x) =
∫ x

0
f (s)dqs = x(1− q)

∞

∑
k=0

f (xqk)qk, x ∈ [0, b].

If a ∈ [0, b] and f is defined in the interval [0, b], then its integral from a to b is
defined by ∫ b

a
f (s)dqs =

∫ b

0
f (s)dqs−

∫ a

0
f (s)dqs,

and similarly the q-integral of higher order is given by

(I0
q f )(x) = f (x),

(In
q f )(x) = Iq(In−1

q f )(x), n ∈ N.
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Definition 2 ([17]). Let α � 0 and f be a real function defined on a certain interval [a, b]. The
Riemann-Liouville fractional q-integral of order α is defined by

(I0
q f )(t) = f (t),

(Iαq f )(t) =
1

Γq(α)

∫ t

0
(t− qs)(α−1) f (s)dqs, α > 0.

Definition 3 ([17]). The fractional q-derivative of the Riemann-Liouville type of order α � 0 of a
continuous and differential function f on the interval [a, b] is given by

(D0
q f )(t) = f (t),

(Dα
q f )(t) = (Dl

q Il−α
q f )(t), α > 0,

where l is the smallest integer greater than or equal to α.

Definition 4 ([17]). Let α � 0, and the Caputo fractional q-derivatives of f be defined by

(cDα
q f )(t) = (Il−α

q Dl
q f )(t),

where l is the smallest integer greater than or equal to α.

Lemma 2 ([36]). Let α, β � 0 and f : [a, b] → R be a continuous function defined on [a, b] and
its derivative exist. Then the following formulas hold:

(Dα
q Iαq f )(t) = f (t),

(Iαq Iβq f )(t) = (Iα+β
q f )(t).

Lemma 3 ([36]). Let α > 0 and p be a positive integer. Then the following equality holds:

(Iαq Dp
q f )(t) = (Dp

q Iαq f )(t)−
p−1

∑
k=0

tα−p+k

Γq(α− p + k + 1)
(Dk

q f )(0).

Lemma 4 ([36,37]). Let α > 0 and n = [α] + 1. Then we have

(Iαq
cDα

q f )(t) = f (t) + c0 + c1t + c2t2 + . . . + cn−1tn−1,

where c0, c1, . . . , cn−1 are some constants.

For convenience, we denote⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

l1 =
1

Γq(α2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qs)(β1i−1)sα2−1dqs +

n

∑
j=1

b1jη
α2−1
j

]
,

l2 =
1

Γq(α1)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qs)(β2i−1)sα1−1dqs +

n

∑
j=1

b2jη
α1−1
j

]
.

(4)

The following assumptions are introduced for analysis:

(F1) 1 � αk � 2, βki > 0, for k = 1, 2 and i = 1, 2, . . . , m;
(F2) 0 � ηj, ξi � 1,λ1i,λ2i � 0, b1j, b2j � 0, for i = 1, 2, . . . , m, j = 1, 2, . . . , n;
(F3) 1− l1l2 > 0, where l1, l2 are defined by (4);
(F4) fk : [0, 1]× [0,+∞)4 → [0,+∞) is continuous (k = 1, 2).
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A corresponding linear differential system with BVP (1) and (2) is considered, and the
expression of the corresponding Green’s functions are established.

Lemma 5. Assume that (F1)–(F3) hold. For h1, h2 ∈ C(0, 1), the fractional differential system{
Dα1

q u(t) + h1(t) = 0, t ∈ (0, 1),

Dα2
q v(t) + h2(t) = 0, t ∈ (0, 1),

(5)

with boundary conditions (2) has an integral representation
⎧⎪⎪⎨
⎪⎪⎩

u(t) =
∫ 1

0
K1(t, qs)h1(s)dqs +

∫ 1

0
H1(t, qs)h2(s)dqs,

v(t) =
∫ 1

0
K2(t, qs)h2(s)dqs +

∫ 1

0
H2(t, qs)h1(s)dqs,

(6)

where

K1(t, qs) = g1(t, qs) +
l1tα1−1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dτ +

n

∑
j=1

b2jg1(ηj, qs)

]
,

H1(t, qs) =
tα1−1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dqτ +

n

∑
j=1

b1jg2(ηj, qs)

]
,

(7)

K2(t, qs) = g2(t, qs) +
l2tα2−1

Γq(α2)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dτ +

n

∑
j=1

b1jg2(ηj, qs)

]
,

H2(t, qs) =
tα2−1

Γq(α2)(1− l1l2)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dqτ +

n

∑
j=1

b2jg1(ηj, qs)

]
,

(8)

and for k = 1, 2,

gk(t, qs) =
1

Γq(αk)

{
tαk−1 − (t− qs)(αk−1), 0 � qs � t � 1,

tαk−1, 0 � t � qs � 1.
(9)

Proof. According to Lemma 3, the Equation (5) can be reduced to the following equivalent
integral equations: {

u(t) = −Iα1
q h1(t) + c11tα1−1 + c12tα1−2,

v(t) = −Iα2
q h2(t) + c21tα2−1 + c22tα2−2,

(10)

where c11, c12, c21, c22 are constants.
From u(0) = v(0) = 0, we obtain c12 = c22 = 0. By using Lemma 4, we get⎧⎨

⎩
cDα1−1

q u(t) = − cDα1−1
q Iα1

q h1(t) + c11
cDα1−1

q tα1−1 = −Iqh1(t) + c11[α1 − 1]q I2−α1
q tα1−2,

cDα2−1
q v(t) = − cDα2−1

q Iα2
q h2(t) + c21

cDα2−1
q tα2−1 = −Iqh2(t) + c21[α2 − 1]q I2−α2

q tα2−2.
(11)

Then from (3) we get
⎧⎪⎪⎨
⎪⎪⎩

cDα1−1
q u(1) = −Iqh1(1) + c11[α1 − 1]q I2−α1

q 1 = −
∫ 1

0
h1(s)dqs + c11Γq(α1),

cDα2−1
q v(1) = −Iqh2(1) + c21[α2 − 1]q I2−α2

q 1 = −
∫ 1

0
h2(s)dqs + c21Γq(α2).

(12)
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From the rest of the condition of (2), it can be obtained that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

c11 =
1

Γq(α1)

[
m

∑
i=1

λ1i I
β1i
q v(ξi) +

n

∑
j=1

b1jv(ηj) +
∫ 1

0
h1(s)dqs

]
,

c21 =
1

Γq(α2)

[
m

∑
i=1

λ2i I
β2i
q u(ξi) +

n

∑
j=1

b2ju(ηj) +
∫ 1

0
h2(s)dqs

]
.

(13)

Further, we can reduce (10) to⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

u(t) =
tα1−1

Γ(α1)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qs)(β1i−1)v(s)dqs +

n

∑
j=1

b1jv(ηj)

]
+
∫ 1

0
g1(t, qs)h1(s)dqs,

v(t) =
tα2−1

Γ(α2)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qs)(β2i−1)u(s)dqs +

n

∑
j=1

b2ju(ηj)

]
+
∫ 1

0
g2(t, qs)h2(s)dqs,

(14)

where gk(t, qs)(k = 1, 2) are introduced by (9). Then we can get

m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qs)(β1i−1)v(s)dqs +

n

∑
j=1

b1jv(ηj)

=
1

Γq(α2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qs)(β1i−1)sα2−1dqs +

n

∑
j=1

b1jη
α2−1
j

]

·
[

m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qs)(β2i−1)u(s)dqs +

n

∑
j=1

b2ju(ηj)

]

+
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)

∫ 1

0
g2(τ, qs)h2(s)dqsdqτ +

n

∑
j=1

b1j

∫ 1

0
g2(ηj, qs)h2(s)dqs.

(15)

Moreover, we have

m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qs)(β2i−1)u(s)dqs +

n

∑
j=1

b2ju(ηj)

=
1

Γq(α1)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qs)(β2i−1)sα1−1dqs +

n

∑
j=1

b2jη
α1−1
j

]

·
[

m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qs)(β1i−1)v(s)dqs +

n

∑
j=1

b1jv(ηj)

]

+
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)

∫ 1

0
g1(τ, qs)h1(s)dqsdqτ +

n

∑
j=1

b2j

∫ 1

0
g1(ηj, qs)h1(s)dqs.

(16)

Combining (15) and (16), it can be seen that
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m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qs)(β1i−1)v(s)dqs +

n

∑
j=1

b1jv(ηj)

=
1

1− l1l2

[
l1

(
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)

∫ 1

0
g1(τ, qs)h1(s)dqsdqτ +

n

∑
j=1

b2j

∫ 1

0
g1(ηj, qs)h1(s)dqs

)

+
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)

∫ 1

0
g2(τ, qs)h2(s)dqsdqτ +

n

∑
j=1

b1j

∫ 1

0
g2(ηj, qs)h2(s)dqs

]
,

m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qs)(β2i−1)u(s)dqs +

n

∑
j=1

b2ju(ηj)

=
1

1− l1l2

[
l2

(
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)

∫ 1

0
g2(τ, qs)h2(s)dqsdqτ +

n

∑
j=1

b1j

∫ 1

0
g2(ηj, qs)h2(s)dqs

)

+
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)

∫ 1

0
g1(τ, qs)h1(s)dqsdqτ +

n

∑
j=1

b2j

∫ 1

0
g1(ηj, qs)h1(s)dqs

]
,

(17)

where lk (k = 1, 2) is defined by (4). According to (14) and (17), we can get

u(t) =
∫ 1

0
g1(t, qs)h1(s)dqs

+
tα1−1

Γq(α1)(1− l1l2)

[∫ 1

0
l1

(
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dqτ +

n

∑
j=1

b2jg1(ηj, qs)

)
h1(s)dqs

+
∫ 1

0

(
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dqτ +

n

∑
j=1

b1jg2(ηj, qs)

)
h2(s)dqs

]

=
∫ 1

0
K1(t, qs)h1(s)dqs +

∫ 1

0
H1(t, qs)h2(s)dqs,

where K1(t, qs) and H1(t, qs) are introduced by (7). Similarly, we also have

v(t) =
∫ 1

0
g2(t, qs)h2(s)dqs

+
tα2−1

Γq(α2)(1− l1l2)

[∫ 1

0
l2

(
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dqτ +

n

∑
j=1

b1jg2(ηj, qs)

)
h2(s)dqs

+
∫ 1

0

(
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dqτ +

n

∑
j=1

b2jg1(ηj, qs)

)
h1(s)dqs

]

=
∫ 1

0
K2(t, qs)h2(s)dqs +

∫ 1

0
H2(t, qs)h1(s)dqs,

where K2(t, qs) and H2(t, qs) are also given by (8).
This completes the proof of the lemma.
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Let

Kĩ1(t, qs) =Dγĩ
q K1(t, qs)

=Dγĩ
q g1(t, qs) +

l1tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

·
[

m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dτ +

n

∑
j=1

b2jg1(ηj, qs)

]
,

Hĩ1(t, qs) =Dγĩ
q H1(t, qs)

=
tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

·
[

m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dqτ +

n

∑
j=1

b1jg2(ηj, qs)

]
,

(18)

Kĩ2(t, qs) =Dγĩ
q K2(t, qs)

=Dγĩ
q g2(t, qs) +

l2tα2−γĩ−1

Γq(α2 − γĩ)(1− l1l2)

·
[

m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dτ +

n

∑
j=1

b1jg2(ηj, qs)

]
,

Hĩ2(t, qs) =Dγĩ
q H2(t, qs)

=
tα2−γĩ−1

Γq(α2 − γĩ)(1− l1l2)

·
[

m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dqτ +

n

∑
j=1

b2jg1(ηj, qs)

]
,

(19)

Dγĩ
q gk(t, qs) =

1
Γq(αk − γĩ)

{
tαk−γĩ−1 − (t− qs)(αk−γĩ−1), 0 � qs � t � 1,

tαk−γĩ−1, 0 � t � qs � 1,
(20)

where ĩ = 1, 2 and k = 1, 2.

Lemma 6. Assume that (F1) holds. Then the functions gk(t, qs) defined by (9) and Dγĩ
q gk(t, qs)

defined by (20) for ĩ = 1, 2, k = 1, 2 have the following properties:

(1) 0 � 1
Γq(αk)

[1− (1− qs)(αk−1)]tαk−1 � gk(t, qs) � 1
Γq(αk)

tαk−1;

(2) 0 � 1
Γq(αk − γĩ)

[1 − (1 − qs)(αk−γĩ−1)]tαk−γĩ−1 � Dγĩ
q gk(t, qs) � 1

Γq(αk − γĩ)
tαk−γĩ−1,

f or t, qs ∈ [0, 1].
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Proof. (1) For 0 � qs � t � 1, we can get

gk(t, qs) =
1

Γq(αk)

[
tαk−1 − (t− qs)(αk−1)

]

� 1
Γq(αk)

[
tαk−1 − (t− qs · t)(αk−1)

]

=
1

Γq(αk)
[1− (1− qs)(αk−1)]tαk−1 � 0,

gk(t, qs) =
1

Γq(αk)

[
tαk−1 − (t− qs)(αk−1)

]

� 1
Γq(αk)

tαk−1.

For 0 � t � qs � 1, we have

gk(t, qs) =
1

Γq(αk)
tαk−1

� 1
Γq(αk)

tαk−1 − 1
Γq(αk)

tαk−1 · (1− qs)(αk−1)

=
1

Γq(αk)
[1− (1− qs)(αk−1)]tαk−1 � 0,

gk(t, qs) =
1

Γq(αk)
tαk−1.

(2) For 0 � qs � t � 1, we have

Dγĩ
q gk(t, qs) =

1
Γq(αk − γĩ)

[
tαk−γĩ−1 − (t− qs)(αk−γĩ−1)

]

� 1
Γq(αk − γĩ)

[
tαk−γĩ−1 − (t− qs · t)(αk−γĩ−1)

]

=
1

Γq(αk − γĩ)
[1− (1− qs)(αk−γĩ−1)]tαk−γĩ−1 � 0,

Dγĩ
q gk(t, qs) =

1
Γq(αk − γĩ)

[
tαk−γĩ−1 − (t− qs)(αk−γĩ−1)

]

� 1
Γq(αk − γĩ)

tαk−γĩ−1.

For 0 � t � qs � 1, we have

Dγĩ
q gk(t, qs) =

1
Γq(αk − γĩ)

tαk−γĩ−1

� 1
Γq(αk − γĩ)

tαk−γĩ−1 − 1
Γq(αk − γĩ)

tαk−γĩ−1 · (1− qs)(αk−γĩ−1)

=
1

Γq(αk − γĩ)
[1− (1− qs)(αk−γĩ−1)]tαk−γĩ−1 � 0,

Dγĩ
q gk(t, qs) =

1
Γq(αk − γĩ)

tαk−γĩ−1.

This completes the proof of the lemma.

For computational convenience, we introduce the following notations:
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�1 =
1

Γq(α1)

[
1 +

l1
Γq(α1)(1− l1l2)

(
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

n

∑
j=1

b2jηj
α1−1

)]
, (21)

�2 =
1

Γq(α2)

[
1 +

l2
Γq(α2)(1− l1l2)

(
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

n

∑
j=1

b1jηj
α2−1

)]
, (22)

�3 = 1 +
l1

Γq(α1)(1− l1l2)

(
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

n

∑
j=1

b2jηj
α1−1

)
, (23)

�4 = 1 +
l2

Γq(α2)(1− l1l2)

(
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

n

∑
j=1

b1jηj
α2−1

)
, (24)

ρ1 =
1

Γq(α1)Γq(α2)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

n

∑
j=1

b1jηj
α2−1

]
, (25)

ρ2 =
1

Γq(α1)Γq(α2)(1− l1l2)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

n

∑
j=1

b2jηj
α1−1

]
, (26)

ρ3 =
1

Γq(α2)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

n

∑
j=1

b1jηj
α2−1

]
, (27)

ρ4 =
1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

n

∑
j=1

b2jηj
α1−1

]
. (28)

Lemma 7. Assume that (F1)–(F3) hold. Then for (t, qs) ∈ [0, 1]× [0, 1], the functions Kj̃(t, qs),
Hj̃(t, qs), Kĩj̃(t, qs) and Hĩj̃(t, qs) for ĩ = 1, 2, j̃ = 1, 2 defined by (7), (8), (18) and (19) satisfy the
following results:
(1) 0 ≤ �1tα1−1

[
1− (1− qs)(α1−1)

]
� K1(t, qs) � �1tα1−1,

0 ≤ �2tα2−1
[
1− (1− qs)(α2−1)

]
� K2(t, qs) � �2tα2−1,

0 ≤ �3

Γq(α1 − γĩ)
tα1−γĩ−1

[
1− (1− qs)(α1−γĩ−1)

]
� Kĩ1(t, qs) � �3

Γq(α1 − γĩ)
tα1−γĩ−1,

0 ≤ �4

Γq(α2 − γĩ)
tα2−γĩ−1

[
1− (1− qs)(α2−γĩ−1)

]
� Kĩ2(t, qs) � �4

Γq(α2 − γĩ)
tα2−γĩ−1,

(2) 0 ≤ ρ1tα1−1
[
1− (1− qs)(α2−1)

]
� H1(t, qs) � ρ1tα1−1,

0 ≤ ρ2tα2−1
[
1− (1− qs)(α1−1)

]
� H2(t, qs) � ρ2tα2−1,

0 ≤ ρ3

Γq(α1 − γĩ)
tα1−γĩ−1

[
1− (1− qs)(α2−γĩ−1)

]
� Hĩ1(t, qs) � ρ3

Γq(α1 − γĩ)
tα1−γĩ−1,

0 ≤ ρ4

Γq(α2 − γĩ)
tα2−γĩ−1

[
1− (1− qs)(α1−γĩ−1)

]
� Hĩ2(t, qs) � ρ4

Γq(α2 − γĩ)
tα2−γĩ−1.

Proof. (1) Accordance with (F3), Lemma 6 and the definition of K1(t, qs), we have
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K1(t, qs) = g1(t, qs) +
l1tα1−1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dqτ +

n

∑
j=1

b2jg1(ηj, qs)

]

� tα1−1

Γq(α1)
[1− (1− qs)(α1−1)] +

l1tα1−1

Γq(α1)(1− l1l2)

·

⎡
⎣ m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1) τα1−1

Γq(α1)
[1− (1− qs)(α1−1)]dqτ +

n

∑
j=1

b2j
ηα1−1

j

Γq(α1)
[1− (1− qs)(α1−1)]

⎤
⎦

=
tα1−1

Γq(α1)
[1− (1− qs)(α1−1)]

·
[

1 +
l1

Γq(α1)(1− l1l2)

(
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

n

∑
j=1

b2jηj
α1−1

)]

=�1tα1−1
[
1− (1− qs)(α1−1)

]
≥ 0,

K1(t, qs) = g1(t, qs) +
l1tα1−1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dqτ +

n

∑
j=1

b2jg1(ηj, qs)

]

� tα1−1

Γq(α1)
+

l1tα1−1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ2i
Γq(β2i)Γq(α1)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

1
Γq(α1)

n

∑
j=1

b2jηj
α1−1

]

=
tα1−1

Γq(α1)

[
1 +

l1
Γq(α1)(1− l1l2)

(
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

n

∑
j=1

b2jηj
α1−1

)]

=�1tα1−1,

where �1 is defined by (21).

Kĩ1(t, qs) = Dγĩ
q g1(t, qs) +

l1tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dqτ +

n

∑
j=1

b2jg1(ηj, qs)

]

� tα1−γĩ−1

Γq(α1 − γĩ)
[1− (1− qs)(α1−γĩ−1)] +

l1tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

·

⎡
⎣ m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1) τα1−1

Γq(α1)
[1− (1− qs)(α1−1)]dqτ +

n

∑
j=1

b2j
ηα1−1

j

Γq(α1)
[1− (1− qs)(α1−1)]

⎤
⎦

� tα1−γĩ−1

Γq(α1 − γĩ)
[1− (1− qs)(α1−γĩ−1)]

·
[

1 +
l1

Γq(α1 − γ1)(1− l1l2)

(
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

n

∑
j=1

b2jηj
α1−1

)]

=
�3

Γq(α1 − γĩ)
tα1−γĩ−1

[
1− (1− qs)(α1−γĩ−1)

]
≥ 0,
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Kĩ1(t, qs) = Dγĩ
q g1(t, qs) +

l1tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

[
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)g1(τ, qs)dqτ +

n

∑
j=1

b2jg1(ηj, qs)

]

� tα1−γĩ−1

Γq(α1 − γĩ)
+

l1tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

·
[

m

∑
i=1

λ2i
Γq(β2i)Γq(α1)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

1
Γq(α1)

n

∑
j=1

b2jηj
α1−1

]

=
tα1−γĩ−1

Γq(α1 − γĩ)

[
1 +

l1
Γq(α1 − γĩ)(1− l1l2)

(
m

∑
i=1

λ2i
Γq(β2i)

∫ ξi

0
(ξi − qτ)(β2i−1)τα1−1dqτ +

n

∑
j=1

b2jηj
α1−1

)]

=
�3

Γq(α1 − γĩ)
tα1−γĩ−1,

where ĩ = 1, 2 and �3 is defined by (23). Similarly, we get

0 � �2tα2−1
[
1− (1− qs)(α2−1)

]
�K2(t, qs) � �2tα2−1,

0 ≤ �4

Γq(α2 − γĩ)
tα2−γĩ−1

[
1− (1− qs)(α2−γĩ−1)

]
�Kĩ2(t, qs) � �4

Γq(α2 − γĩ)
tα2−γĩ−1,

where �2 and �4 are defined by (22) and (24).
(2) According to (F3), Lemma 6 and the definition of H1(t, qs), we can obtain

H1(t, qs) =
tα1−1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dqτ +

n

∑
j=1

b1jg2(ηj, qs)

]

� tα1−1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1) τα2−1

Γq(α2)
[1− (1− qs)(α2−1)]dqτ

+
n

∑
j=1

b1j
ηα2−1

j

Γq(α2)
[1− (1− qs)(α2−1)]

⎤
⎦

=
tα1−1

Γq(α1)Γq(α2)(1− l1l2)
[1− (1− qs)(α2−1)]

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

n

∑
j=1

b1jη
α2−1
j

]

= ρ1tα1−1
[
1− (1− qs)(α2−1)

]
≥ 0,

H1(t, qs) =
tα1−1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dqτ +

n

∑
j=1

b1jg2(ηj, qs)

]

� tα1−1

Γq(α1)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)Γq(α2)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

1
Γq(α2)

n

∑
j=1

b1jη
α2−1
j

]

=
tα1−1

Γq(α1)Γq(α2)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

n

∑
j=1

b1jη
α2−1
j

]

= ρ1tα1−1,

where ρ1 is defined by (27).
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Hĩ1(t, qs) =
tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dqτ +

n

∑
j=1

b1jg2(ηj, qs)

]

� tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1) τα2−1

Γq(α2)
[1− (1− qs)(α2−1)]dqτ

+
n

∑
j=1

b1j
ηα2−1

j

Γq(α2)
[1− (1− qs)(α2−1)]

⎤
⎦

� tα1−γĩ−1

Γq(α1 − γĩ)Γq(α2)(1− l1l2)
[1− (1− qs)(α2−γĩ−1)]

·
[

m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

n

∑
j=1

b1jη
α2−1
j

]

=
ρ3

Γq(α1 − γĩ)
tα1−γĩ−1

[
1− (1− qs)(α2−γĩ−1)

]
≥ 0,

Hĩ1(t, qs) =
tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)g2(τ, qs)dqτ +

n

∑
j=1

b1jg2(ηj, qs)

]

� tα1−γĩ−1

Γq(α1 − γĩ)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)Γq(α2)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

1
Γq(α2)

n

∑
j=1

b1jη
α2−1
j

]

=
tα1−γĩ−1

Γq(α1 − γĩ)Γq(α2)(1− l1l2)

[
m

∑
i=1

λ1i
Γq(β1i)

∫ ξi

0
(ξi − qτ)(β1i−1)τα2−1dqτ +

n

∑
j=1

b1jη
α2−1
j

]

=
ρ3

Γq(α1 − γĩ)
tα1−γĩ−1,

where ĩ = 1, 2 and ρ3 is defined by (27). Analogously, we get

0 ≤ ρ2tα2−1
[
1− (1− qs)(α1−1)

]
�H2(t, qs) � ρ2tα2−1,

0 ≤ ρ4

Γq(α2 − γĩ)
tα2−γĩ−1

[
1− (1− qs)(α1−γĩ−1)

]
�Hĩ2(t, qs) � ρ4

Γq(α2 − γĩ)
tα2−γĩ−1,

where ρ2 and ρ4 are defined by (26) and (28).
This completes the proof of the lemma.

Lemma 8 ([38]). Kh = Ph1 × Ph2 , where K = P× P and h(τ) = (h1(τ), h2(τ)).

3. Existence Results of Monotone Iterative Non-Negative Solutions

Let E =
{

x|x, Dγ1
q x(t), Dγ2

q x(t) ∈ C[0, 1]
}

endowed with the norm

‖x‖ = max
{

max
0�t�1

|x(t)|, max
0�t�1

Dγ1
q |x(t)|, max

0�t�1
Dγ2

q |x(t)|
}

.

Let ‖(x, y)‖ = max{‖x‖, ‖y‖} for (x, y) ∈ E × E, then (E × E, ‖(x, y)‖) is a Banach space.
Define a cone P = {x ∈ E | x, Dγ1

q x(t), Dγ2
q x(t) � θ}. Let K = P× P, it is obvious that K is

a normal cone equipped with the following partial order:

(x1, y1) ! (x2, y2) ⇔
{

x1 � x2, Dγ1
q x1 � Dγ1

q x2, Dγ2
q x1 � Dγ2

q x2,

y1 � y2, Dγ1
q y1 � Dγ1

q y2, Dγ2
q y1 � Dγ2

q y2.
(29)
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For all (u, v) ∈ P × P, in view of Lemma 5, let T : K × K → K be the operator
defined by

T(u, v) =
(

T1(u, v)
T2(u, v)

)
,

where

T1(u, v)(t) =
∫ 1

0
K1(t, qs) f1(s, u(s), v(s), Dγ1

q u(s), Dγ2
q v(s))dqs

+
∫ 1

0
H1(t, qs) f2(s, u(s), v(s), Dγ1

q u(s), Dγ2
q v(s))dqs,

T2(u, v)(t) =
∫ 1

0
K2(t, qs) f2(s, u(s), v(s), Dγ1

q u(s), Dγ2
q v(s))dqs

+
∫ 1

0
H2(t, qs) f1(s, u(s), v(s), Dγ1

q u(s), Dγ2
q v(s))dqs.

Theorem 1. Assume that
(S1) For t ∈ [0, 1], f j(t, x1, y1, x2, y2) is increasing in xi ∈ [0, ∞) (i = 1, 2) and decreasing

in yi ∈ [0, ∞) (i = 1, 2) for j = 1, 2;
(S2) ∀ r ∈ (0, 1), ∃ ϕ1(r), ϕ2(r) ∈ (r, 1] such that

fi(t, rx1, r−1y1, rx2, r−1y2) � ϕi(r) fi(t, x1, y1, x2, y2) (i = 1, 2),

ϕ0(r) = min{ϕ1(r), ϕ2(r)}.

Then
(1) T(h, h) ∈ Kh, where h(t) = (h1(t), h2(t)) = (tα1−1, tα2−1), 0 � t � 1;
(2) T(ru, r−1v) � ϕ0(r) T(u, v);
(3) BVP (1) and (2) has a unique non-negative solutions (u∗, v∗) in Kh. For any initial

(x01, x02), (y01, y02) ∈ Kh, there are two iterative sequences {(xn1, xn2)}, {(yn1, yn2)} satisfying
that (xn1, xn2) → (u∗, v∗), (yn1, yn2) → (u∗, v∗), where

(xn1, xn2) =
(

T1(x(n−1)1, y(n−1)1), T2(x(n−1)2, y(n−1)2)
)

=

⎛
⎜⎜⎝
∫ 1

0
K1(t, qs) f1(s, x(n−1)1(s), y(n−1)1(s), Dγ1

q x(n−1)1(s), Dγ2
q y(n−1)1(s))dqs

+
∫ 1

0
H1(t, qs) f2(s, x(n−1)1(s), y(n−1)1(s), Dγ1

q x(n−1)1(s), Dγ2
q y(n−1)1(s))dqs,

∫ 1

0
K2(t, qs) f2(s, x(n−1)1(s), y(n−1)1(s), Dγ1

q x(n−1)1(s), Dγ2
q y(n−1)1(s))dqs

+
∫ 1

0
H2(t, qs) f1(s, x(n−1)1(s), y(n−1)1(s), Dγ1

q x(n−1)1(s), Dγ2
q y(n−1)1(s))dqs

⎞
⎟⎟⎠,

(yn1, yn2) =
(

T1(y(n−1)1, x(n−1)1), T2(y(n−1)2, x(n−1)2)
)

=

⎛
⎜⎜⎝
∫ 1

0
K1(t, qs) f1(s, y(n−1)1(s), x(n−1)1(s), Dγ1

q y(n−1)1(s), Dγ2
q x(n−1)1(s))dqs

+
∫ 1

0
H1(t, qs) f2(s, y(n−1)1(s), x(n−1)1(s), Dγ1

q y(n−1)1(s), Dγ2
q x(n−1)1(s))dqs,

∫ 1

0
K2(t, qs) f2(s, y(n−1)1(s), x(n−1)1(s), Dγ1

q y(n−1)1(s), Dγ2
q x(n−1)1(s))dqs

+
∫ 1

0
H2(t, qs) f1(s, y(n−1)1(s), x(n−1)1(s), Dγ1

q y(n−1)1(s), Dγ2
q x(n−1)1(s))dqs

⎞
⎟⎟⎠,

n = 1, 2, . . . .
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Proof. By Lemma 7 we have

Kj̃(t, qs), Kĩj̃(t, qs), Hj̃(t, qs), Hĩj̃(t, qs) � 0, ĩ = 1, 2, j̃ = 1, 2. (30)

Regarding (30) and (F4), we get T1, T2 : P× P → P, T : K × K → K. It is obvious that T is
a mixed monotone operator, because for any (u1, v1), (u2, v2) ∈ K with (u1, v1) ! (u2, v2),
considering (S1), we acquire

T(u1, v1) ! T(u2, v1) f or f ixed v1 and T(u1, v1) % T(u1, v2) f or f ixed u1.

From Lemma 8, we obtain Kh = Ph1 × Ph2 , where h(t) = (h1(t), h2(t)) = (tα1−1, tα2−1).
(1) In view of h(t) = (h1(t), h2(t)) = (tα1−1, tα2−1), we get

h1(t) = tα1−1 � 0, h2(t) = tα2−1 � 0,

Dγ1
q h1(t) = Dγ1

q tα1−1 =
Γq(α1)

Γq(α1 − γ1)
tα1−γ1−1 � 0, Dγ1

q h2(t) = Dγ1
q tα2−1 =

Γq(α2)

Γq(α2 − γ1)
tα2−γ1−1 � 0,

Dγ2
q h1(t) = Dγ2

q tα1−1 =
Γq(α1)

Γq(α1 − γ2)
tα1−γ2−1 � 0, Dγ2

q h2(t) = Dγ2
q tα2−1 =

Γq(α2)

Γq(α2 − γ2)
tα2−γ2−1 � 0.

(31)

Consequently, from (31), we can see that h1, h2 ∈ P and h ∈ K. Indeed

T1(h1, h1)(t) =
∫ 1

0
K1(t, qs) f1(s, h1(s), h1(s), Dγ1

q h1(s), Dγ2
q h1(s))dqs

+
∫ 1

0
H1(t, qs) f2(s, h1(s), h1(s), Dγ1

q h1(s), Dγ2
q h1(s))dqs

=
∫ 1

0
K1(t, qs) f1

(
s, sα1−1, sα1−1,

Γq(α1)

Γq(α1 − γ1)
sα1−γ1−1,

Γq(α1)

Γq(α1 − γ2)
sα1−γ2−1

)
dqs

+
∫ 1

0
H1(t, qs) f2

(
s, sα1−1, sα1−1,

Γq(α1)

Γq(α1 − γ1)
sα1−γ1−1,

Γq(α1)

Γq(α1 − γ2)
sα1−γ2−1

)
dqs

�
∫ 1

0
�1tα1−1[1− (1− qs)(α1−1)] f1

(
s, 0, 1, 0,

Γq(α1)

Γq(α1 − γ2)

)
dqs

+
∫ 1

0
ρ1tα1−1[1− (1− qs)(α2−1)] f2

(
s, 0, 1, 0,

Γq(α1)

Γq(α1 − γ2)

)
dqs,

T1(h1, h1)(t) =
∫ 1

0
K1(t, qs) f1(s, h1(s), h1(s), Dγ1

q h1(s), Dγ2
q h1(s))dqs

+
∫ 1

0
H1(t, qs) f2(s, h1(s), h1(s), Dγ1

q h1(s), Dγ2
q h1(s))dqs

=
∫ 1

0
K1(t, qs) f1

(
s, sα1−1, sα1−1,

Γq(α1)

Γq(α1 − γ1)
sα1−γ1−1,

Γq(α1)

Γq(α1 − γ2)
sα1−γ2−1

)
dqs

+
∫ 1

0
H1(t, qs) f2

(
s, sα1−1, sα1−1,

Γq(α1)

Γq(α1 − γ1)
sα1−γ1−1,

Γq(α1)

Γq(α1 − γ2)
sα1−γ2−1

)
dqs

�
∫ 1

0
�1tα1−1 f1

(
s, 1, 0,

Γq(α1)

Γq(α1 − γ1)
, 0
)

dqs +
∫ 1

0
ρ1tα1−1 f2

(
s, 1, 0,

Γq(α1)

Γq(α1 − γ1)
, 0
)

dqs,
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Dγĩ
q T1(h1, h1)(t) =

∫ 1

0
Kĩ1(t, qs) f1(s, h1(s), h1(s), Dγ1

q h1(s), Dγ2
q h1(s))dqs

+
∫ 1

0
Hĩ1(t, qs) f2(s, h1(s), h1(s), Dγ1

q h1(s), Dγ2
q h1(s))dqs

=
∫ 1

0
Kĩ1(t, qs) f1

(
s, sα1−1, sα1−1,

Γq(α1)

Γq(α1 − γ1)
sα1−γ1−1,

Γq(α1)

Γq(α1 − γ2)
sα1−γ2−1

)
dqs

+
∫ 1

0
Hĩ1(t, qs) f2

(
s, sα1−1, sα1−1,

Γq(α1)

Γq(α1 − γ1)
sα1−γ1−1,

Γq(α1)

Γq(α1 − γ2)
sα1−γ2−1

)
dqs

�
∫ 1

0

�3

Γq(α1 − γĩ)
tα1−γĩ−1[1− (1− qs)(α1−γĩ−1)] f1

(
s, 0, 1, 0,

Γq(α1)

Γq(α1 − γ2)

)
dqs

+
∫ 1

0

ρ3

Γq(α1 − γĩ)
tα1−γĩ−1[1− (1− qs)(α2−γĩ−1)] f2

(
s, 0, 1, 0,

Γq(α1)

Γq(α1 − γ2)

)
dqs,

Dγĩ
q T1(h1, h1)(t) =

∫ 1

0
Kĩ1(t, qs) f1(s, h1(s), h1(s), Dγ1

q h1(s), Dγ2
q h1(s))dqs

+
∫ 1

0
Hĩ1(t, qs) f2(s, h1(s), h1(s), Dγ1

q h1(s), Dγ2
q h1(s))dqs

=
∫ 1

0
Kĩ1(t, qs) f1

(
s, sα1−1, sα1−1,

Γq(α1)

Γq(α1 − γ1)
sα1−γ1−1,

Γq(α1)

Γq(α1 − γ2)
sα1−γ2−1

)
dqs

+
∫ 1

0
Hĩ1(t, qs) f2

(
s, sα1−1, sα1−1,

Γq(α1)

Γq(α1 − γ1)
sα1−γ1−1,

Γq(α1)

Γq(α1 − γ2)
sα1−γ2−1

)
dqs

�
∫ 1

0

�3

Γq(α1 − γĩ)
tα1−γĩ−1 f1

(
s, 1, 0,

Γq(α1)

Γq(α1 − γ1)
, 0
)

dqs

+
∫ 1

0

ρ3

Γq(α1 − γĩ)
tα1−γĩ−1 f2

(
s, 1, 0,

Γq(α1)

Γq(α1 − γ1)
, 0
)

dqs.

Let

a11 =
∫ 1

0
�1[1− (1− qs)(α1−1)] f1

(
s, 0, 1, 0,

Γq(α1)

Γq(α1 − γ2)

)
dqs

+
∫ 1

0
ρ1[1− (1− qs)(α2−1)] f2

(
s, 0, 1, 0,

Γq(α1)

Γq(α1 − γ2)

)
dqs,

a12 =
∫ 1

0
�1 f1

(
s, 1, 0,

Γq(α1)

Γq(α1 − γ1)
, 0
)

dqs +
∫ 1

0
ρ1 f2

(
s, 1, 0,

Γq(α1)

Γq(α1 − γ1)
, 0
)

dqs,

a
′
11 =

∫ 1

0

�3

Γq(α1)
[1− (1− qs)(α1−γ−1)] f1

(
s, 0, 1, 0,

Γq(α1)

Γq(α1 − γ2)

)
dqs

+
∫ 1

0

ρ3

Γq(α1)
[1− (1− qs)(α2−γ−1)] f2

(
s, 0, 1, 0,

Γq(α1)

Γq(α1 − γ2)

)
dqs,

a
′
12 =

∫ 1

0

�3

Γq(α1)
f1

(
s, 1, 0,

Γq(α1)

Γq(α1 − γ1)
, 0
)

dqs +
∫ 1

0

ρ3

Γq(α1)
f2

(
s, 1, 0,

Γq(α1)

Γq(α1 − γ1)
, 0
)

dqs,

where γ = max{γ1,γ2}. Then, we obtain

T1(h1, h1)(t) � a11tα1−1 = a11h1(t),

T1(h1, h1)(t) � a12tα1−1 = a12h1(t),

Dγĩ
q T1(h1, h1)(t) � a

′
11

Γq(α1)

Γq(α1 − γĩ)
tα1−γĩ−1 = a

′
11Dγĩ

q h1(t),

Dγĩ
q T1(h1, h1)(t) � a

′
12

Γq(α1)

Γq(α1 − γĩ)
tα1−γĩ−1 = a

′
12Dγĩ

q h1(t).

(32)
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Also, let

a21 =
∫ 1

0
�2[1− (1− qs)(α2−1)] f2

(
s, 0, 1, 0,

Γq(α2)

Γq(α2 − γ2)

)
dqs

+
∫ 1

0
ρ2[1− (1− qs)(α1−1)] f1

(
s, 0, 1, 0,

Γq(α2)

Γq(α2 − γ2)

)
dqs,

a22 =
∫ 1

0
�2 f2

(
s, 1, 0,

Γq(α2)

Γq(α2 − γ1)
, 0
)

dqs +
∫ 1

0
ρ2 f2

(
s, 1, 0,

Γq(α2)

Γq(α2 − γ1)
, 0
)

dqs,

a
′
21 =

∫ 1

0

�4

Γq(α2)
[1− (1− qs)(α2−γ−1)] f2

(
s, 0, 1, 0,

Γq(α2)

Γq(α2 − γ2)

)
dqs

+
∫ 1

0

ρ4

Γq(α2)
[1− (1− qs)(α1−γ−1)] f1

(
s, 0, 1, 0,

Γq(α2)

Γq(α2 − γ2)

)
dqs,

a
′
22 =

∫ 1

0

�4

Γq(α2)
f2

(
s, 1, 0,

Γq(α2)

Γq(α2 − γ1)
, 0
)

dqs +
∫ 1

0

ρ4

Γq(α2)
f1

(
s, 1, 0,

Γq(α2)

Γq(α2 − γ1)
, 0
)

dqs,

we have

T2(h2, h2)(t) � a21tα2−1 = a21h2(t),

T2(h2, h2)(t) � a22tα2−1 = a22h2(t),

Dγĩ
q T2(h2, h2)(t) � a

′
21

Γq(α2)

Γq(α2 − γĩ)
tα2−γĩ−1 = a

′
21Dγĩ

q h2(t),

Dγĩ
q T2(h2, h2)(t) � a

′
22

Γq(α2)

Γq(α2 − γĩ)
tα2−γĩ−1 = a

′
22Dγĩ

q h2(t).

(33)

As a result, according to (32) and (33), we can get T1(h1, h1) ∈ Ph1 , T2(h2, h2) ∈ Ph2 .
Further, it can be see that T(h, h) ∈ Kh, which satisfies (A1) in Lemma 1.

(2) For u, v ∈ P and t ∈ (0, 1), it can be obtain that

T1(ru, r−1v) =
∫ 1

0
K1(t, qs) f1(s, ru, r−1v, Dγ1

q ru, Dγ2
q r−1v)dqs

+
∫ 1

0
H1(t, qs) f2(s, ru, r−1v, Dγ1

q ru, Dγ2
q r−1v)dqs

�
∫ 1

0
K1(t, qs)ϕ1(r) f1(s, u, v, Dγ1

q u, Dγ2
q v)dqs

+
∫ 1

0
H1(t, qs)ϕ2(r) f2(s, u, v, Dγ1

q u, Dγ2
q v)dqs

�ϕ0(r)T1(u, v),

T2(ru, r−1v) =
∫ 1

0
K2(t, qs) f2(s, ru, r−1v, Dγ1

q ru, Dγ2
q r−1v)dqs

+
∫ 1

0
H2(t, qs) f1(s, ru, r−1v, Dγ1

q ru, Dγ2
q r−1v)dqs

�
∫ 1

0
K2(t, qs)ϕ2(r) f2(s, u, v, Dγ1

q u, Dγ2
q v)dqs

+
∫ 1

0
H2(t, qs)ϕ1(r) f1(s, u, v, Dγ1

q u, Dγ2
q v)dqs

�ϕ0(r)T2(u, v),
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Dγĩ
q T1(ru, r−1v) =

∫ 1

0
Kĩ1(t, qs) f1(s, ru, r−1v, Dγ1

q ru, Dγ2
q r−1v)dqs

+
∫ 1

0
Hĩ1(t, qs) f2(s, ru, r−1v, Dγ1

q ru, Dγ2
q r−1v)dqs

�
∫ 1

0
Kĩ1(t, qs)ϕ1(r) f1(s, u, v, Dγ1

q u, Dγ2
q v)dqs

+
∫ 1

0
Hĩ1(t, qs)ϕ2(r) f2(s, u, v, Dγ1

q u, Dγ2
q v)dqs

�ϕ0(r)Dγĩ
q T1(u, v),

Dγĩ
q T2(ru, r−1v) =

∫ 1

0
Kĩ2(t, qs) f2(s, ru, r−1v, Dγ1

q ru, Dγ2
q r−1v)dqs

+
∫ 1

0
Hĩ2(t, qs) f1(s, ru, r−1v, Dγ1

q ru, Dγ2
q r−1v)dqs

�
∫ 1

0
Kĩ2(t, qs)ϕ2(r) f2(s, u, v, Dγ1

q u, Dγ2
q v)dqs

+
∫ 1

0
Hĩ2(t, qs)ϕ1(r) f1(s, u, v, Dγ1

q u, Dγ2
q v)dqs

�ϕ0(r)Dγĩ
q T2(u, v).

Thus, it is obvious that T(ru, r−1v) � ϕ0(r)T(u, v), which satisfies (A2) in Lemma 1.
(3) From what has been discussed in (1) and (2), according to Lemma 1, we obtain that

BVP (1) and (2) has a unique non-negative solutions (u∗, v∗) in Kh. For any initial (x01, x02),
(y01, y02) ∈ Kh, there are two iterative sequences {(xn1, xn2)}, {(yn1, yn2)} satisfying that
(xn1, xn2) → (u∗, v∗), (yn1, yn2) → (u∗, v∗).

This completes the proof of the theorem.

Remark 1. Let (u, v) be the solution of the BVP (1) and (2). If u ≥ 0, v ≥ 0, then (u, v) be the
non-negative solution of the BVP (1) and (2).

Example 1. For t ∈ [0, 1], consider the following fractional differential system:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

D
6
5
0.5u(t) + (u(t))

1
6 + (v(t))−

1
4 +

(
D

1
2
q u(t)

) 1
2
+ t

(
D

1
2
q v(t)

)− 1
3
= 0,

D
7
5
0.5v(t) +

u
u + 1

+
1

v + 2
+ D

1
2
q u(t) +

1

D
1
2
q v(t)

= 0,
(34)

with the coupled integral and discrete mixed boundary conditions:

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

u(0) = v(0) = 0,

cD0.2
0.5u(1) =

2

∑
i=1

λ1i I
β1i
0.5 v(ξi) +

2

∑
j=1

b1jv(ηj),

cD0.4
0.5v(1) =

2

∑
i=1

λ2i I
β2i
0.5 u(ξi) +

2

∑
j=1

b2ju(ηj).

(35)

In this model, we set

λ11 = 0.25, λ21 = 0.2, β11 = 1.5, β21 = 1.4, ξ1 = 0.25, b11 = 0.33, b21 = 0.17, η1 = 0.33,

λ12 = 0.5, λ22 = 0.1, β12 = 2.5, β22 = 2.4, ξ2 = 0.75, b12 = 0.67, b22 = 0.83, η2 = 0.67,
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f1(t, x1, y1, x2, y2) = x1
1
6 + y1

− 1
4 + x2

1
2 + ty2

− 1
3 ,

f2(t, x1, y1, x2, y2) =
x1

x1 + 1
+

1
y1 + 2

+ x2 +
1
y2

.

It is not difficult to find that fi(t, x1, y1, x2, y2), (i = 1, 2) are satisfy (S1) in Theorem 1. Further,
for ∀ r ∈ (0, 1), we have

f1(t, rx1, r−1y1, rx2, r−1y2) = (rx1)
1
6 + (r−1y1)

− 1
4 + (rx2)

1
2 + t(r−1y2)

− 1
3

= r
1
6 x1

1
6 + r

1
4 y1

− 1
4 + r

1
2 x2

1
2 + r

1
3 ty2

− 1
3

� rx1
1
6 + ry1

− 1
4 + rx2

1
2 + rty2

− 1
3

= r f1(t, x1, y1, x2, y2)

= ϕ1(r) f1(t, x1, y1, x2, y2),

f2(t, rx1, r−1y1, rx2, r−1y2) =
rx1

rx1 + 1
+

1
r−1y1 + 2

+ rx2 +
1

r−1y2

� rx1

x1 + 1
+

r
y1 + 2

+ rx2 +
r

y2

= r f2(t, x1, y1, x2, y2)

= ϕ2(r) f2(t, x1, y1, x2, y2).

So ϕ0(r) = min{ϕ1(r), ϕ2(r)} = min{r, r} = r, which satisfy (S2) in Theorem 1. Then from
Theorem 1, we can assert that BVP (34) and (35) has a unique non-negative solutions (u∗, v∗) in
Kh = Ph1 × Ph2 , where (h1, h2) = (t

1
5 , t

2
5 ).

4. Conclusions

The Q derivative has important applications in many fields, such as quantum physics,
spectral analysis and dynamical systems, which make it as a powerful tool for solving
physics problems mathematically. In the model studied in this paper, the equations and
boundary conditions are universal, but it can be seen from Theorem 1 that utilizing the
fixed point theorem for mixed monotone operators, it can be acquired that the conclusion
of the existence and uniqueness of the solution only by two easily attainable constraints on
the nonlinear term. One of the conditions is mixed monotonicity, and the other is to restrict
its properties similar to the upper bound using another function. Compared with the
monotone iterative method in [30], we prove the existence and uniqueness of non-negative
solutions for more complex systems using more looser conditions.
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Abstract: This paper introduces a novel two-step inertial algorithm for locating a common fixed point
of a countable family of nonexpansive mappings. We establish strong convergence properties of the
proposed method under mild conditions and employ it to solve convex bilevel optimization problems.
The method is further applied to the image recovery problem. Our numerical experiments show that
the proposed method achieves faster convergence than other related methods in the literature.

Keywords: convex bilevel optimization; forward–backward algorithms; image restoration problems;
two-step inertial; viscosity approximation.
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1. Introduction

Bilevel optimization has received significant attention in recent years, having arisen
as a powerful tool for many machine learning applications such as hyperparameter op-
timization [1,2], signal processing [3,4], and reinforcement learning [5]. It is defined as a
mathematical program in which an optimization problem contains another optimization
problem as a constraint. In this paper, we consider the bilevel optimization problem in
which the following minima are sought:

min
x∈S∗

ω(x), (1)

where ω : Rn → R is assumed to be strongly convex and differentiable, while S∗ is a
nonempty set of inner level optimizers satisfying

min
x∈Rn

{ψ1(x) + ψ2(x)}, (2)

where ψ1 : Rn → R is a differentiable and convex function such that ∇ψ1 is L-Lipschitz
continuous and ψ2 : Rn → R ∪ {∞} is a convex, proper, and lower semi-continuous
function. We let Λ be the solution set of (1).

Observe that this bilevel optimization model contains the inner level minimization
problem (2) as a constraint to the outer level optimization problem (1). It is a well-known
form (1) that

x∗ ∈ Λ if and only if 〈∇ω(x∗), x − x∗〉 ≥ 0 for all x ∈ S∗.
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Many researchers have proposed algorithms for solving problem (2); see [6–10]. The ba-
sic algorithm is the proximal forward–backward technique, or proximal gradient method,
defined by the iterative equation

xn+1 = proxαnψ2(I − αn∇ψ1)(xn), n ∈ N, (3)

where αn > 0 is the step-size, proxψ2 is the proximity operator of ψ2, and ∇ψ1 is the
gradient of ψ1 [6,11]. Equation (3) is referred to in the literature as the forward–backward
splitting algorithm (FBSA). The FBSA can be used to solve the inner level optimization
problem if ψ1 is L-Lipschitz continuous [7].

The proximal gradient method can also be viewed as a fixed-point algorithm, where
the iterated mapping is given by

T := progαψ2(I − α∇ψ1) (4)

and is called the forward–backward mapping [12]. The forward–backward mapping, T,
is nonexpansive if 0 < α < 2/L, where L is a Lipschitz constant of ∇ψ1 and, in that case,
Fix(T) = argmin{ψ1(x)+ψ2(x)}. It is noted that implementation of the forward–backward
operator can be simplified by first changing the inner level optimization problem into a zero-
point problem of the sum of two monotone operators, and then, after analysis, translating
back into the fixed-point problem. Exemplifying the fixed-point approach, Sabach et al. [13]
proposed the bilevel gradient sequential averaging method (BiG-SAM) for solving problems
(1) and (2). The iterative process can be defined as

⎧⎪⎨
⎪⎩

un = proxcg(xn−1 − c∇ f (xn−1)),

vn = xn−1 − λ∇ω(xn−1),

xn+1 = γnvn + (1− γn)un, n ≥ 1
(5)

where c ∈ (0, 2
L f
), λ ∈ (0, 2

Lω+σ ), ω is strongly convex with parameter σ, and where L f

and Lω are Lipschitz constants for the gradients of f and ω. The authors analyzed the
convergence behavior of BiG-SAM using an existing fixed-point algorithm and discussed
its rate of convergence.

In optimization problems like those presented above, mathematicians frequently em-
ploy a technique known as inertial-type extrapolation [14,15] to accelerate the convergence
of the iterative equations. This approach involves utilizing a term θn(xn − xn−1), where θn
denotes an inertial parameter, to govern the momentum xn − xn−1. One such algorithm
that has enjoyed immense popularity was developed by Nesterov [14]. He used an inertial
or extrapolation technique to solve convex optimization problems of the form of (2), where
F := ψ1 + ψ2 is a convex, smooth function. Nesterov’s algorithm takes the following form:{

zn = xn + θn(xn − xn−1),
xn+1 = zn + c∇F(zn), n ∈ N, (6)

where the inertial parameter θn ∈ (0, 1) for all n and c > 0 is the step size depending
on the Lipschitz continuity modulus of ∇F. Nesterov proved that Equation (6) has a
faster convergence rate than the general gradient algorithm by selecting {θn} such that
supn θn = 1. Similarly, in 2009, Beck et al. [16] introduced the fast iterative shrinkage-
thresholding algorithm (FISTA) for solving linear inverse problems. Their result combined
the proximity algorithm with the inertial technique, again resulting in the algorithm’s
convergence rate being considerably accelerated.

In 2019, Shehu et al. [17] presented an inertial forward–backward algorithm, called
the inertial bilevel gradient sequential averaging method (iBiG-SAM) for solving
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problems (1) and (2). Their method was subsequently improved by Sabach et al. [13],
using the following iterative algorithm:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

sn = xn + θn(xn − xn−1),
un = proxcg(I − c∇ f )(sn),

vn = sn − λ∇ω(sn),

xn+1 = γnvn + (1− γn)un, n ≥ 1.

(7)

The authors transformed the bilevel optimization problem into a fixed-point problem
for a nonexpansive mapping in an infinite dimensional Hilbert space and then proved
strong convergence.

As the above suggests, research on fixed-point problems for nonexpansive mappings
has become crucial for developing optimization methods. The Mann iterative process
is a well-known method for approximating fixed points of nonexpansive mappings on
Hilbert spaces. However, Mann’s process provides only weak convergence. Many authors
have demonstrated fixed-point problems exhibiting strong convergence for nonexpansive
mappings on Hilbert spaces using the viscosity approximation method, expressed by
the equation

xn+1 = βnS(xn) + (1− βn)Txn, n ≥ 1, (8)

where {βn} ∈ (0, 1), S is a contraction on Hilbert spaces H and x1 ∈ H; see [18,19].
In 2009, Takahashi [20] modified the viscosity approximation method, selecting a

particular fixed point of the nonexpansive self-mapping of Moudafi [18]. The iterative
process is given by

xn+1 = βnS(xn) + (1− βn)Tnxn, n ≥ 1, (9)

where {βn} ∈ (0, 1), S is a contraction of C into itself, {Tn} is a countable family of
nonexpansive of C into itself, C is subset of a Banach space, and x1 ∈ C. Takahashi proved
the strong convergence of (9) to a common fixed point of Tn.

Jailoka et al. [21] introduced a fast viscosity forward–backward algorithm (FVFBA)
with the inertial technique for finding a common fixed point of a countable family of
nonexpansive mappings. They proved a strong convergence result and applied it to solving
a convex minimization problem of the sum of two convex functions. The iterative process
can be formulated by

⎧⎪⎨
⎪⎩

un = xn + θn(xn − xn−1),
vn = (1− αn)Tnun + αnS(un),

xn+1 = (1− βn)Tnun + βnTnvn, n ≥ 1,
(10)

where {αn}, {βn} ∈ (0, 1), S is a contraction on Hilbert spaces H and x1 ∈ H.
Recently, Janngam et al. [22] presented an inertial viscosity modified SP algorithm

(IVMSPA). The authors proved a strong convergence of their algorithm and applied it to
solving the convex bilevel optimization problems (problems 1 and 2). Their algorithm was
given by

yn = xn + θn(xn − xn−1),

zn = (1− αn)yn + αnS(yn),

wn = (1− βn)zn + βnTnzn,

xn+1 = (1− γn)wn + γnTnwn, n ≥ 1,

(11)

where {αn}, {βn}, {γn} ∈ (0, 1), S is contraction mapping on Hilbert spaces H and x1 ∈ H.
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The above authors all employ a single inertial parameter to accelerate the convergence
of their algorithms. However, it has been noted that the incorporation of two inertial param-
eters enhances motion modeling, improves stability and robustness, increases redundancy
and fault tolerance, expands the range of applications, and offers flexibility and adaptability
in algorithm design. In [23], it was illustrated through an example that the one-step inertial
extrapolation, expressed as wn = xn + θn(xn − xn−1) with θn ∈ [0, 1), may not produce
acceleration. Additionally, Ref. [24] mentioned that incorporating more than two points,
such as xn and xn−1, in the inertial process could lead to acceleration. For instance, consider
the following two-step inertial extrapolation:

yn = xn + θ(xn − xn−1) + δ(xn−1 − xn−2) (12)

where θ > 0 and δ < 0 can provide acceleration. The limitations of employing one-
step inertial acceleration in the alternating direction method of multipliers (ADMM) were
dissused in [25], which led to the proposal of adaptive acceleration as an alternative solution.
In addition, Polyak [26] discussed the potential for multi-step inertial methods to enhance
the speed of optimization techniques despite the absence of established convergence or
rate results in [26]. Recent research conducted in [27] has further explored and examined
various aspects of multi-step inertial methods.

Based on the information provided above, our aim in this paper is to solve the convex
bilevel optimization problem by introducing a new accelerated viscosity algorithm with
the two-point inertial technique, which we then apply to image recovery. The remainder of
the paper is organized as follows. In Section 2, we recall some basic definitions and results
that are crucial in the paper. The proposed algorithm and the analysis of its convergence
are presented in Section 3. The performance of deblurring images using our algorithm is
analyzed and illustrated in Section 4. Finally, we give conclusions and discuss directions
for future work in Section 5.

2. Preliminaries

In this section, we present some preliminary material that will be needed for the
main theorems.

Let C be a nonempty subset of a real Hilbert space H with norm ‖ · ‖, R denote the set
of real numbers, R+ denote the non-negative real numbers, R>0 denote the positive real
numbers, N denote the set of positive integers, and let I denote the identity mapping on H.

Definition 1. The mapping T : C → C is said to be L-Lipschitz with L ≥ 0, if

‖Tu− Tv‖ ≤ L‖u− v‖

for all u, v ∈ C. Furthermore, if L ∈ [0, 1) then T is called a contraction mapping, and it is
nonexpansive if L = 1.

When {xn} is a sequence in C, we denote the strong convergence of xn to x ∈ C by
xn → x, and Fix(T) will symbolize the set of all fixed points of T.

Let T : C → C be a nonexpansive mapping and {Tn} be a family of nonexpansive
mappings of C into itself such that ∅ �= Fix(T) ⊂ Γ :=

⋂∞
n=1 Fix(Tn). The sequence {Tn}

is said to satisfy the NST-condition (I) with T [28], if for each bounded sequence {xn} ⊂ C,

lim
n→∞

‖xn − Tnxn‖ = 0 implies lim
n→∞

‖xn − Txn‖ = 0.

The following condition is an essential condition for proving our convergence theorem.
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Definition 2 ([29,30]). A sequence {Tn} with
⋂∞

n=1 Fix(Tn) �= ∅ is said to satisfy the condition
(Z) if for every bounded sequence {un} in C such that

lim
n→∞

‖un − Tnun‖ = 0,

then, every weak cluster point of {un} belongs to
⋂∞

n=1 Fix(Tn).

Recall that for a nonempty closed convex subset C of H, the metric projection on C is a
mapping PC : H → C, defined by

PCx = argmin{‖x − y‖ : y ∈ C}

for all x ∈ H. Note that v = PCx if and only if 〈x − v, y− v〉 ≤ 0 for all y ∈ C.
The definition and properties of a proximity operator are presented below.

Definition 3 ([31,32]). Let g : H → R ∪ {∞} be a function that is convex, proper, and lower
semi-continuous. The function proxg, known as the proximity operator of g, is defined as follows:

proxg(x) := min
y∈H

(
g(y) +

1
2
‖x − y‖2

)
.

Alternatively, it can be expressed as:

proxg = (I + ∂g)−1,

where ∂g represents the subdifferential of g defined by:

∂g(x) := {v ∈ H : g(x) + 〈v, u− x〉 ≤ g(u) for all u ∈ H}

for any x ∈ H. Additionally, for ρ > 0, we know that proxρg is firmly nonexpansive and

Fix(proxρg) = Argmin(g) := {v ∈ H : g(v) ≤ g(u) for all u ∈ H},

where Fix(proxρg) is the set of fixed points of proxρg.

The following lemmas will be used for proving the convergence of our proposed algorithm.

Lemma 1 ([33]). Let g : H → R ∪ {∞} be a convex, proper, and lower semi-continuous func-
tion and let f : H → R be a differentiable and convex function such that ∇f is L-Lipschitz
continuous. Let

Tn := proxρng(I − ρn∇f) and T := proxρg(I − ρ∇f),

where ρn, ρ ∈ (0, 2/L) with ρn → ρ as n → ∞. Then {Tn} satisfies the NST-condition (I) with T.

Lemma 2 ([34]). Let x1, x2 ∈ H and t ∈ [0, 1]. Then, the following properties are true:

(i) ‖x1 ± x2‖2 = ‖x1‖2 ± 2〈x1, x2〉+ ‖x2‖2;
(ii) ‖x1 + x2‖2 ≤ ‖x1‖2 + 2〈x2, x1 + x2〉;
(iii) ‖tx1 + (1− t)x2‖2 = t‖x1‖2 + (1− t)‖x2‖2 − t(1− t)‖x1 − x2‖2.

Lemma 3 ([35]). Let {an}, {bn} ⊂ R+ and {tn} ⊂ (0, 1) such that ∑∞
n=1 tn = ∞. Assume that

an+1 ≤ (1− tn)an + tnbn

for all n ∈ N. If lim supi→∞ bni ≤ 0 for every subsequence {ani} of {an} satisfying

lim inf
i→∞

(ani+1 − ani ) ≥ 0,
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then limn→∞ an = 0.

3. Main Results

Throughout this section, we let C be closed convex with ∅ �= C ⊂ H and a mapping
F : C → C be a k-contraction where 0 < k < 1. Let {Tn} is a family of nonexpansive
mappings of C into itself satisfying the condition (Z) such that Γ :=

⋂∞
n=1 Fix(Tn) �= ∅.

For the first of our main results, we draw upon the ideas of Jailoka et al. [21] and
Liang [24] and introduce a modified two-step inertial viscosity algorithm (MTIVA) for
finding a common fixed point of a family of nonexpansive mappings {Tn}, as follows:

In Theorem 1, we show that Algorithm 1 converges strongly.

Algorithm 1 Modified Two-Step Inertial Viscosity Algorithm (MTIVA)

Initialization: Let {βn}, {γn} ⊂ [0, 1], {τn} ⊂ R+ and let {μn}, {ρn} ⊂ R>0 be bounded
sequences. Take x−1, x0, x1 ∈ H arbitrarily. For n ∈ N.
Step 1. Compute the inertial step:

ϑn =

{
min

{
μn, τn

‖xn−xn−1‖

}
if xn �= xn−1,

μn otherwise,
(13)

and

δn =

{
max

{
−ρn, −τn

‖xn−1−xn−2‖

}
if xn−1 �= xn−2,

−ρn otherwise,
(14)

wn = xn + ϑn(xn − xn−1) + δn(xn−1 − xn−2). (15)

Step 2. Compute the viscosity step:

zn = (1− γn)Tnwn + γnF(wn). (16)

Step 3. Compute xn+1:

xn+1 = (1− βn)Tnwn + βnTnzn. (17)

Theorem 1. Let a sequence {xn} be generated by Algorithm 1. Suppose the conditions (C1–C3)
hold for the sequences {τn}, {γn}, and {βn}. Then, xn → p̆ ∈ Γ, where p̆ = PΓF( p̆).

(C1) limn→∞
τn
γn

= 0;
(C2) 0 < ε1 ≤ βn ≤ ε2 < 1 for some ε1, ε2 ∈ R;
(C3) 0 < γn < 1, limn→∞ γn = 0 and ∑∞

n=1 γn = ∞.

Proof. Let p̆ = PΓF( p̆). By the definition of zn, we obtain

‖zn − p̆‖ = ‖(1− γn)Tnwn + γnF(wn)− p̆‖
≤ (1− γn)‖Tnwn − p̆‖+ γn‖F(wn)− F( p̆)‖+ γn‖F( p̆)− p̆‖
≤
(
1− γn(1− k)

)
‖wn − p̆‖+ γn‖F( p̆)− p̆‖. (18)

By the definition of wn, we obtain

‖wn − p̆‖ = ‖xn + ϑn(xn − xn−1) + δn(xn−1 − xn−2)− p̆‖
≤ ‖xn − p̆‖+ ϑn‖xn − xn−1‖+ δn‖xn−1 − xn−2‖. (19)
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Using (18) and (19), we obtain

‖xn+1 − p̆‖ ≤(1− βn)‖Tnwn − p̆‖+ βn‖Tnzn − p̆‖
≤(1− βn)‖wn − p̆‖+ βn‖zn − p̆‖
≤(1− γnβn(1− k))‖wn − p̆‖+ βnγn‖F( p̆)− p̆‖
≤(1− γnβn(1− k))(‖xn − p̆‖+ ϑn‖xn − xn−1‖+ δn‖xn−1 − xn−2‖)
+ βnγn‖F( p̆)− p̆‖

≤(1− γnβn(1− k))‖xn − p̆‖+ βnγn

(
θn

βnγn
‖xn − xn−1‖

+
δn

βnγn
‖xn−1 − xn−2‖+ ‖F( p̆)− p̆‖

)
.

By (13), (14) and (C1), we have ϑn
βnγn

‖xn − xn−1‖ → 0 as n → ∞ and δn
βnγn

‖xn−1 −
xn−2‖ → 0 as n → ∞, and then M1, M2 > 0 exist such that

ϑn

βnγn
‖xn − xn−1‖ ≤ M1 and

δn

βnγn
‖xn−1 − xn−2‖ ≤ M2

for all n ≥ 1. Then,

‖xn+1 − p̆‖ ≤ (1− γnβn(1− k))‖xn − p̆‖+ βnγn(1− k)
(

M1 + M2 + ‖F( p̆)− p̆‖
1− k

)

≤ max
{
‖xn − p̆‖,

M + ‖F( p̆)− p̆‖
1− k

}
,

where M = M1 + M2 > 0. Thus, by mathematical induction, we deduce that

‖xn − p̆‖ ≤ max
{
‖x1 − p̆‖,

M + ‖F( p̆)− p̆‖
1− k

}

for all n ≥ 1. Hence, the sequence {xn} is bounded and so are the sequences {F(wn)},
{Tnwn}, {zn}. Now, by Lemma 2, we obtain

‖zn − p̆‖2 = ‖(1− γn)(Tnwn − p̆) + γn
(

F(wn)− F( p̆)
)
+ γn(F( p̆)− p̆)‖2

≤ ‖γn
(

F(wn)− F( p̆)
)
+ (1− γn)(Tnwn − p̆)‖2 + 2γn〈F( p̆)− p̆, zn − p̆〉

≤ γn‖F(wn)− F( p̆)‖2 + (1− γn)‖Tnwn − p̆‖2 + 2γn〈F( p̆)− p̆, zn − p̆〉
≤
(
1− γn(1− k)

)
‖wn − p̆‖2 + 2γn〈F( p̆)− p̆, zn − p̆〉 (20)

and

‖wn − p̆‖2 = ‖xn − p̆‖2 + 2〈xn − p̆, ϑn(xn − xn−1) + δn(xn−1 − xn−2)〉
+ ‖ϑn(xn − xn−1) + δn(xn−1 − xn−2)‖2

≤ ‖xn − p̆‖2 + 2ϑn‖xn − p̆‖‖xn−1 − xn‖+ 2|δn|‖xn − p̆‖‖xn−1 − xn−2‖
+ ϑ2

n‖xn−1 − xn‖2 + 2ϑn|δn|‖xn−1 − xn‖‖xn−1 − xn−2‖
+ δ2

n‖xn−1 − xn−2‖2. (21)

Also, from Lemma 2 (iii), (20) and (21), we obtain
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‖xn+1 − p̆‖2 = (1− βn)‖Tnwn − p̆‖2 + βn‖Tnzn − p̆‖2 − βn(1− βn)‖Tnwn − Tnzn‖2

≤ (1− βn)‖wn − p̆‖2 + βn‖zn − p̆‖2 − βn(1− βn)‖Tnwn − Tnzn‖2

≤
(
1− βnγn(1− k)

)
‖wn − p̆‖2 + 2γnβn〈F( p̆)− p̆, zn − p̆〉

− βn(1− βn)‖Tnwn − Tnzn‖2

≤
(
1− βnγn(1− k)

)
‖xn − p̆‖2 + 2ϑn‖xn − p̆‖‖xn−1 − xn‖

+ 2|δn|‖xn − p̆‖‖xn−1 − xn−2‖+ ϑ2
n‖xn−1 − xn‖2

+ 2ϑn|δn|‖xn−1 − xn‖‖xn−1 − xn−2‖+ δ2
n‖xn−1 − xn−2‖2

+ 2γnβn〈F( p̆)− p̆, zn − p̆〉 − βn(1− βn)‖Tnwn − Tnzn‖2

=
(
1− βnγn(1− k)

)
‖xn − p̆‖2 − βn(1− βn)‖Tnwn − Tnzn‖2

+ βnγn(1− k)bn, (22)

where

bn =
1

1− k

(
2ϑn

βnγn
‖xn − p̆‖‖xn−1 − xn‖+

2|δn|
βnγn

‖xn − p̆‖‖xn−1 − xn−2‖

+
2ϑn|δn|
βnγn

‖xn−1 − xn‖‖xn−1 − xn−2‖+
δ2

n
βnγn

‖xn−1 − xn−2‖2

+ 2〈F( p̆)− p̆, zn − p̆〉
)

.

It follows that

βn(1− βn)‖Tnwn − Tnzn‖2 ≤ ‖xn − p̆‖2 − ‖xn+1 − p̆‖2 + βnγn(1− k)M
′
, (23)

where M
′
= sup{bn : n ∈ N}.

Next, we shall show that the sequence {xn} converges strongly to p̆. Take
an := ‖xn − p̆‖2 and tn = βnγn(1− k). From (22), we have

an+1 ≤ (1− tn)an + tnbn

for all n ∈ N. To apply Lemma 3, we have to show that lim supi→∞ bni ≤ 0 whenever a
subsequence {ani} of {an} satisfies

lim inf
i→∞

(ani+1 − ani ) ≥ 0. (24)

Suppose that {ani} is a subsequence of {an} satisfying (24). It follows from (23) and
(C3) that

lim sup
i→∞

βni (1− βni )‖Tni wni − Tni zni‖2 ≤ lim sup
i→∞

(ani − ani+1 + βniγni (1− k)M
′
)

≤ lim sup
i→∞

(ani − ani+1) + (1− k)M
′

lim
i→∞

βniγni

= − lim inf
i→∞

(ani+1 − ani )

≤ 0.

The condition (C2) and above inequality lead to

lim
i→∞

‖Tni wni − Tni zni‖ = 0. (25)

181



Mathematics 2023, 11, 3518

Using (C2) and (C3), and since

βni‖zni − Tni wni‖ = βniγni‖F(wni )− Tni wni‖,

we obtain

lim
i→∞

‖zni − Tni wni‖ = 0. (26)

From (25) and (26), we obtain

‖zni − Tni zni‖ ≤ ‖zni − Tni wni‖+ ‖Tni wni − Tni zni‖ → 0 (27)

as i → ∞. In order to prove that lim supi→∞ bni ≤ 0, it suffices to show that

lim sup
i→∞

〈F( p̆)− p̆, zni − p̆〉 ≤ 0. (28)

Since {zni} is bounded, a subsequence {znij
} of {zni} and y ∈ H exists such that

{znij
} ⇀ y as j → ∞ and

lim sup
i→∞

〈F( p̆)− p̆, zni − p̆〉 = lim
j→∞

〈
F( p̆)− p̆, znij

− p̆
〉

= 〈F( p̆)− p̆, y− p̆〉.

Since {Tn} satisfies the condition (Z) and (27), we obtain y ∈ Γ. From p̆ = PΓF( p̆), we
obtain

〈F( p̆)− p̆, z− p̆〉 ≤ 0

For all z ∈ Γ. In particular, we have

〈F( p̆)− p̆, y− p̆〉 ≤ 0.

Hence, we obtain (28). Thus, in view of Lemma 3, {xn} converges to p̆, as required.

In what follows, we impose the assumptions on the mappings ψ1,ψ2, and ω associated
with the convex bilevel optimization problems (1) and (2).

(A1) ψ1 : H → R is a convex and differentiable function such that ∇ψ1 is Lipschitz
continuous with constant Lψ1 > 0 and ψ2 : H → (−∞, ∞] are proper lower semi-
continuous and convex functions;

(A2) ω : Rn → R is strongly convex with parameter σ such that ∇ω is Lω-Lipschitz
continuous and s ∈ (0, 2

Lω+σ ).

With the above assumptions in place, we propose the following algorithm, called the
two-step inertial forward–backward bilevel gradient method (TIFB-BiGM), for solving
problems (1) and (2).

The proposition below is attributable to Sabach and Shtern [13] and is critical to our
next result.

Proposition 1. Suppose that ω : Rn → R is strongly convex with σ > 0 and ∇ω is Lips-
chitz continuous with constant Lω. Hence, it follows that for all s ∈ (0, 2

σ+Lω
), the mapping

Ss = I − s∇ω is a contraction such that

‖x − s∇ω(u)− (v− s∇ω(v))‖ ≤
√

1− 2sσLω

σ+ Lω
‖u− v‖

for all u,v ∈ Rn.
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Theorem 2. The sequence {xn} generated by Algorithm 2 converges strongly to p̆ ∈ Λ, where
Λ is the set of all solutions of (1) and p̆ = PS∗(I − s∇ω)( p̆), provided that all conditions as in
Theorem 1 hold.

Algorithm 2 Two-Step Inertial Forward–Backward Bilevel Gradient Method (TIFB-BiGM)

Initialization: Let {βn}, {γn} ⊂ [0, 1], {τn} ⊂ R+, and let {μn}, {ρn} ⊂ R>0 be
bounded sequences. Take x−1, x0, x1 ∈ H arbitrarily.
Let {cn} ⊂ (0, 2

Lψ1
) with cn → c as n → ∞, where c ∈ (0, 2

Lψ1
). For n ∈ N.

Step 1. Compute the inertial step:

ϑn =

{
min

{
μn, τn

‖xn−xn−1‖

}
if xn �= xn−1,

μn otherwise,
(29)

and

δn =

{
max

{
−ρn, −τn

‖xn−1−xn−2‖

}
if xn−1 �= xn−2,

−ρn otherwise,
(30)

wn = xn + ϑn(xn − xn−1) + δn(xn−1 − xn−2). (31)

Step 2. Compute:

zn = (1− γn)proxcnψ2(I − cn∇ψ1)wn + γn(I − s∇ω)(wn), (32)

xn+1 = (1− βn)proxcnψ2(I − cn∇ψ1)wn + βn proxcnψ2(I − cn∇ψ1)zn. (33)

Proof. Put F = I − s∇ω and Tn = proxcnψ2(I − cn∇ψ1), where cn ∈ (0, 2
Lψ1

) Then,
by Proposition 1, F is a contraction mapping. We also know that Tn is nonexpansive.
Using Theorem 1, we conclude that xn → p̆ ∈ Γ, where p̆ = PΓF( p̆). It is noted that,
Γ =

⋂∞
n=1 Fix(Tn) = S∗. Then, for all x ∈ S∗, we have

0 ≥ 〈F( p̆)− p̆, x − p̆〉 = 〈 p̆− s∇ω( p̆)− p̆, x − p̆〉 = 〈−s∇ω( p̆), x − p̆〉.

Dividing above inequalities by −s, we obtain

〈∇ω( p̆), x − p̆〉 ≥ 0

for all x ∈ S∗. Hence, p̆ ∈ Λ, so xn → p̆ ∈ Λ. This completes the proof.

4. Application to Image Recovery

Algorithm 2 will now be applied to the problem of image restoration. The algorithm’s
performance will be compared to that of several existing methods, such as IVMSPA, FVFBA,
BiG-SAM, and iBiG-SAM. Image restoration, also known as image deblurring or image
deconvolution, is the process of removing or minimizing degradations (blur) in an image.
Efforts along these lines began in the 1950s, and applications have been found in a number of
areas, including consumer photography, scientific exploration, and image/video decoding;
see [36,37]. Mathematically, image restoration can be modeled with the equation

v = Ax + b̆, (34)

where v ∈ Rm is the observed image, A ∈ Rm×n is the blurring matrix, x ∈ Rn is an original
image, and b̆ is an additive noise. The objective is to recover the original image x̄ ∈ Rn

that satisfies (34) by minimizing the value of b̆ using the least squares method as shown in
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Equation (35). This method aims to minimize the squared difference between v and Ax
defined as follows:

min
x
‖v−Ax‖2

2, (35)

where ‖ · ‖2 is the Euclidean norm. Many iterations, such as the Richardson iteration,
see [38], can be used to estimate the solution of (35). The problem stated in Equation (35)
is considered ill-posed because there are more unknown variables than observations,
resulting in a norm result that is too large to be meaningful. This issue is discussed in
references [39,40]. To address this problem, various regularization methods have been intro-
duced to improve the least squares problem. One commonly used method is Tikhonov reg-
ularization, which was proposed by Tikhonov and involves minimizing a specific equation.

min
x

{
‖v−Ax‖2

2 + ζ‖Lx‖2

}
, (36)

where ζ is a positive parameter known as a regularization parameter, ‖ · ‖1 is the l1-norm
and ‖ · ‖2 is the Euclidean norm, and L ∈ Rm×n is called the Tikhonov matrix. L is set to be
the identity in the standard form. A well-known model for solving problem (34) is the least
absolute shrinkage and selection operator (LASSO) [41], which is defined by the expression

min
x

{
‖v−Ax‖2

2 + ζ‖x‖1

}
. (37)

The restoration of RGB images presents a challenge for the model (36) due to the sig-
nificant size of the matrix A, as well as its associated elements, which can make computing
the multiplication Ax and ‖x‖1 quite expensive. To address this, researchers in this field
commonly implement a 2-D fast Fourier transform to transform the images, resulting in a
modified version of the model (36) that overcomes this issue.

min
x

{
‖v− Ax‖2

2 + ζ‖Wx‖1

}
. (38)

The blurring operation A, commonly selected as A = RW, plays a crucial role in the
problem (34). R represents the blurring matrix, while W denotes the two-dimensional fast
Fourier transform. The observed image v ∈ Rm×n is affected by both blurring and noise,
with its dimensions being m× n.

Now, let S∗ be the set of all solutions of (38). Among the solutions in S∗, we would
also like to select a solution x∗ ∈ S∗ in such a way that x∗ is a minimizer of

min
x∗∈S∗

1
2
‖x∗‖2. (39)

We consider 2 RGB images (Wat Chedi Luang [42] and Matsue Castle) with the size of
256× 256 as the original images (see Figure 1). The pictures we used in this experiment
were created by the third author. In order to simulate blurring, we convolved the images
using a Gaussian blur filter with a size of 9× 9 and a standard deviation of σ = 4 with
noise 10−4.

Peak signal-to-noise ratio (PSNR) [43] and signal-to-noise ratio (SNR) [44] were used
as the metrics for evaluating the performance of each algorithm. The PSNR and SNR at xn
are given by

PSNR(xn) = 10 log10

(MAX2

MSE

)
, (40)

SNR(xn) = 10 log10

( ‖x − x̄‖2

‖xn − x̄‖2

)
, (41)
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where MAX is the maximum pixel value (usually 255 in 8-bit grayscale images) and
MSE = 1

2562 ‖xn − x‖2
2 is the mean squared error between the original and the distorted

image. Both and SNR are expressed in decibels (dB) as a logarithmic measure of the
signal-to-noise or signal-to-error ratio.

(a) (b)
Figure 1. Original images: (a) Wat Chedi Luang, (b) Matsue Castle.

In image restoration, both PSNR and SNR are commonly used as metrics to assess
the performance of deblurring results. However, it is important to note that these metrics
provide different types of information.

PSNR measures the quality of a deblurred image by comparing it to the original image
and evaluating the amount of noise introduced during the restoration process. It calculates
the ratio between the peak signal power (the maximum possible value for the pixel) and
the mean squared error (MSE) between the original and deblurred images. Higher PSNR
values indicate better restoration quality as they indicate a lower level of distortion or noise.

On the other hand, SNR measures the ratio between the signal power and the noise
power in the deblurred image. It quantifies the preservation of the original signal after the
restoration process. Higher SNR values indicate less noise in the deblurred image.

While both PSNR and SNR are useful metrics, they focus on different aspects of image
restoration. PSNR primarily considers the visual quality and fidelity of the deblurred image
compared to the original, while SNR focuses more on the amount of noise present in the
deblurred image.

To comprehensively evaluate the performance of your deblurring algorithm, it is
recommended to consider both PSNR and SNR. They provide complementary information
about the restoration quality.

We now employ our proposed algorithm (TIFB-BiGM) in Theorem 2 to solve the
convex bilevel optimization problems (38) and (39). In our experiments, the algorithm
developed in this paper (TIFB-BiGM) as well as the others are discussed and applied
to solve the convex bilevel optimization problems (38) and (39), where ω(x) = 1

2‖x‖2
2,

ψ1(x) = ‖v− Ax‖2, ψ2(x) = ζ‖Wx‖1 and ζ = 5× 10−5. The observed images are blurred
images. We compute the Lipschitz constant Lψ1 by using the maximum eigenvalues of the
matrix AᵀA.

For the first experiment, the parameters of the TIFB-BiGM are chosen as follows:
βn = 0.99n

n+1 , γn = 1
50n , cn = 1

Lψ1
, τn = 1014

n2 and s = 0.01. Now, the experiments for recovering
the “Wat Chedi Luang” image with size of 256× 256 using TIFB-BiGM with different inertial
parameters are shown in Tables 1 and 2. We also observe from Tables 1 and 2 that μn tends
to 1 and ρn tends to 0

μn =
0.99n

n + 0.001
and ρn =

1
n2
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gives the highest values of PSNR and SNR for our method.

Table 1. PSNR values for restoration of “Wat Chedi Luang” image by TIFB-BiGM after 300 iterations
for different choices of parameters μn and ρn.

μn → 0.1 0.3 0.5 0.9 0.99n
n+0.001 1

ρn ↓
0.1 22.9755 23.2143 23.5185 24.6769 25.3398 25.4489
0.3 22.7791 22.9764 23.2154 23.9454 24.2129 24.2479
0.5 22.6116 22.7799 22.9773 23.5215 23.6923 23.7133
0.9 22.3362 22.4662 22.6129 22.9789 23.0805 23.0924

1
n2 23.0847 23.3513 23.7038 25.4271 26.2116 24.9267

Table 2. SNR values for restoration of “Wat Chedi Luang” image by TIFB-BiGM after 300 iterations
for different choices of parameters μn and ρn.

μn → 0.1 0.3 0.5 0.9 0.99n
n+0.001 1

ρn ↓
0.1 18.9503 19.1890 19.4932 20.6516 21.3144 21.4236
0.3 18.7539 18.9510 19.1901 19.9200 20.1876 20.2225
0.5 18.5864 18.7545 18.9519 19.4961 19.6670 19.6879
0.9 18.3110 18.4408 18.5875 18.9536 19.0551 19.0670

1
n2 19.0595 18.3260 19.6784 21.4018 22.1913 20.9014

The parameter values for each algorithm were chosen for optimum performance,
based on the published literature. The value for γn in Table 3 is the best choice for BiG-SAM
considered in [13]. For iBiG-SAM, α = 3 is the best choice over other values considered
in [17], and the same authors found, based on their numerical experiments, μn = n

n+1 to be
the best choice for FVFBA.

Table 3. Parameters selection of TIFB-BiGM, IVMSPA, FVFBA, BiG-SAM, and iBiG-SAM.

Methods Setting

TIFB-BiGM
s = 0.01, cn = 1

Lψ1
, βn = 0.99n

n+1 , γn = 1
50n ,

τn = 1018

n2 , μn = 0.99n
n+0.001 , ρn = 1

n2

IVMSPA

s = 0.01, cn = 1
L f

, αn = 1
50n , βn = γn = 0.5,

τn = 1020

n

θn =

⎧⎨
⎩ min

{
pn−1
pn+1

, αnτn
‖xn−xn−1‖

}
if xn �= xn−1

pn−1
pn+1

otherwise

where p1 = 1 and pn+1 =
1+
√

1+4p2
n

2

FVFBA

cn = n
n+1 , βn = 0.99n

n+1 , γn = 1
50n , τn = 1015

n2

θn =

{
min

{
n

n+1 , τn
‖xn−xn−1‖

}
if xn �= xn−1

n
n+1 otherwise
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Table 3. Cont.

Methods Setting

BiG-SAM λ = 0.01, c = 1
Lψ1

, γn = 2(0.1)

1−n
2+cLψ1

4

iBiG-SAM

λ = 0.01, c = 1
Lψ1

, γn = 2(0.1)

1− 2+cLψ1
4

, βn = γn
n0.01

θn =

{
min

{
n

n+α−1 , βn
‖xn−xn−1‖

}
if xn �= xn−1,

n
n+α−1 otherwise

The following experiments demonstrate Algorithm 2’s efficiency for image restora-
tion in comparison to IVMSPA, FVFBA, BiG-SAM, and iBiG-SAM using PSNR and SNR
as measurements.

The efficiency of restoring images using various algorithms under different iterations
are illustrated in Figures 2–7. The results indicate that TIFB-BiGM achieves higher PSNR
and SNR values than IVMSPA, FVFBA, BiG-SAM, and iBiG-SAM. Therefore, our algorithm
demonstrates superior convergence behavior compared to the aforementioned methods.

Figure 2. The graphs of PSNR of each algorithm for Wat Chedi Luang.
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Figure 3. The graphs of SNR of each algorithm for Wat Chedi Luang.

Figure 4. The graphs of PSNR of each algorithm for Matsue Castle.
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Figure 5. The graphs of SNR of each algorithm for Matsue Castle.

(a) (b)

(c) (d)

Figure 6. Cont.
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(e) (f)

Figure 6. Results for deblurring “Wat Chedi Luang” image using various algorithms at the 500th it-
eration. (a) Gaussian blurred image, (b) TIFB-BiGM (PSNR = 29.7216, SNR = 25.6962), (c) IVMSPA
(PSNR = 29.5375, SNR = 25.5121), (d) FVFBA (PSNR = 28.9243, SNR = 24.8989), (e) BiG-SAM
(PSNR = 24.7118, SNR = 20.6864), and (f) iBiG-SAM (PSNR = 27.0172, SNR = 22.9918).

(a) (b)

(c) (d)

Figure 7. Cont.
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(e) (f)

Figure 7. Results for deblurring “Matsue Castle” image using various algorithms at the 500th iter-
ation. (a) Gaussian blurred image, (b) TIFB-BiGM (PSNR = 30.9830, SNR = 27.5075), (c) IVMSPA
(PSNR = 30.8212, SNR = 27.3457), (d) FVFBA (PSNR = 30.43625, SNR = 26.9636), (e) BiG-SAM
(PSNR = 25.4625, SNR = 21.9870), and (f) iBiG-SAM (PSNR = 27.9712, SNR = 24.4957).

5. Conclusions

In this paper, algorithmic solutions to a family of convex bilevel optimization prob-
lems are developed and applied to image processing. An interesting connection between
minization problems and fixed-point methods is observed. We first present a modified
two-step inertial viscosity algorithm (MTIVA) for finding a common fixed point of a family
of nonexpansive operators in a Hilbert space and prove strong convergence under relatively
mild conditions. This is the applied to the solution of a convex bilevel optimization problem
by introducing a novel two-step inertial forward–backward bilevel gradient method (TIFB-
BiGM). The main results are then employed in the solution of an image restoration problem.
Through careful comparative analysis, we demonstrate that our algorithm outperforms
several existing algorithms such as IVMSPA, FVFBA, BiG-SAM, and iBiG-SAM, in terms
of image recovery efficiency, as verified through numerical experiments conducted under
specific parameter settings.

There are several potential avenues for future research. Firstly, investigating the adapt-
ability and performance of the proposed algorithm in different image processing tasks
could provide valuable insights. Additionally, one might explore the algorithm’s scalability
to large-scale image datasets or investigate the incorporation of parallel computing tech-
niques that could enhance the algorithm’s computational efficiency. Moreover, conducting
comparative studies with other state-of-the-art image restoration algorithms would provide
a comprehensive evaluation of the algorithm’s strengths and limitations. Finally, exploring
the applicability of the proposed algorithm to other domains beyond image processing,
such as computer vision or signal processing, would broaden its potential impact.
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Abstract: In this article, we shall generalize the idea of vector-valued metric space and Perov fixed-
point theorem. We shall introduce the notion of Czerwik vector-valued R-metric space by involving
an equivalence relation. A few basic concepts and properties related to Czerwik vector-valued
R-metric space shall also be discussed that are required to obtain a few extended types of Perov
fixed-point theorem.
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1. Introduction

The concept of metric space provides a significant contribution to research activities
related to mathematical analysis. This meaningful concept was presented by Maurice
Fréchet [1] who was a famous French mathematician. This concept was extended by
many mathematicians according to their requirements: for example, b-metric space [2],
partial metric space [3], cone metric space [4], vector-valued metric space [5], vector-valued
b-metric space [6,7], order (ordered vector) metric space [8], order (ordered vector) pseudo-
metric space [9], graphical metric space [10], and graphical b-metric space [11] etc.

The Banach contraction principle is the most basic result of the metric fixed-point
theory, and it has been generalized by considering all the above-mentioned extended forms
of metric space. The literature also contains several other generalizations of this famous
result obtained through involving the concepts of partial order, graph, binary relation, or
orthogonality relation associated with contraction mapping, see [12–14]. This technique of
generalization raised the question: why not consider the concepts of partial order, graph,
or binary relation to generalize the notion of metric space and then drive a generalization
of the Banach contraction principle? The work presented in [10,11] is based on the answer
to that question.

Perov [5] presented the matrix/vector version of the Banach contraction principle by
introducing the notion of vector-valued metric spaces. This vector-valued metric space was
extended to vector-valued b-metric space by Boriceanu [6], with a constant scalar multiple
in the triangle inequality of vector-valued b-metric space. Ali and Kim [7] modified the
triangle inequality of vector-valued b-metric space by replacing a constant scalar multiple
with a constant matrix multiple. A couple of interesting results in the context of Perov
have been derived by several researchers, for example, Bucur et al. [15] derived fixed-point
theorems to generalize Perov’s result that discuss the existence of fixed points of set-valued
maps. Filip and Petrusel [16] modified the contraction-type inequality to generalize the
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results of Perov and Bucur et al. [15]. Ali et al. [17] used the admissibility concept of
single-valued maps to improve the result of Perov, Altun et al. [18] used the technique of
θ-contraction to modify the result of Perov for single-valued maps. Guran et al. [19] used
the concept of generalized w-distance and Hardy–Rogers-type contraction inequality to
generalize the work of Perov. Guran et al. [20] extended the work of Perov for set-valued
maps using a set-valued Hardy–Rogers-type contraction inequality. Martínez-Moreno and
Gopal [21] defined the concept of Perov fuzzy metric space and studied the existence of
common fixed points for compatible single-valued maps. The aim of this article is to
introduce a notion of Czerwik vector-valued R-metric space that is a generalized concept
of vector-valued b-metric space. A few results confirming the existence of fixed points for
certain types of maps are also derived using this notion. The idea of this article follows
from the above-mentioned question.

2. Preliminaries

Throughout this article, we consider H as a nonempty set, R+ as the set of all
non-negative real numbers, Mm,m(R+) as a collection of all m × m matrices with non-
negative real elements, 0̄ as an m × m zero matrix, I as m × m identity matrix, and Rm
as the set of all m × 1 real matrices. If W, P ∈ Rm, that is W = (w1, w2, . . . , wm)T and
P = (p1, p2, . . . , pm)T , then

(i) W ≤ P means that wi ≤ pi for each i ∈ {1, 2, . . . , m},
(ii) W < P means that wi < pi for each i ∈ {1, 2, . . . , m},
(iii) W ≥ c ∈ R+ means that wi ≥ c for each i ∈ {1, 2, . . . , m}.

A matrix C ∈ Mm,m(R+) is called convergent to zero (or zero matrix) if Cn → 0 as
n → ∞ (see Varga [22]). Also, note that C0 = I. The following matrices are convergent
to zero.

C :=
(

c c
d d

)
, where c, d ∈ R+ and c + d < 1;

D :=
(

c d
0 e

)
, where c, d, e ∈ R+ and max{c, e} < 1.

Czerwik vector-valued metric space was presented by Ali and Kim [7] in the following
ways.

Definition 1. A mapping dC : H × H → Rm is called a Czerwik vector-valued metric on H, if for
each h1, h2, h3 ∈ H the following axioms hold:

(d1) dC(h1, h2) ≥ 0;
dC(h1, h2) = 0 if and only if h1 = h2;

(d2) dc(h1, h2) = dC(h2, h1);
(d3) dC(h1, h3) ≤ Q[dC(h1, h2) + dC(h2, h3)]

where Q = (qij) ∈ Mm,m(R+) is a matrix with

qij =

{
q, i = j
0, i �= j

and q ≥ 1. Then, the triple (H, dC, Q) is called Czerwik vector-valued metric space, or Czerwik
generalized metric space.

Note that the Cauchyness and convergence of a sequence in Czerwik vector-valued
metric spaces are defined in a similar manner as in b-metric spaces/metric spaces.
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If the matrix Q = (qij) ∈ Mm,m(R+) is defined by

qij =

{
1, i = j
0, i �= j

then the Czerwik vector-valued metric space becomes a vector-valued metric space. Perov [5]
presented the matrix/vector version of the Banach contraction principle on vector-valued
metric space in the following way.

Theorem 1 ([5]). Let (H, dC) be a complete vector-valued metric space and G : H → H be a
mapping such that

dC(Gh, Gk) ≤ AdC(h, k) ∀h, k ∈ H,

where A ∈ Mm,m(R+) is a matrix convergent to zero. Then, G has a unique fixed point.

The above result was generalized by Ali and Kim [7] in the following way.

Theorem 2. Let (H, dC, Q) be a complete Czerwik vector-valued metric space. Let G : H → H be
a mapping such that

dC(Gh, Gk) ≤ AdC(h, k) + BdC(k, Gh) ∀h, k ∈ H

where A, B ∈ Mm,m(R+). Also assume that the matrix QA converges to zero. Then, G has a fixed
point.

3. Main Results

This section begins with the definition of Czerwik vector-valued R-metric space.

Definition 2. Let H be a nonempty set equipped with an equivalence relation R. A mapping
dC : H × H → Rm is called a Czerwik vector-valued R-metric on H if for each h1, h2, h3 ∈ H the
following axioms hold:

(d1) dC(h1, h2) ≥ 0;
dC(h1, h2) = 0 if and only if h1 = h2;

(d2) dC(h1, h2) = dC(h2, h1);
(d3) dC(h1, h3) ≤ Q[dC(h1, h2) + dC(h2, h3)] provided that (h1, h2), (h2, h3) ∈ R
where Q = (qij) ∈ Mm,m(R+) is a matrix with

qij =

{
q, i = j
0, i �= j

and q ≥ 1. Then, the (H,R, dC, Q) is called a Czerwik vector-valued R-metric space, or Czerwik
generalized R-metric space.

Remark 1. It is important to note that the triangular property (d3) of Definition 2 should hold for
those elements of the set H that are related to each other under an equivalence relation R. From this,
an important question arises: why are the reflexive and symmetric conditions added along with the
transitive condition on a binary relation involved in Definition 2? The answer is simple:

(i) The reflexive condition is required for the topology generated by dC.
(ii) The symmetric condition is essential for the concept of R-convergence of R-sequence.

Remark 2. It is easy to see that Definition 2 reduces to Definition 1 by defining R = H × H.
Thus, every Czerwik vector-valued metric space generates a Czerwik vector-valued R-metric space.
But the converse is not true in general.
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In the following, we present an example of Czerwik vector-valued R-metric space.

Example 1. Consider H = N and an equivalence relation R = {(x, y) : x, y ∈ {1, 2, 3}} ∪
{(x, x) : x ∈ {4, 5, · · · }} on H. Define dC : H × H → R2 by

dC(1, 2) = dC(2, 1) = (2, 2)T

dC(1, 3) = dC(3, 1) = (2, 2)T

dC(2, 3) = dC(3, 2) = (5, 5)T

dC(x, x) = (0, 0)T∀x ∈ H

dC(x, y) = dC(y, x) = (1/|x − y|, 1/|x − y|)T , if either x ≥ 4 or y ≥ 4 and x �= y.

One can check that (H,R, dC, Q) is a Czerwik vector-valued R-metric space with Q =(
2 0
0 2

)
.

Remark 3. Note that the above-defined dC is not a Czerwik vector-valued metric on H, because
Axiom (d3) of Definition 1 does not exist, for instance,

dC(2, 3) > Q[dC(2, 4) + dC(4, 3)].

Example 2. Consider H = R, and an equivalence relation on H is defined by

R = {(h1, h2) : h1, h2 ∈ [0, ∞)} ∪ {(h, h) : h ∈ R}.

Define dC : H × H → R2 by

d(h1, h2) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(
|h1 − h2|
|h1 − h2|

)
, if h1, h2 ≥ 0( |h1−h2|

1+|h1−h2|
0

)
, otherwise.

It is easy to check that (H,R, dC, Q) is a Czerwik vector-valued R-metric space with

Q =

(
1 0
0 1

)
.

Remark 4. Note that the above-defined dC does not satisfy Axiom (d3) of Definition 1, for instance,

dC(1, 5) � Q[dC(1,−1) + dC(−1, 5)].

For any ε > 0 and for any element h of the Czerwik vector-valued R-metric space
(H,R, dC, Q), the dC-open ball having center h and radius ε is defined by

BdC (h, ε) = {ha ∈ H : (h, ha) ∈ R, dC(h, ha) < ε}.

R is a reflexive relation, thus BdC (h, ε) �= ∅ for each h ∈ H and ε > 0. Thus, the set
{BdC (h, ε) : h ∈ H, ε > 0} provides a neighbourhood system for the topology τR on H
induced by the Czerwik vector-valued R-metric space.

Definition 3. Let (H,R, dC, Q) be Czerwik vector-valued R-metric space. Then

• A sequence (hn) in H is said to be an R-sequence if (hn, hn+1) ∈ R for each n ∈ N.
• An R-sequence (hn) in H is said to be R-convergent to h in H if limn→∞ dC(hn, h) = 0 and

(hn, h) ∈ R ∀n ≥ k for some natural number k.
• An R-sequence (hn) in H is said to be R-Cauchy if limn,m→∞ dC(hn, hm) = 0.
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• (H,R, dC, Q) is said to be R-complete if each R-Cauchy sequence in H is R-convergent
in H.

Theorem 3. Each R-convergent sequence in (H,R, dC, Q) has a unique limit point.

Proof. Assume that the R-sequence (hn) is R-convergent to h and l in H. That is,

lim
n→∞

dC(hn, h) = 0 and (hn, h) ∈ R ∀n ≥ k1

and
lim

n→∞
dC(hn, l) = 0 and (hn, l) ∈ R ∀n ≥ k2.

Then, for each n ≥ k = max{k1, k2}, we have (hn, h) ∈ R and (hn, l) ∈ R ∀n ≥ k.
Thus, by (d3), we obtain

dC(h, l) ≤ Q[dC(h, hn) + dC(hn, l)] ∀n ≥ k.

Hence, by the above inequality, as n → ∞, we conclude that dC(h, l) = 0. That is, the
limit point of the R-convergent sequence is unique.

Theorem 4. Each R-convergent sequence in (H,R, dC, Q) is R-Cauchy.

Proof. Consider that an R-sequence (hn) is R-convergent to h in H. That is,

lim
n→∞

dC(hn, h) = 0 and (hn, h) ∈ R ∀n ≥ k1

Then, for each n, k ≥ k1, we have (hn, h) ∈ R, and (hk, h) ∈ R ∀n, k ≥ k1. Thus, by
(d3), we obtain

dC(hn, hk) ≤ Q[dC(hn, h) + dC(h, hk)] ∀n, k ≥ k1.

Hence, from the above inequality, we obtain limn,k→∞ dC(hn, hk) = 0.

We are now going to state and prove our first result that is a generalized form of the
result presented by Perov [5].

Theorem 5. Let (H,R, dC, Q) be an R-complete Czerwik vector-valued R-metric space and let
G : H → H be a mapping. Also, assume that

(i) There exists h ∈ H with (h, Gh) ∈ R;
(ii) R is G-closed, that is, for each h1, h2 ∈ H with (h1, h2) ∈ R, we have (Gh1, Gh2) ∈ R;
(iii) Either

(a) If {hn} is R-convergent to h ∈ H, then {Ghn} is R-convergent to Gh;
or
(b) For each R-convergent sequence {hn} in H with hn → h, we have dC(hn, ·) → dC(h, ·)
as n → ∞;

(iv) For each (h, k) ∈ R, we have

dC(Gh, Gk) ≤ A1dC(h, k) + A2dC(h, Gh) + A3dC(k, Gk) + A4dC(h, Gk) + BdC(k, Gh) (1)

where A1, A2, A3, A4, B ∈ Mm,m(R+) such that (I − (A3 + A4Q))−1 exists and the matrix
Q[(I − (A3 + A4Q))−1(A1 + A2 + A4Q)] is convergent to zero.

Then, G has a fixed point.

Proof. Using hypothesis (i), we have h0 ∈ H with (h0, Gh0) ∈ R. Starting from h0, we can
obtain an iterative sequence {hn}, that is, hn = Ghn−1 = Gnh0 for each n ∈ N. Since R is
G-closed, thus, we conclude (hn−1, hn) ∈ R for all n ∈ N. From (1), we obtain
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dC(Ghn−1, Ghn) ≤ A1dC(hn−1, hn) + A2dC(hn−1, Ghn−1) + A3dC(hn, Ghn)

+A4dC(hn−1, Ghn) + BdC(hn, Ghn−1) ∀n ∈ N. (2)

That is,

dC(hn, hn+1) ≤ A1dC(hn−1, hn) + A2dC(hn−1, hn) + A3dC(hn, hn+1)

+A4dC(hn−1, hn+1) + BdC(hn, hn) ∀n ∈ N.

This implies that

(I − (A3 + A4Q))dC(hn, hn+1) ≤ (A1 + A2 + A4Q)dC(hn−1, hn) ∀n ∈ N.

The above inequality yields that

dC(hn, hn+1) ≤ (I − (A3 + A4Q))−1(A1 + A2 + A4Q)dC(hn−1, hn) ∀n ∈ N. (3)

Putting M = (I − (A3 + A4Q))−1(A1 + A2 + A4Q) in (3), we obtain

dC(hn, hn+1) ≤ MdC(hn−1, hn) ∀n ∈ N. (4)

From (4), we conclude that

dC(hn, hn+1) ≤ MndC(h0, h1)∀n ∈ N. (5)

As (hn−1, hn) ∈ R for all n ∈ N and R is an equivalence relation, then by repeated
application of the triangle inequality, i.e., Axiom (d3), of Definition 2, we obtain

dC(hn, hm) ≤
m−1

∑
i=n

QidC(hi, hi+1) ∀m > n ∈ N.

Thus, the above inequality and (5) yield the following inequality.

dC(hn, hm) ≤
m−1

∑
i=n

QidC(hi, hi+1)

≤
m−1

∑
i=n

Qi MidC(h0, h1)

=
m−1

∑
i=n

[QM]idC(h0, h1) ∀m > n (By Remark 5)

≤ [QM]n(I − QM)−1dC(h0, h1).

This proves that {hn} is an R-Cauchy sequence in H. Considering the R-completeness
of H, we say that {hn} is an R-convergent to ha ∈ H, that is, limn→∞ dC(hn, ha) = 0, and
(hn, ha) ∈ R for all n ≥ k0, for some natural k0. Now, consider Axiom (iii-a) exists, then we
obtain limn→∞ dC(Ghn, Gha) = 0, and (Ghn, Gha) ∈ R, for all n ≥ k0.

Thus, through the triangle inequality, for each n ≥ k0, we obtain

dC(ha, Gha) ≤ Q[dC(ha, hn+1) + dC(hn+1, Gha)].
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This yields dC(ha, Gha) = 0 as n → ∞. That is, ha = Gha. We now proceed with Axiom
(iii-b). As {hn} is R-convergent to ha ∈ H, that is, limn→∞ dC(hn, ha) = 0, and (hn, ha) ∈ R
for all n ≥ k0 for some natural k0. By (1), for each n ≥ k0, we obtain

dC(Ghn, Gha) ≤ A1dC(hn, ha) + A2dC(hn, Ghn) + A3dC(ha, Gha)

+A4dC(hn, Gha) + BdC(ha, Ghn)

≤ A1dC(hn, ha) + A2dC(hn, Ghn) + A3dC(ha, Gha)

+A4Q[dC(hn, hn+1) + dC(hn+1, Gha)] + BdC(ha, Ghn).

That is,

dC(hn+1, Gha) ≤ A1dC(hn, ha) + A2dC(hn, hn+1) + A3dC(ha, Gha)

+A4Q[dC(hn, hn+1) + dC(hn+1, Gha)] + BdC(ha, hn+1). (6)

Applying the limit n → ∞ in (6) we obtain

dC(ha, Gha) ≤ A3dC(ha, Gha) + A4QdC(ha, Gha).

This gives dC(ha, Gha) = 0 because (I − A3 − A4Q)−1 exists. Hence, ha = Gha.

Remark 5. If Q is a diagonal matrix and its nonzero elements are the same, then Qi Mi = (QM)i

∀i ∈ N.

Example 3. Consider H = R2, and the equivalence relation on H is defined by

R = {((h1, h2), (k1, k2)) : h1, h2, k1, k2 ∈ [0, 3]} ∪ {((h, k), (h, k)) : h, k ∈ R}.

Define a Czerwik vector-valued R-metric on H by

dC((h1, h2), (k1, k2)) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(
(h1 − k1)

2

(h2 − k2)
2

)
, if h1, h2, k1, k2 ∈ [0, 3]⎛

⎝ |h1−k1|
1+|h1−k1|
|h2−k2|

1+|h2−k2|

⎞
⎠, otherwise

with Q =

(
2 0
0 2

)
. Define a mapping G : H → H by

G(h1, h2) =

{(
h1
6 − h2

3 + 2, h2
3 + 2

)
, if h1, h2 ≥ 0

((h1 + h2)
2, (h2)

2), otherwise.

Readers can easily verify the following points:

• For h = (0, 0), we have Gh = (2, 2), thus, we say that (h, Gh) ∈ R.
• For each h1, h2 ∈ [0, 3], we have h1

6 − h2
3 + 2, h2

3 + 2 ∈ [0, 3].
Thus, we say that (G(h1, h2), G(k1, k2)) ∈ R, provided ((h1, h2), (k1, k2)) ∈ R.

• For each sequence (h1
n), (h2

n) with h1
n, h2

n ∈ [0, 3] and h1
n → h1, h2

n → h2, it is obvious that

h1, h2 ∈ [0, 3], we say that h1
n

6 − h2
n

3 + 2 → h1

6 − h2

3 + 2, and h2
n

3 + 2 → h2

3 + 2. Thus, we
conclude that if {hn} is R-convergent to h ∈ H, then {Ghn} is R-convergent to Gh.
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• For each ((h1, h2), (k1, k2)) ∈ R with (h1, h2) �= (k1, k2), we have

dC(G(h1, h2), G(k1, k2)) = dC

((
h1

6
− h2

3
+ 2,

h2

3
+ 2

)
,
(

k1

6
− k2

3
+ 2,

k2

3
+ 2

))

=

⎛
⎜⎝

(
( h1

6 − h2
3 + 2− k1

6 + k2
3 − 2

)2

(
h2
3 + 2− k2

3 − 2
)2

⎞
⎟⎠

≤
(

2/36 2/9
0 2/9

)(
(h1 − k1)

2

(h2 − k2)
2

)

=

(
2/36 2/9

0 2/9

)
dC((h1, h2), (k1, k2)).

• For each ((h1, h2), (k1, k2)) ∈ R with (h1, h2) = (k1, k2), we have

dC(G(h1, h2), G(k1, k2)) =

(
0
0

)

=

(
2/36 2/9

0 2/9

)
dC((h1, h2), (k1, k2)).

Thus, it can be concluded that the axioms of Theorem 5 exist. Therefore, G has a fixed point.

Remark 6. Note that the above-defined dC is a Czerwik vector-valued R-metric on H, but not a
Czerwik vector-valued metric on H. Thus, the related fixed-point results on Czerwik vector-valued
metric space from the existing literature are not applicable to this example.

The following corollary is an extended form of Theorem 2 given in the introduction of
this article.

Corollary 1. Let (H, dC, Q) be a complete Czerwik vector-valued metric space and let G : H → H
be a mapping. Also, assume that

(i) For each h, k ∈ H, we have

dC(Gh, Gk) ≤ A1dC(h, k) + A2dC(h, Gh) + A3dC(k, Gk) + A4dC(h, Gk) + BdC(k, Gh) (7)

where A1, A2, A3, A4, B ∈ Mm,m(R+) such that (I− (A3 + A4Q))−1 exists and the matrix
Q[(I − (A3 + A4Q))−1(A1 + A2 + A4Q)] is convergent to zero;

(ii) Either
(a) If {hn} is convergent to h ∈ H, then {Ghn} is convergent to Gh;
or
(b) For each convergent sequence {hn} in H with hn → h, we have dC(hn, ·) → dC(h, ·) as
n → ∞.

Then, G has a fixed point.

The conclusion of this result follows from Theorem 5 by considering an equivalence
relation on H by R = H × H.

If we define an equivalence relation on H by R = H × H, then the complete Czerwik
vector-valued metric space will also be an R-complete Czerwik vector-valued R-metric
space. As we consider R = H × H, then Axioms (i) and (ii) of Theorem 5 trivially hold.
Also, Axioms (i) and (ii) of the above theorem imply the existence of Axioms (iv) and (iii) of
Theorem 5, respectively. Hence, the conclusion of the above results follows from Theorem 5.

The following corollary is an extended form of Theorem 1 given in the Section 1.
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Corollary 2. Let (H, dC, Q) be a complete Czerwik vector-valued metric space and let G : H → H
be a mapping such that for each h, k ∈ H, we have

dC(Gh, Gk) ≤ A1dC(h, k) (8)

where A1 ∈ Mm,m(R+) such that the matrix QA1 is convergent to zero. Then, G has a fixed point.

The conclusion of this result follows from Corollary 1, since (8) implies the existence
of (7) and implies the existence of (iii-a).

In the following results, we will study the existence of fixed points for multi-valued
mappings. We denote by N(H) the collection of all nonempty subsets of H.

Theorem 6. Let (H,R, dC, Q) be an R-complete Czerwik vector-valued R-metric space and let
G : H → N(H) be a mapping. Also, assume that

(i) There exist h ∈ H and h∗ ∈ Gh with (h, h∗) ∈ R;
(ii) R is G-closed, that is, for each h, k ∈ H with (h, k) ∈ R, we have (q, w) ∈ R ∀q ∈ Gh and

w ∈ Gk;
(iii) Graph(G) = {(h, k) : k ∈ Gh} is R-closed, that is, for all R-convergent sequences {hn}

and {kn} in H with hn → h∗ ∈ H and kn → k∗ ∈ H, we have (h∗, k∗) ∈ Graph(G),
whenever (hn, kn) ∈ Graph(G) ∀n ≥ k0 for some k0;

(iv) For each (h, k) ∈ R and q ∈ Gh, there exists w ∈ Gk with

dC(q, w) ≤ A1dC(h, k) + A2dC(h, q) + A3dC(k, w) + A4dC(h, w) + BdC(k, q) (9)

where A1, A2, A3, A4, B ∈ Mm,m(R+) such that (I − (A3 + A4Q))−1 exists and the matrix
Q[(I − (A3 + A4Q))−1(A1 + A2 + A4Q)] is convergent to zero.

Then, G has a fixed point.

Proof. Assumption (i) of the theorem implies that there is some h0 ∈ H with h1 ∈ Gh0 and
(h0, h1) ∈ R. By using (9), for (h0, h1) ∈ R and h1 ∈ Gh0, there exists h2 ∈ Gh1 satisfying

dC(h1, h2) ≤ A1dC(h0, h1) + A2dC(h0, h1) + A3dC(h1, h2) + A4dC(h0, h2) + BdC(h1, h1). (10)

As (h0, h1) ∈ R, then by assumption (ii), we obtain (h1, h2) ∈ R. Now, (10) yields the
following inequality:

dC(h1, h2) ≤ A1dC(h0, h1) + A2dC(h0, h1) + A3dC(h1, h2) + A4Q[dC(h0, h1) + dC(h1, h2)].

That is,

dC(h1, h2) ≤ (I − A3 − A4Q)−1(A1 + A2 + A4Q)dC(h0, h1).

By defining M = (I − A3 − A4Q)−1(A1 + A2 + A4Q) in the above inequality, we
obtain

dC(h1, h2) ≤ MdC(h0, h1). (11)

Again, by using (9), for (h1, h2) ∈ R and h2 ∈ Gh1, there exists h3 ∈ Gh2 with

dC(h2, h3) ≤ A1dC(h1, h2) + A2dC(h1, h2) + A3dC(h2, h3) + A4dC(h1, h3) + BdC(h2, h2). (12)

Since (h1, h2) ∈ R, by assumption (ii), we obtain (h2, h3) ∈ R. Now, (12) implies that

dC(h2, h3) ≤ A1dC(h1, h2) + A2dC(h1, h2) + A3dC(h2, h3) + A4Q[dC(h1, h2) + dC(h2, h3)].

That is,
dC(h2, h3) ≤ MdC(h1, h2) (13)
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where M = (I − (A3 + A4Q))−1(A1 + A2 + A4Q). By (11) and (13), we obtain

dC(h2, h3) ≤ M2dC(h0, h1). (14)

Proceeding with the same methodology, we obtain a sequence {hn} such that (hn−1, hn) ∈
R, hn ∈ Ghn−1 for all n ∈ N and

dC(hn, hn+1) ≤ MndC(h0, h1) ∀n ∈ N. (15)

By using the triangular inequality and (15) we obtain

dC(hn, hm) ≤
m−1

∑
i=n

QidC(hi, hi+1)

≤
m−1

∑
i=n

[QM]idC(h0, h1)∀m > n.

This yields that {hn} is an R-Cauchy sequence in H. Thus, {hn} is R-convergent to
ha ∈ H, that is limn→∞ dC(hn, ha) = 0 and (hn, ha) ∈ R, for all n ≥ k0 for some natural k0.
The construction of {hn} implies that (hn, hn+1) ∈ Graph(G) ∀n ∈ N, since Graph(G) is
R-closed, thus we obtain (ha, ha) ∈ Graph(G), that is ha ∈ Gha. This completes the proof
of the result.

In the following result, we assume that B(H) is the collection of all those subsets
of H that are dC-bounded with respect to (H,R, dC, Q), that is, for A ∈ B(H), δC(A) =
sup{dC(a, b) : a, b ∈ A} exists. Also, we define δC(A, B) = sup{dC(a, b) : a ∈ A, b ∈ B}
and δC(a, B) = sup{dC(a, b) : b ∈ B}. Note that for the set W = {(aj

11, aj
21, · · · , aj

n1)
T : j ∈

I}, for some index set I,

supW =

(
sup
j∈I

aj
11, sup

j∈I
aj

21, · · · , sup
j∈I

aj
n1

)T

.

Theorem 7. Let (H,R, dC, Q) be an R-complete Czerwik vector-valued R-metric space and let
G : H → B(H) be a mapping. Also, assume that

(i) There exist h ∈ H and h∗ ∈ Gh with (h, h∗) ∈ R;
(ii) R is G-closed, that is, for each h, k ∈ H with (h, k) ∈ R, we have (q, w) ∈ R ∀q ∈ Gh and

w ∈ Gk;
(iii) Graph(G) = {(h, k) : k ∈ Gh} is R-closed, that is, for all R-convergent sequences {hn}

and {kn} in H with hn → h∗ ∈ H and kn → k∗ ∈ H, we have (h∗, k∗) ∈ Graph(G),
whenever (hn, kn) ∈ Graph(G) ∀n ≥ k0 for some k0;

(iv) For each (h, k) ∈ R, we have

δC(Gh, Gk) ≤ A1dC(h, k) + A2δC(h, Gh) + A3δC(k, Gk) (16)

where A1, A2, A3 ∈ Mm(R+) such that (I − A3)
−1 exists and the matrix Q[(I − A3)

−1(A1 +
A2)] is convergent to zero.

Then, G has a fixed point.

Proof. Using hypothesis (i), we have h0 ∈ H and h1 ∈ Gh0 such that (h0, h1) ∈ R.
Hypothesis (ii) now gives (q, w) ∈ R ∀q ∈ Gh0 and w ∈ Gh1. Thus, we write (h1, h2) ∈ R
with h1 ∈ Gh0 and h2 ∈ Gh1. Further, we can construct a sequence {hn} with hn ∈ Ghn−1,
and (hn−1, hn) ∈ R for all n ∈ N. By (16), we obtain

δC(Ghn−1, Ghn) ≤ A1dC(hn−1, hn) + A2δC(hn−1, Ghn−1) + A3δC(hn, Ghn) ∀n ∈ N. (17)

203



Mathematics 2023, 11, 3583

That is,

δC(hn, Ghn) ≤ A1δC(hn−1, Ghn−1) + A2δC(hn−1, Ghn−1) + A3δC(hn, Ghn) ∀n ∈ N.

This implies that

(I − A3)δC(hn, Ghn) ≤ (A1 + A2)δC(hn−1, Ghn−1) ∀n ∈ N.

This inequality yields that

δC(hn, Ghn) ≤ (I − A3)
−1(A1 + A2)δC(hn−1, Ghn−1) ∀n ∈ N. (18)

Letting M = (I − A3)
−1(A1 + A2) in (18), we obtain

δC(hn, Ghn) ≤ MδC(hn−1, Ghn−1) ∀n ∈ N. (19)

From the above inequality, we conclude the following inequalities:

δC(hn, Ghn) ≤ MnδC(h0, Gh0) ∀n ∈ N (20)

and

dC(hn, hn+1) ≤ MnδC(h0, Gh0) ∀n ∈ N. (21)

By considering the triangular inequality and (21), we obtain the following inequality:

dC(hn, hm) ≤
m−1

∑
i=n

QidC(hi, hi+1)

≤
m−1

∑
i=n

[QM]iδC(h0, Gh0)∀m > n.

This proves that {hn} is an R-Cauchy sequence in H. The R-completeness of H
ensures that {hn} is R-convergent to ha ∈ H, that is, limn→∞ dC(hn, ha) = 0 and (hn, ha) ∈
R, for all n ≥ k0 for some natural k0. The construction of {hn} implies that (hn, hn+1) ∈
Graph(G) ∀n ∈ N, since Graph(G) is R-closed, thus we obtain (ha, ha) ∈ Graph(G), that
is, ha ∈ Gha. This completes the proof of the result.

Example 4. Consider H = R and an equivalence relation on H is defined by

R = {(h1, h2) : h1, h2 ∈ [0, ∞)} ∪ {(h, h) : h ∈ R}.

Define the Czerwik vector-valued R-metric dC : H × H → R2 by

dC(h1, h2) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(
(h1 − h2)

2

(h1 − h2)
2

)
, if h1, h2 ≥ 0( |h1−h2|

1+|h1−h2|
0

)
, otherwise.

with Q =

(
2 0
0 2

)
. Define G : H → B(H) by

Gh =

{
{(h + 1)/2}, h ≥ 0
{0}, h < 0.
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The reader can easily verify that all the conditions of Theorem 7 are satisfied for this example.
Hence, G has a fixed point.

4. Application

In this section, by the graph G we mean that G = (V, E) is an undirected graph on a
nonempty set H, such that V = H and E ⊂ H × H contains all loops, that is, (h, h) ∈ E for
all h ∈ H, without any parallel edges. Define a path relation PG on H equipped with the
graph G: (h, k) ∈ PG if and only if there is a path from h to k in G. The relation PG on H
equipped with the graph G is reflexive, symmetric, and transitive, that is, (h, h) ∈ PG ∀h ∈
H, (h, k) ∈ PG =⇒ (k, h) ∈ PG and (h, k), (k, l) ∈ PG implies (h, l) ∈ PG.

Definition 4. Let H be a nonempty set and let G be the graph on H. A mapping dC : H×H → Rm
is called a Czerwik vector-valued graphical metric on H, if for each h1, h2, h3 ∈ H the following
axioms hold:

(d1) dC(h1, h2) ≥ 0;
dC(h1, h2) = 0 if and only if h1 = h2;

(d2) dC(h1, h2) = dC(h2, h1);
(d3) dC(h1, h3) ≤ Q[dC(h1, h2) + dC(h2, h3)] provided that (h1, h2), (h2, h3) ∈ PG,

where Q = (qij) ∈ Mm,m(R+) is a matrix with

qij =

{
q, i = j
0, i �= j

and q ≥ 1. Then, (H, PG, dC, Q) is called a Czerwik vector-valued graphical metric space, or
Czerwik generalized graphical metric space.

Remark 7. Readers can note the following facts:

(i) Czerwik vector-valued graphical metric space is a particular case of Czerwik vector-valued
R-metric space.

(ii) Czerwik vector-valued graphical metric space provides an extended concept of graphical b-
metric space [11] as well as graphical metric space [10] over an undirected graph.

Definition 5. Let (H, PG, dC, Q) be a Czerwik vector-valued graphical metric space. Then

• A sequence (hn) in H is said to be PG-sequence if (hn, hn+1) ∈ E for each n ∈ N.
• A PG-sequence (hn) in H is said to be PG-convergent to h in H if limn→∞ dC(hn, h) = 0 and

(hn, h) ∈ E ∀n ≥ k for some natural number k.
• A PG-sequence (hn) in H is said to be PG-Cauchy if limn,m→∞ dC(hn, hm) = 0.
• (H, PG, dC, Q) is said to be PG-complete if each PG-Cauchy sequence in H is PG-convergent

in H.

Theorem 8. Let (H, PG, dC, Q) be a PG-complete Czerwik vector-valued graphical metric space
and let T : H → H be a mapping. Also, assume that

(i) There exists h ∈ H with (h, Th) ∈ E;
(ii) For each h1, h2 ∈ H with (h1, h2) ∈ E, we have (Th1, Th2) ∈ E;
(iii) Either

(a) If {hn} is PG-convergent to h ∈ H, then {Thn} is PG-convergent to Th;
or
(b) For each PG-convergent sequence {hn} in H with hn → h, we have dC(hn, ·) → dC(h, ·)
as n → ∞;

(iv) For each (h, k) ∈ E, we have

dC(Gh, Gk) ≤ A1dC(h, k) + A2dC(h, Gh) + A3dC(k, Gk) + A4dC(h, Gk) + BdC(k, Gh) (22)
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where A1, A2, A3, A4, B ∈ Mm,m(R+) such that (I − (A3 + A4Q))−1 exists and the matrix
Q[(I − (A3 + A4Q))−1(A1 + A2 + A4Q)] is convergent to zero.

Then, T has a fixed point.

The proof of this result is similar to the proof of Theorem 5.

5. Conclusions

This article presents the notion of Czerwik vector-valued R-metric space, which is
a generalized form of Czerwik vector-valued metric space. In Czerwik vector-valued
R-metric space, the triangle inequality is discussed only for comparable elements under an
equivalence relation. The limit point of an R-convergent sequence is unique in the Czerwik
vector-valuedR-metric space. The set {BdC (h, ε) : h ∈ H, ε > 0} provides a neighbourhood
system for the topology on H induced by the Czerwik vector-valued R-metric space. The
existence of fixed points for single-valued and set-valued maps is also discussed using the
Czerwik vector-valued R-metric space.
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Abstract: The purpose of this study is to present fixed-point results for Suzuki-type multi-valued
maps using relation theory. We examine a range of implications that arise from our primary discovery.
Furthermore, we present two substantial cases that illustrate the importance of our main theorem.
In addition, we examine the stability of fixed-point sets for multi-valued maps and the concept
of well-posedness. We present an application to a specific functional equation which arises in
dynamic programming.
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1. Introduction

Mathematical analysis has witnessed a significant surge in interest regarding the exam-
ination of fixed-point outcomes for diverse maps in recent times. The Banach contraction
principle (BCP) is a fundamental theorem in classical mathematics. Drawing upon this
initial framework, other scholars have expanded and broadened the concept of the BCP to
incorporate a wide range of circumstances and maps (see [1–8]).

Suzuki’s [9] generalization of the BCP introduced a new class of contractive maps
that satisfy contraction conditions only for specific elements of the underlying space.
Subsequently, Alam and Imdad [10] expanded the boundaries of the BCP by considering a
complete metric space (CMS) equipped with a binary relation. They introduced the concept
of relation-theoretic contraction, which applies to elements related under the binary relation
rather than the entire space. Other researchers, such as Song-il Ri [11], further extended the
BCP for a new class of contractive maps.

In 1969, Nadler Jr. [12] extended the BCP to multi-valued maps, yielding a fixed-point
result for multi-valued contractions. This result was subsequently refined by Ciric [13]
and led to a broader class of multi-valued contractions. Numerous mathematicians have
contributed to the generalization of Nadler’s theorem (see [4,5,13–18]), with Kikkawa and
Suzuki [15] achieving significant progress in the study of generalized multi-valued maps.

Motivated by the works of Alam and Imdad [10], Kikkawa and Suzuki [15], and others,
we present some new fixed-point results for multi-valued maps in relational metric spaces.
These results extend and generalize the findings from previous studies by Alam and
Imdad [10], Ciric [13], Kikkawa and Suzuki [15], Nadler [12], and others. Furthermore,
the paper provides illustrative examples to support these findings and explores the stability
of fixed-point sets for multi-valued maps within the framework of relational metric spaces.
Lastly, by applying the presented results, the paper establishes the existence and uniqueness
of solutions for a class of functional equations arising in dynamic programming.

Mathematics 2023, 11, 4271. https://doi.org/10.3390/math11204271 https://www.mdpi.com/journal/mathematics208
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2. Preliminaries

In this section, we recapitulate relevant notation, definitions, and results from the
literature [12,13,18]. Throughout this paper, we denote a metric space (MS) as (L,γ), where
L is a set and γ is a metric on L. We use CB(L) to represent the collection of all nonempty
closed and bounded subsets of L, and C(L) to denote the collection of all nonempty
compact subsets of L. The Hausdorff metric ΓH induced by γ is

ΓH(A,B) = max

{
sup
ω∈A

Γ(ω,B), sup
�∈B

Γ(�,A)

}
,

for all A,B ∈ CB(L). Here, Γ(ω,B) = inf
�∈B

γ(ω,�).

Let F : L → CB(L) be a multi-valued map. A point ϑ ∈ L is termed a fixed point
of F if ϑ ∈ Fϑ, and it is a strict fixed point of F if {ϑ} = Fϑ. We denote the sets of fixed
points and strict fixed points of F as F(F ) and SF(F ), respectively.

Theorem 1 ([12]). Consider a CMS (L,γ) and a multi-valued map F : L → CB(L). If for all
ω,� ∈ L

ΓH(Fω,F�) ≤ κγ(ω,�), (1)

where κ ∈ [0, 1), then F possesses a fixed point.

Theorem 2 ([13]). Suppose (L,γ) is a CMS and F : L → CB(L) is a multi-valued map. If for
all ω,� ∈ L

ΓH(Fω,F�) ≤ κm(ω,�), (2)

where κ ∈ [0, 1), and if

m(ω,�) = max
{
γ(ω,�), Γ(ω,Fω), Γ(�,F�),

Γ(ω,F�) + Γ(�,Fω)

2

}
,

then F has a fixed point.

Definition 1 ([15]). Let φ : [0, 1) → (1/2, 1] be defined as φ(κ) = 1
1+κ . For an MS (L,γ) and a

subset M⊆ L, a map F : M→ CB(L) is called an a-KS multi-valued operator if κ ∈ [0, 1) and

ω,� ∈ M with φ(κ)Γ(ω,Fω) ≤ γ(ω,�) implies ΓH(Fω,F�) ≤ κγ(ω,�). (3)

Theorem 3 ([15]). Let (L,γ) be a CMS and F be an a-KS multi-valued operator from L into
CB(L). Then, ∃ ϑ ∈ L such that ϑ ∈ Fϑ.

Definition 2 ([11]). Let Φ =

{
ϕ : [0, ∞) → [0, ∞) : ϕ(ω) < ω, ω > 0 and lim sup

s→ω+

ϕ(s) < ω

}
.

Now, we recall some relation-theoretic auxiliaries:

Definition 3 ([10,19]). Let L be a nonempty set and ℵ ⊆ L×L. Then, we say

(1) ℵ is a binary relation on L and “ω relates to � under ℵ" if and only if (ω,�) ∈ ℵ.
(2) ω and � are ℵ-comparative, if either (ω,�) ∈ ℵ or (�,ω) ∈ ℵ, and denoted by [ω,�] ∈ ℵ.
(3) ℵ is complete, connected, or dichotomous if [ω,�] ∈ ℵ for all ω,� ∈ L.
(4) A sequence {ωη} is called ℵ-preserving if (ωη ,ωη+1) ∈ ℵ for all η ∈ N∪ {0}.

(5) ℵ is γ-self-closed if whenever {ωη} is ℵ-preserving sequence and ωη
γ−→ ω then there exists a

subsequence {ωηκ} of {ωη} with [ωηκ ,ω] ∈ ℵ for all κ ∈ N∪ {0}.
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Definition 4 ([20]). Let (L,γ) be an MS and F : L → CB(L) be a multi-valued map. Then,
a binary relation ℵ on L is called F -γ-closed if for every

(ω,�) ∈ ℵ, u ∈ Fω, v ∈ F�, γ(u, v) ≤ γ(ω,�) =⇒ (u, v) ∈ ℵ.

Remark 1. It we consider F := f as a single-valued map on L, then ℵ is called f -γ-closed if
(ω,�) ∈ ℵ, ( fω, f�) ≤ γ(ω,�) ⇒ ( fω, f�) ∈ ℵ.

Definition 5 ([21]). Consider an MS (L,γ) and ℵ is a binary relation on L. Let ω ∈ L, then
a function f : L → R ∪ {+∞,−∞} is said to be ℵ-lower semi-continuous at ω if, for any
ℵ-preserving sequence {ωη} ⊆ L that converges to ω, the inequality f (ω) ≤ lim inf

η→∞
f (ωη) holds.

Definition 6 ([19]). Given a binary relation ℵ defined on a nonempty set L, the image of an
element a ∈ L under the relation ℵ is denoted as Im(a,ℵ) and is defined as {ω ∈ L : (a,ω) ∈
ℵ or ω = a}.

3. Main Results

Theorem 4. Consider a CMS (L,γ) equipped with a binary relation ℵ on L. Suppose F : L →
CB(L) is a multi-valued map that satisfies the following conditions:

(a) ∃ ω1 ∈ L such that Fω1 ∩ Im(ω1,ℵ) �= ∅;
(b) ℵ is F -γ-closed and transitive;
(c) either the function f (ω) := Γ(ω,Fω) is ℵ-lower semi-continuous or
(d) for any trajectory {ωη} ⊂ L of F , if {ωη} → ω and ωη+1 ∈ Fωη for all η ∈ N, then the

sequence {ωη} has a subsequence (ωηκ ) such that [ωηκ ,ω] ∈ ℵ for all κ ∈ N;
(e) ∃ ϕ ∈ Φ such that for any ω ∈ L,� ∈ Fω with (ω,�) ∈ ℵ

1
2

Γ(ω,Fω) ≤ γ(ω,�) implies ΓH(Fω,F�) ≤ ϕ(m(ω,�)), (4)

where m(ω,�) is as in Theorem 2.

Then, F has a fixed point.

Proof. Since ω1 ∈ L then in view of assumption (a), let ω2 ∈ Fω1 ∩ Im(ω1,ℵ), that
is, ω2 ∈ Fω1 and (ω1,ω2) ∈ ℵ. As 1

2 Γ(ω1,Fω1) ≤ Γ(ω1,Fω1) ≤ γ(ω1,ω2), then
condition (4) implies that

Γ(ω2,Fω2) ≤ ΓH(Fω1,Fω2)

≤ ϕ(m(ω1,ω2)) (5)

where

m(ω1,ω2) = max
{
γ(ω1,ω2), Γ(ω1,Fω1), Γ(ω2,Fω2),

Γ(ω1,Fω2) + Γ(ω2,Fω1)

2

}
.

Here, it is easy to conclude from (5) that m(ω1,ω2) = γ(ω1,ω2), otherwise we will obtain
a contradiction. Thus,

Γ(ω2,Fω2) ≤ ϕ(γ(ω1,ω2)).

Since Fω2 is a closed and bounded set, thus ∃ ω3 ∈ Fω2 such that

γ(ω2,ω3) ≤ ϕ(γ(ω1,ω2)) < γ(ω1,ω2)

and from hypothesis (b), it follows that (ω2,ω3) ∈ ℵ. Now, continuing this process again
and again, we can construct a sequence {ωη} ⊆ L such that ωη+1 ∈ Fωη , (ωη ,ωη+1) ∈ ℵ
and

γ(ωη+2,ωη+1) ≤ ϕ(γ(ωη+1,ωη)) < γ(ωη+1,ωη) for all η ∈ N.
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Set γη := γ(ωη+1,ωη). Thus, {γη} is a monotonically decreasing and bounded-below
sequence of non-negative numbers. This implies that lim

η→∞
γη exists.

Suppose lim
η→∞

γη = γ > 0 and γη = γ+ ξη with ξη > 0. Since for all t > 0, lim sup
s→t+

ϕ(s) < t

for (tη) with tη ↓ γ+, we have lim sup
tη→γ+

ϕ(tη) < γ. Hence, we obtain

0 < γ = lim
η→+∞

γη+1 ≤ lim
η→+∞

ϕ(γη) ≤ lim
η→+∞

sup
s∈(γ,γη+1)

ϕ(s)

= lim
γη+1→+0

sup
s∈(γ,γ+ξη+1)

ϕ(s) ≤ lim
ξ→+0

sup
s∈(γ,γ+ξ)

ϕ(s) < γ,

a contradiction. Thus,

lim
η→∞

γη = 0 or lim
η→∞

γ(ωη ,ωη+1) = 0 for η ∈ N. (6)

Therefore, for any ε > 0 there exists κ ∈ N such that

γ(ωηκ ,ωηκ+1) < ε for ηκ ≥ κ. (7)

Assume that (ωη) is not a Cauchy sequence in L. Then, for each positive integer κ, there
exists an ε > 0 and sequences of positive integers {mκ}, {ηκ} such that κ ≤ mκ < ηκ and
the following assertions hold:

γ(ωmκ ,ωηκ ) ≥ ε. (8)

Without loss of generality, we may assume that ηκ is the smallest integer greater than mκ

satisfying the inequality (8) and

γ(ωmκ ,ωηκ−1) < ε. (9)

Then, by triangle inequality and using inequality (9), we have

γ(ωmκ ,ωηκ ) ≤ γ(ωmκ ,ωηκ−1) + γ(ωηκ−1,ωηκ )

< γ(ωηκ ,ωηκ−1) + ε.

Making κ → ∞ and using (6), we obtain

lim
κ→∞

γ(ωmκ ,ωηκ ) = ε. (10)

From (7) and (8), we have

1
2
γ(ωηκ ,ωηκ+1) ≤ γ(ωmκωηκ ) for all ηκ > mκ ≥ κ. (11)

Then, from condition (4) and by triangle inequality, we have

γ(ωmκ ,ωηκ ) ≤ γ(ωmκ ,ωmκ+1) + γ(ωmκ+1,ωηκ+1) + γ(ωηκ+1,ωηκ )

≤ γ(ωmκ ,ωmκ+1) + ΓH(Fωmκ ,Fωηκ ) + γ(ωηκ+1,ωηκ )

≤ γ(ωmκ ,ωmκ+1) + ϕ
(
m(ωmκ ,ωηκ )

)
+ γ(ωηκ+1,ωηκ ).

Making κ → ∞ and using (6) and (10), we obtain

ε ≤ lim
κ→∞

ϕ
(
m(ωmκ ,ωηκ )

)
.
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Since ε = lim
κ→∞

m(ωmκ ,ωηκ ). Then, by lim sup
s→t+

ϕ(s) < t for all t > 0, we obtain

ε ≤ lim
κ→∞

ϕ
(
m(ωmκ ,ωηκ )

)
≤ lim

δ→+0
sup

s∈(ε,ε+δ)

ϕ(s) < ε,

which is a contradiction. Hence, the sequence {ωη} is a Cauchy in L. Since L is complete,
{ωη} converges to ϑ ∈ L.

Now, if f (ω) = Γ(ω,Fω) is lower semi-continuous at the point ϑ, then we have

Γ(ϑ,Fϑ) = fϑ ≤ lim inf
η→∞

f (ωη) = lim inf
η→∞

Γ(ωη ,Fωη) = 0.

The closedness of Fϑ implies ϑ ∈ Fϑ.
On the other hand, if hypothesis (d) holds, then the sequence {ωη} has a subsequence

{ωηκ} such that [ωηκ , ϑ] ∈ ℵ for all κ ∈ N. Now, we show that

either
1
2
γ(ωηκ ,ωηκ+1) ≤ γ(ωηκ , ϑ) or

1
2
γ(ωηκ+1,ωηκ+2) ≤ γ(ωηκ+1, ϑ), (12)

for κ ∈ N. By inference and contradiction, we assume that

1
2
γ(ωηκ ,ωηκ+1) > γ(ωηκ , ϑ) and

1
2
γ(ωηκ+1,ωηκ+2) > γ(ωηκ+1, ϑ)

for each η ∈ N. As a result of the triangle inequality, we have

γ(ωηκ ,ωηκ+1) ≤ γ(ωηκ , ϑ) + γ(ϑ,ωηκ+1)

<
1
2
γ(ωηκ ,ωηκ+1) +

1
2
γ(ωηκ+1,ωηκ+2)

<
1
2
γ(ωηκ ,ωηκ+1) +

1
2
γ(ωηκ ,ωηκ+1) = γ(ωηκ ,ωηκ+1).

This contradicts itself. The inequality (12) is valid for η ∈ N. Since the first scenario,

1
2

Γ(ωηκ ,Fωηκ ) ≤
1
2
γ(ωηκ ,ωηκ+1) ≤ γ(ωηκ , ϑ)

by (4), we have
Γ(ωηκ+1,Fϑ) ≤ ΓH(Fωηκ ,Fϑ) ≤ ϕ

(
m(ωηκ , ϑ)

)
.

We obtain by adding κ → ∞,

Γ(ϑ,Fϑ) ≤ lim
κ→∞

ϕ(m(ωηκ , ϑ))

Also, lim
κ→∞

m(ωηκ , ϑ) = Γ(ϑ,Fϑ). Let Γ = Γ(ϑ,Fϑ). Then, by lim sup
s→t+

ϕ(s) < t for all t > 0,

we obtain

Γ ≤ lim
κ→∞

ϕ(m(ωηκ , ϑ)) ≤ lim
δ→+0

sup
s∈(Γ,Γ+δ)

ϕ(s) < Γ.

Therefore, unless Γ = 0 or Γ(ϑ,Fϑ) = 0, is a contradiction. This suggests that ϑ ∈ Fϑ. In
the other scenario, we can conclude that ϑ ∈ Fϑ.

Considering F := f as a single-valued map, we obtain the following result:

Theorem 5. Let (L,γ) be a CMS and ℵ be a binary relation on L. If f : L → L is a map and the
following conditions are satisfied:

(a) L( f ,ℵ) �= ∅;
(b) ℵ is f -γ-closed and transitive;
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(c) either the function f (ω) := γ(ω, fω) is ℵ-lower semi-continuous or
(d) ℵ is γ-self closed;
(e) ∃ ϕ ∈ Φ such that for any ω,� ∈ L with (ω,�) ∈ ℵ

1
2
γ(ω, fω) ≤ γ(ω,�) implies ΓH( fω, f�) ≤ ϕ(η(ω,�)),

where η(ω,�) =

{
γ(ω,�),γ(ω, fω),γ(�, f�),

γ(ω, f�) + γ(�, fω)

2

}
,

then, f has a fixed point.

If we assume ℵ := L×L as a universal relation on L, then we obtain the following
result:

Theorem 6. Let (L,γ) be a CMS and F : L → CB(L) a multi-valued map such that

1
2

Γ(ω,Fω) ≤ γ(ω,�) implies ΓH(Fω,F�) ≤ ϕ(m(ω,�)), (13)

for any ω ∈ L, � ∈ Fω, where m(ω,�) is as in Theorem 2 and ϕ is as in Definition 2, then F
has a fixed point in L.

If we replace m(ω,�) = max{γ(ω,�), Γ(ω,Fω), Γ(�,F�)} in Theorem 4, then we
obtain the following result.

Corollary 1. Let (L,γ) be a CMS endowed with a binary relation ℵ on L. If F : L → CB(L) is
a multi-valued map and satisfying the following conditions:

(a) ∃ ω1 ∈ L such that Fω1 ∩ Im(ω1,ℵ) �= ∅;
(b) ℵ is F -γ-closed and transitive;
(c) either the function f (ω) := Γ(ω,Fω) is ℵ-lower semi-continuous or
(d) for any trajectory {ωη} ⊂ L of F , if {ωη} → ω and ωη+1 ∈ Fωη for all η ∈ N then the

sequence {ωη} has a subsequence (ωηκ ) such that [ωηκ ,ω] ∈ ℵ for all κ ∈ N;
(e) ∃ ϕ ∈ Φ such that for any ω ∈ L,� ∈ Fω with (ω,�) ∈ ℵ

1
2

Γ(ω,Fω) ≤ γ(ω,�) implies ΓH(Fω,F�) ≤ ϕ(max{γ(ω,�), Γ(ω,Fω), Γ(�,F�)}),

then F has a fixed point.

Similarly, if we replace m(ω,�) = γ(ω,�) in Theorem 4, then we obtain the following
result.

Corollary 2. Let (L,γ) be a CMS endowed with a binary relation ℵ on L. If F : L → CB(L) is
a multi-valued map and satisfying the following conditions:

(a) ∃ ω1 ∈ L such that Fω1 ∩ Im(ω1,ℵ) �= ∅;
(b) ℵ is F -γ-closed and transitive;
(c) either the function f (ω) := Γ(ω,Fω) is ℵ-lower semi-continuous or
(d) for any trajectory {ωη} ⊂ L of F , if {ωη} → ω and ωη+1 ∈ Fωη for all η ∈ N then the

sequence {ωη} has a subsequence (ωηκ ) such that [ωηκ ,ω] ∈ ℵ for all κ ∈ N;
(e) ∃ ϕ ∈ Φ such that for any ω ∈ L, � ∈ Fω with (ω,�) ∈ ℵ

1
2

Γ(ω,Fω) ≤ γ(ω,�) implies ΓH(Fω,F�) ≤ ϕ(γ(ω,�)),

then F has a fixed point.
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Example 1. Let L = {l, m, p, r, s}, ℵ = {(p, p), (p, r), (p, l), (p, m), (r, r), (r, l), (r, m),
(l, m), (l, r), (l, l), (m, r), (m, l), (m, m)} ⊂ L×L and γ is the metric on L defined by

γ(ω,ω) = 0,γ(ω,�) = γ(�,ω) for all ω,� ∈ L,

γ(p, r) = γ(p, l) = γ(p, m) = 1,

γ(r, l) = γ(r, m) = γ(l, m) =
3
2

,

γ(s, l) = γ(s, m) = γ(s, p) = γ(s, r) = 2.

Then, (L,γ) is a CMS. Define ϕ : [0, ∞) → [0, ∞) and F : L → CB(L) by

ϕ(ω) =

{
ω2

2 , if ω ≤ 1,
ω− 1

4 , otherwise;
Fω =

⎧⎪⎨
⎪⎩
{p}, if ω ∈ {p, r, m},
{r, m}, if ω = l.
{s}, if ω = s.

Then, ℵ is F -γ-closed, transitive and f (ω) = Γ(ω,Fω) is a continuous map on L implying it is
ℵ-lower semi-continuous on L. Now, we consider the followings cases.

Case 1: ω,� ∈ {p, r, m} or ω = � = l and (ω,�) ∈ ℵ. Then,

ΓH(Fω,F�) = 0 ≤ ϕ(γ(ω,�)).

Case 2: (ω,�) = (p, l) ∈ ℵ. Then,

ΓH(F (p),F (l)) = ΓH({p}, {r, m}) = 1 <
5
4
= ϕ(Γ(l,F (l))).

Case 3: (ω,�) = (r, l) or (l, r) ∈ ℵ. Then,

ΓH(F (r),F (l)) = 1 <
5
4
= ϕ(γ(r, l)).

Case 4: (ω,�) = (l, m) or (m, l) ∈ ℵ. Then,

ΓH(F (l),F (m)) = 1 <
5
4
= ϕ(γ(l, m)).

Thus, in all the cases, ΓH(Fω,F�) ≤ ϕ(m(ω,�)), and (4) is satisfied. Further, all the conditions
of Theorem 4 are satisfied and the mapping F has two fixed points at p ∈ F (p) and s ∈ F (s).
However, for ω = p and ϕ = s, the mapping F does not satisfy contraction conditions (1), (2),
and (3). Consequently, Theorems 1–3 cannot be applied to this particular example.

Example 2. Let L = [−3, 5], ℵ = L× L and γ be the usual metric L. Then, (L,γ) is a CMS.
Define ϕ : [0, ∞) → [0, ∞) and F : L → CB(L) by

ϕ(ω) =

{
ω2

2 , if ω ≤ 1,
ω− 1

3 , otherwise;
Fω =

{{
ω
3 , 0

}
, if ω < 0,[

0, ω
3
]
, if ω ≥ 0.

We consider the followings cases.

Case 1: ω,� < 0. Then,

ΓH(Fω,F�) = ΓH
({ω

3
, 0
}

,
{�

3
, 0
})

= max
{∣∣∣ω

3
− �

3

∣∣∣, ∣∣∣ω
3

∣∣∣, ∣∣∣�
3

∣∣∣}
≤ ϕ(max{γ(ω,�), Γ(ω,Fω), Γ(�,F�)}).
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Case 2: ω < 0, � > 0. Then,

ΓH(Fω,F�) = ΓH
({ω

3
, 0
}

,
[
0,

�

3

])
= max

{∣∣∣ω
3

∣∣∣, ∣∣∣�
3

∣∣∣}
≤ ϕ(max{Γ(ω,Fω), Γ(�,F�)}).

Case 3: ω,� ≥ 0. Then,

ΓH(Fω,F�) = ΓH
([

0,
ω

3

]
,
[
0,

�

3

])
=

∣∣∣ω
3
− �

3

∣∣∣ ≤ |ω−�|.

Thus, in all the cases, ΓH(Fω,F�) ≤ ϕ(m(ω,�)), and (4) is satisfied. Since under universal
relation that is, ℵ = L×L, conditions (b) and (d) both are obviously true. Thus, all the assertions
of Theorem 4 are fulfilled, leading to the conclusion that 0 ∈ F (0) ⊂ L is a fixed point for the
map F .

4. Stability of Fixed-Point Sets and Well-Posedness

The stability of fixed points is concerned with understanding whether small deviations
from a fixed point will lead the system’s solutions to stay close to the fixed point or diverge
away from it. This topic has been explored in various works; see [4–6,14,16,22–27]. Here,
we delve into the stability of fixed-point sets for multi-valued maps. Our exploration begins
with the following lemma.

Lemma 1 ([12]). In an MS (L,γ), for every ω ∈ L ∃ � ∈ B ∈ C(L) such that γ(ω,�) =
Γ(ω,B).

Theorem 7. Let ℵ be a binary relation on a CMS (L,γ) and Fj : L → C(L) (j ∈ {1, 2}) are

two multi-valued maps satisfying all the assumptions of Theorem 4 with
∞
∑
κ=1

ϕκ(ω) < ∞ for all

ω > 0. Then,

(a) F(Fj) �= ∅ (j ∈ {1, 2}).

(b) ΓH(F(F1), F(F2)) ≤ Ψ(L), where L = sup
ω∈L

ΓH(F1(ω),F2(ω)) and Ψ(L) =
∞
∑
κ=1

ϕκ(L).

Proof. The validity of Theorem 4 guarantees the existence of nonempty fixed-point sets
F(Fj) �= ∅ for j ∈ {1, 2}, satisfying condition (a). Moving on, let us assume ϑ1 ∈ F(F1),
implying ϑ1 ∈ F1ϑ1. Using Lemma 1, since F2ϑ1 is a compact subset of L, in view of
Lemma 1, there exists ϑ2 ∈ F2ϑ1 such that γ(ϑ1, ϑ2) = Γ(ϑ1,F2ϑ1). Repeating this process
with Lemma 1, we determine ϑ3 ∈ F2ϑ2 such that γ(ϑ2, ϑ3) = Γ(ϑ2,F2ϑ2). Continuing
this iteration and following the proof strategy of Theorem 4, we generate an ℵ-preserving
sequence {ϑη} that fulfills

ϑη+1 ∈ F2ϑη and γ(ϑη+1, ϑη+2) ≤ ϕ(γ(ϑη , ϑη+1)) ≤ · · · ≤ ϕη(γ(ϑ1, ϑ2)). (14)

Now, as we follow the proof of Theorem 4, it becomes evident that the sequence {ϑη}
is an ℵ-preserving Cauchy sequence. Thus, it inevitably converges to a point w ∈ L.
Furthermore, it can be established that w is a fixed point of F2 since

γ(ϑ1, ϑ2) = Γ(ϑ1,F2ϑ1) ≤ ΓH(F1ϑ1,F2ϑ2).
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Now, using the definition of L, we obtain

γ(ϑ1, ϑ2) ≤ L = sup
ω∈L

ΓH(F1ω,F2ω). (15)

With the triangle inequality and Equation (14), we obtain

γ(ϑ1, w) ≤
η+1

∑
κ=1

γ(ϑi, ϑi+1) + γ(ϑη+2, w) ≤
η

∑
κ=1

ϕκ(γ(ϑ1, ϑ2)) + γ(ϑη+2, w).

Taking the limit as η → ∞ and utilizing Equation (15), we derive

γ(ϑ1, w) ≤
∞

∑
κ=1

ϕκ(γ(ϑ1, ϑ2)) + γ(ϑη+2, w) ≤
∞

∑
κ=1

ϕκ(L) = Ψ(L).

Consequently, given ϑ1 ∈ F(F1), we find w ∈ F(F2) satisfying γ(ϑ1, w) ≤ Ψ(L). Similarly,
it can be proven that for any w1 ∈ F(F2), ∃ u ∈ F(F1) such that γ(w1, u) ≤ Ψ(L). This
concludes the proof of condition (b).

Lemma 2. Assume that (L,γ) is a CMS, ℵ is a binary relation on L, and Fη : L → CB(L)
(η ∈ N) is a sequence of multi-valued maps. If (Fη) converges uniformly to F : L → CB(L) for
each η ∈ N and Fη satisfies all the conditions of Theorem 4, then F also satisfies (4) and has a fixed
point in L.

Proof. Let ω ∈ L and � ∈ Fω be such that (ω,�) ∈ ℵ. Since each Fη satisfies (4), we
have

1
2

Γ(ω,Fηω) ≤ γ(ω,�) implies ΓH(Fηω,Fη�) ≤ ϕ(mη(ω,�))

for all ω ∈ L,� ∈ Fω with (ω,�) ∈ ℵ, where

mη(ω,�) = max
{
γ(ω,�), Γ(ω,Fηω), Γ(�,Fη�),

Γ(ω,Fη�) + Γ(�,Fηω)

2

}
.

By letting η → ∞ while maintaining uniform convergence, and following a similar argu-
ment as in the proof of Theorem 4, we conclude that

1
2

Γ(ω,Fω)) ≤ γ(ω,�) implies ΓH(Fω,F�) ≤ ϕ(m(ω,�))

for all ω ∈ L, � ∈ Fω with (ω,�) ∈ ℵ, where m(ω,�) is as defined in Theorem 4. This
implies that F satisfies (4). Since L is complete and F satisfies (4), F has a fixed point in
L.

Theorem 8. Suppose ℵ is a binary relation on a CMS (L,γ). If a sequence of maps {Fη}, where
Fη : L → CB(L) for all η ∈ N, converges uniformly to a function F : L → CB(L) and for each
η ∈ N, Fη satisfies all the conditions of Theorem 4, then F(Fη) �= ∅ for all η ∈ N and F(F ) �= ∅.

Moreover, let Ψ(ω) =
∞
∑
κ=1

ϕκ(ω) and lim
ω→0

Ψ(ω) = 0, then lim
η→∞

ΓH(F(Fη), F(F )) = 0.

Proof. By Lemma 2, F(Fη) �= ∅ for all η ∈ N and F(F ) �= ∅. Suppose
Lη = sup

ω∈L
ΓH(Fηω,Fω). For (Fη) being uniformly convergent to F , we obtain

lim
η→∞

sup
ω∈L

ΓH(Fηω,Fω) = 0.
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From Theorem 7, we have

ΓH(Fη(F ), F(F )) ≤ Ψ(Lη) for all η ∈ N.

Further, lim
ω→0

Ψ(ω) = 0 implies

lim
η→∞

ΓH(Fη(F ), F(F )) ≤ lim
η→∞

Ψ(Lη) = 0.

Therefore, sets of fixed points of Fη are stable.

Now, we show that the fixed-point problem (fpp) is well-posed. We begin with the
following definitions.

Definition 7. Assume that (L,γ) is an MS, ℵ is a binary relation, and F : L → CB(L) is a
multi-valued map. We say fpp is well-posed for F with respect to Γ if

(i) SF(F ) = {ϑ};
(ii) for anyℵ-preserving sequence (ωη) inLwith lim

η→∞
Γ(ωη ,Fωη) = 0, we have lim

η→∞
γ(ωη , ϑ) = 0.

Definition 8. Assume that (L,γ) is an MS, ℵ is a binary relation, and F : L → CB(L) is a
multi-valued map. We say fpp is well-posed for F with respect to ΓH if

(i) SF(F ) = {ϑ};
(ii) for anℵ-preserving sequence (ωη) inLwith lim

η→∞
ΓH(ωη ,Fωη) = 0, we have lim

η→∞
γ(ωη , ϑ) = 0.

Notice that when F(F ) = SF(F ) and fpp is well-posed for F with respect to Γ, then
it is well-posed with respect to ΓH.

Theorem 9. Let all the conditions of Corollary 1 be true along with assertions (i) SF(F ) �= φ
and (ii) all fixed points of F are comparative. Then,

(a) F(F ) = SF(F ) = {ϑ};
(b) the fpp is well-posed for F with respect to ΓH.

Proof. (a) Let u ∈ SF(F ) and ϑ ∈ F(F ) such that u �= ϑ. This leads to 0 = 1
2 Γ(u,Fu) <

γ(u, ϑ). As all fixed points of F are comparative, so we have (u, ϑ) ∈ ℵ. Using (4) we find

ΓH(Fu,Fϑ) ≤ ϕ(max{γ(u, ϑ), Γ(u,Fu), Γ(ϑ,Fϑ)})
= ϕ(γ(u, ϑ)) < γ(u, ϑ).

This leads to
γ(u, ϑ) = Γ(ϑ,Fu) ≤ ΓH(Fu,Fϑ) < γ(u, ϑ),

which is contradictory unless u = ϑ.

(b) Let {ωη} be an ℵ-preserving sequence in L such that lim
η→∞

Γ(ωη ,Fωη) = 0. We aim to

prove lim
η→∞

γ(ωη , ϑ) = 0.

Assume for contradiction that lim
η→∞

γ(ωη , ϑ) �= 0. Then, ∃ ε > 0 such that ε < γ(ωη , ϑ)

for each η ∈ N. As ℵ is γ-self-closed and lim
η→∞

Γ(ωη ,Fωη) = 0, ∃ a subsequence {ωηκ} of

{ωη} with [ωηκ ,ω] and a number η0 ∈ N such that

Γ(ωηκ ,Fωηκ ) < ε for each ηκ ≥ η0.
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For ηκ ≥ η0, we have 1
2 Γ(ωηκ ,Fωηκ ) < ε < γ(ωηκ , ϑ). Utilizing (4), we obtain

γ(ωηκ , ϑ) = Γ(ωηκ ,Fϑ)

≤ Γ(ωηκ ,Fωηκ ) + ΓH(Fωηκ ,Fϑ)

≤ Γ(ωηκ ,Fωηκ ) + ϕ(max{γ(ωηκ , ϑ), Γ(ωηκ ,Fωηκ ), Γ(ϑ,Fϑ)})
= Γ(ωη ,Fωηκ ) + ϕ(max{γ(ωηκ , ϑ), Γ(ωηκ ,Fωηκ )}).

Taking κ → ∞ and using the properties of ϕ, we derive

ε < γ(ωηκ , ϑ) ≤ ϕ(γ(ωηκ , ϑ)) < ε,

which is a contradiction. Therefore, lim
η→∞

γ(ωη , ϑ) = 0, and the fpp is well-posed for F
concerning ΓH.

5. An Application to Dynamic Programming

In the context of this section, we consider Banach spaces Ξ and Λ, with Π ⊂ Ξ and
E ⊂ Λ, while R denotes the field of real numbers. We work with maps τ : Π × E → Π,
f : Π × E → R, F : Π × E × R → R, and utilize the set B(Π) to represent all bounded
real-valued functions on Π.

Our focus in this section is on investigating the existence and uniqueness of a solution
for the functional equation

p(ω) = sup
�∈Γ

f (ω,�) + F(ω,�, p(τ(ω,�))), ω ∈ Π, (16)

where f and F are bounded functions, ω and � symbolize the state and decision vectors,
respectively, τ denotes the process transformation, and p(ω) signifies the optimal return
function given an initial state ω.

To facilitate our analysis, we introduce a map F : B(Π) → B(Π), defined as:

F (h(ω)) = sup
�∈Γ

{ f (ω,�) + F(ω,�, h(τ(ω,�)))}, (17)

where h and κ belong to B(Π). Additionally, we define a distance metric γ : B(Π) ×
B(Π) → [0, ∞) as

γ(h, κ) = sup
ω∈Π

|h(ω)− κ(ω)|. (18)

Furthermore, we introduce the notation

Γ(h,F (h)) = inf
ω∈Π

|h(ω)−F (h(ω))|.

Our aim is to establish the existence and uniqueness of a solution for the functional
Equation (16) using the framework provided by Theorem 4.

Theorem 10. Suppose that ∃ ϕ ∈ Φ such that for every (ω,�) ∈ Π×E ,ω ∈ Π and h, κ ∈ B(Π)
with h(ω) ≤ κ(ω) for all ω, we have

θ(r)|h(ω)−F (h(ω))| ≤ |h(ω)− κ(ω)| (19)

implies
|F(ω,�, h(ω))− F(ω,�, κ(ω))| ≤ ϕ(M(h(ω), κ(ω))) (20)

where M(h(ω), κ(ω)) = max
{

γ(h, κ), Γ(h,F (h)), Γ(κ,F (κ)),
Γ(h,F (κ) + Γ(κ,F (h))

2

}
.

Then, the functional Equation (16) has a bounded solution in B(Π).
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Proof. Define ℵ := B(Π)× B(Π), a universal relation on B(Π). Then, obviously ℵ is F -γ-
closed, transitive, and γ-self-closed on B(Π), where F is defined in (17). Also, (B(Π),γ) is
a CMS, where γ is defined by (18). Let λ be an arbitrary positive number and h, κ ∈ B(Π).
Let ω ∈ Π be arbitrary and choose �1,�2 ∈ Γ such that

F (h(ω)) < f (ω,�1) + F(ω,�1, h(τ1)) + λ (21)

F (κ(ω)) < f (ω,�2) + F(ω,�2, κ(τ2)) + λ (22)

where τ1 = τ(ω,�1) and τ2 = τ(ω,�2). Further, by definition of F , we know

F (h(ω)) ≥ f (ω,�2) + F(ω,�2, h(τ2)) (23)

F (κ(ω)) ≥ f (ω,�1) + F(ω,�1, κ(τ1)). (24)

Since (19) holds, thus from (21) and (24), we have

F (h(ω))−F (κ(ω)) ≤ F(ω,�1, h(τ1))− F(ω,�1, κ(τ1)) + λ

≤ |F(ω,�1, h(τ1))− F(ω,�1, κ(τ1))|+ λ

≤ ϕ(M(h(ω), κ(ω))) + λ. (25)

Similarly, from (22) and (23), we obtain

F (κ(ω))−F (h(ω)) ≤ ϕ(M(h(ω), κ(ω))) + λ. (26)

Hence, from (25) and (26), we have

|F (h(ω))−F (κ(ω))| ≤ ϕ(M(h(ω), κ(ω))) + λ.

Since ω ∈ Π and λ > 0 is arbitrary, hence we find from inequality (19) that

θ(r)γ(h(ω),F (h(ω))) ≤ γ(h(ω), κ(ω))

implies
γ(F (h(ω)),F (κ(ω))) ≤ ϕ(M(h(ω), κ(ω))).

Therefore, all the conditions of Theorem 5 are fulfilled for the map F . As a result, the map
F possesses a fixed point denoted as h(ω), signifying that h(ω) is a bounded solution for
the functional Equation (16).
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Abstract: The aim of the present research article is to investigate the existence and uniqueness of a
solution to the integral equation and homotopy result. To achieve our objective, we introduce the
notion of (α, η,ψ)-contraction in the framework of F-bipolar metric space and prove some fixed point
results for covariant and contravariant mappings. Some coupled fixed point results in F-bipolar
metric space are derived as outcomes of our principal theorems. A non-trivial example is also
provided to validate the authenticity of the established results.
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1. Introduction

In pure mathematics, one of the most well-known and classical theories is fixed point
theory, which has vast applications in various fields. The fundamental and inaugural
result in the aforementioned theory is the Banach fixed point theorem [1], which is an
attractive and effective tool in investigating existence problems. Over the years, it has been
generalized in different directions by several mathematicians. Recently, Samet et al. [2]
initiated the conception of α-admissibility and α-ψ-contractions in complete metric spaces
and presented some fixed point problems for the aforementioned mappings. Subsequently,
Salimi et al. [3] modified these ideas of α-admissibility and α-ψ-contractions and established
new fixed point theorems for such mappings in complete metric space.

In all the above outcomes, the idea of metric space represents a crucial and significant
aspect, which was introduced by Frechet [4] in 1906. Later on, various researchers extended
the notion of metric space by considering the metric postulates or changing its range and
domain (see [5–8]). Jleli et al. [9] introduced a fascinating generalization of classical metric
space, b-metric space and Branciari metric space, which is well known as an F-metric
space. Subsequetly, Hussain et al. [10] employed the idea of F-metric space (F-MS) and
demonstrated a number of results for (β,ψ)-contractions.

We take the distance between members of only one set in all these generalizations
of metric space. Thus, a question arises: how can the distance between members of two
different sets be analyzed? Such questions of computing the distance can be considered
in different fields. Mutlu et al. [11] presented the idea of bipolar metric space (bip MS)
to address such matters. Moreover, this up-to-date conception of bip MS leads to the
evolution and advancement of fixed point theorems. In due course, Mutlu et al. [12]
established coupled fixed point results in the framework of bip MS. Kishore et al. [13]
extended the concept of coupled fixed point to common coupled fixed point and presented
an application of it. Rao et al. [14] proved common coupled fixed point results for Geraghty-
type contractions and applied their result to homotopy theory. Gürdal et al. [15] utilized the
notion of bip MS to obtain fixed point theorems for (α,ψ)-contractions. A significant task
relates to the existence of fixed points in the setting of bip MS (see [16–20]). Rawat et al. [21]
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unified the above two important notions, specifically F-MS and bip MS, and introduced
the notion of F-bipolar metric space ( F-bip MS) and presented some results.

In the present research article, we introduce the notion of (α,η,ψ)-contraction against the
background of F-bipolar metric space and establish fixed point results for covariant and con-
travariant mappings. As a consequence, we derive some coupled fixed point results in F-bipolar
metric spaces. An integral equation is explored as an application of our principal result.

2. Preliminaries

The conventional Banach fixed point theorem [1] is given in the following way.

Theorem 1 ([1]). Let (S , d) be a complete metric space (CMS) and let B : S → S . If there exists
λ ∈ [0, 1) such that

d(Bw,Bh̄) ≤ λd(w, h̄),

for all w, h̄ ∈ S , then B has a unique fixed point.

Samet et al. [2] initiated the following concepts.

Definition 1. Let Ψ be a family of mappings ψ : [0,+∞) → [0,+∞) satisfying the following conditions:
(ψ1) ψ is nondecreasing,
(ψ2)∞

ı=1ψ
ı(t) < +∞, for all t > 0, where ψı is the ı-th iterate of ψ.

Lemma 1. If ψ ∈ Ψ, then, for each t > 0, ψ(t) < t and ψ(0) = 0.

Definition 2 ([2]). Let α : S × S→ [0,+∞) be any function. A mapping B : S → S is said to be
an α-admissible if

α(w, h̄)≥1 =⇒ α(Bw,Bh̄)≥1,

for all w, h̄ ∈ S .

Definition 3 ([2]). Let (S , d) be a metric space. A mapping B : S → S is said to be (α,ψ)-
contraction if there exist some α : S × S→ [0,+∞) and ψ ∈ Ψ such that

α(w, h̄)d(Bw,Bh̄) ≤ ψ(d(w, h̄)),

for all w, h̄ ∈ S .

Jleli et al. [9] presented an impressive extension of MS as follows.
Let F be the class of mappings f : (0,+∞) → R fulfilling the following assertions:

(F1) f (t) < f (s), for t < s,
(F2) for each sequence {tı} ⊆ R+, limı→∞ tı = 0 ⇐⇒ limı→∞ f (tı) = −∞.

Definition 4 ([9]). Let S �= ∅ and let d : S × S → [0,+∞). Assume that there exist ( f , κ) ∈
F× [0,+∞) such that for all (w, h̄) ∈ S × S ,

(i) d(w, h̄) = 0 ⇐⇒ w = h̄,
(ii) d(w, h̄) = d(h̄,w),
(iii) for every (uı)

p
ı=1 ⊂ S with (u1, up) = (w, h̄), we have

d(w, h̄) > 0 ⇒ f (d(w, h̄)) ≤ f

(
p−1

∑
ı=1

d(uı, uı+1)

)
+ κ,

for p ≥ 2 and p ∈ N. Then, d is said to be an F- metric on S and (S , d) is said to be an F-MS.
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Example 1 ([9]). Let S=R, f (t) = ln(t) and κ = ln(3). Define d : S × S → [0,+∞) by

d(w, h̄) =
{

(w− h̄)2 if (w, h̄) ∈ [0, 3]× [0, 3]
|w− h̄| if (w, h̄) �∈ [0, 3]× [0, 3]

,

and (S , d) is an F-MS.

Mutlu et al. [11] introduced the idea of bipolar metric space (bip MS) in the follow-
ing manner.

Definition 5 ([11]). Let S �= ∅ and T �= ∅ and let d : S × T → [0,+∞) satisfy

(bi1) d(w, h̄) = 0 ⇐⇒ w = h̄,
(bi2) d(w, h̄) = d(h̄,w), if w, h̄ ∈ S ∩ T ,
(bi3) d(w, h̄) ≤ d(w, h̄/) + d(w/, h̄/) + d(w/, h̄),

for all (w, h̄), (w/, h̄/) ∈ S × T . Then, the triple (S ,T , d) is called a bip MS.

Example 2 ([11]). Let S and T be the set of all compact and singleton subsets of R independently.
Define d : S × T → [0,+∞) by

d(w, Ξ) = |w− inf(Ξ)|+ |w− sup(Ξ)|,

for {w} ⊆ S and Ξ ⊆ T , and then (S ,T , d) is a complete bip MS.

Definition 6. Let (S1, T1, d1) and (S2, T2, d2) be two bip MSs. A mappingB : S1∪T1 ⇒ S2∪T2
is said to be a covariant mapping, if B(S1) ⊆ S2 and B(T1) ⊆ T2. Similarly, a mapping B : S1 ∪T1
⇒ S2 ∪ T2 is called a contravariant mapping, if B(S1) ⊆ T2 and B(S2) ⊆ T1.

We will symbolize the covariant mapping as B : (S1, T1) ⇒ (S2, T2) and the con-
travariant mapping as B : (S1, T1) � (S2, T2).

Rawat et al. [21] unified the above two novel notions, F-MS and bip MS, and introduced
the notion of F-bipolar metric space (F-bip MS) in the following way.

Definition 7 ([21]). Let S and T be nonempty sets and let d : S × T → [0,+∞). Suppose that
there exist ( f , κ) ∈ F× [0,+∞) such that, for all (w, h̄) ∈ S × T ,

(D1) d(w, h̄) = 0 ⇐⇒ w = h̄,
(D2) d(w, h̄) = d(h̄,w), if w, h̄ ∈ S ∩ T ,
(D3) for every (uı)

p
ı=1 ⊂ S and (vı)

p
ı=1 ⊂ T with (u1, vp) = (w, h̄), we have

d(w, h̄) > 0 ⇒ f (d(w, h̄)) ≤ f

(
p−1

∑
ı=1

d(uı+1, vı) +
p

∑
ı=1

d(uı, vı)

)
+ κ,

for p ≥ 2 and p ∈ N. Then, (S , T , d) is called an F-bip MS.

Example 3. Let S ={1, 2} and T = {2, 7}. Define d : S × T → [0,+∞) by

d(1, 2) = 6, d(1, 7) = 10, d(2, 7) = 2, d(2, 2) = 0,

and then d satisfies all the conditions of an F-bip metric with κ = 0 and f (t) = ln t, for t > 0.
Thus, (S , T , d) is an F-bip MS but not a bip MS.

Remark 1 ([21]). Taking T = S , p = 2ı, uj = u2j−1 and vj = u2j in the above definition (7),

we obtain a sequence
(
uj

)2ı
j=1 ∈ S with (u1, u2ı) = (w, h̄) such that condition (iii) of Definition 4

holds. Thus, every F-MS is an F-bip MS but the converse is not true in general.
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Definition 8 ([21]). Let (S , T , d) be an F-bip MS.

(i) An element w ∈ S∪T is called a left point if w ∈ S and w ∈ S∪T is called a right point if
w ∈ T . Moreover, w is called a central point if it is both a left and right point.

(ii) A sequence (wı) on S is said to be a left sequence and (h̄ı) on T is called a right sequence. A
left sequence or a right sequence is called a sequence in an F-bip MS.

(iii) The sequence (wı) converges to a point w, if and only if (wı) is a left sequence, w is a right point
and limı→∞ d(wı,w) = 0 or (wı) is a right sequence, w is a left point and limı→∞ d(w,wı)
= 0. A bisequence (wı, h̄ı) on (S , T , d) is a sequence on the set S × T . If (wı) and (h̄ı) are
convergent, then the bisequence (wı,h̄ı) is also convergent, and if (wı) and (h̄ı) converge to a
common element, then the bisequence (wı,h̄ı) is said to be biconvergent.

(iv) A bisequence (wı, h̄ı) in an F-bip MS (S , T , d) is called a Cauchy bisequence if, for each
ε > 0, there exists ı0 ∈ N, such that d

(
wı, h̄p

)
< ε, for all ı, p ≥ ı0.

Definition 9 ([21]). An F-bip MS (S , T , d) is said to be complete, if every Cauchy bisequence in
(S , T , d) is convergent.

3. Fixed Point Results for Covariant Mappings

Definition 10. Let α : S × T → [0,+∞) be any function. A mapping B : (S , T , d) ⇒ (S , T , d)
is said to be covariant α-admissible if

α(w, h̄)≥1 =⇒ α(Bw,Bh̄)≥1, (1)

for all (w, h̄) ∈ S × T .

Example 4. Let S=[0,+∞) and T =(−∞, 0] and α : S × T → [0,+∞) is defined as

α(w, h̄) =
{

1, if w �= h̄,
0, if w = h̄.

A covariant mapping B : (S , T , d)⇒ (S , T , d) defined by B(w) = w is covariant α-admissible.

Definition 11. Let (S , T , d) be an F-bip MS and B : (S , T , d) � (S , T , d) is a covariant
mapping. A mapping B : (S , T , d)⇒ (S , T , d) is said to be covariant α-admissible with respect to
η if there exist the functions α, η : S × T → [0,+∞) such that

α(w, h̄)≥η(w, h̄) implies α(Bw,Bh̄)≥η(Bw,Bh̄),

for all (w, h̄) ∈ S × T .

Remark 2. If we take η(w, h̄) = 1, then this Definition 14 reduces to Definition 13. Moreover, if
we take α(w, h̄) = 1, then we can say that B is an η-subadmissible mapping.

Definition 12. Let (S , T , d) be an F-bip MS. A mapping B : (S , T , d) ⇒ (S , T , d) is said to
be a covariant (α, η,ψ)-contraction if B is covariant and there exist two functions α, η : S ×
T → [0,+∞) and ψ ∈ Ψ such that

α(w, h̄) ≥ η(w, h̄) =⇒ d(Bh̄,Bw) ≤ ψ(d(w, h̄)), (2)

for all (w, h̄) ∈ S × T .

Remark 3. A mapping B : (S , T , d) ⇒ (S , T , d) satisfying the Banach contraction in F-bipolar
metric space (S , T , d) is a covariant (α, η,ψ)-contraction with

α(w, h̄) = η(w, h̄) = 1,

for all (w, h̄) ∈ S × T and ψ(t) = kt, for some k ∈ [0, 1) and for t ≥ 1.
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(P) there exists z ∈ S ∩ T such that α(w, z) ≥ 1 and α(z, h̄) ≥ 1 for all (w, h̄) ∈ S × T .

Theorem 2. Let (S , T , d) be a complete F-bip MS and let B : (S , T , d)⇒ (S , T , d) be a covariant
(α, η,ψ)-contraction. Assume that the following assertions hold:

(i) B is covariant α-admissible with respect to η,
(ii) there exists w0 ∈ S , h̄0 ∈ T such that α(w0, h̄0) ≥ η(w0, h̄0) and α(w0,Bh̄0) ≥ η(w0,Bh̄0),
(iii) B is continuous or, if (wı, h̄ı) is a bisequence in (S , T , d) such that α(wı, h̄ı) ≥ η(wı, h̄ı), for

all ı ∈ N with wı → ω and h̄ı → ω, as ı → ∞ for ω ∈ S ∩ T , then α(ω, h̄ı) ≥ η(ω, h̄ı),
for all ı ∈ N.

Then, the mapping B : (S , T , d) ⇒ (S , T , d) has a fixed point. Furthermore, if the property
(P) holds, then the fixed point is unique.

Proof. Let w0 and h̄0 be arbitrary points in S and T , respectively, and suppose that
α(w0, h̄0) ≥ η(w0, h̄0) and α(w0,Bh̄0) ≥ η(w0,Bh̄0). Define the bisequence (wı, h̄ı) in
(S , T , d) by

wı+1 = Bwı and h̄ı+1 = Bh̄ı,

for all ı ∈ N. As B is a covariant α-admissible mapping with respect to η, we have

α(w0, h̄0) ≥ η(w0, h̄0),

which implies

α(w1, h̄1) = α(Bw0,Bh̄0) ≥ η(Bw0,Bh̄0) = η(w1, h̄1).

and
α(w0, h̄1) = α(w0,Bh̄0) ≥ η(w0,Bh̄0) = η(w0, h̄1),

which implies

α(w1, h̄2) = α(Bw0,Bh̄1) ≥ η(Bw0,Bh̄1) = η(w1, h̄2).

Similarly,

α(w1, h̄1) = α(Bw0,Bh̄0) ≥ η(Bw0,Bh̄0) = η(w1, h̄1),

which implies

α(w2, h̄2) = α(Bw1,Bh̄1) ≥ η(Bw1,Bh̄1) = η(w2, h̄2),

and
α(w1, h̄2) = α(Bw0,Bh̄1) ≥ η(Bw0,Bh̄1) = η(w1, h̄2),

which implies

α(w2, h̄3) = α(Bw1,Bh̄2) ≥ η(Bw1,Bh̄2) = η(w2, h̄3).

Likewise,

α(w2, h̄2) = α(Bw1,Bh̄1) ≥ η(Bw1,Bh̄1) = η(w2, h̄2),

which implies

α(w3, h̄3) = α(Bw2,Bh̄2) ≥ η(Bw2,Bh̄2) = η(w3, h̄3).

Continuing in this way, we have

α(wı+1, h̄ı) ≥ η(wı+1, h̄ı) and α(wı+1, h̄ı+1) ≥ η(wı+1, h̄ı+1), (3)
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for all ı ∈ N. Now, by (2) and (3), we have

d(wı, h̄ı+1) = d(Bwı−1,Bh̄ı) ≤ d(Bwı−1,Bh̄ı) ≤ ψ(d(wı−1, h̄ı)) (4)

for all ı ∈ N. Additionally,

d(wı+1, h̄ı+1) = d(Bwı,Bh̄ı) ≤ d(Bwı,Bh̄ı) ≤ ψ(d(wı, h̄ı)), (5)

for all ı ∈ N. By (4) and mathematical induction, we obtain

d(wı, h̄ı+1) ≤ ψ(d(wı−1, h̄ı)) ≤ ψ(ψ(d(wı−2, h̄ı−1))) ≤ ... ≤ ψı(d(w0, h̄1)). (6)

Similarly, by (5) and mathematical induction, we obtain

d(wı+1, h̄ı+1) ≤ ψ(d(wı, h̄ı)) ≤ ψ(ψ(d(wı−1, h̄ı−1))) ≤ ... ≤ ψı+1(d(w0, h̄0)), (7)

for all ı ∈ N. Let ( f , κ) ∈ F× [0, ∞) be such that (D3) is satisfied. Let ε > 0 be fixed. By (F2),
there exists δ > 0 such that

0 < t < δ =⇒ f (t) < f (ε)− κ. (8)

Let there exist ε > 0 and ı(ε) ∈ N such that

∑
ı≥ı(ε)

ψı(d(w0, h̄1)) <
ε

2
,

and
∑

ı≥ı(ε)
ψı+1(d(w0, h̄0)) <

ε

2
.

Now, for p > ı ≥ ı(ε), by applying (D3), we have that d
(
wı, h̄p

)
> 0 implies

f
(
d
(
wı, h̄p

))
≤ f

(
d(wı, h̄ı+1) + d(wı+1, h̄ı+1) + d(wı+1, h̄ı+2)+

... + d
(
wp−1, h̄p−1

)
+ d

(
wp−1, h̄p

) )
+ κ

≤ f

(
p−1

∑
j=ı

d
(
wj, h̄j+1

)
+

p−2

∑
j=ı

d
(
wj+1, h̄j+1

))
+ κ

≤ f

(
p−1

∑
j=ı

ψj(d(w0, h̄1)) +
p−2

∑
j=ı

ψı+1(d(w0, h̄0))

)
+ κ

≤ f

⎛
⎝ ∑

ı≥ı(ε)
ψı(d(w0, h̄1)) + ∑

ı≥ı(ε)
ψı+1(d(w0, h̄0))

⎞
⎠+ κ

< f (ε).

226



Mathematics 2023, 11, 4408

for all j ∈ N. Similarly, for ı > p ≥ ı(ε), by applying (D3), we have that d
(
wı, h̄p

)
> 0 implies

f
(
d
(
wı, h̄p

))
≤ f

(
d
(
wp, h̄p

)
+ d

(
wp, h̄p+1

)
+ d

(
wp+1, h̄p+1

)
+

... + d(wı, h̄ı+1) + d(wı, h̄ı)

)
+ κ

≤ f

(
ı

∑
j=p

d
(
wj, h̄j

)
+

ı

∑
j=ı

d
(
wj, h̄j+1

))
+ κ

≤ f

(
ı

∑
j=p

ψj(d(w0, h̄0)) +
ı

∑
j=p

ψı+1(d(w0, h̄1))

)
+ κ

≤ f

⎛
⎝ ∑

ı≥ı(ε)
ψı(d(w0, h̄0)) + ∑

ı≥ı(ε)
ψı+1(d(w0, h̄1))

⎞
⎠+ κ,

< f (ε)

for all j ∈ N. Then, by (F1), d
(
wı, h̄p

)
< ε, for all p, ı ≥ ı0. Thus, (wı, h̄ı) is a Cauchy

bisequence in (S , T , d). As (S , T , d) is complete, (wı, h̄ı) biconverges to a point ω ∈ S ∩ T .
Thus, (wı) → ω, (h̄ı) → ω. Moreover, as B is continuous, we obtain

(wı) → ω =⇒ (wı+1) = (Bwı) → Bω.

Additionally, since (h̄ı) has a limit ω in S ∩ T . Since the limit is unique in F-bip MS,
Bω = ω. Thus, B has a fixed point.

As a bisequence (wı, h̄ı) in (S , T , d) is such that α(wı, h̄ı) ≥ η(wı, h̄ı), for all ı ∈ N
with wı → ω and h̄ı → ω, as ı → ∞ for ω ∈ S ∩ T , then, by hypothesis (iii), we have
α(ω, h̄ı) ≥ α(ω, h̄ı), for all ı ∈ N. Now, by (19), we have

f (d(Bω,ω)) ≤ f (d(Bω,Bh̄ı) + d(Bwı,Bh̄ı) + d(Bwı,ω)) + κ

≤ f (α(ω, h̄ı)d(Bω,Bh̄ı) + (Bwı,Bh̄ı) + d(wı+1,ω)) + κ

≤ f (ψ(d(ω, h̄ı)) + ψ(d(wı, h̄ı)) + d(wı+1,ω)) + κ

≤ f

⎛
⎝ ψ(d(ω, h̄ı))

+ψ

(
d(wı,ω)

+d(ω,ω) + d(ω, h̄ı)

)
+ d(wı+1,ω)

⎞
⎠+ κ.

Taking the limit as ı → ∞ and using the continuity of f and ψ at t = 0, we have
d(Bω,ω) = 0. Thus, Bω = ω. Hence, B has a fixed point.

Now, if � is another fixed point of B, then B� = � implies that � ∈ S ∩ T such that
ω �= �. Then, by the property (P), there exists z ∈ S ∩ T such that

α(ω, z) ≥ η(ω, z) and α(z,�) ≥ η(z,�). (9)

Since B is a covariant α-admissible mapping with respect to η, by (9), we have

α(ω,Bız) ≥ η(ω,Bız) and α(Bız,�) ≥ η(Bız,�), (10)

for all ı ∈ N. Now, by (F1) and (2), we have

f (d(ω,Bız)) ≤ f
(
d
(
Bω,B

(
Bı−1z

)))
≤ f

(
d
(
Bω,BBı−1z

))
≤ f

(
ψ
(
d
(
ω,Bı−1z

)))
≤ ... ≤ f (ψı(d(ω, z))). (11)
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Similarly, we have

f (d(Bız,�)) ≤ f
(
d
(
B
(
Bı−1z

)
,B�

))
≤ f

(
d
(
B
(
Bı−1z

)
,B�

))
≤ f

(
ψ
(
d
(
Bı−1z,�

)))
≤ ... ≤ f

(
ψı
(
d
(
Bı−1z,�

)))
. (12)

Letting ı → +∞ in (11) and (12) and using the continuity of f and ψ, we have

lim
ı→∞

f (d(ω,Bız)) = −∞, (13)

and
lim
ı→∞

f (d(Bız,�)) = −∞. (14)

Thus, from (13) and (14) by (F2), we have

Bız → ω and Bız → �,

which is a contradiction because the limit is unique. Hence, ω = � ∈ S ∩ T .

Example 5. LetS={9, 10, 18, 20} andT ={3, 5, 11, 18}. Define the usual metric d :S×T → [0,∞) by

d(w, h̄) = 2|w−h̄|.

Then, (S , T , d) is a complete F-bip MS. Define the covariant mapping B : S ∪T → S ∪T by

B(w) =

{
18, if w ∈ S∪{11}

9, otherwise.

Then, all the conditions of Theorem 2 are satisfied with ψ(t) = 3
4 t. Hence, by Theorem 2, B

must have a unique fixed point, which is 18 ∈ S∩T .

By taking η(w, h̄) = 1 in Theorem 2, we have the following result.

Corollary 1. Let (S , T , d) be a complete F-bip MS and let B : (S , T , d) ⇒ (S , T , d) be a
covariant mapping. Assume that there exists ψ ∈ Ψ and α : S × S→ [0,+∞) such that

α(w, h̄) ≥ 1 =⇒ d(Bw,Bh̄) ≤ ψ(d(w, h̄)),

for all (w, h̄) ∈ S × T .
Moreover, suppose that the following postulations hold:

(i) B is covariant α-admissible,
(ii) there exists w0 ∈ S , h̄0 ∈ T such that α(w0, h̄0) ≥ 1 and α(w0,Bh̄0) ≥ 1,
(iii) B is continuous or, if (wı, h̄ı) is a bisequence in (S , T , d) such that α(wı, h̄ı) ≥ 1, for ı ∈ N

with wı → ω and h̄ı → ω, as ı → ∞ for ω ∈ S ∩ T , then α(ω, h̄ı) ≥ 1, for ı ∈ N.

Then, the mapping B : (S , T , d) ⇒ (S , T , d) has a fixed point.

By taking α(w, h̄) = 1 in Theorem 2, we have the following result.

Corollary 2. Let (S , T , d) be a complete F-bip MS and let B : (S , T , d) ⇒ (S , T , d) be a
covariant mapping. Assume that there exists ψ ∈ Ψ and η : S × S→ [0,+∞) such that

η(w, h̄) ≤ 1 =⇒ d(Bw,Bh̄) ≤ ψ(d(w, h̄)),
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for all (w, h̄) ∈ S × T .
Moreover, suppose that the following postulations hold:

(i) B is covariant η-subadmissible,
(ii) there exists w0 ∈ S , h̄0 ∈ T such that η(w0, h̄0) ≤ 1 and η(w0,Bh̄0) ≤ 1,
(iii) B is continuous or, if (wı, h̄ı) is a bisequence in (S , T , d) such that η(wı, h̄ı) ≤ 1, for allı ∈ N

with wı → ω and h̄ı → ω, as ı → ∞ for ω ∈ S ∩ T , then η(ω, h̄ı) ≤ 1, for all ı ∈ N.

Then, the mapping B : (S , T , d) ⇒ (S , T , d) has a fixed point.

The following result is a direct consequence of Corollary 1.

Corollary 3. Let (S , T , d) be a complete F-bip MS and let B : (S , T , d) ⇒ (S , T , d) be a
covariant mapping. Assume that there exists ψ ∈ Ψ and α : S × S→ [0,+∞) such that

α(w, h̄)d(Bw,Bh̄) ≤ ψ(d(w, h̄)),

for all (w, h̄) ∈ S × T .
Moreover, suppose that the following postulations hold:

(i) B is covariant α-admissible,
(ii) there exists w0 ∈ S , h̄0 ∈ T such that α(w0, h̄0) ≥ 1 and α(w0,Bh̄0) ≥ 1,
(ii) B is continuous or, if (wı, h̄ı) is a bisequence in (S , T , d) such that α(wı, h̄ı) ≥ 1, for ı ∈ N

with wı → ω and h̄ı → ω, as ı → ∞ for ω ∈ S ∩ T , then α(ω, h̄ı) ≥ 1, for all ı ∈ N.

Then, the mapping B : (S , T , d) ⇒ (S , T , d) has a fixed point.

Remark 4. If we define α : S × S→ [0,+∞) by α(w, h̄) = 1 and ψ(t) = kt, where 0 < k < 1 in
Corollary 3, then we deduce the principal result of Rawat et al. [21].

Remark 5. Taking f (t) = ln(t), for t > 0 and κ = 0 in Definition 7, then F-bip MS is reduced to
bip MS. Thus, the main result of Gürdal et al. [15] is a direct consequence of the above result.

Remark 6. If we take S = T in Definition 7, then the F-bip MS is reduced to F-MS and we derive
the leading result of Hussain et al. [10] from the above corollary.

Corollary 4. Let (S , T , d) be a complete F-bip MS and let B : (S , T , d) ⇒ (S , T , d). Assume
that there exist ψ ∈ Ψ, α : S × S→ [0,+∞) and � > 0 such that

(α(w, h̄) + �)d(Bw,Bh̄) ≤ (1 + �)ψ(d(w,h̄)), (15)

for all (w, h̄) ∈ S × T .
Moreover, suppose that the following postulations hold:

(i) B is covariant α-admissible,
(ii) there exists w0 ∈ S , h̄0 ∈ T such that α(w0, h̄0) ≥ 1 and α(w0,Bh̄0) ≥ 1,
(iii) B is continuous or, if (wı, h̄ı) is a bisequence in (S , T , d) such that α(wı, h̄ı) ≥ 1, for all

ı ∈ N with wı → ω and h̄ı → ω, as ı → ∞ for ω ∈ S ∩ T , then α(ω, h̄ı) ≥ 1, for ı ∈ N.

Then, the mapping B : (S , T , d) ⇒ (S , T , d) has a fixed point.

Proof. Let α(w, h̄) ≥ 1. Then, by (15), we have

(1 + �)d(Bw,Bh̄) ≤ (α(w, h̄) + �)d(Bw,Bh̄) ≤ (1 + �)ψ(d(w,h̄)),

which implies d(Bw,Bh̄) ≤ ψ(d(w, h̄)), and all the conditions of Corollary 1 are satisfied
and B : (S , T , d) ⇒ (S , T , d) has a fixed point.

Similarly, we have the following corollary.
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Corollary 5. Let (S , T , d) be a complete F-bip MS and let B : (S , T , d) ⇒ (S , T , d). Assume
that there exist ψ ∈ Ψ, α : S × S→ [0,+∞) and � > 0 such that

(d(Bw,Bh̄) + �)α(w,h̄) ≤ ψ(d(w, h̄)) + �, (16)

for all (w, h̄) ∈ S × T .
Moreover, suppose that the following postulations hold:

(i) B is covariant α-admissible,
(ii) there exists w0 ∈ S , h̄0 ∈ T such that α(w0, h̄0) ≥ 1 and α(w0,Bh̄0) ≥ 1,
(iii) B is continuous or, if (wı, h̄ı) is a bisequence in (S , T , d) such that α(wı, h̄ı) ≥ 1, for ı ∈ N

with wı → ω and h̄ı → ω, as ı → ∞ for ω ∈ S ∩ T , then α(ω, h̄ı) ≥ 1, for ı ∈ N.

Then, the mapping B : (S , T , d) ⇒ (S , T , d) has a fixed point.

Proof. Let α(w, h̄) ≥ 1. Then, by (16), we have

(d(Bw,Bh̄) + �) ≤ (d(Bw,Bh̄) + �)α(w,h̄) ≤ ψ(d(w, h̄)) + �,

which implies d(Bw,Bh̄) ≤ ψ(d(w, h̄)), and all the conditions of Corollary 1 are satisfied
and B : (S , T , d) ⇒ (S , T , d) has a fixed point.

Corollary 6. Let (S , T , d) be a complete F-bip MS and let B : (S , T , d) ⇒ (S , T , d) be a
covariant and continuous mapping. Assume that there exists ψ ∈ Ψ such that

d(Bw,Bh̄) ≤ ψ(d(w, h̄)),

for all (w, h̄) ∈ S × T .
Then, the mapping B : (S , T , d) ⇒ (S , T , d) has a unique fixed point.

Proof. Take α, η : S × T → [0,+∞) by α(w, h̄) = η(w, h̄) = 1, for w ∈ S and h̄ ∈ T in
Theorem 2.

Corollary 7. Let (S , T , d) be a complete F-bip MS and let B : (S , T , d) ⇒ (S , T , d) be a
convariant and continuous mapping. Assume that there exists 0 < k < 1 such that

d(Bw,Bh̄) ≤ kd(w, h̄),

for all (w, h̄) ∈ S × T .

Then, the mapping B : (S , T , d) ⇒ (S , T , d) has a unique fixed point.

Proof. Define ψ : [0,+∞) → [0,+∞) by ψ(t) = kt, where 0 < k < 1 and α, η : S ×
T → [0,+∞) by α(w, h̄) = η(w, h̄) = 1, for w ∈ S and h̄ ∈ T in Theorem 2.

4. Fixed Point Results for Contravariant Mappings

Definition 13. Let (S , T , d) be an F-bip MS and B : (S , T , d) � (S , T , d) is a contravariant
mapping. A mapping B : (S , T , d) � (S , T , d) is said to be contravariant α-admissible if there
exists a function α : S × T → [0,+∞) such that

α(w, h̄)≥1 =⇒ α(Bh̄,Bw)≥1, (17)

for all (w, h̄) ∈ S × T .

Example 6. Let S=[0,+∞) and T =(−∞, 0] and α : S × T → [0,+∞) is defined as

α(w, h̄) =
{

1, if w �= h̄,
0, if w = h̄.
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A contravariant mapping B : (S , T , d)� (S , T , d) defined by B(w) = −w is contravariant
α-admissible.

Definition 14. Let (S , T , d) be an F-bip MS and B : (S , T , d) � (S , T , d) is a contravariant
mapping. A mapping B : (S , T , d) � (S , T , d) is said to be contravariant α-admissible with
respect to η if there exist two functions α, η : S × T → [0,+∞) such that

α(w, h̄)≥η(w, h̄) =⇒ α(Bh̄,Bw)≥η(Bh̄,Bw), (18)

for all (w, h̄) ∈ S × T .

Definition 15. Let (S , T , d) be an F-bip MS. A mapping B : (S , T , d) � (S , T , d) is said
to be a contravariant (α, η,ψ)-contraction if B is contravariant and there exist some α, η : S ×
T → [0,+∞) and ψ ∈ Ψ such that

α(w, h̄)d(Bh̄,Bw) ≤ ψ(d(w, h̄)), (19)

for all (w, h̄) ∈ S × T .

Remark 7. A mapping B : (S , T , d) � (S , T , d) satisfying the Banach contraction in a F-bip
MS (S , T , d) is a contravariant (α, η,ψ)-contraction with

α(w, h̄) = η(w, h̄) = 1,

for all (w, h̄) ∈ S × T and ψ(t) = kt, for some k ∈ [0, 1) and for t ≥ 1.

Theorem 3. Let (S , T , d) be a complete F-bip MS and let B : (S , T , d) � (S , T , d) be a con-
travariant (α, η,ψ)-contraction. Assume that the following postulations hold:

(i) B is contravariant α-admissible with respect to η,
(ii) there exists w0 ∈ S such that α(w0,Bw0) ≥ η(w0,Bw0),
(iii) B is continuous or, if (wı, h̄ı) is a bisequence in (S , T , d) such that α(wı, h̄ı) ≥ η(wı, h̄ı), for

ı ∈ N with wı → ω and h̄ı → ω, as ı → ∞ for ω ∈ S ∩ T , then α(wı,ω) ≥ η(wı,ω), for
ı ∈ N.

Then, the mapping B : S ∪ T → S ∪ T has a fixed point. Furthermore, if the property (P)
holds, then the fixed point is unique.

Proof. Let w0 and h̄0 be arbitrary points in S and T , respectively, and suppose that
α(w0,Bw0) ≥ η(w0,Bw0). Define the bisequence (wı, h̄ı) in (S , T , d) by

h̄ı = Bwı and wı+1 = Bh̄ı

for all ı ∈ N. As B is a contravariant α-admissible mapping with respect to η, we have

α(w0, h̄0) = α(w0,Bw0) ≥ η(w0,Bw0) = η(w0, h̄0),

which implies

α(w1, h̄0) = α(Bh̄0,Bw0) ≥ η(Bh̄0,Bw0) = η(w1, h̄0),

and α(w1, h̄0) ≥ η(w1, h̄0) implies

α(w1, h̄1) = α(Bh̄0,Bw1) ≥ η(Bh̄0,Bw1) = η(w1, h̄1).

Similarly, α(w1, h̄1) ≥ η(w1, h̄1) implies

α(w2, h̄1) = α(Bh̄1,Bw1) ≥ η(Bh̄1,Bw1) = η(w2, h̄1),
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and α(w2, h̄1) ≥ η(w2, h̄1) implies

α(w2, h̄2) = α(Bh̄1,Bw2) ≥ η(Bh̄1,Bw2) = η(w2, h̄2).

Continuing in this way, we have

α(wı, h̄ı) ≥ η(wı, h̄ı) and α(wı+1, h̄ı) ≥ η(wı+1, h̄ı), (20)

for all ı ∈ N. Now, by (19) and (20), we have

d(wı, h̄ı) = d(Bh̄ı−1,Bwı) ≤ ψ(d(wı, h̄ı−1)), (21)

for all ı ∈ N. Moreover,

d(wı+1, h̄ı) = d(Bh̄ı,Bwı) ≤ ψ(d(wı, h̄ı)), (22)

for all ı ∈ N. By (21) and mathematical induction, we obtain

d(wı, h̄ı) ≤ ψ(d(wı, h̄ı−1)) ≤ ψ(ψ(d(wı−1, h̄ı−2))) ≤ ... ≤ ψı(d(w1, h̄0)). (23)

Similarly, by (22) and mathematical induction, we obtain

d(wı+1, h̄ı) ≤ ψ(d(wı, h̄ı)) ≤ ψ(ψ(d(wı−1, h̄ı−1))) ≤ ... ≤ ψı+1(d(w0, h̄0)), (24)

for all ı ∈ N. Let ( f , κ) ∈ F× [0, ∞) be such that (D3) is satisfied. Let ε > 0 be fixed. By (F2),
there exists δ > 0 such that

0 < t < δ =⇒ f (t) < f (ε)− κ. (25)

Let there exist ε > 0 and ı(ε) ∈ N such that

∑
ı≥ı(ε)

ψı(d(w1, h̄0)) <
ε

2
,

and
∑

ı≥ı(ε)
ψı+1(d(w0, h̄0)) <

ε

2
.

Now, for p > ı ≥ ı(ε), by applying (D3), we have that d
(
wı, h̄p

)
> 0 implies

f
(
d
(
wı, h̄p

))
≤ f

(
d(wı, h̄ı) + d(wı+1, h̄ı) + d(wı+1, h̄ı+1)+

... + d
(
wp, h̄p−1

)
+ d

(
wp, h̄p

) )
+ κ

≤ f

(
p

∑
j=ı

d
(
wj, h̄j

)
+

p−1

∑
j=ı

d
(
wj+1, h̄j

))
+ κ

≤ f

(
p

∑
j=ı

ψj(d(w1, h̄0)) +
p−1

∑
j=ı

ψı+1(d(w0, h̄0))

)
+ κ

≤ f

⎛
⎝ ∑

ı≥ı(ε)
ψı(d(w1, h̄0)) + ∑

ı≥ı(ε)
ψı+1(d(w0, h̄0))

⎞
⎠+ κ

< f (ε),
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for all j ∈ N. Similarly, for ı > p ≥ ı(ε), by applying (D3), we have that d
(
wı, h̄p

)
> 0 implies

f
(
d
(
wı, h̄p

))
≤ f

(
d(wı, h̄ı−1) + d(wı−1, h̄ı−1) + d(wı−1, h̄ı−2)+

... + d
(
wp, h̄p−1

)
+ d

(
wp, h̄p

) )
+ κ

≤ f

(
ı−1

∑
j=p

d
(
wj, h̄j

)
+

ı

∑
j=ı

d
(
wj, h̄j−1

))
+ κ

≤ f

(
ı−1

∑
j=p

ψj(d(w1, h̄0)) +
ı

∑
j=p

ψı+1(d(w0, h̄0))

)
+ κ

≤ f

⎛
⎝ ∑

ı≥ı(ε)
ψj+1(d(w0, h̄0)) + ∑

ı≥ı(ε)
ψı(d(w1, h̄0))

⎞
⎠+ κ

< f (ε),

for all j ∈ N. Then, by (F1), d
(
wı, h̄p

)
< ε, for all p, ı ≥ ı0. Thus, (wı, h̄ı) is a Cauchy

bisequence in (S , T , d). As (S , T , d) is complete, (wı, h̄ı) biconverges to a point ω ∈ S ∩ T .
Thus, (wı) → ω, (h̄ı) → ω. Additionally, since B is continuous, we obtain

(wı) → ω =⇒ (h̄ı) = (Bwı) → Bω.

Moreover, since (h̄ı) has a limit ω in S ∩ T and the limit is unique, Bω = ω.
Thus, B has a fixed point. Now, since a bisequence (wı, h̄ı) in (S , T , d) is such that
α(wı, h̄ı) ≥ η(wı, h̄ı), for all ı ∈ N with wı → ω and h̄ı → ω, as ı → ∞ for ω ∈ S ∩ T ,
then, by hypothesis (iii), we have α(wı,ω) ≥ η(wı,ω), for ı ∈ N. Now, by (19), we have

f (d(Bω,ω)) ≤ f (d(Bω,Bwı) + d(Bh̄ı,Bwı) + d(Bh̄ı,ω)) + κ

≤ f (ψ(d(wı,ω)) + ψ(d(wı, h̄ı)) + d(wı+1,ω)) + κ

≤ f

⎛
⎝ ψ(d(wı,ω))

+ψ

(
d(wı,ω) + d(ω,ω)

+d(ω, h̄ı)

)
+ d(wı+1,ω)

⎞
⎠+ κ.

Taking the limit as ı → ∞ and using the continuity of f and ψ at t = 0, we have
d(Bω,ω) = 0. Thus, Bω = ω. Hence, B has a fixed point.

The uniqueness of the fixed point is the same as given in Theorem 2.

5. Coupled Fixed Point Theorems

In the present section, we obtain coupled fixed point results from our established results.

Definition 16. Let (S , T , d) be a complete F-bip MS and let F : (S×T , T ×S) ⇒ (S , T ) be a
convariant mapping. A point (a, b) ∈ S×T is alleged to be a coupled fixed point of F if

F (a, b) = a and F (b, a) = b.

Lemma 2. Let F : (S×T , T ×S) ⇒ (S , T ) be a convariant mapping. If we define a convariant
mapping ℵ : (S×T , T ×S) ⇒ (S×T , T ×S) by

ℵ(w, h̄) = (F (w, h̄),F (h̄,w)),

for all (w, h̄) ∈ S×T , then (w, h̄) is a coupled fixed point of F if only if (w, h̄) is a fixed point of ℵ.

We state a property (P/) that is required in our result.

(P/) there exists (z1, z2) ∈ (S×T ) ∩ (T ×S) such that

α((w, h̄), (z1, z2)) ≥ 1, α((z2, z1), (h̄,w)) ≥ 1,
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and
α((u, v), (z1, z2)) ≥ 1, α((z2, z1), (u, v)) ≥ 1,

for all (w, h̄) ∈ S×T and (u, v) ∈ T ×S .

Theorem 4. Let (S , T , d) be a complete F-bip MS and let F : (S×T , T ×S) ⇒ (S , T ) be a
convariant mapping. Assume that there exist α : (S × T )×(T × S) → [0,+∞) and ψ ∈ Ψ such that

α((w, h̄), (u, v))d(F (w, h̄),F (u, v)) ≤ ψ

(
d(w, u) + d(v, h̄)

2

)
, (26)

for all (w, h̄), (u, v) ∈ S × T , and the following hypotheses also hold:

(i) α((w, h̄), (u, v)) ≥ 1 implies α((F (w, h̄),F (h̄,w)), (F (u, v),F (v, u))) ≥ 1,
(ii) there exists (w0, h̄0) ∈ S × T such that

α((w0, h̄0), (F (h̄0,w0),F (w0, h̄0))) ≥ 1,

and
α((F (w0, h̄0),F (h̄0,w0)), (w0, h̄0)) ≥ 1,

(iii) F is continuous or, if (wı, h̄ı) is a bisequence in (S , T , d) such that α((wı, h̄ı), (h̄ı+1,wı+1)) ≥ 1
and α((h̄ı+1,wı+1), (wı, h̄ı)) ≥ 1, for all ı ∈ N with wı → w and h̄ı → h̄, as ı → ∞ for
(w, h̄) ∈ S ∩ T , then

α((wı, h̄ı), (w, h̄)) ≥ 1 and α((w, h̄), (wı, h̄ı)) ≥ 1,

for all ı ∈ N.

Then, F has a coupled fixed point. Furthermore, if the property (P/) holds, then the coupled
fixed point is unique.

Proof. Let L = S × T and H = T ×S and

δ((w, h̄), (u, v)) = d(w, u) + d(v, h̄),

for all (w, h̄) ∈ L and (u, v) ∈ H. Then, (L, H, δ) is a complete F-bipolar metric space.
By (26), we have

α((w, h̄), (u, v))d(F (w, h̄),F (u, v)) ≤ ψ

(
d(w, u) + d(v, h̄)

2

)
, (27)

and

α((w, h̄), (u, v))d(F (w, h̄),F (u, v)) ≤ ψ

(
d(w, u) + d(v, h̄)

2

)
. (28)

Combining (27) and (28), we obtain

β(κ, �)d(Fκ,F�) ≤ ψ(δ(κ, �)),

for all κ = (κ1,κ2) ∈ L and � = (�1, �2) ∈ H. Moreover, the function β : L× H → [0,+∞)
is defined as

β(κ, �) = min{α((κ1,κ2), (�1, �2)), α((�2, �1), (κ2,κ1))},

and ℵ : (L, H) ⇒ (L, H) is defined by

ℵ(w, h̄) = (F (w, h̄),F (h̄,w)).

234



Mathematics 2023, 11, 4408

Then, ℵ is a continuous and covariant (β,ψ)-contraction. Now, we suppose that
β(κ, �) ≥ 1. Then, by (i), we have β(ℵκ,ℵ�) ≥ 1. By condition (ii), there exists (w0, h̄0) ∈
L (or (h̄0,w0) ∈ H) such that

β((w0, h̄0),ℵ(w0, h̄0)) ≥ 1,

(or β(ℵ(w0, h̄0), (h̄0,w0, )) ≥ 1). Since ℵ is continuous, ℵ has a fixed point. Now, if
(wı, h̄ı) is a bisequence in L = S × T and (h̄ı,wı) is a bisequence in H = T ×S such
that α((wı, h̄ı), (h̄ı+1,wı+1)) ≥ 1 and (wı, h̄ı) → (w, h̄) as n → ∞. Then, by (iii), we have
α((wı, h̄ı), (h̄,w)) ≥ 1. Thus, all the conditions of Corollary 3 are satisfied and ℵ has a fixed
point. Hence, by Lemma 2, F has a coupled fixed point. Now, since the property (P/) holds,
F has a unique coupled fixed point.

Remark 8. Taking α((w, h̄), (u, v)) = 1 and ψ(t) = kt, where 0 < k < 1 in Theorem 4, we can
obtain the leading result of Mutlu et al. [12].

6. Application

6.1. Integral Equations

Fixed point theory is a valuable tool used to solve differential and integral equations,
which are used to investigate the solutions of various mathematical models, as well as in
game theory, dynamical systems, physics, engineering, computer science, neural networks
and many other domains (see [22–24]). In the present section, we discuss the uniqueness
and existence of an integral equation.

ϕ(w) = g(w) +
∫
S∪T

K(w, h̄, ϕ(w))dh̄, (29)

where S ∪ T is a Lebesgue measurable set and g is real-valued continuous function.

Theorem 5. Suppose that the following conditions hold:

(i) K :
(
S2 ∪ T 2)× [0, ∞) → [0, ∞) and f ∈ L∞(S) ∪ L∞(T ),

(ii) there exists a continuous function Υ : S2 ∪ T 2 → [0, ∞) such that

|K(w, h̄, ϕ(h̄))− K(w, h̄, φ(h̄))| ≤ 1
2

Υ(w, h̄)|φ(h̄)− ϕ(h̄)|,

for all w, h̄ ∈
(
S2 ∪ T 2),

(iii)
∥∥∫

S∪T Υ(w, h̄)dh̄
∥∥ ≤ 1, that is, supw∈S∪T

∫
S∪T |Υ(w, h̄)|dh̄ ≤ 1.

Then, the integral Equation (29) has a unique solution in L∞(S) ∪ L∞(T ).

Proof. Let Ξ = L∞(S) and Θ = L∞(T ) be two normed linear spaces, where S and T are
Lebesgue measurable sets and m(S ∪ T ) < ∞. Consider d :Ξ×Θ → [0, ∞) to be defined by

d(ξ, ζ) = ‖ξ − ζ‖∞

for all ξ, ζ ∈ Ξ×Θ. Then, (Ξ, Θ, d) is a complete F-bip MS. Define the mapping I : Ξ∪Θ →
Ξ ∪Θ by

I(ϕ(w)) = g(w) +
∫
S∪T

K(w, h̄, ϕ(w))dh̄,

for w ∈ S ∪ T and α, η : Ξ×Θ→ [0,+∞) by

α(ϕ(w), φ(w)) = η(ϕ(w), φ(w)) = 1.
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Now, we have

d(I(ϕ(w)), I(φ(w))) = ‖I(ϕ(w))− I(φ(w))‖

=

∣∣∣∣
∫
S∪T

K(w, h̄, ϕ(w))dh̄−
∫
S∪T

K(w, h̄, φ(w))dh̄
∣∣∣∣

≤
∫
S∪T

|K(w, h̄, ϕ(w))− K(w, h̄, φ(w))|dh̄

≤
∫
S∪T

1
2

Υ(w, h̄)|φ(h̄)− ϕ(h̄)|dh̄

≤ 1
2
‖φ(h̄)− ϕ(h̄)‖

∫
S∪T

|Υ(w, h̄)|dh̄

≤ 1
2
‖φ− ϕ‖ sup

w∈S∪T

∫
S∪T

|Υ(w, h̄)|dh̄

≤ 1
2
‖φ− ϕ‖

= ψ(d(φ, ϕ)).

Define ψ : [0,+∞) → [0,+∞) by ψ(t) = 1
2 t, for t > 0. Thus, by result 2, I has a unique

fixed point in Ξ ∪Θ.

6.2. Homotopy Result

Theorem 6. Let (S , T , d) be a completeF-bip MS and let (Ξ, Θ) be an open subset of (S , T ) and
(
Ξ, Θ

)
be a closed subset of (S , T ) and (Ξ, Θ) ⊆

(
Ξ, Θ

)
. Suppose that L :

(
Ξ ∪Θ

)
× [0, 1] → S ∪ T

satisfies the following conditions:
(hom1) w �= L(w, q) for each w ∈ ∂Ξ ∪ ∂Θ and q ∈ [0, 1],
(hom2) for all w ∈ Ξ, h̄ ∈ Θ and q ∈ [0, 1]

d(L(h̄, q),L(w, q)) ≤ ψ(d(w, h̄)),

where ψ ∈ Ψ,
(hom3) there exists M ≥ 0 such that

d(L(w, r),L(h̄, o)) ≤ M|r − o|,

for all w ∈ Ξ, h̄ ∈ Θ and r, o ∈ [0, 1].
Then, the mapping L(·, 0) has a fixed point if and only if L(·, 1) has a fixed point.

Proof. Let
(1 = {τ ∈ [0, 1] : w = L(w, τ),w ∈ Ξ}

and
(1 = {o ∈ [0, 1] : h̄ = L(h̄, o), h̄ ∈ Θ}.

Since L(·, 0) has a fixed point in Ξ ∪Θ, then we get 0 ∈ (1 ∩ (2. Thus (1 ∩ (2 �= ∅.
Now, we shall prove that (1 ∩ (2 is both open and closed in [0, 1] and so, by connetedness,
(1 = (2 = [0, 1]. Let

(
{τı}∞

ı=1
)
,
(
{oı}∞

ı=1
)
⊆ ((1,(2) with (τı, oı) → (ρ, ρ) ∈ [0, 1] as

ı → ∞. We also claim that ρ ∈ (1 ∩ (2. Since (τı, oı) ∈ (1 ∩ (2, for ı ∈ N ∪ {0}. Hence
there exists a bisequence (wı, h̄ı) ∈ (Ξ, Θ) such that h̄ı = L(wı, τı) and wı+1 = L(h̄ı, oı).
Also, we get

d(wı+1, h̄ı) = d(L(h̄ı, oı),L(wı, τı))

≤ ψ(d(wı, h̄ı)).
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And,

d(wı, h̄ı) = d(L(h̄ı−1, oı−1),L(wı, τı))

≤ ψ(d(wı, h̄ı−1)).

Following the proof of Theorem 2, one can easily show that (wı, h̄ı) is a Cauchy bisequence
in (Ξ, Θ). Since (Ξ, Θ) is complete, so there exists ρ1 ∈ Ξ ∩ Θ such that
limı→∞(wı) = limı→∞(h̄ı) = ρ1. Now, we have

f (d(L(ρ1, o), h̄ı)) = f (d(L(ρ1, o),L(wı, τı)))

≤ f (ψ(d(wı, ρ1))) = −∞,

whenever ı → ∞. Hence by (F2), we get d(L(ρ1, o), ρ1) = 0, which implies that L(ρ1, o) = ρ1.
Similarly, L(ρ1, τ) = v1. Thus τ = o ∈ (1 ∩ (2, and evidently (1 ∩ (2 is closed set in [0, 1].
Next, we have to prove that (1 ∩ (2 is open in [0, 1]. Suppose (τ0, o0) ∈ ((1,(2), then there
is a bisequence (w0, h̄0) so that

w0 = L(w0, τ0), h̄0 = L(h̄0, o0).

Since Ξ ∪Θ is open, so there exists r > 0 so that Bd(w0, r) ⊆ Ξ ∪Θ and Bd(r, h̄0) ⊆ Ξ ∪Θ.
Choose τ ∈ (o0 − ε, o0 + ε) and o ∈ (τ0 − ε, τ0 + ε) such that

|τ − o0| ≤
1

Mı <
ε

2

|o − τ0| ≤
1

Mı <
ε

2
,

and
|τ0 − o0| ≤

1
Mı <

ε

2
.

Hence, we have

h̄ ∈ B(1∪(2(w0, r) =
{

h̄ : h̄0 ∈ Θ :
d(w0, h̄) ≤ r + d(w0, h̄0)

}

and

w ∈ B(1∪(2(r, h̄0) =

{
w : w0 ∈ Ξ :

d(w, h̄0) ≤ r + d(w0, h̄0)

}
.

Moreover, we have

d(L(w, τ), h̄0) = d(L(w, τ),L(h̄0, o0))

≤ d(L(w, τ),L(h̄, o0))

+d(L(w0, τ),L(h̄, o0))

+d(L(w0, τ),L(h̄0, o0))

≤ 2M|τ − o0|+ d(L(w0, τ),L(h̄, o0))

≤ 2
Mı − 1

+ ψ(d(w0, h̄))

≤ 2
Mı − 1

+ d(w0, h̄).

Letting ı → ∞, we get

d(L(w, τ), h̄0) ≤ d(w0, h̄) ≤ r + d(w0, h̄0).
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By corresponding fashion, we get

d(w0,L(h̄, o)) ≤ d(w, h̄0) ≤ r + d(w0, h̄0).

But

d(w0, h̄0) = d(L(w0, τ0),L(h̄0, o0))

≤ M|τ0 − o0| ≤
1

Mı−1 → 0,

as ı → ∞, which yields that w0 = h̄0. As a result, o = τ ∈ (o0 − ε, o0 + ε) for each fixed o
and L(·, τ) : B(1∪(2(w0, r) → B(1∪(2(w0, r). Since all the conditions of Corollary 3 hold,
L(·, τ) has a fixed point in Ξ ∩ Θ, which certainly exists in Ξ ∩ Θ. Then τ = o ∈ (1 ∩ (2
for each o ∈ (o0 − ε, o0 + ε). Hence (o0 − ε, o0 + ε) ∈ (1 ∩ (2 which gives (1 ∩ (2 is open
in [0, 1]. Similarly, we can prove the converse of it.

7. Conclusions

In this research article, we have defined (α, η,ψ)-contractions against the background
of F-bip MS and established fixed point results. Some coupled fixed point results in F-
bip MS are also derived as a result of our main theorems. An important example is also
provided to validate the authenticity of the established theorems. We have explored the
existence and uniqueness of a solution of an integral equation by applying our main result.
Additionally, we have explored the unique solution of the homotopy result.

The given results in this research work can be extended to some multivalued mappings
and fuzzy mappings in the framework of F-bip MS. In addition, a number of common fixed
point results for these contractions can be obtained. As applications of these outcomes against
the background of F-bip MS, some differential and integral inclusions can be explored.
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Abstract: In this research paper, we present a new inertial method with a self-adaptive technique for
solving the split variational inclusion and fixed point problems in real Hilbert spaces. The algorithm
is designed to choose the optimal choice of the inertial term at every iteration, and the stepsize is
defined self-adaptively without a prior estimate of the Lipschitz constant. A convergence theorem is
demonstrated to be strong even under lenient conditions and to showcase the suggested method’s
efficiency and precision. Some numerical tests are given. Moreover, the significance of the proposed
method is demonstrated through its application to an image reconstruction issue.

Keywords: split variational inclusion; inertial term; self-adaptive algorithm; maximal monotone;
Hilbert spaces
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1. Introduction

In this paper, we consider the Split Variational Inclusion Problem (SVIP) introduced
by Moudafi [1], which is the problem of finding the null point of a monotone operator in a
Hilbert space whose image under a bounded linear operator belongs to another Hilbert
space. Mathematically, the problem is defined as follows: find

a∗ ∈ H1 such that 0 ∈ m1(a∗) (1)

and
b∗ = Ba∗ solves 0 ∈ m2(b∗), (2)

where 0 is called the zero vector, with H1 and H2 being both real Hilbert spaces together with
the multivalued maximal monotone mappings, mi : Hi → 2Hi where i = 1, 2. Furthermore,
the bounded linear operator is denoted by B : H1 → H2. We denote the solution set of (1)
and (2) by Γ.

An operator m : H → 2H is called:

(i) Monotone if

〈k − x, a− b〉 ≥ 0 ∀ k ∈ m(a), x ∈ m(b) ∀a, b ∈ H.

(ii) Maximal monotone if the graph of any monotone mapping does not properly contain
graph G(m) of m, where:

G(m) = {(a, k) ∈ H1 × H1 | k ∈ m(a)}.
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(iii) The symbol used to represent the solution of m when a certain value λ greater than
zero is used as a parameter is called the resolvent, which is denoted by Jm

λ :

Jm
λ (a) = (I + λm)−1(a) ∀a ∈ H.

Other nonlinear optimization problems, such as split feasibility problems, split
minimization problems, split variational inequality, split zero problems, and split
equilibrium problems, can all be generalized by the SVIP; see [2–4]. Reducing SVIPs
to split feasibility problems is important when modeling the intensity-modulating radiation
therapy (IMRT) treatment planning. Moreso, the SVIPs play important roles in formulating
many problems arising from engineering, economics, medicine, data compression, and
sensor networks [5,6].

Recently, several authors have introduced some iterative methods for solving SVIPs,
which have improved over time. In 2002, Byrne et al. [7] first introduced a weak
convergence method for solving SVIPs as follows:

an+1 = Jm1
λ (an + γB∗(Jm2

λ − I)Ban), (3)

for some parameter λ > 0, we have B∗ representing the adjoint of B together with
L = ||B∗B||, γ ∈ (0, 2

L ) and Jmi
λ = (I + λmi)

−1 known as the resolvent operator for
mi (with i = 1, 2). The sequence {an} generated by (3) was proved to converge weakly to
a∗ under some certain conditions. Moudafi [1] proposed an iterative method that helps to
solve SVIP with inverse strongly monotone operators; he also obtained weak convergence
results using the following iteration:

an+1 = U(an + γB∗(F − I)Ban) ∀n ∈ N, (4)

where λ > 0,γ ∈ (0, 2
L ) with L being the largest absolute value of the operator B∗B,

U = Jm1
λ (I − λφ) and F = Jm2

λ (I − λϕ), and Jm1
λ together with Jm2

λ are the resolvent
operators of m1 and m2, respectively. Lastly, let φ : H1 → H1 and ϕ : H2 → H2 be single-
valued operators. Marino and Xu [8] presented an iterative scheme that considers the
strong convergence of the viscosity approximation method introduced by Moudafi [9]:

an+1 = (I − αnG)Fan + αnGβ f (an) n ≥ 0, (5)

f is a function that contracts on the set H with the contraction coefficient α ∈ (0, 1). G
is a linear operator that is strongly positive and bounded on H with a constant μ. The
parameter is defined in a way that 0 < β < μ

α , exclusive. There exists a nonexpansive
mapping F and a sequence {αn} that takes values in (0, 1). The strong convergence of the
sequence {an} obtained from (5) to the fixed point a∗ ∈ Fix(F) := {a∗ : F(a∗) = a∗} has
been proven. Furthermore, a∗ serves as the unique solution of the variational inequality:

〈(G − β f )a∗, a− a∗〉 ≥ 0 , a ∈ C. (6)

The presentation of the optimality condition for the minimization problem is included
as follows:

min
a∈C

1
2
〈Ga, a〉 − h(a),

the function h is a potential function for β f , i.e.,

h(a) = {β f (a) f or a ∈ H}.
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In 2014, Kazmi and Rizvi [10] were inspired by the work of Byrne et al. (3) to propose
the following iteration for solving SVIPs. For a given a1 ∈ H1,{

kn = Jm1
λ (an + γB∗(Jm2

λ − I)Ban),
an+1 = αn f (an) + (1− αn)Skn n ≥ 1,

(7)

where α > 0,γ ∈ (0, 1
L ), L is the spectral radius of the operator B∗B and sequence {αn}

satisfies the conditions: limn→∞ αn = 0, ∑∞
n=0 αn = ∞, and ∑∞

n=0 |αn − αn−1| < ∞. The
sequences {kn}, {an} generated by (7) converges strongly to z ∈ Fix(S) ∩ Γ. Note that
algorithms (3), (4), and (7) contain a stepsize γ, which requires the computation of the
norm of the bounded linear operator; this computation is not easy to compute making
these algorithms difficult to compute. The inertial technique has been gaining attention
from researchers to enhance the accuracy and performance of various algorithms. This
technique plays a vital role in the convergence rate of the algorithms and is based on a
discrete version of a second-order dissipative dynamical system; see, for instance [11–20].
In Hilbert spaces, Chuang [21] introduced a hybrid inertial proximal algorithm for solving
SVIPs in 2017:

The proof of this proposed algorithm establishes that if {λn} ⊂ [λ, δ
‖B‖2 ] and {an}

meets a specific requirement, then sequence {an} from Algorithm 1 weakly converges to
an SVIP solution:

∞

∑
n=1

‖an − an−1‖2 < ∞. (8)

Algorithm 1 Hybrid inertial proximal algorithm.

Initialization: Choose {θn} ⊂ [0, 1), {βn} ⊂ (0, 1). Let a0, a1 ∈ H1 be arbitrary. Set n = 1.
Iterative steps: Calculate an+1 as follows:
Step 1. Set vn = an + θn(an − an−1) and compute

bn = Jm1
βn

[vn − λnB∗(I − Jm2
βn

)Bvn],

where λn > 0 satisfies

λn‖B∗(I − Jm2
βn

)Bvn − B∗(I − Jm2
βn

)Bbn‖ ≤ δ‖vn − bn‖ 0 < δ < 1

if bn = vn then stop and bn is a solution of the SVIP. Otherwise,
Step 2. Compute

an+1 = Jm1
βn

(vn − αnd(vn, bn)),

where
d(vn, bn) = vn − bn − λn[B∗(I − Jm2

βn
)Bvn − B∗(I − Jm2

βn
)Bbn],

αn =
〈vn − bn, d(vn, bn)〉

‖d(vn, bn)‖2 .

Set n = n + 1 and go to step 1.

It is easy to see that Algorithm 1 depends on a prior estimate of the norm of the
bounded operator, and the Condition (8) is too strong to verify before computation.

Furthermore, Kesornprom and Cholamjiak [22] improved the contraction step in
Algorithm 2 and introduced the following algorithm for solving the SVIP:
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Algorithm 2 Proximal type algorithms with linesearch and inertial methods.

Let ζ,λ ∈ (0, 1), δ > 0, and sequences {βn}n∈N ∈ (0, ∞), {θn}n∈N ∈ [0, θ) ⊆ [0, 1). Take
arbitrarily a1 ∈ H1 and compute

kn = an + θn(an − an−1)

bn = Jm1
βn

(kn − ρnB∗(I − Jm2
βn

)Bkn), (9)

where ζn = δζrn and rn is considered as the smallest possible non-negative integer such
that

ρn‖B∗(I − Jm2
βn

)Bkn − B∗(I − Jm2
βn

)Bbn‖ ≤ λ‖kn − bn‖.

Define
an+1 = kn − φαnd(kn, ρn)

where φ ∈ (0, 2),

d(kn, ρn) = kn − bn − ρn(B∗(I − Jm2
βn

)Bkn − B∗(I − Jm2
βn

)Bbn)

and

αn =
〈kn − bn, d(kn, ρn)〉+ ρn‖(I − Jm2

βn
)Bbn‖2

‖d(kn, ρn)‖2 .

They also proved a weak convergence result under similar conditions as in
Algorithm 1. Let us mention that both Algorithms 1 and 2 involve a line search procedure,
which consumes extra computation time and memory during implementation. As a way to
overcome this setback, Tang [23] recently introduced a self-adaptive technique for selecting
the stepsize without a prior estimate of the Lipschitz constant nor a line search procedure
as follows (Algorithm 3) :

Algorithm 3 Self-adaptive technique method.

Initialization: Choose a sequence {ζn} that is non-negative and satisfies conditions
0 < ζn < 4, in f ζn(4− ζn) > 0. Select starting points arbitrarily a0 and set n = 0.
Iterative step: Given the current iterate an(n ≥ 0). Compute

τn =
ζn f (an)

||T(an)||2 + ||H(an)||2

and calculate the next iteration as

an+1 = Jm1
λ (I − τnB∗(I − Jm2

λ )B)an.

Stop criterion: If an+1 = an, then stop the iteration. Otherwise, set n = n + 1 and go back
to the iterative step.

where f (a) = 1
2 ||(I − Jm2

λ )Ba||2, T(a) = B∗(I − Jm2
λ )Ba and H(a) = (I − Jm1

λ )x. The author
proved that the sequence generated by Algorithm 3 converges weakly to a solution of
the SVIP. Tan, Qin, and Yao [24] introduced four self-adaptive iterative algorithms with
inertial effects to solve SVIPs in real Hilbert spaces. This algorithm does not need any
prior information about the operator norm. This means that their stepsize is self-adaptive.
The conditions assumed in performing the strong convergences of the four algorithms are
as follows:

(C1) Let the solution set of (SVIP) be nonempty, i.e., Ω �= ∅.
(C2) Let H1 and H2 be assumed to be two real Hilbert spaces with a bounded linear

operator and its adjoint denoted by B : H1 → H2 and B∗ : H2 → H1, respectively.
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(C3) Let Ti : Hi → Hi, i = 1, 2 be the set-valued maximal monotone mappings and
f : H1 → H2 is a mapping which satisfies the p-contractive property with a constant
p ∈ [0, 1).

(C4) Let the sequence {ω̄n} be positive such that limn→∞
ω̄n
σn

= 0 where {σn} ⊂ (0, 1)
satisfies limn→∞ σn = 0 and ∑∞

n=1 σn = ∞.

Various methods inspired the first iterative algorithm. Namely, Byrne et al.’s [7]
method, the viscosity-type method, and the projection and contraction method. An it-
erative method called the self-adaptive inertial projection and contraction method is uti-
lized for solving the SVIP. A description of the initial iterative method is provided below
(Algorithm 4):

Algorithm 4 Viscocity type with projection and contraction method.

Initialization: Set λ, x, ζ > 0, χ, δ ∈ (0, 1), κ ∈ (0, 2), and let a0, a1 ∈ H.
Iterative steps: Calculate an+1 as follows:
Step 1: Given the iterates an−1 and an(n ≥ 1), set kn = an + xn(an − an−1) where

xn =

{
min{ ω̄

‖an−an−1‖ , x} if an �= an−1,

x otherwise.
(10)

Step 2. Compute qn = JλT1 [kn − γnB∗(I − JλT2)Bkn] where γn = ζχwn and wn is the
smallest non-negative integer such that

γn‖B∗(I − JλT2)Bkn − B∗(I − JλT2)Bqn‖ ≤ δ‖kn − qn‖. (11)

If kn = qn, stop the process and consider qn a valid solution for the problem (SVIP).
Otherwise, proceed to step 3.
Step 3. Compute gn = kn − κμncn where

cn = kn − qn − γn[B∗(I − JλT2)Bkn − B∗(I − JλT2)Bqn],

μn = 〈kn−qn ,cn〉
‖cn‖2 . (12)

Step 4. Compute an+1 = ηn f (an) + (1− ηn)gn.
Go to step 1 after setting n = n + 1.

Strong convergence was obtained. The second proposed algorithm is an inertial Mann-
type projection and contraction algorithm to solve the SVIP, which is presented as follows
(Algorithm 5):

Algorithm 5 Mann-type with projection and contraction method.

Initialization: Set λ, x, ζ > 0, χ, δ ∈ (0, 1), κ ∈ (0, 2) and let a0, a1 ∈ H.
Iterative steps: To determine the upcoming iteration point an+1, follow these steps:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
kn = an + kn(an − an−1),
qn = JλT1 [kn − γnB∗(I − JλT2)Bkn],
gn = kn − κμncn,
an+1 = (1− ηn − τn)kn + τngn,

(13)

where {xn}, {γn}, and {cn} are defined in (10), (11), and (12), respectively.

Strong convergence was obtained. The third proposed algorithm is an inertial Mann-
type algorithm whereby the new stepsize does not require any line search process, mak-
ing it a self-adaptive algorithm. The details of the iterative scheme are described below
(Algorithm 6):
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Algorithm 6 Inertial Mann-type with self-adaptive method.

Initialization: Set λ, x > 0, φ ∈ (0, 2) and let a0, a1 ∈ H.
Iterative steps: To determine the upcoming iteration point an+1, follow these steps:⎧⎪⎨

⎪⎩
kn = an + xn(an − an−1),
gn = JλT1 [kn − γnB∗(I − JλT2)Bkn],
an+1 = (1− ηn − τn)kn + τngn,

(14)

The sequence {xn} is given in Equation (10) and the value of the stepsize γn is modified
using the subsequent formula below:

γn =

⎧⎨
⎩

φn‖(I−JλT2
)Bkn‖2

‖B∗(I−JλT2
)Bkn‖2 i f ‖B(I − JλT2)Bkn‖ �= 0,

0 otherwise.
(15)

Strong convergence was obtained. The algorithm proposed fourthly is a variation of
Algorithm 6, which leverages the viscosity-type approach to prove the robust convergence
of the proposed method. We present the algorithm as follows (Algorithm 7):

Algorithm 7 New inertial viscocity method.

Initialization: Set λ, x > 0, φ ∈ (0, 2) and let a0, a1 ∈ H.
Iterative steps: To determine the upcoming iteration point an+1, follow these steps:⎧⎪⎨

⎪⎩
kn = an + xn(an − an−1),
gn = JλT1 [kn − γnB∗(I − JλT2)Bkn],
an+1 = ηn f (an) + (1− ηn)gn,

(16)

where {xn} and {γn} are defined in (10) and (15), respectively.

Strong convergence was obtained. The four algorithms contain an inertial term that plays
a role at the rate of the convergence of Algorithms 4–7. Note that the strong convergence
theorems proved for Algorithms 4–7 proposed by Tan, Qin, and Yan were obtained under
some weaker conditions. Zhou, Tan, and Li [25] proposed a pair of adaptive hybrid steepest
descent algorithms with an inertial extrapolation term for split monotone variational inclusion
problems in infinite-dimensional Hilbert spaces. These algorithms benefit from combining two
methods, the hybrid steepest descent method and the inertial method, ensuring and achieving
strong convergence theorems. Secondly, the stepsizes of the two proposed algorithms are
self-adaptive, which overcomes the difficulty of the computation of the operator norm. The
details of the first algorithm are presented as follows (Algorithm 8):

Algorithm 8 Inertial hyrbid steepest descent algorithm.

Requirements: Take arbitrary starting points a0; a1 ∈ H1. Choose sequences {αn} ⊂
[0, 1), {ηn} and {βn} in (0, 1) and γ, τ, μ > 0.
1. Set n = 1 and compute kn = an + αn(an − an−1) and adaptive stepsize

λn =

{
ηn‖(I−W2)Bkn‖2

‖B∗(I−W2)Bkn‖2 Bkn /∈ Fix(W2),

0 otherwise.
(17)

2. Compute bn = W1(kn − λnB∗(I −W2)Bkn).
3. If bn = kn, then stop. Otherwise, compute an+1 = βnτnh(bn) + (I − βnμD)bn.
4. Set n = n + 1 and return to 1.
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Strong convergence was obtained. The second proposed algorithm is presented as
follows (Algorithm 9):

Algorithm 9 Self-adaptive hybrid steepest descnt method.

Requirements: Two arbitrary starting points a0; a1 ∈ H1. Choose sequences {αn} ⊂
[0, 1), {ηn} and {βn} in (0, 1) and γ, τ, μ > 0.
1. Set n = 1 and compute kn = an + αn(an − an−1), zn = W1(kn) and adaptive stepsize

αn =

{
ηn‖(I−W2)Bzn‖2

‖B∗(I−W2)Bzn‖2 Bzn /∈ Fix(W2),

0 otherwise.
(18)

2. Compute bn = zn − λnB∗(I −W2)Bzn.
3. If bn = zn = kn, then stop. Otherwise, compute an+1 = βnτnh(bn) +

(I − βnμD)bn.
4. Set n = n + 1 and return to 1.

Strong convergence was obtained. The assumptions applied to Algorithms 8 and 9
are as follows: Let H1 and H2 denote two Hilbert spaces, and suppose that B : H1 → H2
is a linear operator that is bounded. Additionally, let B∗ be the adjoint operator of B. Let
fi : Hi → Hi be a νi-inverse strongly monotone mapping with i = 1, 2 and mi : Hi → 2Hi

be set-valued maximal monotone mappings with i = 1, 2. D : H1 → H1 is L2-Lipschitz
continuous and η-strongly mapping with L2, η > 0. Let h : H1 → H1 be L1-Lipschitz
continuous mapping with L1 > 0. Moreover, Alakoya et al. [26] introduced a method with
an inertial extrapolation technique, viscosity approximation, and contains a stepsize that is
self-adaptive; thus, the method is known as an inertial self-adaptive algorithm for solving
the SVIP (Algorithm 10):

Algorithm 10 General viscosity with self-adaptive and inertial method.

Step 0: Select a0, a1 ∈ H1, {ρn} ∈ (0, 4), {βn}, {αn} ⊂ (0, 1), {θn} ⊂ [0, θ) for some θ > 0.
Set n = 1.
Step 1: Given the (n− 1)-th and n-th iterates, set

vn = an + θn(an − an−1).

Step 2: Compute
kn = Jm1

λ (vn − τnB∗(I − Jm2
λ ))

where

τn =

{
ρng(vn)

‖T(vn)‖2+‖H(vn)‖2 if ‖T(vn)‖2 + ‖H(vn)‖2 �= 0,

0 otherwise.
(19)

Step 3: Compute

an+1 = αn f (an) + βnan + ((1− βn)I − αnG)Skn.

Set n = n + 1 and return to Step 1.

where S : H1 → H1 is a quasi-nonexpansive mapping, G : H1 → H1 is a strongly positive
mapping, and f : H1 → H1 is a contraction mapping. The convergence of a common
solution for the sequence {an} generated by Algorithm 10 was established by the authors
through proof of its strong convergence z ∈ Γ ∩ Fix(S) provided that {αn} and {θn} satisfy
lim

n→∞
θn
αn
||an − an−1|| = 0. It is clear that Algorithm 10 performs better than Algorithms 1–3

and other related methods. However, there is a need to improve the performance of
Algorithm 10 by using an optimal choice of parameters for the inertial extrapolation term.
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Based on the outcomes above, our paper presents a novel approach that utilizes
an optimal selection of inertial term and self-adaptive techniques for solving the SVIP
and fixed point problems by employing multivalued demicontractive mappings in actual
Hilbert spaces. Our algorithm enhances the results of Algorithms 1–3 and 10, and other
associated findings in the literature. We demonstrate a robust convergence outcome, subject
to certain mild conditions, and provide relevant numerical experiments to showcase the
efficiency of the proposed method. We also consider an application of our algorithm to
solving image deblurring problems to demonstrate the applicability of our results.

2. Preliminaries

In this section, we present certain definitions and fundamental outcomes that will be
employed in our ensuing analysis. Suppose that H is a real Hilbert space, and C is a subset
of H that is closed, nonempty, and convex. We use an → p and an ⇀ p to denote the strong
and weak convergences, respectively, of a sequence {an} ⊆ H to a point p ∈ H.

For every vector k̄ ∈ H, there exists a unique element PCk̄ in the subspace C such that

||PC(k̄)− k̄|| = min{||z− k̄|| : z ∈ C}.

The metric projection from H onto C is denoted as PC and can be defined by the
subsequent expression:

(i) For k̄ ∈ H and z ∈ C,

z = PC(k̄) ⇔ 〈k̄ − z, z− b〉 ≥ 0, ∀ b ∈ C; (20)

(ii) 〈k̄ − b, PC(k̄)− PC(b)〉 ≥ ||PC(k̄)− PC(b)||2 ∀k̄, b ∈ H;
(iii) For each k̄ ∈ H and b ∈ C

||b− PC(k̄)||2 + ||k̄ − PC(k̄)||2 ≤ ||k̄ − b||2.

An operator F : H → H is called:

(i) α-Lipschitz if there is a positive value of α such that

||Fb− Fa|| ≤ α||b− a|| ∀b, a ∈ H

and a contraction if α ∈ (0, 1);
(ii) Nonexpansive if F is 1-Lipschitz;
(iii) Quasi-nonexpansive when its fixed point set is not empty and

‖Fb− p‖ ≤ ‖b− p‖ ∀b ∈ H, p ∈ Fix(F);

(iv) k-demicontractive if Fix(F) �= ∅ and there exists a constant k ∈ [0, 1) such that

||Fa− p||2 ≤ ||a− p||2 + k||a− Fa||2 ∀a ∈ H, p ∈ Fix(F).

Note that the nonexpansive and quasi-nonexpansive mappings are contained in the
class of k-demicontractive mapping; we also follow the same conditions for the Hausdorff
mapping, S : H → 2H .

Suppose we have a metric space (X, d) and a family of subsets CB(X) that are both
closed and bounded. We can induce the Hausdorff metric using the metric d on any two
subsets X, Y ∈ CB(X). This metric is defined as follows:
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H(X, Y) = max

{
sup
x∈X

d(x, Y), sup
y∈Y

d(X, y)

}
,

where d(x, Y) = inf
y∈Y

d(x, y). A fixed point of a multivalued mapping S : H → CB(H) is a

point a ∈ H that belongs to Sa. If S(a) only contains a, then we refer to a as a strict fixed
point of S. The study of strictly fixed points for a specific type of contractive mappings
was first conducted by Aubin and Siegel [27]. Since then, this condition has been rapidly
applied to various multivalued mappings, such as those in [28–30].

Lemma 1. The inequalities stated below are valid in a Hilbert space denoted by H.:

(i) ||b− a||2 = ||b||2 − 2〈b, a〉+ ||a||2 ∀b, a ∈ H;
(ii) ||b + a||2 ≤ ||b||2 + 2〈a, b + a〉 ∀b, a ∈ H.

We also use the following Lemmas to achieve our goal in the section on the main
results; Lemmas [31–33].

3. Main Results

In this section, we introduce our algorithm and provide its convergence analysis. First,
we prove the state of our algorithm as follows:

Let H1, H2 be two real Hilbert spaces, and the multivalued maximal monotone
operators are denoted by mi : Hi → 2Hi , where i = 1, 2. We denote the bounded linear
operator with its adjoint as B : H1 → H2 and B∗ : H2 → H1, respectively. For i = 1, . . . , m
define Si : H1 → CB(H1) be a finite family of ki-demicontractive mappings such that I − Si
is demiclosed at the point zero with Si(q) = {q} ∀q ∈ Fix(Si) and k = max{ki}. Suppose
that the solution set:

Γ = {a∗ ∈ H1 : 0 ∈ m1(a∗), 0 ∈ m2(Ba∗)} ∩
r⋂

i=1

Fix(Si) �= ∅. (21)

Let our contraction mapping be g : H1 → H1 with a constant of σ ∈ (0, 1) and
D : H1 → H1 be a strongly non-negative operator with η > 0 being its coefficient where
this condition, 0 < ξ < η

σ , is satisfied. Moreover, let {εn}, {ρn,i}, {λn} be non-negative
sequences such that 0 < y ≤ εn, ρn,i,λn ≤ u < 1. Define the following functions:

f (a) =
1
2
||(I − Jm2

σ )Ba||2 (22)

and
T(a) = B∗(I − Jm2

λ )Ba, H(a) = (I − Jm1
λ )a. (23)

Now, we present our algorithm as follows (Algorithm 11):
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Algorithm 11 Proposed new inertial and self-adaptive method.

Step 0: Choose α > 3, ηn ∈ (0, 4) and select initial guess a0, a1 ∈ H1. Set n = 1.
Step 1: Choose θn such that 0 ≤ θn ≤ θ̄n, where θ̄n is defined below, given the
(n− 1)th and nth iterates:

θ̄n =

{
min

{
n−1

n+α−1 , εn
max{‖an−an−1‖,n2‖an−an−1‖2}

}
if an �= an−1,

n−1
n+α−1 otherwise.

(24)

Set
vn = an + θn(an − an−1).

Step 2: Compute

τn =
ηn f (vn)

||T(vn)||2 + ||H(vn)||2

and
bn = Jm1

σ (I − τnB∗(I − Jm2
σ )B)vn

Step 3: Compute the next iterate via{
zn = ρn,0bn + ∑r

i=1 ρn,iχn,i,
an+1 = λnξg(an) + (1− λnD)zn,

(25)

where χn,i ∈ Sibn and ∑r
i=1 ρn,i = 1. Set n = n + 1 and go back to Step 1 .

To ensure our convergence outcomes, we have made assumptions on the control
parameters λn, εn, ρn,i that must meet certain conditions:

(C1) limn→∞ λn = 0 and ∑∞
n=0 λn = ∞,

(C2) lim infn→∞(ρn,0 − k)ρn,i > 0 ∀i = 1, 2, . . . , r,
(C3) εn = o(λn), i.e., limn→∞

εn
λn

= 0.

Remark 1. It is clear from (24) and Assumptions (C3), that

lim
n→∞

θn

λn
‖an − an−1‖2 ≤ lim

n→∞

θ̄n

λn
‖an − an−1‖2 ≤ lim

n→∞

εn

λn
· 1

n2 = 0

and

lim
n→∞

θn

λn
‖an − an−1‖ ≤ lim

n→∞

θ̄n

λn
‖an − an−1‖ ≤ lim

n→∞

εn

λn
= 0.

Convergence Analysis

We begin the convergence of Algorithm 11 by proving the following results.

Lemma 2. Consider the function f : H2 → R and h : H1 → R defined in (22); then, the functions
T and H defined on (23) are Lipschitz continuous.

Proof. Since T(a) = B∗(I − Jm2
σ )Ba, therefore

||T(a)− T(b)||2 = 〈B∗((I − Jm2
σ )Ba− (I − Jm2

σ )Bb), B∗((I − Jm2
σ )Ba− (I − Jm2

σ )Bb)〉
= 〈(I − Jm2

σ )(Ba− Bb), BB∗((I − Jm2
σ )Ba− (I − Jm2

σ )Bb)〉
≤ L||(I − Jm2

σ )Ba− (I − Jm2
σ )Bb||2, (26)
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where L = ||B∗B||. On the other hand,

〈T(a)− T(b), a− b〉 = 〈B∗((I − Jm2
σ )Ba− (I − Jm2

σ )Bb), a− b〉
= 〈(I − Jm2

σ )Ba− (I − Jm2
σ )Bb, Ba− Bb〉

≥ ||(I − Jm2
σ )Ba− (I − Jm2

σ )Bb||2. (27)

Combining the above formulas, we have:

〈T(a)− T(b), a− b〉 ≥ 1
L
||T(a)− T(b)||2,

T being 1
L inverse strong monotone implies that its inverse is L-Lipschitz continuous.

Furthermore,
〈T(a)− T(b), a− b〉 ≤ ||T(a)− T(b)||||a− b||,

hence
||T(a)− T(b)|| ≤ L||a− b||.

Likewise, it can be observed that the function H exhibits Lipschitz continuity.

Lemma 3. The sequence {an}, which was generated by Algorithm 11 is bounded.

Proof. Given q ∈ Γ, then

||vn − q|| = ||an + θn(an − an−1)− q||
≤ ||an − q||+ θn||an − an−1||. (28)

Since Γ �= ∅, then q = Jm1
σ (q), Bp = Jm2

σ (Bq), and (I − Jm2
σ )Bq = Bq − Bq = 0. Note

that T(vn) = B∗(I − Jm2
σ )Bvn, I − Jm2

σ is firmly nonexpansive, therefore we obtain the
following:

〈T(vn), vn − q〉 = 〈B∗(I − Jm2
σ )Bvn, vn − q〉

= 〈(I − Jm2
σ )Bvn − (I − Jm2

σ )Bq, Bvn − Bq〉
≥ ||(I − Jm2

σ )Bvn||2

= 2 f (vn) (29)

and

||bn − q||2 = ||Jm1
σ (I − τnB∗(I − Jm2

σ )B)vn − q||2

≤ ||(I − τnB∗(I − Jm2
σ )B)vn − q||2

= ||vn − q− τnT(vn)||2

= ||vn − q||2 + τ2
n ||T(vn)||2 − 2τn〈T(vn), vn − q〉

≤ ||vn − q||2 + τ2
n ||T(vn)||2 − 4τn f (vn)

≤ ||vn − q||2 − ηn(4− ηn)
f 2(vn)

||T(vn)||2 + ||H(vn)||2
. (30)

Since 0 < ηn < 4, then ||bn − q|| ≤ ||vn − q||. We use Lemma [31] to obtain the
following results:
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||zn − q||2 = ||ρn,0bn +
r

∑
i=1

ρn,iχn,i − q||2

≤ ρn,0||bn − q||2 +
r

∑
i=1

ρn,i||χn,i − q||2 −
r

∑
i=1

ρn,0ρn,i||bn − χn,i||2

= ρn,0||bn − q||2 +
r

∑
i=1

ρn,id(χn,i, Siq)2 −
r

∑
i=1

ρn,0ρn,i||bn − χn,i||2

≤ ρn,0||bn − q||2 +
r

∑
i=1

ρn,iH(Sibn, Siq)2 −
r

∑
i=1

ρn,0ρn,i||bn − χn,i||2

≤ ρn,0||bn − q||2 +
r

∑
i=1

ρn,i(||bn − q||2 + κid(bn, Sibn)
2)−

r

∑
i=1

ρn,0ρn,i||bn − χn,i||2

≤ ||bn − q||2 −
r

∑
i=1

(ρn,0 − κ)ρn,i||bn − χn,i||2, (31)

thus, we apply condition (C2) and have the following:

||zn − q||2 ≤ ||bn − q||2. (32)

Follow from (28), (30), and (31) to obtain:

||an+1 − q|| = ||λn(ξg(an)Dq) + (1− λnD)(zn − q)||
≤ λn||ξg(an)− Dq||+ (1− λnη)||zn − q||
≤ λn

[
||ξ(g(an)− g(q)) + (ξg(q)− Dq)||

]
+ (1− λnη)||zn − q||

≤ λnξσ||an − q||+ λn||ξg(q)− Dq||+ (1− λnη)[||an − q||+ θn||an − an−1||]
= (1− λn(η − ξσ))||an − q||+ λn||ξg(q)− Dq||+ (1− λnη)σn||an − an−1||
= (1− λn(η − ξσ))||an − q||+

(η − ξσ)λn

{ ||ξg(q)− Dq||
η − ξσ

+

(
1− λnη

η − ξσ

)
θn

λn
||an − an−1||

}
. (33)

Note that supn≥1

(
1−λnη
η−ξσ

)
θn
λn
||an − an−1|| exists by Remark 1 and let

M = max

{
||ξg(q)− Dq||

η − ξσ
, sup

n≥1

(
1− λnη

η − ξσ

)
θn

λn
||an − an−1||

}
.

Therefore, we have the following:

||an+1 − q|| ≤ (1− λn(η − ξσ))||an − q||+ λn(η − ξσ)M.

We continue and use Lemma [32] (i) to imply that {||an − p||} is bounded and therefore,
{an} is also bounded. Consequently, sequences {vn}, {zn}, and {bn} are bounded.

Lemma 4. Given {an} as the sequence generated by the proposed Algorithm 5, put sn = ||an − q||2,
ãn = 2λn(η−ξσ)

1−λnξσ
, un = 1

2(η−ξσ)
(2〈ξg(q) − Dq, an+1 − q〉 + λn M1), for some M1 > 0 and

cn = θn ||an−an−1||
1−λnξσ

M2 where M2 = supn≥1((1 − λnq)2(||an − q|| + ||an−1 − q||) + 2(1 −
λnq)2||an − an−1||) and q ∈ Γ.

Then, the following conclusions hold:

(i) sn+1 ≤ (1− ỹn)sn + cn + ỹnun.
(ii) −1 ≤ lim supn→∞ un < +∞.
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Proof. From Algorithm 11, we have

||vn − q||2 = ||an + θn(an − an−1)− q||2

= ||an − q||2 + 2θn〈an − q, an − an−1〉+ θ2
n||an − an−1||2. (34)

Let us use Lemma 1(i) in order to determine the following results:

2〈an − q, an − an−1〉 = −||an−1 − q||2 + ||an − q||2 + ||an − an−1||2 (35)

thus, substituting (35) into (34), we obtain

||vn − q||2 = ||an − q||2 + θn(−||an−1 − q||2 + ||an − q||2 + ||an − an−1||2) + θ2
n||an − an−1||2

≤ ||an − q||2 + θn(||an − q||2 − ||an−1 − q||2 + 2θn||an − an−1||2). (36)

Now, we follow from Lemma 1(ii) and have that

||an+1 − q||2 = ||λn(ξg(an)− Dq) + (1− λnD)(zn − q)||2

≤ (1− λnη)
2||zn − q||2 + 2λn〈ξg(an)− Dq, an+1 − q〉. (37)

Follow from (30), (32), and (34) to obtain

||an+1 − q||2 ≤ (1− λnη)
2||vn − q||2 + 2λn〈ξg(an)− Dq, an+1 − q〉

= (1− λnη)
2(||an − q||2 + θn(||an − q||2 − ||an−1 − q||2) + 2θn||an − an−1||2) +

2λn〈ξg(an)− Dq, an+1 − q〉
= (1− λnη)

2||an − q||2 + θn(1− λnη)
2(||an − q||2 − ||an−1 − q||2) +

2θn(1− λnη)
2||an − an−1||2 + 2λn〈ξg(an)− Dq, an+1 − q〉

≤ (1− λnη)
2||an − q||2 + θn(1− λnη)

2(||an − q||+ ||an−1 − q||)||an − an−1||+
2θn(1− λnη)

2||an − an−1||2 + 2λn〈ξg(an)− Dq, an+1 − q〉. (38)

Also,

2〈ξg(an)− Dq, an+1 − q〉 = 2〈ξ(g(an)− g(q)) + ξg(q)− Dq, an+1 − q〉
≤ 2ξσ||an − q||||an+1 − q||+ 2〈ξg(q)− Dq, an+1 − q〉
≤ ξσ(||an − q||2 + ||an+1 − q||2) + 2〈ξg(q)− Dq, an+1 − q〉. (39)

Furthermore, substitute (39) into (38) and have that

||an+1 − q||2 ≤ [(1− λnη)
2 + λnξσ]||an − q||2 + θn(1− λnη)

2(||an − q||+ ||an−1 − q||)||an − an−1||+
2θn(1− λnη)

2||an − an−1||2 + λnξσ||an+1 − q||2 + 2λn〈ξg(q)− Dq, an+1 − q〉
= (1− λn(2q− ξσ))||an − q||2 + (λnη)

2||an − q||2 + θn[(1− λnη)
2(||an − q||+ ||an−1 − q||) +

2(1− λnη)
2||an − an−1||]||an − an−1||+ λnξσ||an+1 − q||2 + 2λn〈ξg(q)− Dq, an+1 − q〉

≤ (1− λn(2q− ξσ))||an − q||2 + λnξσ||an+1 − q||2 + θn[(1− λnη)
2(||an − q||+ ||an−1 − q||) +

2(1− λn)
2||an − an−1||]||an − an−1||+ λn(2〈ξg(q)− Dq, an+1 − q〉+ λn M1) (40)

for some M1 ≥ 0, we have that
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||an+1 − q||2 ≤ (1− λn(2q− ξσ))

1− λnξσ
||an − q||2 + θn

1− λnξσ
||an − an−1||M2 +

λn(2〈ξg(q)− Dq, an+1 − q〉+ λn M1)

1− λnξσ

=

(
1− 2λn(η − ξσ)

1− λnξσ

)
||an − q||2 + θn

1− λnξσ
||an − an−1||M2

+
2λn(η − ξσ)

1− λnξσ

(2〈ξg(q)− Dq, an+1 − q〉+ λn M1)

2(η − ξσ)
. (41)

Furthermore, from the boundedness of {an}, it is easy to see that

sup
n≥0

un ≤ sup
n≥0

1
2(ρ− ξσ)

(2||ξg(q)− Da∗||||an+1 − q||+ M1) < ∞.

Our next objective is to demonstrate that lim supn→∞ un ≥ −1. To do so, we will
assume the opposite and suppose that lim supn→∞ un < −1, which implies that there exists
n0 ∈ N where un ≤ −1 ∀n ≥ n0. Therefore, according to (i), we can conclude that

sn+1 ≤ (1− ỹn)sn + cn + ỹnun

< (1− ỹn)sn + cn − ỹn

= cn + sn − ỹn(sn + 1)

≤ cn + sn − 2(η − ξσ)λn. (42)

By induction, we obtain

sn+1 ≤ sn0 +
r

∑
i=n0

ci − 2(η − ξσ)
r

∑
i=n0

λi ∀n ≥ n0.

Taking the limit superior of both sides of the last inequality and noting that ci
approaches 0, we obtain

lim sup
n→∞

sn ≤ sn0 − lim
n→∞

2(η − ξσ)
r

∑
i=n0

λi = −∞.

This is a contradiction of {sn} being a non-negative real sequence. Therefore, we can
conclude that lim supn→∞ un ≥ −1.

Remark 2. Given that the limn→∞ λn → 0, it becomes easier to confirm that ỹn also approaches
zero. In addition, according to Remark 1, cn approaches zero with an increasing n value.

Now, we present our strong convergence theorem.

Theorem 1. Given {an} as the sequence generated by the proposed Algorithm 11 and suppose
that Assumption (C1)–(C3) are satisfied. Then, {an} strongly converges to a unique point
p = PΓ(I − D + ξg)(p), which solves the variational inequality

〈(D − ξg)p, p− a〉 ≤ 0, a ∈ Γ. (43)

Proof. Given q ∈ Γ. We will use Φn to denote ||an − q||2. Below are the possible cases we
are considering.
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CASE A: We start by assuming that there exists a n0 ∈ N such that Φn is monotonically
decreasing ∀n ≥ n0. Then, limn→∞ Φn − Φn+1 → 0. Our first aim is to demonstrate that
limn→∞{||bn − vn||, ||χn,i − bn||, ||an+1 − an||} → 0.

||vn − an|| = ||an − an + θn(an − an−1)||
= θn||an − an−1|| → 0 as n → ∞, (44)

thus, limn→∞ ||vn − an|| = 0. From Equations (30) and (37) we have that:

ηn(4− ηn)
f 2(vn)

||T(vn)||2+||H(vn)||2 ≤ ||vn − q||2 − ||bn − q||2
≤ ||vn − q||2 − ||an+1 − q||2 + ||an+1 − q||2 − ||bn − q||2
≤ ||an − q||2 + θn M(||an − an−1||)− ||an+1 − q||2 + (1− λnτ)||zn − q||2+

2λn〈ξg(an)− Dq, an+1 − q〉 − ||bn − q||2
≤ Φn −Φn+1 + θn M||an − an+1||+ ||bn − q||2 − λnτ||bn − q||2+

2λn〈ξg(an)− Dq, an+1 − q〉 − ||bn − q||2 → 0 as n → ∞.

(45)

Note that inf ηn(4− ηn) > 0 and T together with H are Lipschitz continuous, so we
obtain that:

lim
n→∞

f 2(vn) = 0.

Therefore, f (vn) → 0 and ||bn − vn|| → 0 as n → ∞. From (30), (31), (36), and (37), we
obtain the following results:

||an+1 − q||2 ≤ (1− λnη)
2||zn − q||2 + 2λn〈ξg(an)− Dq, an+1 − q〉

≤ (1− λnη)
2

{
||bn − q||2 −

r

∑
i=1

(ρn,0 − k)ρn,i||bn − χn,i||2
}
+ 2λn〈ξg(an)− Dq, an+1 − q〉

≤ (1− λnη)
2
{
||an − q||2 + θn(||an − q||2 − ||an−1 − q||2)

}
+ (1− λnη)

2{
2θn||an − an−1||2 −

r

∑
i=1

(ρn,0 − k)ρn,i||bn − χn,i||2
}
+ 2λn〈ξg(an)− Dq, an+1 − q〉. (46)

Hence,

(1− λnη)
2

r

∑
i=1

(ρn,0 − k)ρn,i||bn − χn,i||2 ≤ (1− λnη)
2||an − q||2 + θn(1− λnη)

2(||an − q||2

−||an−1 − q||2) + 2θn(1− λnη)||an − an−1||2

+2λn〈ξg(an)− Dq, an+1 − q〉 − ||an+1 − q||2

≤ Φn −Φn+1 + λn M3 + θn(1− λnη)
2(Φn −Φn+1)

+θn(1− λnη)
2||an − an−1||2

+2λn〈ξg(an)− Dq, an+1 − q〉 → 0 as n → ∞. (47)

Thus, by applying condition (C2), we obtain

lim
n→∞

||bn − χn,i|| = 0. (48)

We also have that

||zn − bn|| = ||ρn,0bn +
r

∑
i=1

ρn,iχn,i − bn||

≤ ρn,0||bn − bn||+
r

∑
i=1

ρn,i||χn,i − bn|| → 0, n → ∞, (49)
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thus limn→∞ ||zn − bn|| = 0. Therefore,

lim
n→∞

||zn − an|| = lim
n→∞

(||zn − bn||+ ||bn − an||) = 0.

Finally,

||an+1 − zn|| = ||λnξg(an) + (1− λnD)zn − zn||
= λn||ξg(an)− Dzn|| → 0, n → ∞, (50)

which results in the following:

||an+1 − an|| ≤ ||an+1 − zn||+ ||zn − an|| → 0 as n → ∞.

As k → ∞, the subsequence {ank} weakly converges to a∗. Denote Fnk = I − τnk B∗(I −
Jm2
σ )B, since Jm2

σ is firmly nonexpansive, hence Fnk and Jm1
σ (I − τnk B∗(I − Jm2

σ )B) are aver-
aged and nonexpansive. So the subsequence {vnk} converges weakly to a fixed point a∗ of
the operator Jm1

σ Fn. We now show that a∗ ∈ Γ that is a∗ ∈ m−1
1 (0) with Ba∗ ∈ m−1

2 (0) and
a∗ ∈ ∩r

i=1Fix(Si). From (30) we have

ηn(4− ηn)
f 2(vn)

||T(vn)||2 + ||H(vn)||2
≤ ||vn − q||2 − ||bn − q||2,

since T and H are Lipschitz continuous, thus T(vn) and H(vn) are bounded. In addition,
inf ηn(4 − ηn) > 0, hence f (vn) → 0 as n → 0. Since the subsequence {ank} converges
weakly to a∗, therefore, the function f is lower semi-continuous and ‖vn − an‖ → 0 as
n → ∞, then we can determine

0 ≤ f (a∗) ≤ lim inf
k→∞

f (vnk) = lim
n→∞

f (vn) = 0.

That is,

f (a∗) =
1
2
||(I − Jm2

σ )Ba∗||2 = 0.

This implies that Ba∗ is a fixed point of JB2
σ or (I − JB2

σ )Ba∗ = 0, then we can have
Ba∗ ∈ m−1

2 (0) or 0 ∈ m2(Ba∗). Moreover, the point a∗ is a fixed point of the opera-
tor Jm1

σ (I − τnB∗(I − Jm2
σ )B), which means that a∗ = Jm1

σ (I − τnB∗(I − Jm2
σ )B)a∗. Since

(I − Jm2
σ )Ba∗ = 0, hence (I − τnB∗(I − Jm2

σ )B)a∗ = a∗, consequently a∗ = Jm1
σ a∗, This

implies that a∗ is a stationary (fixed) point of Jm1
σ , in fact, a∗ ∈ m−1

1 (0). Furthermore, from
(48) and the fact that I − Si is demiclosed at zero, then a∗ ∈ Fix(Si) for i = 1, . . . , r. Hence
a∗ ∈ Γ.

First, we show that {an} strongly converges to a∗, where a∗ = PΓ(I − D + ξg)a∗ is the
unique solution of the variational inequality (VI):

〈(D − ξg)a∗, a∗ − a〉 ≤ 0, a ∈ Γ.

For us to achieve our goal, we prove that lim supn→∞〈(D − ξg)a∗, a∗ − an〉 ≤ 0.
Choose a subsequence {anj} of {an} such that lim supj→∞〈(D − ξg)a∗, a∗ − an〉 = limj→∞

〈(D − ξg)a∗, a∗ − anj〉. Since anj ⇀ ā and using (10), we have

lim sup
j→∞

〈(D − ξg)a∗, a∗ − an〉 = lim
j→∞

〈(D − ξg)a∗, a∗ − anj〉

= 〈(D − ξg)a∗, a∗ − ā〉
= 〈a∗ − (I − (D − ξg))a∗, a∗ − ā〉 ≤ 0. (51)
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Furthermore, we make use of Lemma 4, Lemma 4(i), and (51) to obtain that
||an − a∗|| → 0, implying that sequence {an} strongly converges to a∗. Case A is con-
cluded.

CASE B: Now we assume that {||an − q||} is not monotonically decreasing. Then for
some n0 and ∀n ≥ n0, we define φ : N → N by the following:

φ(n) = max{t ∈ N : t ≤ n : φt ≤ φt+1}.

Moreover, φ is increasing with limn→∞ φ(n) → ∞ and

0 ≤ ||aφ(n) − q|| ≤ ||aφ(n)+1 − q||, ∀ n ≥ n0.

We can apply a similar argument to the one used in Case A and conclude that

lim
n→∞

||bφ(n) − vφ(n)|| = lim
n→∞

||xφ(n),i − bφ(n)|| = lim
n→∞

||aφ(n)+1 − aφ(n)|| = 0.

Thus, Ωv(aφ(n)) ∈ Γ, where Ωv(aφ(n)) is the weak subsequential limit of {aφ(n)}. Also,
we have

lim sup
n→∞

〈(D − ξg)q, q− aφ(n)〉 ≤ 0. (52)

Thus, we follow from Lemma 4(i) and we have

||aφ(n)+1 − q||2 ≤
(

1− 2λφ(n)(η−ξσ)

1−λφ(n)ξσ

)
||aφ(n) − q||2 + 2λφ(n)(η−ξσ)

1−λφ(n)ξσ
(2〈ξg(q)− Dq, aφ(n)+1 − q〉+ λφ(n)M)+

αφ(n)M2||aφ(n)−aφ(n)−1||
1−λφ(n)ξσ

(53)

for some M > 0 and where

M2 = supn≥1((1− λφ(n)q)
2(||aφ(n) − q||+ ||aφ(n)−1 − q||) + 2(1− λφ(n)q)

2||aφ(n) − aφ(n)−1||).

Since ||aφ(n) − q||2 ≤ ||aφ(n)+1 − q||2 then from (??), we obtain the following results:

0 ≤
(

1−
2λφ(n)(η − ξσ)

1− λφ(n)ξσ

)
||aφ(n) − q||2 +

2λφ(n)(η − ξσ)

1− λφ(n)ξσ
(2〈ξg(q)− Dq, aφ(n)+1 − q〉+ λφ(n)M) +

αφ(n)M2||aφ(n) − aφ(n)−1||
1− λφ(n)ξσ

− ||aφ(n) − q||2. (54)

Hence, we obtain:

2λφ(n)(η − ξσ

1− λφ(n)ξσ
||aφ(n) − q||2 ≤

2λφ(n)(η − ξσ)

1− λφ(n)ξσ
(2〈ξg(q)− Dq, aφ(n)+1 − q〉+ λφ(n)M) +

αφ(n)M2||aφ(n) − aφ(n)−1||
1− λφ(n)ξσ

. (55)

Therefore, we obtain the results below:

||aφ(n) − q||2 ≤ 2〈ξg(q)− Dq, aφ(n)+1 − q〉+ λφ(n)M4 +
αφ(n)M2||aφ(n) − aφ(n)−1||

2λφ(n)(η − ξσ)
. (56)

Since the sequence {aφ(n)} is bounded and limn→∞ λφ(n) → 0, it follows from
Equation (52) and Remark 1.

lim
n→∞

||aφ(n) − q|| = 0. (57)

We can conclude that ∀n ≥ no, the following statement holds:

0 ≤ ||an − q||2 ≤ max{||aφ(n) − q||2, ||aφ(n)+1 − q||2} = ||aφ(n)+1 − q||2.
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Hence, limn→∞ ||an − q|| = 0. Therefore, we imply that sequence {an} converges
strongly to q. This completes the proof.

The result presented in Theorem 1 can lead to an improvement when compared to the
findings of [26]. It is important to recall that the set of quasi-nonexpansive mappings can
be classified as 0-demicontractive. Therefore, we can utilize the same discoveries to obtain
outcomes when approximating a common solution for the SVIP, together with a restricted
number of multivalued quasi-nonexpansive mappings. The following remark highlights
our contributions to this paper:

Remark 3.

(i) A new optimal choice of the inertial extrapolation technique is introduced. This can also be
adapted for other iterative algorithms to perform better.

(ii) The algorithm obtained a strong convergence result without necessarily imposing a solid
condition on the control parameters.

(iii) The self-adaptive technique prevents the need to calculate a prior estimate of the norm of the
bounded linear operator at every iteration.

(iv) The algorithm produces suitable solutions that approximate the entire set of solutions Γ as
stated in (1), using appropriate starting points. This feature sets it apart from Tikhonov-type
regularization methods, which always converge to the same solution sequence. We find this
attribute particularly intriguing.

4. Numerical Illustrations

Let us provide some numerical examples that demonstrate the effectiveness and
efficiency of the suggested algorithms. We will compare the performance of Algorithm 11
(also known as Algorithm 11) with Algorithms 1, 2, 3 and 10 (also known as Algorithms 1,
2, 3, and 10, respectively). Kindly note that the renumbering of the article occurred due
to the change in the numbering style in the template. All codes were written in MATLAB
R2020b and performed on a PC Desktop. Intel(R) Core(TM) i7-6600U CPU @ 3.00 GHz
3.00 GHz, RAM 32.00 GB.

Example 1. Let H1 = H2 = R3 and B, m1, m2 : R3 → R3 be defined by

B =

⎛
⎝ 1 −1 0

1 2 0
0 0 3

⎞
⎠, m1 =

⎛
⎝ 4 0 0

0 3 0
0 0 2

⎞
⎠ and m2 =

⎛
⎝ 6 0 0

0 5 0
0 0 4

⎞
⎠. (58)

It is easy to check that the resolvent operators concerning m1 and m2 are defined by

Jm1
σ (a) =

(
a1

1 + 4σ
,

a2

1 + 3σ
,

a3

1 + 2σ

))
and Jm2

σ (a) =
(

a1

1 + 5σ
,

a2

1 + 5σ
,

a3

1 + 4σ

))

for σ > 0 and a ∈ R3. Also, let Fj : R3 → 2R
3

be defined by

Fja =

{−(3j+1)x
3 , −(j + 1)a i f a ≤ 0

−(j + 1)a, −(3j+1)a
3 i f a > 0

(59)
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It is clear that T(F) = {0} and H(Fja, Fj0) = (j + 1)2|z|2. Thus,

d(a, Fja)2 =

∣∣∣∣a + (3j + 1)
3

a
∣∣∣∣
2

=

∣∣∣∣ (3j + 4)
3

a
∣∣∣∣
2

=

(
9j2 + 24j + 16

9

)
|a|2.

Furthermore,

H(Fja, Fj0)2 = (j + 1)2|a|2

= |a− 0|2 + (j2 + 2j)|a− 0|2

= |a− 0|2 + 9j2 + 2j
9j2 + 24j + 16

d2(a, Fja). (60)

Hence, Fj is k-demicontractive with k = (9j2+2j)
9j2+24j+16 ∈ (0.1). Moreover, the solution set

Γ = {0}. We choose the following choice of parameters for Algorithm 11: θn = 1
(n+1)2 , ηn =

2n
5n+4 , βn = 1

m+1 , λn = 1
n+1 , ξ = 1, α = 0, 2 g(a) = a

4 D(a) = a. For Algorithm 1,
we take θn = 2n

5n+4 , δ = 0.03; for Algorithm 2, we take θn = 1
(n+1)2 , δ = 0.04,λ = 0.03; for

Algorithm 3, we take ηn = 0.04; and for Algorithm 10, we take θn = 2n
5n+3 , αn = 1

n+1 , σn =
1

2‖B∗B‖2 . We test the algorithms using the following initial points:

([Case I:]) a0 = eye(3,1) and a1 = rand(3,1),

([Case II:]) a0 = rand(3,1) and a1 = rand(3,1),

([Case III:]) a0 = randn(3,1) and a1 = randn(3,1),

([Case IV:]) a0 = ones(3,1) and a1 = rand(3,1),

where “eye", “randn", “rand", and “ones" are MATLAB functions. We used ‖an+1 − an‖ <
10−6 as the stopping criterion for all the implementation. The numerical results are shown in
Table 1 and Figure 1. Furthermore, we run the algorithms for 100 randomly generated starting
points to check the performance of the algorithms using the performance profile metric introduced by
Dolan and More [34], which is widely accepted as a benchmark for comparing the performance of
algorithms. The details of the setup of the performance profile can be found in [34]. In particular,
for each algorithm s ∈ S = {1, 2, . . . , 5} and case p ∈ P = {1, . . . , 100}, we defined a parameter
tp,s which is the computation value of algorithm s ∈ S for solving problem case p ∈ P such as the
number of iterations, time of execution, or error value of Algorithm s ∈ S to solve problem p ∈ P .
The performance of each algorithm is scaled concerning the best performance of any other algorithm
in S , which yields the performance ratio

ηp,s =
tp,s

min{tp,s : s ∈ S} .

We select a parameter ηr such that ηr ≥ ηp,s for all p and s, and ηp,s = ηr only if solver s is
unable to solve problem p. It is worth noting that the choice of ηr does not affect the performance
evaluation, as explained in [34]. To determine an overall assessment of each solver’s performance,
we use the following measurement:

Ps(t) =
1

np
size{p ∈ P : ηp,s ≤ t},

the probability Ps(t) represents the likelihood of solver s ∈ S to achieve a performance ratio ηp,s
within a factor t ∈ R of the best possible ratio. The performance profile Ps : R → [0, 1] for a
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solver is a non-decreasing function that is piecewise continuous from the right at each breakpoint
when Ps is defined as the cumulative distribution function of the performance ratio. The probability
Ps(1) denotes the chance of the solver achieving the best performance among all solvers. The
performance profile results (Figure 2 show that Algorithm 11 has the best performance for 100% of
the cases considered in terms of the number of iterations. In contrast, Algorithm 3 has the worst
performance. Moreover, Algorithm 10 performs better than Algorithms 1–3 even in worst senerios.
Also, Algorithm 11 has the best performance for about 82% of the cases in terms of the time of
execution, followed by Algorithm 10 for about 18% of the cases. In contrast, Algorithm 3 has the
worst performance in terms of the time of execution. It is good to note that despite the self-adaptive
technique used in selecting the stepsize for Algorithm 3, its performance is relatively worse than
other methods.

Table 1. Numerical results for Example 1.

Case I Case II Case III Case IV

Algorithm 11 No of L. 13 15 17 14
CPU time (s) 0.0013 0.0076 0.0090 0.0018

Algorithm 1 No of L. 43 50 63 48
CPU time (s) 0.0282 0.0223 0.0114 0.0156

Algorithm 2 No of L. 41 48 59 46
CPU time (s) 0.0270 0.0191 0.0137 0.0166

Algorithm 3 No of L. 104 140 160 73
CPU time (s) 0.0305 0.0425 0.0278 0.0194

Algorithm 10 No of L. 28 32 37 28
CPU time (s) 0.0167 0.0161 0.0148 0.0034
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Figure 1. Example 1, (Top Left): Case I; (Top Right): Case II, (Bottom Left): Case III; (Bottom Right):
Case IV.
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Figure 2. Performance profile results for Example 1 in terms of number of iterations (left) and time of
execution (right).

Example 2. Our algorithms are utilized to solve an image reconstruction problem that can be
modeled as the Least Absolute Selection and Shrinkage Operator (LASSO) problem described in
Tibshirani’s work [35]. Alternatively, it can be modeled as an underdetermined linear system
given by

z = ma + ε, (61)

where a is the original image in RM, m is the blurring operator in M × N(M << N), ε is noise,
and z is the degraded or blurred data which must be recovered. Typically, this can be reformulated as
a convex unconstrained minimization problem given by

min
a∈RN

{
1
2
‖ma− z‖2

2 + λ‖a‖1

}
, (62)

where λ > 0, ‖a‖2 is the Euclidean norm of a and ‖a‖1 =
N
∑

i=1
|yi| is the l1-norm of a. Various

scientific and engineering fields have found the problem to be a valuable tool. Over the years,
several iterative techniques have been developed to solve Equation (62), with the earliest being the
projection approach introduced by Figureido et al. [36]. Equivalently, the LASSO problem (62) can
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be expressed as an SVIP when C = {a ∈ Rk : ‖a‖1 ≤ t} and Q = {z}, m1 = ∂iC, m2 = ∂iQ,
where iC and iQ are the indicator functions on C and Q, respectively. We aim to reconstruct the
initial image a based on the information the blurred image z provides. The image is in greyscale and
has a width of M pixels and a height of N pixels, with each pixel value within the [0, 255] range. The
total number of pixels in the image is D = M × N. The signal-to-noise ratio, which is determined
by the amount of noise present in the restored image, is used to evaluate the quality of the resulting
image, and it is defined by

SNR = 20× log10

( ‖a‖2

‖a− a∗‖2

)
,

with a and a∗ being the original and restored images, respectively. In image restoration, the
quality of the restored image is typically measured by its signal-to-noise ratio (SNR), where a
higher SNR indicates better quality. To evaluate the effectiveness of our approach, we conducted
experiments using three test images: Cameraman (256 × 256), Medical Resonance Imaging (MRI)
(128 × 128), and Pout (400 × 318), all of which were obtained from the Image Processing Toolbox
in MATLAB. Specifically, we degraded each test image using a Gaussian 7 × 7 blur kernel with
a standard deviation of 4. We processed the algorithms using the following control parameters:
Algorithm 11: θn = 1

n2 , ηn = 2n−1
8n+7 , βn = 1

r+1 , λn = 1
100n+1 , ξ = 1, α = 0.4 g(a) =

a
8 D(a) = 2a. For Algorithm 1, we take θn = n

7n+3 ,λ = 0.05; for Algorithm 2, we take
θn = 1

n2 , δ = 0.06,λ = 0.09; for Algorithm 3, we take ηn = 0.05; and for Algorithm 10, we take
θn = n

7n+3 , αn = 1
100n+1 , σn = 1

2‖B∗B‖2 . We also choose the initial values as a0 = 0 ∈ RM×N and

a1 = 1 ∈ RM×N . The numerical results are shown in Figures 3–6 and Table 2. It is easy to see
that all the algorithms efficiently reconstruct the blurred image. Though the performance of the
algorithms varies in terms of the quality of the reconstructed image, we note that Algorithm 11
was able to reconstruct the images faster than other algorithms used in the experiments. This also
emphasizes the importance of the proposed algorithm.

Figure 3. Cont.
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Figure 3. Image reconstruction using cameraman (256 × 256) image.

Figure 4. Image reconstruction using MRI (128 × 128) image.
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Figure 5. Image construction using Pout image (291 × 240).

263



Mathematics 2023, 11, 4708

0 100 200 300 400 500 600 700 800 900 1000

Iteration number

10

15

20

25

30

35

S
N

R

Alg 5
Alg 1
Alg 2
Alg 3
Alg 4

0 100 200 300 400 500 600 700 800 900 1000

Iteration number

10

12

14

16

18

20

22

24

26

28

S
N

R

Alg 5
Alg 1
Alg 2
Alg 3
Alg 4

0 100 200 300 400 500 600 700 800 900 1000

Iteration number

10

15

20

25

30

35

40

45

S
N

R

Alg 5
Alg 1
Alg 2
Alg 3
Alg 4

Figure 6. Graphs of SNR against iteration number. Top Left: Cameraman; Top Right: MRI; and
Bottom: Pout.

Table 2. Computational result for Example 2.

Algorithms
Cameraman MRI Pout

Time (s) SNR Time (s) SNR Time (s) SNR

Algorithm 11 14.2169 34.3580 2.3627 26.4215 11.3969 40.2075

Algorithm 1 16.9989 34.3517 2.7461 26.9565 12.5370 37.7244

Algorithm 2 19.6273 34.3468 2.8171 25.8976 12.3931 40.9870

Algorithm 3 18.8111 34.4365 2.7333 26.4675 13.5479 40.3109

Algorithm 10 17.3022 31.5974 2.7074 24.6775 12.3144 36.2867

5. Conclusions

Our paper proposes a novel inertial self-adaptive iterative technique that utilizes
viscosity approximation to obtain a common solution for split variational inclusion prob-
lems and fixed point problems in real Hilbert spaces. We have selected an optimal inertial
extrapolation term to enhance the algorithm’s accuracy. Additionally, we incorporated
a self-adaptive technique that allows for stepsize adjustment without relying on prior
knowledge of the norm of the bounded linear operator. Our method has been proven to
converge strongly, and we have included numerical implementations to demonstrate its
efficiency and effectiveness.
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